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Abstract
We extend Zhu’s theory to the case of intertwining operators of vertex operator
algebra V . Namely, we show that the space of trace functions SI(u, τ) of inter-
twining operators I of type
( W
U W
)
satisfies modular invariance for each U and
u ∈ U and we construct modular forms of vector type of rational weights. As an
application, we calculate trace functions of some intertwining operators explicitly.
1 Introduction
For a rational vertex operator algebra V with central charge c and the set of irreducible
V -modules {W 1, ...,Wm}, Zhu’s theory insists that the set of trace functions
SW i(v, τ) = z
wt(v)q−c/24tr|W iY
W i(v, z)qL(0) (q = e2piiτ )
for v ∈ V satisfy some modular invariance (SL(2,Z)-invariance) if V satisfies condition C2
(see Def. 2.7), where Y W
i
(v, z) is the module vertex operator of v onW i. Especially, if v ∈
V[n], then SL(2,Z) acts on an m-dimensional vector space CSW 1(v, τ)+ · · ·+CSWm(v, τ)
and (SW 1(v, τ), ..., SWm(v, τ)) become modular forms of vector type of integer weight
n. This theory was extended by Dong, Li and Mason in [DLiM] to the orbifold model,
where V has an automorphism g of finite order and one consider the trace function
trW igq
L(0)−c/24. The author has also extended Zhu’s theory to the trace functions in
many variables, [Mi1], [Mi2]. As applications of these theories, we can construct a lot of
modular forms of integer weights from holomorphic vertex operator algebras. Recently,
attention has come to be paid to modular forms of rational weights, see [BKMS] and [Ib].
∗Supported by the Grants-in-Aids for Scientific Research, No. 09440004 and No. 12874001, The
Ministry of Education, Science and Culture, Japan.
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In this paper, we will show a new construction of modular forms of rational weights by
using intertwining operators of vertex operator algebras. For example, we will construct
modular forms (with a linear character) of weights 1
2
, 1
10
, 2
5
, 1
7
. Actually, our proof covers
the real weights, but we don’t know such a case.
An incentive of this research is Dedekind’s η-function
η(τ) = q1/24
∏
n=1
(1− qn),
which is a modular form of weight 1
2
. It follows from Spinor construction [FRW] that this
function is given as a trace function
u−wt(u)q−
1
2
1
24 tr|L( 1
2
, 1
16
)I(u, z)q
L(0)
for some intertwining operator I(∗, z) ∈ I
(
L(1
2
, 1
16
)
L(1
2
, 1
2
) L(1
2
, 1
16
)
)
of L(1
2
, 0)-modules and
some element u ∈ L(1
2
, 1
2
) of weight 1
2
, where L(1
2
, 0) is 2-dimensional Ising model (a
rational Virasoro vertex operator algebra with central charge 1
2
) and has three modules
L(1
2
, 0), L(1
2
, 1
2
) and L(1
2
, 1
16
), where the first entry denotes central charge and the second
denotes the lowest weights. Since L(1
2
, 1
16
) is the only one irreducible L(1
2
, 0)-module W
satisfying 0 6= I
(
W
L(1
2
, 1
2
) W
)
and we have dim I
(
L(1
2
, 1
16
)
L(1
2
, 1
2
) L(1
2
, 1
16
)
)
= 1, the space
of trace functions
< q−c/24tr|W I(u, z)q
L(0) : I ∈ I
(
W
L(1
2
, 1
2
) W
)
,W is an L(1
2
, 0)-module >
has dimension one for each u ∈ L(1
2
, 1
2
). This fact suggests the possibility of the extension
of Zhu’s theory to the trace functions of the intertwining operators. Our main purpose
in this paper is to show that this is true and to prove that the space of trace functions
SI(u, τ) given by intertwining operators I of type
(
W
U W
)
for each U satisfies a modular
invariance if U satisfies a weaker condition C[2,0]. See Theorem 4.15 and Theorem 5.1.
Using the result (Corollary 2.13 in [Li2]) given by Li, the proofs of these theorem are
essentially the same as in [Zh]. As we however are interested in the extension of Zhu’s
theory and the mechanics of modular invariance of trace functions of vertex operator al-
gebras, we will pick up and repeat the necessary parts with the suitable modifications.
The author wishes to thank E. Bannai and T. Ibukiyama for their helpful advices.
2 Preliminary results
2.1 Vertex operator algebras
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Definition 2.1 A vertex operator algebra is a Z-graded complex vector space:
V =
∐
n∈Z
Vn
satisfying dimVn <∞ for all n and Vn = 0 for n<<0. If v ∈ Vn we write wt(v) = n and
say that v is homogeneous and has (conformal) weight n. For each v ∈ V there are linear
operators vn ∈ End(V ), n ∈ Z which are assemble into a vertex operator
Y (v, z) =
∑
n∈Z
v(n)z−n−1 ∈ (EndV )[[z, z−1]].
Various axioms are imposed:
(1) For u, v ∈ V , u(n)v = 0 for n sufficiently large.
(2) There is a distinguished vacuum element 1 ∈ V0 satisfying Y (1, z) = 1 and Y (v, z)1 =
v +
∑
n≥2 v(−n)1zn−1.
(3) There is a distinguished Virasoro element ω ∈ V2 with generating function Y (ω, z) =∑
n∈Z L(n)z
−n−2 such that the component operators generate a copy of the Virasoro algebra
represented on V with central charge c. That is
[L(m), L(n)] = (m− n)L(m+ n) + 1
12
(m3 −m)δm+n,0c.
Moreover we have Vn = {v ∈ V |L(0)v = nv} and ddzY (v, z) = Y (L(−1)v, z).
(4) ”Commutativity” holds
(z − w)N [Y (v, z), Y (u, w)] = 0 for N>>0
Such a vertex operator algebra may be denoted by the 4-tuple (V, Y, 1, ω) or more
usually, by V .
It is well known that vertex operators satisfies ”Associativity”.
(a(m)v)(r) =
∞∑
i=0
(−1)i
(
m
i
)
a(m− i)v(r + i)− (−1)m+i
(
m
i
)
v(m+ r − i)a(i) (2.1)
for a, v ∈ V .
Definition 2.2 A module for (V, Y, 1, ω˜) is a Z-graded vector space M = ⊕n≥0M(n) with
finite dimensional homogeneous spaces M(n); equipped with a formal power series
Y M(v, z) =
∑
n∈Z
vM(n)z−n−1 ∈ (End(M))[[z, z−1]]
called the module vertex operator of v for v ∈ V satisfying:
(1) Y M(1, z) = 1M ;
3
(2) Y M(ω, z) =
∑
LM(n)z−n−1 satisfies:
(2.a) the Virasoro algebra relations:
[LM (n), LM(m)] = (n−m)LM (n+m) + δn+m,0n
3 − n
12
c,
(2.b) the L(−1)-derivative property:
Y M(L(−1)v, z) = d
dz
Y M(v, z), and
(2.c) LM(0)M(n) = (kn)1M(n) for some kn ∈ C.
(3) ”Commutativity” holds;
(z − w)N [Y M(v, z), Y M(u, w)] = 0 for N>>0
(4) ”Associativity” holds;
Y M(unv, z) = Resw
(
(w − z)nY M(u, w)Y M(v, z)− (−z + w)nY M(v, z)Y M(u, w)) ,
where (−z + w)n =∑∞i=0 (ni)(−z)n−iwi and (ni) = n(n−1)···(n−i+1)i! .
It follows from the definitions of modules that if W is an irreducible V -module then
W has a lowest weight r such that W = ⊕∞n=0Wr+n, where L(0) acts on Wr+n as a scalar
r + n.
Definition 2.3 A vertex operator algebra (V, Y, 1, ω) is called ”rational” if it has only
finitely many irreducible modules and all modules are completely reducible. A vertex op-
erator algebra with a unique irreducible module is called ”holomorphic”.
Throughout this paper, V = ⊕∞n=0Vn is a rational vertex operator algebra (V, Y, 1, ω)
with central charge c and U is an irreducible V -module. We assume that U is spanned
by elements of the forms L(−n1) · · ·L(−nt)u (n1, ..., nt > 0) for u satisfying L(n)u = 0
(n > 0).
Zhu has introduced the second vertex operator algebra (V, Y [, ], 1, ω˜) associated to V
in Theorem 4.2.1 of [Zh].
Definition 2.4 The vertex operator Y [a, z] are defined for homogeneous a via the equality
Y [a, z] = Y (a, ez − 1)ezwt(a) ∈ End(V )[[z, z−1]]
and Virasoro element ω˜ is define to be ω − c/24.
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For the proof of this fact, see [Zh] or the proof of Theorem 2.1. We should note that
Zhu has used Y [a, z]2pii = Y (a, e
2piiz − 1)e2piizwt(a) and ω˜2pii = (2pii)2(ω − c/24) and Dong,
Li and Mason have used Y [a, z]1 in [DLiM]. We adopt Y [a, z]1 = Y (a, e
z)ewt(a)z and
ω˜ = ω − c/24 because we can define it for a vertex operator algebra over the rational
number field. It follows from the direct calculation that the differences are given by
a[n]2piiu = (2pii)
−n−1a[n]1u. (2.2)
Using a change of variable we calculate that
v[m] = ReszY [v, z]z
m
= ReszY [v, log(1 + z)](log(1 + z))
m(1 + z)−1
= ReszY (v, z)(log(1 + z))
m(1 + z)wt(v)−1.
In this paper, Resz ∈ Hom(V {z}, V ) is given by Resz(
∑
m∈C amz
−m−1) = a0. In
particular, for v ∈ V and m ∈ Z, there are ai ∈ C such that
v[m] = v(m) +
∞∑
i=1
aiv(m+ i). (2.3)
For example we have
v[0] =
∞∑
i=0
(
wt(v)− 1
i
)
v(i). (2.4)
We also write Y [ω˜, z] =
∑
n∈Z L[n]z
−n−2 and set V[n] = {v ∈ V |L[0]v = nv}. For v ∈ V[n],
we denote it by [wt](v) = n. For example, one has
L[0] = L(0) +
∞∑
n=1
(−1)n−1
n(n+ 1)
L(n) (2.5)
and so ⊕n≤NWr+n = ⊕n≤NW[r+n] for any irreducible V -module W = ⊕∞n=0Wr+n.
The main operators in this paper are not vertex operators of elements of V , but
intertwining operator of elements of V -module U .
Definition 2.5 Let (W i, Y i) (i = 1, 2, 3) be V -modules. An intertwining operator of type(
W 3
W 1 W 2
)
is a linear map
W 1 → Hom(W 2,W 3){z}
w1 → I(w1, z) =
∑
r∈Cw1(r)z
−r−1
such that
(1) for wj ∈ W j and r ∈ C, w1(r + n)w2 = 0 for n sufficiently large;
(2) d
dz
I(w1, z) = I(L(−1)w1, z);
(3) ”Commutativity” holds;
(z − w)N{Y 3(v, z)I(u, w)− I(u, w)Y 2(v, z)} = 0 for N>>0;
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(4) ”Associativity” holds;
I(u1(n)v, z) = Resw
{
(w − z)nY 3(u, w)I(v, z)− (−z + w)nI(v, z)Y 2(u, w)} .
It is known (c.f. [Li1]) that (3) and (4) are possible to be replaced by the following
Jacobi identity for the operators
z−10 δ(
z1−z2
z0
)Y 3(v, z1)I(w1, z2)w2 − z−10 δ( z2−z1−z0 )I(w1, z2)Y 2(v, z1)w2
= z−12 δ(
z1−z0
z2
)I(Y 1(v, z0)w
1, z2)w2
(2.6)
As in the case of module actions, for v ∈ V and u ∈ W 1 we have the standard
consequence from (2.6):
[Y (v, z1), I(u, z2)] = Resz0z
−1
2 δ(
z1−z0
z2
)I(Y (v, z0)u, z2)
= I(Y (v, z1 − z2)− Y (v,−z2 + z1))u, z2). (2.7)
Here [Y (v, z1), I(u, z2)] denotes Y
3(v, z1)I(u, z2)− I(u, z2)Y 2(v, z1).
By calculating the coefficients of z−m−11 z
−k−1
2 in (2.7), we have the following commu-
tator formula as in the case of VOAs.
[v(m), uI(k)] =
∞∑
j=0
(
m
j
)
(v(j)u)I(m+ k − j), (2.8)
where I(u, z) =
∑
r∈C u
I(r)z−r−1, Y i(v, z) =
∑
i∈Z v
i(m)z−m−1 for i = 1, 2, 3 and
[v(m), uI(k)] denotes v3(m)uI(k)− uI(k)v2(m). In particular,
[L(0), wI(k)] = (ω1(0)u)I(k + 1) + (ω1(1)u)I(k) = (wt(u)− k − 1)wI(k) (2.9)
and so uI(wt(u)− 1) is a grade-preserving operator and denoted by oI(u).
If (W,Y W ) is a (V, Y (, z), 1, ω)-module, then by the same arguments as in [Zh], one
shows that W become a (V, Y [, ], 1, ω˜)-module by module vertex operator Y W [v, z] =
Y W (v, ez − 1)ewt(v)z . We will extend it to intertwining operators.
Theorem 2.6 Let I(, z) ∈ I( W 3
W 1 W 2
)
. Define the second intertwining operator I[∗, z] by
I[u, z] = I(u, ez − 1)ezwt(u) (2.10)
for homogeneous u ∈ W 1. Then I[∗, z] is an intertwining operator of type ( W 3
W 1 W 2
)
,
where W i are (V, Y [, z], 1, ω˜)-modules (W 1, Y 1[, z]), (W 2, Y 2[, z]), (W 3, Y 3[, z]).
[Proof] As mentioned at (4.2.3) in [Zh],
ai[m] = Resz(Y
i(a, z)(ln(1 + z))m(1 + z)wt(a)−1 (2.11)
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for a ∈ V and i = 1, 2, 3, where Y i[a, z] =∑m∈Z ai[m]z−m−1.
(1) Commutativity of I[, z]: Set f(x, z) = (ez − ex)/(z − x). By Commutativity of I(, z),
0 = (ex − 1− ez + 1)N(Y 3(a, ex − 1)ewt(a)xI(u, ez − 1)ewt(u)z
−I(u, ez − 1)ewt(u)zY 2(a, ex − 1)ewt(a)x)
= (x− z)Nf(x, z)N(Y 3[a, x]I[u, z]− I[u, z]Y 2[a, x])
Since (ez − ex) = (z − x)(1 + 1
2
(x+ z) + ...), f(x, z) has an inverse in C[[x, z]]. Hence
0 = (x− z)N (Y 3[a, x]I[u, z]− I[u, z]Y 2[a, x]) (2.12)
(2) For the proofs of Associativity of I[, z]:
(a[m]u)[r] =
∞∑
i=0
(−1)i
(
m
i
)
a[m− i]u[r + i]− (−1)m+i
(
m
i
)
u[m+ r − i]a[i] (2.13)
and L[−1]-derivative property:
I[L[−1]u, z]] = d
dz
I[u, z], (2.14)
see the proof of Theorem 4.2.1 in [Zh] with suitable modifications.
We next recall the so-called condition C2 introduced by Zhu [Zh] and give a weaker
condition.
Definition 2.7 For a V -module U , set C2(U) =< a(−2)u : a ∈ V, u ∈ U > and
C[2,0](U) =< a[−2]u, a[0]u : a ∈ V, u ∈ U >. We call that U satisfies condition C2 if
dim(U/C2(U)) <∞ and U satisfies condition C[2,0] if dim(U/C[2,0](U)) <∞.
We note a(−n)u ∈ C2(U) for any n ≥ 2 since (m − 1)v(−m) = (L(−1)v)(−m + 1).
From Associativity (2.1), we easily have:
Lemma 2.8 V/C2(V ) is an associative algebre with a product given by v×w = v(−1)w.
Also U/C[2](U) is a V/C[2](V )-module whose action is given by v(−1)u + C2(U) for v ∈
V, u ∈ U .
We also have the following from (2.3).
Lemma 2.9 If we set C[2](U) =< a[−2]u : a ∈ V, u ∈ U >, then dimU/C[2](U) < ∞ if
and only if dimU/C2(U).
[Proof]
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2.2 Zhu-algebra
Let U be a V -module. Following [FZ] we define left and right actions of V on U as follows:
a · u = Resx (1 + x)
wt(a)
x
Y (a, x)u, (2.15)
u ∗ a = Resx (1 + x)
wt(a)−1
x
Y (a, x)u, (2.16)
for any homogeneous vector a ∈ V and for any u ∈ U . Let O(U) be the subspace of U
linearly spanned by all elements,
Resx
(1 + x)wt(a)
x2
Y (a, x)u, (2.17)
for any homogeneous a ∈ V , u ∈ U . Set A(U) = U/O(U). Then it is known (Theorem
1.5.1 [FZ]) that A(V ) is an associative algebra with a product · and A(U) is an A(V )-
bimodule under the defined left and right action. Zhu showed that ω + O(V ) is in the
center of A(V ) and A(V ) is a finite dimensional semisimple algebra if V is rational. As
mentioned in Remark 2.9 in [Li2],
a · u− u ∗ a = Resx(1 + x)wt(a)−1Y (a, x)u =
∞∑
i=0
(
wt(a)− 1
i
)
aiu = a[0]u. (2.18)
Li recently proved the following theorem (Corollary 2.13 in [Li2]), which was mentioned
in [FZ].
Theorem 2.10 If V is rational, then there is a natural linear isomorphism
pi : I
(
W 3
U W 2
)
→ HomA(V )(A(U)⊗A(V ) W 2(0),W 3(0)) (2.19)
for irreducible V -modules U,W 2,W 3, where W 2(0) and W 3(0) are the top modules of W 2
and W 3, respectively. Here pi(I) is given by
pi(I)(u⊗m) = u(wt(u)− 1 + r2 − r3)m (2.20)
for m ∈M2(0), u ∈ U , I(u, z) =∑k∈C u(k)z−k−1 and r2, r3 are the lowest weights of W 2
and W 3, respectively.
2.3 Elliptic functions
In this section we will quote several results from [Zh]. The Eisenstein series G2k(τ)
(k = 1, 2, ...) are series
G2k(τ) =
∑
(m,n)6=(0,0)
1
(mτ + n)2k
for k ≥ 2, (2.21)
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and
G2(τ) =
pi2
3
+
∑
m∈Z−{0}
∑
n∈Z
1
(mτ + n)2
for k = 1. (2.22)
They have the q-expansions
G2k(τ) = 2ξ(2k) +
2(2pi
√−1)2k
(2k − 1)!
∞∑
n=1
n2k−1qn
1− qn (2.23)
where ξ(2k) =
∑∞
n=1
1
n2k
and q = e2pi
√−1τ .
We make use of the following normalized Eisenstein series:
Ek(τ) =
1
(2pi
√−1)kGk(τ) for k ≥ 2. (2.24)
It is clear from (2.21) and (2.22) that
E2(
aτ + b
cτ + d
) = (cτ + d)2E2(τ)− c(cτ + d)
2pi
√−1 (2.25)
for
(
a b
c d
)
∈ SL(2,Z) and E2k(τ) is a modular form of weight 2k for k > 1.
Set
℘1(z, τ) =
1
z
+
∑
w∈Zτ+Z−{0}
(
1
z − w +
1
w
+
z
zw
), (2.26)
℘2(z, τ) =
1
z2
+
∑
w∈Zτ+Z−{0}
(
1
(z − w)2 −
1
w2
), Weierstrass -℘-function (2.27)
and
℘k+1(z, τ) = −1
k
d
dz
℘k(z, τ) for k ≥ 2. (2.28)
℘k(
z
2pi
√
−1
,τ)
(2pi
√−1)k (k = 1, 2, ...) have the Laurent expansion near z = 0,
℘k(
z
2pi
√−1 , τ)
(2pi
√−1)k =
1
zk
+ (−1)k
∞∑
n=1
(
2n+ 1
k − 1
)
E2n+2(τ)z
2n+2−k (2.29)
and the q-expansion of
℘1(
z
2pi
√
−1
,τ)
2pi
√−1 is
℘1(
z
2pi
√−1 , τ)
2pi
√−1 = E2(τ)z +
1
2
ez + 1
ez − 1 +
∞∑
n=1
(
qn
ez − qn −
ezqn
1− ezqn
)
, (2.30)
see [La] p.248.
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Zhu [Zh] introduced a formal power series. We adopt it by multiplying (2pi
√−1)−k:
Pk(z, q) =
1
(k − 1)!
∑
n 6=0
nk−1zn
1− qn (2.31)
where 1
1−qn is understood as
∑∞
i=0 q
ni and 1
1−q−n = −qn 11−qn for n > 0. Note that
z d
dz
Pk(z, q) = kPk+1(z, q). It is easy to prove that Pk(z, q) converges uniformly and abso-
lutely in every closed subset of the domain {(z, q)| |q| < |z| < 1}. The relation between
Pk(z, q) and ℘k(z, τ) are given by
P1(e
z, q) = − 1
2pi
√−1℘1(
z
2pi
√−1 , τ) + E2(τ)z −
1
2
(2.32)
P2(e
z, q) = − 1
(2pi
√−1)2℘2(
z
2pi
√−1 , τ) + E2(τ) and (2.33)
Pk(e
z, q) = (
−1
2pi
√−1)
k℘k(
z
2pi
√−1 , τ) for k > 2. (2.34)
2.4 Equations
In this paper, we will quote several equations from [Zh].
Write (1 + z)wt(a)−1(ln(1 + z)−1) =
∑
i≥−1 ciz
i. Then c−1 = 1 and
a[−1]u =
∑
i≥−1
cia(i)u (2.35)
by the definition of Y [a, z]. Zhu proved the following equations (c.f. (4.3.8)-(4.3.11) in
[Zh]):
∑
i≥−1 ciResw((w − z)izn−1−iw−n −
∑
i≥−1 ciResw((−z + w)izn−1−iw−n
= 1,
(2.36)
∑
i≥−1 ciResw((w − z)izwt(a)−1−iw−wt(a)P1( zw , q)
−∑i≥−1 ciResw((−z + w)izwt(a)−1−iw−wt(a)(P1( zqw , q)− 1)
= −1
2
(2.37)
and for m ≥ 2,
∑
i≥−1 ciResw((w − z)izwt(a)−1−iw−wt(a)Pm( zw , q)
−∑i≥−1 ciResw((−z + w)izwt(a)−1−iw−wt(a)Pm( zqw , q)
= Em(q).
(2.38)
He also got the following equation at the end of the proof of Proposition 4.3.2 in [Zh].
∑
i∈N
∑∞
k=1
((
wt(a)−1+k
i
)
1
1−qkx
k +
(
wt(a)−1−k
i
)
1
1−q−kx
−k
)
a(i)b
=
∑
m∈N Pm+1(x, q)a[m]b.
(2.39)
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[Proof] Set
(
m−1+x
i
)
=
∑i
s=0 c(m, i, s)x
s. Then since
∑∞
s=0
1
s!
[ln(1 + z)]s(1 + z)wt(a)−1ws = (1 + z)wt(a)−1 exp(ln(1 + z)w)
= (1 + z)wt(a)−1(1 + z)w =
∑∞
i=0
(
wt(a)−1+w
i
)
zi
=
∑∞
i=0
∑i
s=0 c(wt(a), i, s)w
szi =
∑∞
s=0
∑∞
i=s c(wt(a), i, s)z
iws,
we have ∞∑
i=s
c(wt(a), i, s)zi =
1
s!
[ln(1 + z)]s(1 + z)wt(a)−1
and so ∞∑
i=s
c(wt(a), i, s)a(i) =
1
s!
a[s].
Therefore∑∞
m=0
∑
n 6=0
(
wt(a)−1+n
m
)
xn
1−qma(m)b =
∑∞
m=0
∑
n 6=0(
∑m
s=0 c(wt(a), m, s)n
s) x
n
1−qna(m)b
=
∑∞
s=0
∑
n 6=0(
∑∞
m=s c(wt(a), m, s)a(m)b)
nsxn
1−qn
=
∑∞
s=0
∑
n 6=0
1
s!
a[s]b n
sxn
1−qn =
∑∞
s=0 Ps+1(x, τ)a[s]b.
3 Trace functions
Let W be a V -module. For an intertwining operator I(∗, z) ∈ I( W
U W
)
, define
F IW : (V ⊗H)⊗(i−1) ⊗ (U ⊗H)⊗ (V ⊗H)⊗(n−i) −→ C by
F IW ((a1, z1), ..., (ai−1, zi−1), (u, zi), (ai+1, zi+1), ..., (an, zn))
= z
wt(a1)
1 ...z
wt(u)
i ...z
wt(an)
n tr|WY W (a1, z1)Y W (a2, z2)...I(u, zi)...Y W (an, zn)qL(0) (3.1)
for homogeneous ai ∈ V (i = 1, ..., n) and u ∈ U and extend it linearly. In this paper,
we will use F IW only for n = 1, 2. For simplicity we will often omit the lower index W in
F IW when no confusion should arise. For example, F
I((u, z), τ) = tr|WoI(u)qL(0) does not
depend on z and so we denote it F IW (u, τ).
Since we will calculate the traces and all coefficients ai(m) of Y (ai, z) shift the grading
by integers, it is sufficient to consider only coefficients u(k) of I(u, zi) =
∑
u(k)z−k−1i
which shift the grading by integers.
The case U = V is Zhu’s theory. The arguments (circulating arguments) in Zhu’s paper
depends on Commutativity among {Y W (ai, z) : i}, but not on Commutativity of Y W (ai, z)
with itself. Hence if only one intertwining operator I(u, zi) appears in the definition of F
I
W ,
{Y W (a1, z1), ..., Y W (ai−1, zi−1), I(u, zi), ..., TW (an, zn)} satisfy Commutativity each other,
that is, with the others, and so we can apply the circulating arguments. Therefore we
have the following results.
Proposition 3.1 For any a ∈ V and u ∈ U , we have
F I((a[0]u, z), q) = 0. (3.2)
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[Proof]
0 = tr|W (o(a)I(u, z)qL(0) − I(u, z)qL(0)o(a)) = tr|W [o(a), I(u, z)]qL(0)
= tr|W
∑∞
i=0
(
wt(a)−1
i
)
zwt(a)−1−iI(a(i)u, z)qL(0)
= z−wt(a)F I((a[0]u, z), q)
Proposition 3.2
F I((a, x), (u, z), q) = z−wt(u)tr|Wo(a)o
I(u)qL(0) +
∑
m∈N
Pm+1(
z
x
, q)oI(a[m]u)qL(0) (3.3)
F I((u, z), (a, x), q)
= z−wt(u)tr|Wo(a)oI(u)qL(0) +
∑
m∈N
(
Pm+1(
zq
x
, q)− δm,0
)
oI(a[m]u)qL(0)
(3.4)
[Proof] We just follow the proof of Proposition 4.3.2 in [Zh] with suitable modifica-
tions. For k 6= 0, set ok(a) = a(wt(a)− 1 + k). We have
tr|W ok(a)I(u, z)qL(0) = tr|W [ok(a), I(u, z)]qL(0) + tr|W I(u, z)ok(a)qL(0)
=
∑
i∈N
(
wt(a)−1+k
i
)
zwt(a)−1+k−itr|W I(a(i)u, z)qL(0) + tr|W I(u, z)qL(0)ok(a)qk
=
∑
i∈N
(
wt(a)−1+k
i
)
zwt(a)−1+k−itr|W I(a(i)u, z)qL(0) + tr|Wok(a)I(u, z)qL(0)qk
Solving for tr|Wok(a)I(u, z)qL(0) in the above identity, we have
tr|Wok(a)I(u, z)qL(0) =
1
1− qk
∑
i∈N
(
wt(a)− 1 + k
i
)
zwt(a)−1+k−itr|W I(a(i)u, z)qL(0).
(3.5)
Similarly, we have
tr|W I(u, z)ok(a)qL(0) =
qk
1− qk
∑
i∈N
(
wt(a)− 1 + k
i
)
zwt(a)−1+k−itr|W I(a(i)u, z)qL(0).
(3.6)
Using the above, we have
F I((a, x), (u, z), q)
= zwt(u)tr|Wo(a)I(u, z)qL(0) + zwt(u)
∑
k 6=0 x
−ktr|Wok(a)I(u, z)qL(0)
= zwt(u)tr|Wo(a)I(u, z)qL(0)
+zwt(u)
∑
k 6=0 x
−k 1
1−qk
∑
j∈N
(
wt(a)−1+k
i
)
zwt(a)−1+k−itr|W I(a(i)u, z)qL(0)
= zwt(u)tr|Wo(a)I(u, z)qL(0)
+
∑
i∈N
∑∞
k=1(
(
wt(a)−1+k
i
)
1
1−qk (
z
x
)k +
(
wt(a)−1−k
i
)
1
1−q−k (
z
x
)−k)F I((a(i)u, z), q)
= tr|Wo(a)oI(u)qL(0) +
∑
m∈N
Pm+1(
z
x
,q)
(2pii)m+1
oI(a[m]u)qL(0) by (2.39).
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Similarly, we have
F I((u, z), (a, x), q)
= zwt(u)tr|W I(u, z)o(a)qL(0) + zwt(u)
∑
k 6=0 x
−ktr|W I(u, z)ok(a)qL(0)
= zwt(u)tr|W I(u, z)o(a)qL(0)
+zwt(u)
∑
k 6=0 x
−k qk
1−qk
∑
j∈N
(
wt(a)−1+k
i
)
zwt(a)−1+k−itr|W I(a(i)u, z)qL(0)
= zwt(u)tr|Wo(a)I(u, z)qL(0) − F I((a[0]u, z), q)
+
∑
i∈N
∑∞
k=1(
(
wt(a)−1+k
i
)
1
1−qk (
qz
x
)k +
(
wt(a)−1−k
i
)
1
1−q−k (
qz
x
)−k)F I((a(i)u, z), q)
= tr|Wo(a)oI(u)qL(0) +
∑
m∈N(
Pm+1(
qz
x
,q)
(2pii)m+1
− δm,0)oI(a[m]u)qL(0) by (2.39).
Proposition 3.3
tr|Wo(a)o(u)qL(0) = tr|Wo(a[−1]u)qL(0) −
∞∑
k=1
E2k(τ)tr|Wo(a[2k − 1]u)qL(0) (3.7)
[Proof] Write (1 + z)wt(a)−1(ln(1 + z))−1 =
∑
i≥−1 ciz
i (note that c−1 = 1). Then
a[−1]u =∑i≥−1 cia(i)u. We have
F I((a[−1]u, z), q) =∑i cizwt(a)−1−izwt(u)tr|W I(a(i)u, z)qL(0)
=
∑
i ciz
wt(a)−1−i+wt(u)Resw−z(w − z)itr|W I(Y (a, w − z)u, z)qL(0)
=
∑
i ciz
wt(a)−1−i+wt(u)Resw(w − z)itr|WY (a, w)I(u, z)qL(0)
−∑i cizwt(a)−1−i+wt(u)Resw(−z + w)itr|W I(u, z)Y (a, w)qL(0)
=
∑
i iciResw((w − z)izwt(a)−1−iw−wt(a)F I((a, w), (u, z), q))
−∑i iciResw((−z + w)izwt(a)−1−iw−wt(a)F I((u, z), (a, w), q)).
By Proposition 3.2 and (2.36)-(2.38), we have
oI(a[−1]u)qL(0) = zwt(u)tr|W o(a)I(u, z)qL(0)
−1
2
F I((a[0]u, z), q) +
∑∞
k=1E2k(τ)F ((a[2k − 1]u, z), q)
= tr|Wo(a)oI(u)qL(0) +
∑∞
k=1E2k(τ)o
I(a[2k − 1]u)qL(0).
As an intertwining operator version of Proposition 4.3.6 in [Zh], we have proved the
following:
Theorem 3.4 For a ∈ V, u ∈ U , we have
tr|Wo(a[0]u)qL(0) = 0, (3.8)
tr|Wo(a[−2]u)qL(0) +
∞∑
k=2
(2k − 1)E2k(τ)tr|Wo(a[2k − 2]u)qL(0) = 0. (3.9)
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[Proof] (3.8) is proved in Proposition 3.1. Replace a in (3.7) by L[−1]a. Since
(L[−1]a)[2k − 1] = −(2k − 1)a[2k − 2] and o(L[−1]a) = 0, we have (3.9).
Lemma 3.5 For every u ∈ U ,
tr|Wo(ω˜)o(u)qL(0) = (q
d
dq
− c
24
)tr|Wo(u)qL(0) (3.10)
and so
tr|Wo(L[−2]u)qL(0)−
∞∑
k=1
E2k(τ)tr|W o(L[2k−2]u)qL(0) = (q d
dq
−c/24)tr|Wo(u)qL(0) (3.11)
[Proof] Clearly, tr|Wo(ω)o(u)qL(0) = tr|WL(0)o(u)qL(0) = (q ddq )tr|Wo(u)q
L(0). Since
o(ω˜) = o(ω)− c
24
, we have (3.10). Substitute ω˜ into a of (3.7), we have (3.11) by (3.10).
4 The space of one point functions on the torus
We will use the following notation:
(a) M(Γ(1)) is the ring of holomorphic modular forms on Γ(1) = SL2(Z); it is naturally
graded M(Γ(1)) = ⊕k≥0Mk(Γ(1)), where Mk(Γ(1)) is the space of forms of weight k. It
is known that M(Γ(1)) is generated by E4(τ) and E6(τ). (c.f. Proposition 1.3.4 in [Bu].)
(b) Set U(Γ(1)) = M(Γ(1))⊗C U .
(c) Oq(U) is the M(Γ(1))-subspace of U(Γ(1)) generated by the following elements:
v[0]u, v ∈ V, u ∈ U (4.1)
v[−2]u+
∞∑
k=2
(2k − 1)E2k(τ)⊗ v[2k − 2]u v ∈ V, u ∈ U (4.2)
A crucial connection between Zhu-algebra and Eisenstein series is Lemma 5.3.2 in [Zh].
We will reform it for modules as follows:
Lemma 4.1 Set a ∗τ u = a[−1]u−
∑∞
k=1E2k(τ)a[2k − 1]u. The constant terms of a ∗τ u
in U [[q]] for a ∈ V, u ∈ U is
a · u− 1
2
a[0]u. (4.3)
In particular, the constant term of ω˜ ∗τ u (= L[−2]u−
∑∞
i=1E2k(τ)L[2k − 2]u) is
ω˜ · u− 1
2
ω˜[0]u. (4.4)
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[Proof] By (2.29), we have a[−1]b−∑∞k=1E2k(τ)a[2k−1]u = Resz(Y [a, z](℘1( z2pii , τ)−
G2(τ)
(2pii)2
z))u and its constant term is
1
2
Resz
(
Y [a, z] e
z+1
ez−1
)
u
= 1
2
Resz
(
Y (a, ez − 1)ezwt(a) ez+1
ez−1
)
u
= 1
2
Resw
(
Y (a, w) (1+w)
wt(a)
w
(w+2)
(1+w)
)
u
= a · u− 1
2
a[0]u by (2.15) and (2.4)
Definition 4.2 For an irreducible V -module U , we now define the space C1(U) of one
point functions on U to be the C-linear space consisting of functions
S : U(Γ(1))⊗H → C
satisfying the following conditions:
(C1) For u ∈ U(Γ(1)), S(u, τ) is holomorphic in τ .
(C2) S(u, τ) is M(Γ(1))-linear in the sense that S(u, τ) is C-linear in u and satisfies
S(f(τ)⊗ u, τ) = f(τ)S(u, τ)
for f(τ) ∈M(Γ(1)) and u ∈ U .
(C3) For u ∈ Oq(U), S(u, τ) = 0
(C4) For u ∈ U ,
S(L[−2]u, τ) = ∂S(u, τ) +
∞∑
k=2
E2k(τ)S(L[2k − 2]u, τ)
Here ∂ is the operator which is linear in u and satisfies
∂S(u, τ) = ∂kS(u, τ) =
1
2pii
d
dτ
S(u, τ) + kE2(τ)S(u, τ) (4.5)
for u ∈ U[k] and
∂S(f ⊗ u, τ) = (∂hf(τ))S(u, τ) + f(τ)∂S(u, τ)
for f(τ) ∈Mh(Γ(1)) and ∂hf(τ) = 12pii df(τ)dτ + hE2(τ)f(τ). We note q ddq = 12pii ddτ .
Set SI(u, τ) = F I(u, τ)q−c/24 = tr|WoI(u)qL(0)−c/24 for u ∈ U and extend it linearly for
M(Γ(1))⊗ U , where c is the central charge of V .
Proposition 4.3
SI(∗, τ) ∈ C1(U) if SI(u, τ) is holomorphic in τ .
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[Proof] (C2) is clear. Theorem 3.4 implies (C3). By Lemma 3.5,
F I(L[−2]u, τ)q−c/24 −∑∞k=2E2k(τ)F I(L[2k − 2]u, τ)q−c/24
= E2(τ)F
I(L[0]u, τ)q−c/24 + (q d
dq
− c/24)tr|Wo(u)qL(0))q−c/24
= E2(τ)F
I(L[0]u, τ)q−c/24 + q d
dq
tr|Wo(u)qL(0)−c/24
= ∂
(
tr|Wo(u)qL(0)−c/24
)
by (4.5).
Hence SI(∗, τ) satisfies (C4).
We fix an element S(∗, τ) ∈ C1(U) for a while.
Lemma 4.4 Let u ∈ U . If U satisfies condition C[2,0] then there are m ∈ N and ri(τ) ∈
M(Γ) for i = 0, ..., m− 1 such that
S(L[−2]mu, τ) +
m−1∑
i=0
ri(τ)S(L[−2]iu, τ) = 0. (4.6)
[Proof] Since C[2,0](U) is a direct sum of homogeneous subspaces with respect to the
degree [wt], there exists N such that elements a satisfying [wt]a > N are in C[2,0](U).
Let A be the M(Γ(1))-submodule of U(Γ(1)) generated by ⊕n≤NU [n]. We claim that
U = A + Oq(U). Suppose false and let K be a minimal weight of U/(A + Oq(U)) and
choose u ∈ U − (A+ Oq(U)) with weight K = [wt]u. Clearly, we have [wt]u > N and so
u =
∑
bi[−2]wi +
∑
cj [0]uj with bi, cj ∈ V , wi, uj ∈ U . We may assume that u = b[−2]w
and [wt](b[−2]u) = K. Then
b[−2]w ∈ −
∞∑
k=2
(2k − 1)E2k(τ)b[2k − 2]w +Oq(U) ⊆ A +Oq(U) (4.7)
by the minimality of K since [wt](b[2k − 2]w) < K for k ≥ 1. Hence U(Γ(1))/Qq(V ) is a
finitely generated M(Γ(1))-module and so there are m ∈ N and ri(τ) ∈ M(Γ) such that
L[−2]mu+∑m−1i=0 ri(τ)L[−2]iu ∈ Oq(U).
Lemma 4.5 Let u ∈ U . Suppose that L[n]u = 0 for n > 0. Then for i ≥ 1 there are
elements fj(τ) ∈M(Γ) for j = 0, ..., i− 1 such that
S(L[−2]iu, τ) = ∂iS(u, τ) +
i−1∑
j=0
fj(τ)∂
jS(u, τ) (4.8)
[Proof] We will prove (4.8) by induction on i. Since L[n]u = 0 for n > 0, (C4) implies
S(L[−2]u, τ) = ∂S(u, τ). By (C4), we have S(L[−2]L[−2]iu, τ) = ∂S(L[−2]iu, τ) +
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∑∞
k=2E2kS(L[2k− 2]L[−2]iu, τ). On the other hand, since L[2k− 2]L[−2]iu is written as∑i−k−1
j=0 pjL[−2]ju with some constants pj for k ≥ 2, we have the desired statement.
Bearing in mind the definition of ∂ and using (4.8), (4.6) may be reformulated as
follows:
Proposition 4.6 Suppose that U satisfies condition C[2,0] and u ∈ U satisfies L[n]u = 0
for n > 0. Then there are m ∈ N and hi(τ) ∈M(Γ) for i = 1, ..., m− 1 such that
(
d
dτ
)mS(u, τ) +
m−1∑
i=0
hi(τ)(
d
dτ
)iS(u, τ) = 0. (4.9)
Theorem 4.7 If U satisfies condition C[2,0], then S
I(u, τ) is holomorphic on the upper
half-plane for u ∈ U .
[Proof] By (3.8) and (3.9), we may assume that L[n]u = 0 for n > 0. Then by the
same argumets as in the proof of Proposition 4.6, we obtain that SI(u, τ) satisfies (4.9).
Since (4.9) is regular and hi(τ) converges absolutely and uniformly on every closed subset
of {q | |q| < 1}, so does SI(u, τ).
As a corollary, we have:
Corollary 4.8 Assume that U satisfies condition C[2,0]. Then S(u, τ) converges abso-
lutely and uniformly in every closed subset of the domain {q | |q| < 1} for every u ∈ U
and the limit function can be written as qhf(q), where f(q) is some analytic function in
{q | |q| < 1}.
[Proof] We will prove the assertion by induction on [wt]u. Assume L[n]u = 0 for
n > 0. Since hi(q) in (4.9) converges absolutely and uniformly on every closed subset of
{q | |q| < 1} and the equation (4.9) is regular, we have the desired result for S(u, τ). If
u = L[−1]w, then S(u, τ) = 0. So we may assume that u = L[−2]w since < L[n] : (n <
0) > is generated by L[−1] and L[−2]. In this case, since
S(L[−2]w, τ) = ∂S(w, τ) +
∞∑
k=1
E2kS(L[2k − 2]w, τ),
we have the desired result by induction.
Now assume that u ∈ U satisfies L[n]u = 0 for n > 0. (4.9) is a homogeneous linear
differential equation with holomorphic coefficients and, such that 0 is a regular singular
point. We are therefore in a position to apply the theory of Frobenius-Fuchs concerning
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the nature of the solutions to such equations. Frobenius-Fuchs theory tells us that S(u, τ)
may be expressed in the following form: for some p ≥ 0,
S(u, τ) =
p∑
i=0
(log q)iSi(u, τ) (4.10)
where
Si(u, τ) =
b(i)∑
j=1
qλijSi,j(u, τ) (4.11)
Si,j(u, τ) =
∞∑
n=0
ai,j,nq
n (4.12)
is homomorphic on the upper half-plane, and λi,j1 6≡ λi,j2 (mod Z) for j1 6= j2.
We claim that S(u, τ) has the similar form for every u ∈ U . (c.f. Theorem 6.5 [DLiM]).
Theorem 4.9 Suppose that U satisfies condition C[2,0]. For every u ∈ U , the function
S(u, τ) can be expressed in the form (4.10), (4.11), (4.12).
[Proof] We will prove the theorem by induction on [wt]u. If L(n)u = 0 for n > 0,
then we have already mentioned at (4.10)-(4.12). Since S(L[−1]u, τ) = 0, we may assume
u = L[−2]w. Then
S(L[−2]w, τ) = ∂S(w, τ) +
∞∑
k=1
E2k(τ)S(L[2k − 2]w, τ). (4.13)
By induction, ∂S(w, τ) and S(L[2k − 2]w, τ) have the desired forms and so does
S(L[−2]w, τ).
Before we will prove the main assertion, we will have the following lemmas:
Lemma 4.10 Let A be a semi-simple associative algebra over C, let ω be in the center
of A, and let ABA be an A-bimodule and let F be a linear functional of B satisfying
F (ab) = F (ba) for every a ∈ A, b ∈ B. Assume further that F ((ω − r)Nu) = 0 for every
u ∈ U , where r is constant and N is an integer. Then there are irreducible A-modules
M1, ...,Mn on which ω acts as a scalar r and I i(∗) ∈ HomA(B⊗AM i,M i) for i = 1, ..., n
such that
F (b) =
n∑
i=1
tr|M iPIi(b) (4.14)
for every b ∈ B, where PIi(b) ∈ End(M i) is given by PIi(b)mi = I i(b⊗mi) for mi ∈M i.
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[Proof] Since A is a semi-simple associative algebra, A decomposes into the direct
sum ⊕Ai of matrix rings Ai. We may assume that B is an irreducible A-bimodule. If
AiB = 0 or BAi = 0 for all i then we have F (ab) = F (ba) = F (0) = 0 for all a ∈ Ai
and so F (b) = 0∀b ∈ B. In particular the assertion is held. So we may assume that A
is a matrix ring and there is a bimodule isomorphism f : AAA ∼= ABA given by f(a) =
af(1). Set G(a) = F (af(1)). Since G(aa′) = F (aa′f(1)) = F (af(a′)) = F (f(a′1)a) =
F (a′f(1)a) = F (a′f(a)) = F (a′af(1)) = G(a′a), there is k ∈ C such that G(a) = ktr(a).
Let AM be an irreducible A-module and fix 0 6= d ∈ M . Set I(af(1) ⊗ a′d) = kaa′d.
Then I(∗) ∈ HomA(B ⊗A M,M) and PI(af(1))a′m = I(af(1) ⊗ a′m) = kaa′m and so
tr|MPI(af(1)) = ktr|Ma = G(a) = F (af(1)). Since ω is in the center of A, ω acts on M
as a scalar, which should be r.
Lemma 4.11 We have:
Sk,j(a[0]u, τ) = 0 for any a ∈ V, u ∈ U, k, j. (4.15)
Sk,j(uq, τ) = 0 for any uq ∈ Oq(U), k, j. (4.16)
Sp,j(ω˜ ∗τ u, τ) = ∂Sp,j(u, τ) for u ∈ U. (4.17)
Sk−1(ω˜ ∗τ u, τ) = kSk(uq, τ) + ∂Sk−1(u, τ) for u ∈ U. (4.18)
(ω˜ ∗τ −∂)NSp−k,j(u, τ) = 0 for N>>0. (4.19)
[Proof] Since U(Γ(1)) ⊆ U [[q]], (4.15) and (4.16) are clear. Since ω˜ ∗τ u = L[−2]u−∑∞
k=1E2k(τ)L[2k − 2]u, we have
S(ω˜ ∗τ u, τ) = ∂S(u, τ)
=
∑p
k=0{k(log q)k−1Sk(u, τ) + (log q)k∂Sk(u, τ)}
(4.20)
for u ∈ U and so we have (4.18). In particular, we have (4.17). By (4.18), we have
(ω˜ ∗τ −∂)Sr(u, τ) = (r + 1)Sr+1(u, τ). Repeating these steps, we obtain (4.19).
Lemma 4.12 Assume T (u, τ) = qλ
∑∞
n=0 αn(u)q
n satisfies the conditions (4.15), (4.16),
(4.19), then the coefficient α0(u) of leading term satisfies
α0(a · u) = α0(u ∗ a) for u ∈ U , a ∈ V , (4.21)
α0(u) = 0 for u ∈ O(U) and (4.22)
α0((ω − c/24− λ)N · u) = 0 for u ∈ U . (4.23)
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[Proof] Since T (a[0]u, τ) = 0 and a · u − u ∗ a = a[0]u, (4.21) holds. Since the
constant terms of elements in Oq(U) generates O(U), we have α0(u) = 0 for u ∈ O(U),
which proves (4.22). Since the constant term of ω˜ ∗τ u is ω˜ · u − 12 ω˜[0]u for u ∈ U by
Lemma 4.1 and T (ω˜[0]u, τ) = 0 by Proposition 3.1, the leading terms of (ω˜ ∗τ −∂)T (u, τ)
is qλα0((ω − c/24 − λ) · u). Since the operator ω˜ ∗τ −∂ does not decrease the minimal
degree of elements in U(Γ(1))[[q]], the leading term of
(ω˜ ∗τ −∂)NT (u, τ) = 0
is qλα0((ω − c/24− λ)N · u) = 0 for u ∈ U .
We note that SI(u, τ) satisfies the same conditions.
Lemma 4.13 Assume T (u, τ) = qλ
∑∞
n=0 αn(u)q
n satisfies the conditions (4.15), (4.16)
and (4.19), then there are irreducible V -modules {W j : j} with minimal weight λ + c/24
and intertwining operators {Ij : j} of type ( W j
U W j
)
such that T (u, τ) is a sum of SI
j
(u, τ).
[Proof] Since α0(u) satisfies (4.21), (4.22), (4.23), Lemma 4.10 implies that there
are irreducible A(V )-modules W 1(0), ...,Wm(0) on which ω acts as a scalar c/24 + λ and
I i0 ∈ HomA(V )(A(U) ⊗A(V ) W i(0),W i(0)) such that α0(u) =
∑m
i=1 tr|M i(0)PIi0(u), where
PIi0(u)mi = I
i
0(u ⊗ mi). By Theorem 2.10, there are irreducible V -modules M i with
minimal weight λ and intertwining operators I i(∗, z) ∈ I
(
M i
U M i
)
such that M i(0) is
the top levels ofM i and I i0(u×mi) = oIi(u)mi formi ∈M i(0). Then T (u, τ)−
∑
SI
i
(u, τ)
satisfies the same conditions (4.15), (4.16) and (4.19) and the degree of the leading term
is greater than λ. Repeating this steps, we finally have the desired result, since there are
only finitely many non-isomorphic V -modules.
In particular, we have
Proposition 4.14 Si(∗, τ) = 0 if i > 0.
[Proof] Suppose p ≥ 1. By Lemma 4.13, Sp−1(∗, τ) is a linear combination of SIj(∗, τ)
and so ∂Sp−1(u, τ) = Sp−1(ω˜ ∗τ u, τ). On the other hand, we have Sp−1(ω˜ ∗τ u, τ) =
pSp(u, τ) + ∂Sp−1(u, τ) by (4.18), so that Sp(u, τ) = 0 for u ∈ U .
So we have proved the following main theorem, which is an intertwining operator
version of Theorem 5.3.1 in [Zh].
Theorem 4.15 Suppose U satisfies condition C[2,0]. Let {W 1, ...,Wm} be the set of irre-
ducible V -modules and let {Ikj(∗, z) : j = 1, ..., jk} be a basis of I
(
W k
U W k
)
. Then
C1(U) is spanned by
{SIkj(u, τ) : k = 1, ..., m, j = 1, ..., jk}.
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5 Modular invariance
In this section, we will show that C1(U) is invariant under the action of SL(2,Z) if the
weights of U are real. We note that SL(2,Z) is generated by
(
0 1
−1 0
)
and
(
1 1
0 1
)
.
Since C1(U) is spanned by S
Ij(∗, τ), which have forms qr(∑∞n=1 anqn), the transformation
of S(u, τ) by
(
1 1
0 1
)
is clear and so it is sufficient to prove the assertion for γτ = −1
τ
.
Let t+2m (−1 <≤ t ≤ 1, m ∈ Z) be the lowest weight of U . Since U is an irreducible
V -module, the weights of elements in U are all in Z+t. First we take the principal branch
of (−ıτ)−t on ıH by taking (re2piθ)−t = r−te2pi−tθ for r ≥ 0 and −1
2
< θ ≤ 1
2
and τ−t−2n is
understood to be (τ−t)τ−2n for n ∈ Z.
Theorem 5.1 For S(∗, τ) ∈ C1(U) and γ =
(
0 −1
1 0
)
∈ SL(2,Z) define
S|γ(u, τ) = (−ıτ)−tτ t−kS(u, −1
τ
) (5.2)
for u ∈ U[k]. Then S|γ(∗, τ) ∈ C1(U).
[Proof] Clearly, S|γ(u, τ) = (−ıτ)−tτ t−kS(u, −1
τ
) is clearly holomorphic and it is also
clear that S|γ(∗, τ) satisfies (C2). Let a ∈ V[p]. Then we have:
S|γ(a[0]u, τ) = (−ıτ)−tτ t−k−p−1S(a[0]u, −1
τ
) = 0
and
S|γ(a[−2]u+∑∞j=2(2j − 1)E2j(τ)⊗ a[2j − 2]u, τ)
= (−ıτ)−tτ t−k−p−1S(a[−2]u, τ)
+ (−ıτ)−t∑∞j=2 τ t−k−p+2j−1S((2j − 1)E2j(−1τ )⊗ a[2j − 2]u, −1τ )
= (−ıτ)−tτ t−k−p−1S(a[−2]u, τ)
+ (−ıτ)−tτ t−k−p−1∑∞j=2 S((2j − 1)E2j(τ)⊗ a[2j − 1]u, −1τ )
= (−ıτ)−tτ t−k−p−1S
(
a[−2]u +∑∞j=2(2j − 1)E2j(τ)⊗ a[2j − 1]u, −1τ
)
= 0.
We hence have (C3). We also have
d
dτ
(S|γ(u, τ)) = d
dτ
(
(−ıτ)−tτ t−kS(u, −1
τ
)
)
= −k(−ıτ)−tτ t−k−1S(u, −1
τ
) + (−ıτ)−tτ t−k d
dτ
S(u, −1
τ
).
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Using this, we obtain:
S|γ(L[−2]u, τ)
= (−ıτ)−tτ t−k−2S(L[−2]u, −1
τ
)
= (−ıτ)−tτ t−k−2
(
d
2piid(−1/τ)S(u,
−1
τ
) + kE2(
−1
τ
)S(u, −1
τ
)
+
∑∞
n=2E2k(
−1
τ
)S(L[2n− 2]v, −1
τ
)
)
= (−ıτ)−tτ t−k−2
(
τ2
2pii
d
dτ
S(u, −1
τ
) + kτ 2E2(τ)S(u,
−1
τ
)− kτ
2pii
S(u, −1
τ
)
+τ 2nE2n(τ)S(L[2n− 2]u, −1τ )
)
= (−ıτ)−t {τ t−k 1
2pii
d
dτ
S(u, −1
τ
) + τ t−kkE2(τ)S(u, −1τ )− τ t−k−2 kτ2piiS(u, −1τ )
+τ 2n+t−k−2E2n(τ)S(L[2n− 2]u, −1τ )
}
= 1
2pii
{
(−ıτ)−tτ t−k d
dτ
S(u, −1
τ
)− (−ıτ)−tτ t−k−2kτS(u, −1
τ
)
}
+ (−ıτ)−tτ t−kkE2(τ)S(u, −1τ ) + (−ıτ)−tτ 2n+t−k−2E2n(τ)S(L[2n− 2]u, −1τ )
= d
2piidτ
S|γ(u, τ) + kE2(τ)S|γ(u, −1τ ) + E2n(τ)S|γ(L[2n− 2]u, −1τ )
and so (C4). This completes the proof of Theorem 5.1.
Lemma 5.2 For v ∈ U[k],
P :


(
0 1
−1 0
)
→ (−ıτ)−tτ t−kS(u, −1
τ
)(
1 1
0 1
)
→ (ı)t/3S(u, τ + 1)
is a representation of SL(2,Z).
[Proof] Set A =
(
0 1
−1 0
)
andB =
(
1 1
0 1
)
. It is sufficient to prove P (A)2 = 1 and
(P (A)P (B))3 = 1 since SL(2,Z) is generated by two elements satisfying these relations
freely.
(P (A))2S(u, τ)
= (−ıτ)−tτ t−k(−ı−1
τ
)−t(−1
τ
)t−kS(u, −1−1
τ
)
= (−ıτ)−t(−ı−1
τ
)−t(−1)t−kS(u, τ)
= S(u, τ) (since k − t ∈ 2Z).
(P (A)P (B))3S(u, τ)
= (ı)t(−ıτ)−tτ t−k(−ı(−1
τ
+ 1))−t(−1
τ
+ 1)t−k(−ı( −1−1
τ
+1
+ 1))−t( −1−1
τ
+1
+ 1)k−m×
× S(u, −1−1
−1
τ +1
+1
+ 1)
= (ı)t(1− τ)−t(−ı 1
τ−1)
−tS(u, τ)
= S(u, τ)
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6 Examples
Let L(c, h) denote the irreducible module of Virasoro algebra with the highest weight h
and the central charge c and it was proved in [FZ] that L(c, 0) is a VOA. The work in [FQS]
and [GKO] gives a complete classification of unitary highest weight representations of the
Virasoro algebra. In particular, L(cm, 0) for c = cm = 1 − 6(m+2)(m+3) (m = 0, 1, 2, ...)
are rational VOAs called discrete series and their irreducible modules are L(cm, h
m
r,s) with
h = hmr,s =
[(m+3)r−(m+2)s]2−1
4(m+2)(m+3)
(r, s ∈ N, 1 ≤ s ≤ r ≤ m + 1). The fusion rules among
L(cm, h
m
r,s) are all determined, see [FF], [W].
Lemma 6.1 L(cm, h
m
r,s) satisfies condition C[2,0].
[Proof] Set U = L(cm, h
m
r,s) and let e be a highest weight vector of U . We note that
(L(c, 0), Y [, ], 1, ω) ∼= (L(c, 0), Y (, ), 1, ω) as VOAs. Set P =< L[−n]U : n = 3, 4, ... >.
Clearly P ⊆ C[2](U) since (m−1)a[−m] = (L[−1]a)[−m+1]. P is also invariant under the
action of V ir−, where V ir− = ⊕∞n=1CL[−n]. Since [L[−1], L[−2]] = L[−3], U is spanned
by {L[−1]nL[−2]me+ P : n,m ≥ 0} and spanned by {L[−2]me+ C[2,0](U) : m ≥ 0}.
L(c, 0) is a quotient of the corresponding verma module M = M(c, 0) and we have
M ∼= U(V ir−) · 1 (cf. [FZ]). We have L(c, 0) = M/J and J contains a singular vectors of
the form
α = L[−2]m1 +
∑
an1,...,nrL[−n1 − 2]...L[−nr − 2]1
by [FF], where the sum ranges over certain (n1, ..., nr) ∈ Zr+ with n1+...+nr 6= 0, an1,...,nr ∈
C. We note that (L[−n]w)[−1]u ≡ L[−n]w[−1]u (mod P ) for w ∈ L(c, 0), u ∈ U and
n ≥ 2 by Associativity (2.1). Therefore, we have
0 = α[−1]e ≡ L[−2]me+
∑
an1,...,nrL[−n1 − 2]...L[−nr − 2]e ≡ L[−2]me (mod P ).
So U is spanned by {L[−2]je+C[2,0](U) : j = 0, 1, ..., m−1}, which implies that U satisfies
condition C[2,0].
Lemma 6.2 Assume U and W are irreducible L(c, 0)-modules and I
(
W
U W
) 6= 0. Let u
be a highest weight vector of U . Then SI(u, τ) 6= 0.
[Proof] Set U = L(c, k) and W = L(c, h). We note that dimW (h) = dimU(k) = 1.
Assume SI(u, τ) = 0. We first claim that SI(v, τ) = 0 for all v ∈ U . Since U [k] = U(k) =
Cu, SI(v, τ) = 0 for v ∈ U [k]. Assume SI(w, τ) = 0 for [wt]w < n+k and [wt]v = n+1+k.
Since U is a highest weight module, we may assume v = L[−1]w or v = L[−2]w for some
w ∈ U . Since SI(L[−1]w, τ) = SI(ω˜[0]w, τ) = 0 by (3.8), we may assume v = L[−2]w.
Then (3.11) implies SI(v, τ) = (q d
dq
− c/24)SI(w, τ) +∑∞r=1E2rSI(L[2r − 2]w, τ) = 0 by
induction. So we have SI(v, τ) = 0 for v ∈ U . In particular, tr|W (0)o(v) = 0 and so
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o(v)|W (0) = 0. On the other hand, by Theorem 2.10 there is a natural linear isomorphism
pi : I
(
W
U W
) → HomA(V )(A(U) ⊗A(V ) W (0),W (0)) satisfying pi(I)(v ⊗ b) = o(v)b for
v ∈ A(V ) and b ∈ W (0). Therefore, we have pi(I) = 0 and so I = 0, a contradiction.
We will calculate some trace function explicitly. We always take u ∈ U such that the
coefficient of the leading term of S(u, τ) is one.
For example, L(1
2
, 0) is the first one in the discrete series and it has three irreducible
modules L(1
2
, 0), L(1
2
, 1
2
), L(1
2
, 1
16
) as we mentioned in the introduction. For U = L(1
2
, 1
2
),
W = L(1
2
, 1
16
) is the only irreducible L(1
2
, 0)-module satisfying 0 6= I( W
U W
)
. It also
satisfies dim I
(
W
U W
)
= 1. Hence SI(v, τ) is a modular form (with a linear character) of
weight 1
2
for 0 6= v ∈ L(1
2
, 1
2
)(0). By the definition of trace function, the leading term is
q−
1
24
1
2
+ 1
16 = q
1
24 . Since S(u, τ) and η(τ) are modular forms with liner characters and same
leading terms and S(u, τ)/η(τ) is holomorphic on H, S(u, τ) = η(τ).
The second one is L( 7
10
, 0). It has 6 irreducible modules L( 7
10
, 0), L( 7
10
, 1
10
), L( 7
10
, 3
5
),
L( 7
10
, 3
2
), L( 7
10
, 7
16
) and L( 7
10
, 3
80
). For U = L( 7
10
, 1
10
), W = L( 7
10
, 3
80
) is the only irreducible
module satisfying I
(
W
U W
) 6= 0. It also satisfies dim I( W
U W
)
= 1. Hence SI(u, τ) is
a modular form (with a linear character) of weight 1
10
for u ∈ U(0). Its leading term
q−
1
24
7
10
+ 3
80 = q
1
120 is equal to one of (η(τ))1/5. Hence S(u, τ) = (η(τ))1/5.
L(4
5
, 0) is the third and has 10 irreducible modules. For U = L(4
5
, 2
5
), W = L(4
5
, 1
15
)
is the only irreducible module satisfying I
(
W
U W
) 6= 0. It also satisfies dim I( W
U W
)
= 1.
Hence SI(u, τ) is a modular form (with a linear character) of weight 2
5
for u ∈ U(0)
and its leading term is q1
1
24
4
5
+ 1
15 = q
1
30 , which is equal to the one of (η(τ))4/5. Hence
S(u, τ) = (η(τ))4/5.
L(6
7
, 0) is the fourth, which has 15 irreducible modules. For U = L(6
7
, 1
7
),W = L(6
7
, 1
21
)
is the only irreducible module satisfying I
(
W
U W
) 6= 0. We also have dim I( W
U W
)
= 1.
Hence SI(u, τ) is a modular form (with a linear character) of weight 1
7
for u ∈ U(0).
The leading term is q−
1
24
6
7
+ 1
21 = q1/81, which is equal to the one of (η(τ))2/7. Hence
S(u, τ) = (η(τ))2/7.
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