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Abstract
Multidimensional Continued Fraction Algorithms are generalizations of the Eu-
clid algorithm and find iteratively the gcd of two or more numbers. They are defined
as linear applications on some subcone of Rd. We consider multidimensional contin-
ued fraction algorithms that acts symmetrically on the positive cone Rd+ for d = 3.
We include well-known and old ones (Poincaré, Brun, Selmer, Fully Subtractive) and
new ones (Arnoux-Rauzy-Poincaré, Reverse, Cassaigne).
For each algorithm, one page (called cheat sheet) gathers a handful of informa-
tions most of them generated with the open source software Sage [9] with the optional
Sage package slabbe-0.2.spkg [5]. The information includes the n-cylinders, den-
sity function of an absolutely continuous invariant measure, domain of the natural
extension, lyapunov exponents as well as data regarding combinatorics on words,
symbolic dynamics and digital geometry, that is, associated substitutions, generated
S-adic systems, factor complexity, discrepancy, dual substitutions and generation of
digital planes.
The document ends with a table of comparison of Lyapunov exponents and gives










Comparison of Lyapunov exponents 9
Sage Code 9




















MCF Algorithms Cheat Sheets 2 Brun algorithm
Brun algorithm
Definition
On Λ = R3+, the map
F (x1, x2, x3) = (x′1, x′2, x′3)
is defined by
(x′pi1, x′pi2, x′pi3) = (xpi1, xpi2, xpi3 − xpi2)
where pi ∈ S3 is the permutation of {1, 2, 3} such that
xpi1 < xpi2 < xpi3 [3].
Matrix Definition
The partition of the cone is Λ = ∪pi∈S3Λpi where
Λpi = {(x1, x2, x3) ∈ Λ | xpi1 < xpi2 < xpi3}.
The matrices are given by the rule
M(x) = Mpi if and only if x ∈ Λpi .
The map F on Λ and the projective map f on
∆ = {x ∈ Λ | ‖x‖1 = 1} are:














































The density function of the invariant measure of f : ∆→ ∆ for the
Brun algorithm is [1]:
1
2xpi2(1− xpi2)(1− xpi1 − xpi2)
on the part x = (x1, x2, x3) ∈ Λpi ∩∆.
Invariant measure
Natural extension
Two sequences (xn+1)n≥0 and (an+1)n≥0 defined such that
xn+1 = M(xn)−1xn and an+1 = M(xn)>an.
Lyapunov exponents
(using 30 orbits of 100000000 iterations each)
30 succesfull orbits min mean max std
θ1 0.3041 0.3044 0.3047 0.00016
θ2 −0.11222 −0.11213 −0.11198 0.000067

































Using vector v = (1, e, pi):
w = σ123σ312σ312σ321σ132σ123σ312σ231σ231σ213 · · · (1)
= 1232323123233231232332312323123232312323...
Factor Complexity of w is (pw(n))0≤n≤20 =
(1, 3, 5, 7, 9, 11, 13, 15, 17, 19, 22, 24, 26, 28, 30, 32, 34, 36, 38, 40, 42)
Discrepancy
Discrepancy [10] for all 19701 S-adic words with directions v ∈ N3>0

































Using vector v = (1, e, pi), the 9-th iteration on the unit cube is:
E∗1 (σ∗123)E∗1 (σ∗312)E∗1 (σ∗312)E∗1 (σ∗321)E∗1 (σ∗132) · · · ( ) =
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Selmer algorithm
Definition
On Λ = R3+, the map
F (x1, x2, x3) = (x′1, x′2, x′3)
is defined by
(x′pi1, x′pi2, x′pi3) = (xpi1, xpi2, xpi3 − xpi1)
where pi ∈ S3 is the permutation of {1, 2, 3} such that
xpi1 < xpi2 < xpi3 [8].
Matrix Definition
The partition of the cone is Λ = ∪pi∈S3Λpi where
Λpi = {(x1, x2, x3) ∈ Λ | xpi1 < xpi2 < xpi3}.
The matrices are given by the rule
M(x) = Mpi if and only if x ∈ Λpi .
The map F on Λ and the projective map f on
∆ = {x ∈ Λ | ‖x‖1 = 1} are:














































The sorted version of f admits a σ-finite invariant measure which is
absolutely continuous with respect to Lebesgue measure on the
central part and its density is known [7].
Invariant measure
Natural extension
Two sequences (xn+1)n≥0 and (an+1)n≥0 defined such that
xn+1 = M(xn)−1xn and an+1 = M(xn)>an.
Lyapunov exponents
(using 30 orbits of 100000000 iterations each)
30 succesfull orbits min mean max std
θ1 0.1814 0.1827 0.1829 0.00028
θ2 −0.0708 −0.0707 −0.0702 0.00011

































Using vector v = (1, e, pi):
w = σ123σ132σ123σ132σ213σ321σ312σ231σ123σ312 · · · (1)
= 1323231323223231323231323223231323213232...
Factor Complexity of w is (pw(n))0≤n≤20 =
(1, 3, 7, 11, 16, 20, 24, 28, 32, 36, 40, 44, 48, 52, 56, 60, 64, 68, 72, 76, 80)
Discrepancy


































Using vector v = (1, e, pi), the 13-th iteration on the unit cube is:
E∗1 (σ∗123)E∗1 (σ∗132)E∗1 (σ∗123)E∗1 (σ∗132)E∗1 (σ∗213) · · · ( ) =
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Poincaré algorithm
Definition
On Λ = R3+, the map
F (x1, x2, x3) = (x′1, x′2, x′3)
is defined by
(x′pi1, x′pi2, x′pi3) = (xpi1, xpi2 − xpi1, xpi3 − xpi2)
where pi ∈ S3 is the permutation of {1, 2, 3} such that
xpi1 < xpi2 < xpi3 [6].
Matrix Definition
The partition of the cone is Λ = ∪pi∈S3Λpi where
Λpi = {(x1, x2, x3) ∈ Λ | xpi1 < xpi2 < xpi3}.
The matrices are given by the rule
M(x) = Mpi if and only if x ∈ Λpi .
The map F on Λ and the projective map f on
∆ = {x ∈ Λ | ‖x‖1 = 1} are:














































The sorted version of f admits a σ-finite invariant measure which is
absolutely continuous with respect to Lebesgue measure and its
density is known [6,7].
Invariant measure
Natural extension
Two sequences (xn+1)n≥0 and (an+1)n≥0 defined such that
xn+1 = M(xn)−1xn and an+1 = M(xn)>an.
Lyapunov exponents
(using 30 orbits of 100000000 iterations each)
20 succesfull orbits min mean max std
θ1 6.1× 10−9 1.0× 10−7 2.9× 10−7 8.8× 10−8
θ2 −8.2× 10−8 6.6× 10−7 9.5× 10−7 4.0× 10−7

































Using vector v = (1, e, pi):
w = σ123σ312σ312σ213σ123σ132σ213σ213σ213σ213 · · · (1)
= 1232323312323123232323123232331232312323...
Factor Complexity of w is (pw(n))0≤n≤20 =
(1, 3, 5, 7, 9, 11, 14, 17, 19, 21, 23, 25, 27, 29, 31, 33, 35, 37, 39, 41, 43)
Discrepancy
Discrepancy [10] for all 19701 S-adic words with directions v ∈ N3>0

































Using vector v = (1, e, pi), the 5-th iteration on the unit cube is:
E∗1 (σ∗123)E∗1 (σ∗312)E∗1 (σ∗312)E∗1 (σ∗213)E∗1 (σ∗123)( ) =
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Fully Subtractive algorithm
Definition
On Λ = R3+, the map
F (x1, x2, x3) = (x′1, x′2, x′3)
is defined by
(x′pi1, x′pi2, x′pi3) = (xpi1, xpi2 − xpi1, xpi3 − xpi1)
where pi ∈ S3 is the permutation of {1, 2, 3} such that
xpi1 < xpi2 < xpi3 [7].
Matrix Definition
The partition of the cone is Λ = ∪i∈{1,2,3}Λi where
Λi = {(x1, x2, x3) ∈ Λ | xi = min{x1, x2, x3}} .
The matrices are given by the rule
M(x) = Mi if and only if x ∈ Λi.
The map F on Λ and the projective map f on
∆ = {x ∈ Λ | ‖x‖1 = 1} are:

























The sorted version of f admits a σ-finite invariant measure which is
absolutely continuous with respect to Lebesgue measure and its
density is known [7].
Invariant measure
Natural extension
Two sequences (xn+1)n≥0 and (an+1)n≥0 defined such that
xn+1 = M(xn)−1xn and an+1 = M(xn)>an.
Lyapunov exponents
(using 30 orbits of 100000000 iterations each)
24 succesfull orbits min mean max std
θ1 2.6× 10−9 2.8× 10−8 6.1× 10−8 1.7× 10−8
θ2 8.5× 10−7 9.1× 10−7 9.8× 10−7 2.4× 10−8


















Using vector v = (1, e, pi):
w = σ1σ1σ2σ1σ3σ1σ3σ3σ3σ3 · · · (1)
= 1232323123233231232331232323123233231232...
Factor Complexity of w is (pw(n))0≤n≤20 =
(1, 3, 5, 8, 11, 14, 16, 18, 19, 20, 21, 21, 21, 21, 21, 21, 21, 21, 21, 21, 21)
Discrepancy
ValueError: On input=[198, 1, 1], algorithm Fully Subtractive loops


















Using vector v = (1, e, pi), the 7-th iteration on the unit cube is:
E∗1 (σ∗1)E∗1 (σ∗1)E∗1 (σ∗2)E∗1 (σ∗1)E∗1 (σ∗3) · · · ( ) =
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Arnoux-Rauzy-Poincaré algorithm
Definition
On Λ = R3+, the map
F (x1, x2, x3) = (x′1, x′2, x′3)
is defined by
(x′pi1, x′pi2, x′pi3) =
{
(xpi1, xpi2, xpi3 − xpi1 − xpi2) if xpi3 > xpi1 + xpi2
(xpi1, xpi2 − xpi1, xpi3 − xpi2) otherwise.
where pi ∈ S3 is the permutation of {1, 2, 3} such that
xpi1 < xpi2 < xpi3 [2].
Matrix Definition
The subcones are
Λi = {(x1, x2, x3) ∈ Λ | 2xi > x1 + x2 + x3}, i ∈ {1, 2, 3},
Λpi = {(x1, x2, x3) ∈ Λ | xpi1 < xpi2 < xpi3}, pi ∈ S3.
The matrices are given by the rule
M(x) =
{
Mi if x ∈ Λi,
Mpi else if x ∈ Λpi .
The map F on Λ and the projective map f on
∆ = {x ∈ Λ | ‖x‖1 = 1} are:






































































Two sequences (xn+1)n≥0 and (an+1)n≥0 defined such that
xn+1 = M(xn)−1xn and an+1 = M(xn)>an.
Lyapunov exponents
(using 30 orbits of 100000000 iterations each)
30 succesfull orbits min mean max std
θ1 0.4424 0.4428 0.4433 0.00023
θ2 −0.17238 −0.17218 −0.17197 0.000093
















































Using vector v = (1, e, pi):
w = σ123σ2σ1σ123σ1σ231σ3σ3σ3σ3 · · · (1)
= 1232323123233231232332312323123232312323...
Factor Complexity of w is (pw(n))0≤n≤20 =
(1, 3, 5, 7, 9, 11, 13, 15, 17, 19, 22, 24, 26, 28, 30, 32, 34, 36, 38, 40, 42)
Discrepancy
Discrepancy [10] for all 19701 S-adic words with directions v ∈ N3>0
















































Using vector v = (1, e, pi), the 5-th iteration on the unit cube is:
E∗1 (σ∗123)E∗1 (σ∗2)E∗1 (σ∗1)E∗1 (σ∗123)E∗1 (σ∗1)( ) =
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Reverse algorithm
Definition
On Λ = R3+, the map










xpi3 − xpi1 − xpi2
 if xpi3 > xpi1 + xpi2
1
2
 −xpi1 + xpi2 + xpi3xpi1 − xpi2 + xpi3
xpi1 + xpi2 − xpi3
 otherwise.
where pi ∈ S3 is the permutation of {1, 2, 3} such that
xpi1 < xpi2 < xpi3 [1].
Matrix Definition
The subcones are
Λi = {(x1, x2, x3) ∈ Λ | 2xi > x1 + x2 + x3}, i ∈ {1, 2, 3},
Λ4 = Λ \ (Λ1 ∪ Λ2 ∪ Λ3)
The matrices are given by the rule
M(x) = Mi if and only if x ∈ Λi.
The map F on Λ and the projective map f on
∆ = {x ∈ Λ | ‖x‖1 = 1} are:
































The density function of the invariant measure of f : ∆→ ∆ for the
Reverse algorithm is [1]:
1




Two sequences (xn+1)n≥0 and (an+1)n≥0 defined such that
xn+1 = M(xn)−1xn and an+1 = M(xn)>an.
Lyapunov exponents
(using 30 orbits of 100000000 iterations each)
30 succesfull orbits min mean max std
θ1 0.4042 0.4049 0.4052 0.00022
θ2 −0.10329 −0.10319 −0.10300 0.000062























Using vector v = (1, e, pi):
w = σ4σ1σ1σ4σ3σ1σ1σ3σ3σ3 · · · (1)
= 2331232331232312232323312323312323122323...
Factor Complexity of w is (pw(n))0≤n≤20 =
(1, 3, 6, 9, 12, 14, 17, 20, 23, 26, 29, 32, 35, 38, 41, 44, 47, 50, 53, 56, 58)
Discrepancy
ValueError: On input=[197, 2, 1], algorithm Reverse reaches non























ValueError: The substitution (1->23, 2->1233, 3->1232) must be
unimodular.
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Cassaigne algorithm
Definition
On Λ = R3+, the map is [4]
F (x1, x2, x3) =
{
(x1 − x3, x3, x2) if x1 > x3
(x2, x1, x3 − x1) if x1 < x3.
Matrix Definition
The partition of the cone is Λ = ∪pi∈S3Λpi where
Λ1 = {(x1, x2, x3) ∈ Λ | x1 > x3},
Λ2 = {(x1, x2, x3) ∈ Λ | x1 < x3}.
The matrices are given by the rule
M(x) = Mi if and only if x ∈ Λi.
The map F on Λ and the projective map f on
∆ = {x ∈ Λ | ‖x‖1 = 1} are:



















The density function of the invariant measure of f : ∆→ ∆ for the






Two sequences (xn+1)n≥0 and (an+1)n≥0 defined such that
xn+1 = M(xn)−1xn and an+1 = M(xn)>an.
Lyapunov exponents
(using 30 orbits of 100000000 iterations each)
30 succesfull orbits min mean max std
θ1 0.1824 0.1827 0.1829 0.00013
θ2 −0.07083 −0.07072 −0.07060 0.000054













Using vector v = (1, e, pi):
w = σ2σ1σ2σ1σ1σ1σ1σ2σ1σ1 · · · (1)
= 2323213232323132323213232321323231323232...
Factor Complexity of w is (pw(n))0≤n≤20 =
(1, 3, 5, 7, 9, 11, 13, 15, 17, 19, 21, 23, 25, 27, 29, 31, 33, 35, 37, 39, 41)
Discrepancy
Discrepancy [10] for all 19701 S-adic words with directions v ∈ N3>0













Using vector v = (1, e, pi), the 13-th iteration on the unit cube is:
E∗1 (σ∗2)E∗1 (σ∗1)E∗1 (σ∗2)E∗1 (σ∗1)E∗1 (σ∗1) · · · ( ) =
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Comparison of Lyapunov exponents
(30 orbits of 1000000000 iterations each)
Algorithm #Orbits θ1 (std) θ2 (std) 1− θ2/θ1 (std)
Arnoux-Rauzy-Poincaré 30 0.44290 (0.000083) -0.17219 (0.000035) 1.38879 (0.000017)
Selmer 30 0.18269 (0.000032) -0.07072 (0.000013) 1.38710 (0.000021)
Cassaigne 30 0.18268 (0.000041) -0.07072 (0.000017) 1.38709 (0.000028)
Brun 30 0.30449 (0.000049) -0.11216 (0.000019) 1.36833 (0.000015)
Reverse 30 0.40489 (0.000057) -0.10320 (0.000015) 1.25489 (0.000016)
Fully Subtractive 26 2.5e-9 (1.6e-9) 9.3e-8 (1.5e-9) -69. (87.)
Poincaré 22 6.9e-9 (4.8e-9) 7.8e-8 (3.2e-8) -24. (40.)
Sage Code
This section shows how to reproduce any of the results in these
Cheat Sheets.
Requirements
The image and experimental results in these cheat sheets were
created with the following version of Sage [9]
$ sage -v
SageMath Version 6.10.beta3, Release Date: 2015-11-05
and my optional Sage package [5] which can be installed with:
$ sage -p http://www.slabbe.org/Sage/slabbe-0.2.spkg
Definition
Define a Multidimensional Continued Fraction algorithm:
sage: from slabbe.mult_cont_frac import Brun
sage: algo = Brun()
You may replace Brun above by any of the following:
Brun, Poincare, Selmer, FullySubtractive,
ARP, Reverse, Cassaigne
Matrices
sage: cocycle = algo.matrix_cocycle()
sage: cocycle.gens()
Cylinders
sage: cocycle = algo.matrix_cocycle()
sage: t = cocycle.tikz_n_cylinders(3, scale=3)
sage: t.pdf()
Density function
This section is hand written.
Invariant measure
sage: fig = algo.invariant_measure_wireframe_plot(
....: n_iterations=10^6, ndivs=30, norm=’1’)
sage: fig.savefig(’a.pdf’)
Natural extension
sage: t = algo.natural_extension_tikz(n_iterations=1200,
....: marksize=.8, group_size="2 by 2")
sage: t.png()
Lyapunov exponents
The algorithm that computes Lyapunov exponents was provided to
me by Vincent Delecroix, in June 2013. I translated his C code into
cython.
sage: from slabbe.lyapunov import lyapunov_table




sage: v = (1,e,pi)
sage: it = algo.coding_iterator(v)









sage: from slabbe import TikzPicture
sage: P = algo.e_one_star_patch(v=(1,e,pi), n=8)
sage: s = P.plot_tikz()
sage: TikzPicture(s).pdf()
Comparison of Lyapunov exponents
sage: import slabbe.mult_cont_frac as mcf
sage: from slabbe.lyapunov import lyapunov_comparison_table
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