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Summary
In this work we study several proofs of the classical implicit function theorem,
which gives sufficient conditions for a vector equation to define a function. The
first proof is the most elementary. It is obtained by induction on the number of
dependent variables. The second proof is also based on calculus, by looking directly
at the linear approximation of the mapping. Finally, Banach fixed point theorem
is used in the more abstract functional analytic third proof.
In the second part we show an application of the implicit function theorem. We
give four different definitions of a smooth surface and prove all of them are equi-
valent using the range theorem, an important consequence of the implicit function
theorem. We finish the work showing an alternative proof of the implicit function
theorem using a classical existence theorem of solutions in ordinary differential
equations.
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1
Introduccio´n
Comenzamos formula´ndonos la siguiente pregunta: ¿que´ es una funcio´n?
El concepto de funcio´n ocupa un lugar central en Matema´ticas y su evolucio´n
histo´rica ha dado lugar a importantes desarrollos. Desde las tablas babilo´nicas de
cuadrados, cubos e inversos de naturales, pasando por los ca´lculos trigonome´tricos
en la matema´tica de la antigua Grecia, por la introduccio´n realizada por Descartes
del a´lgebra en la geometr´ıa, hasta llegar a la primera definicio´n de Euler, la cual
dec´ıa: “Una funcio´n de una cantidad variable es una expresio´n anal´ıtica compuesta
de cualquier forma de la cantidad variable y nu´meros o cantidades constantes”.
El concepto que se maneja en la actualidad esta´ muy cerca de esta otra de-
finicio´n de Euler: “Si algunas cantidades dependen de otras de modo que si e´stas
cambian, las primeras experimentan cambios, entonces las primeras cantidades se
dicen funciones de las u´ltimas. Esta definicio´n se aplica bastante ampliamente e
incluye todas las formas en las que una cantidad puede ser determinada por otra.
Si, por lo tanto, x representa una cantidad variable, entonces todas las cantidades
que dependen de x de cualquier manera, o esta´n determinadas por x, se llaman
funciones de x”
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Informalmente, tendemos a pensar que una funcio´n f : A → B es una regla
que asigna a cada x ∈ A, de manera u´nica, un y ∈ B, que escribimos y = f(x),
y que su gra´fica es el conjunto {(x, y) ∈ A × B : y = f(x)}, aunque queda sin
precisar que´ se entiende por “regla”.
Por lo tanto, necesitamos de una definicio´n formal, la cual formulamos en te´rmi-
nos de teor´ıa de conjuntos:
Definicio´n. Una funcio´n f : A→ B es un subconjunto f del producto cartesiano
A×B tal que para todo x ∈ A existe un u´nico y ∈ B tal que (x, y) ∈ f . Se escribe
y = f(x).
Es decir, ¡se define la funcio´n como su gra´fica!
En las dos figuras siguientes podemos observar dos lugares geome´tricos, uno
que es una funcio´n, el de la izquierda, y otro que no lo es, el de la derecha, debido
a que para algunos x no tendr´ıamos un u´nico y:
y5 + 16y − 32x3 + 32x = 0 y3 + x2y2 − xy + x4 = 0
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Se debe observar que en el primer ejemplo, aunque efectivamente se trata de una
funcio´n, no se puede despejar y en te´rminos de x: la funcio´n no puede expresarse
expl´ıcitamente y hablamos de funcio´n definida impl´ıcitamente.
Aunque como hemos dicho, el segundo ejemplo no es o no define una funcio´n,
salvo en el origen s´ı que podemos definir localmente una funcio´n en un entorno de
cada punto que cumpla la ecuacio´n: se dice que hay definida una funcio´n impl´ıcita
local.
El teorema de la funcio´n impl´ıcita es, junto con el de la funcio´n inversa uno de
los paradigmas ma´s importantes y antiguos de la matema´tica moderna. Proporcio-
na condiciones suficientes que debe cumplir una ecuacio´n o conjunto de ecuaciones
para que, localmente en el entorno de cada punto, algunas variables este´n definidas
como funcio´n impl´ıcita del resto de las variables.
Supongamos que tenemos un sistema de ecuaciones, en el cual hay ma´s variables
que ecuaciones (n > m):
F1(x1, . . . , xn) = c1
F2(x1, . . . , xn) = c2
...
Fm(x1, . . . , xn) = cm

(∗)
Trabajando en un entorno de un punto (p1, · · · , pn) que verifica todas las ecua-
ciones, aproximamos linealmente el sistema sustituyendo las funciones F1, · · · , Fm
por sus diferenciales en ese punto:
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∂F1
∂x1
(p)(x1 − p1) + · · ·+ ∂F1
∂xn
(p)(xn − pn) = 0
∂F2
∂x1
(p)(x1 − p1) + · · ·+ ∂F2
∂xn
(p)(xn − pn) = 0
...
∂Fm
∂x1
(p)(x1 − p1) + · · ·+ ∂Fm
∂xn
(p)(xn − pn) = 0
A este sistema lineal con m ecuaciones y n inco´gnitas se le puede aplicar el
teorema de Rouche´-Frobenius. Observamos que la matriz de coeficientes es la ma-
triz jacobiana de la funcio´n vectorial (F1, . . . , Fn) por lo que la condicio´n para la
existencia de soluciones se expresa en te´rminos de no anulacio´n de ciertos menores
de esta matriz.
Teorema (Funcio´n impl´ıcita informal). Sean las funciones de nuestro sistema
de ecuaciones (∗) diferenciables con continuidad. Si (p1, · · · , pn) verifica todas las
ecuaciones y si, reemplazando F1, · · · , Fm por sus aproximaciones lineales, un con-
junto particular de m variables se puede expresar como funciones de las otras
n−m variables, entonces esas mismas m variables se pueden definir como funcio-
nes impl´ıcitas de las otras n −m en un entorno del punto (p1, · · · , pn). Adema´s,
las funciones impl´ıcitas resultantes son diferenciables con continuidad.
Para ilustrar geome´tricamente la condicio´n de nuestro teorema, describimos a
continuacio´n tres casos sencillos que pueden visualizarse de manera intuitiva.
(a) El lugar geome´trico de puntos del plano que cumplen la ecuacio´n f(x, y) = 0
es generalmente una curva. Nos planteamos cua´ndo se define localmente y
como funcio´n de x, es decir, si existe y = y(x) tal que f(x, y(x)) = 0.
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La respuesta segu´n el teorema anterior es que basta que
∂f
∂y
(p) 6= 0.Geome´tri-
camente, esta condicio´n equivale a que el vector tangente a la curva en p no
sea vertical, o lo que es lo mismo, el vector normal ∇f(p) no sea horizontal.
(b) Una ecuacio´n f(x, y, z) = 0 define generalmente una superficie en el espacio.
Nos plantemos cua´ndo podremos definir localmente z como funcio´n de x e y,
z = z(x, y). La respuesta del teorema informal es que es suficiente con que
∂f
∂z
(p) 6= 0. Es decir, si el vector normal ∇f(p) a la superficie en el punto
estudiado no es horizontal.
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(c) Por u´ltimo, si consideramos dos ecuaciones f(x, y, z) = 0 y g(x, y, z) = 0, que
definir´ıan una curva en el espacio, nos planteamos cua´ndo podremos definir y
y z como funciones de x, es decir, y = y(x) y z = z(x). La condicio´n suficiente
es que el jacobiano
∂(f, g)
∂(y, z)
(p) no sea nulo. Esta es la primera componente
del vector ∇f(p)×∇g(p), que es tangente a la curva interseccio´n de las dos
superficies. Es decir, el vector tangente a la curva no debe ser ortogonal al
eje de las x.
En nuestro trabajo estudiamos con detalle el teorema de la funcio´n impl´ıcita
y algunas de sus aplicaciones. En la primera parte de la memoria se presentan
tres demostraciones diferentes del teorema y en la segunda parte se muestran dos
aplicaciones: una a las superficies y otra a las ecuaciones diferenciales.
La primera prueba, la ma´s elemental, se obtiene por induccio´n sobre el nu´me-
ro de variables dependientes. Es, esencialmente, la realizada por Dini en 1870.
El teorema se prueba primero para una variable dependiente, con una ecuacio´n
y cualquier nu´mero de variables independientes. El paso de la induccio´n se logra
tomando una ecuacio´n y una variable dependiente a la cual le podemos aplicar el
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caso base, tratando al resto de variables como independientes. La funcio´n resul-
tante, definida impl´ıcitamente, la sustituiremos en las otras ecuaciones, reduciendo
as´ı el nu´mero de ecuaciones y variables dependientes a una.
La segunda prueba, que es la que tradicionalmente se estudia en el segundo cur-
so del Grado de Matema´ticas en Sevilla, consiste en demostrar primero el teorema
de la funcio´n inversa y aprovechar que el de la funcio´n impl´ıcita es consecuencia
no muy complicada de aque´l. La te´cnica es puramente de Ca´lculo Vectorial, si-
guiendo la idea expuesta en esta introduccio´n de aproximar linealmente la funcio´n
por su diferencial. Se incluye tambie´n una demostracio´n de que, rec´ıprocamente, el
teorema de la funcio´n inversa puede deducirse del de la impl´ıcita de manera muy
sencilla.
La tercera y u´ltima de las pruebas que incluimos es la ma´s abstracta y utiliza
nociones de Ana´lisis Funcional. Se basa en el me´todo de aproximaciones sucesivas
(teorema del punto fijo de Banach o de la aplicacio´n contractiva) construyendo
una sucesio´n de funciones y mostrando anal´ıticamente co´mo su l´ımite cumple las
ecuaciones impl´ıcitas y que, por tanto, es la funcio´n impl´ıcita que busca´bamos. Se
incluyen algunas ilustraciones para ejemplos en R2 y R3.
En la segunda parte daremos una aplicacio´n, concretamente, se dara´n de forma
precisa cuatro definiciones diferentes de superficie suave y demostramos su equi-
valencia. Nos apoyaremos en el teorema de la funcio´n impl´ıcita y en el teorema
del rango, que vemos como consecuencia del de la inversa. El teorema del rango es
una variante del teorema de la funcio´n impl´ıcita adaptado a situaciones donde la
matriz jacobiana de la funcio´n vectorial tenga rango constante, pero no completo.
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La memoria termina mostrando una demostracio´n alternativa del teorema de
la funcio´n impl´ıcita a partir del teorema de existencia de ecuaciones diferenciales
de Cauchy-Peano.
Concluimos la introduccio´n con unas breves notas histo´ricas acerca de co´mo fue
surgiendo este teorema, viendo las necesidades y las complicaciones que llevaron a
su formulacio´n y demostracio´n.
En los primeros trabajos sobre a´lgebra, cerca del an˜o 850, tanto los problemas
como las soluciones eran ejemplos nume´ricos, es decir, la nocio´n de funcio´n no
ten´ıa sentido en este contexto. No fue hasta alrededor de 1600 cuando Vieta uso´
las letras para representar tanto inco´gnitas como coeficientes. Estos me´todos de
representacio´n fueron tomados por Descartes, el cual los combino´ con su sistema de
coordenadas, lo que produjo un avance fundamental hacia el concepto de funcio´n
como lo conocemos hoy d´ıa.
Desde el principio, muchas de las funciones se defin´ıan impl´ıcitamente, como
la de la cua´drica general, dada por:
Ax2 +Bxy + Cy2 +Dx+ Ey + F = 0
Antes de 1800 no se sent´ıa la necesidad de probar la existencia de funciones impl´ıci-
tas. De hecho Euler dec´ıa: “... Por ejemplo, consideramos la funcio´n Z de z defini-
da por la ecuacio´n Z5 = az2Z3−bz4Z2 +cz3Z−1. A pesar de que esta ecuacio´n no
puede resolverse, sigue siendo cierto que Z es igual a una expresio´n compuesta de
la variable z y constantes, y por esta razo´n Z sera´ funcio´n de z”. Luego el enfoque
de las funciones impl´ıcitas (Newton, Leibniz,...) hasta entonces era mostrar co´mo
se comportaban las funciones, y no comprobar la existencia de las mismas.
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En 1770, Lagrange demostro´ el que puede considerarse el primer teorema de la
funcio´n impl´ıcita, pero lo enuncio´ como un teorema de funciones inversas, resultado
que se conoce hoy d´ıa como teorema de inversio´n de Lagrange para series de
potencias.
Se le atribuye el teorema de la funcio´n impl´ıcita a Cauchy, citando su ”Memoria
de Tur´ın” como fuente del teorema.
No fue´ hasta ma´s tarde, en el siglo XIX, cuando las diferencias entre el ana´lisis
complejo y real fueron clarificadas. Como consecuencia, la forma para variables
reales del teorema no se enuncio´ ni demostro´ hasta el trabajo de Dini, que presento´
por primera vez en la Universidad de Pisa en el an˜o acade´mico 1876-1877.
15
16
2
Demostraciones
2.1. Prueba inductiva
Trataremos en este cap´ıtulo nuestra primera demostracio´n, la formulada por
Dini en la de´cada de 1870, que fue la primera demostracio´n formal conocida de
nuestro teorema.
El teorema se prueba primero para una variable dependiente, con una ecuacio´n
y cualquier nu´mero de variables independientes, en donde, bajo suposicio´n de
monoton´ıa de la funcio´n f , aplicando el teorema de Bolzano y demostrando la
existencia de derivadas parciales de nuestras ecuaciones definidas impl´ıcitamente
obtendremos el resultado requerido.
El paso de la induccio´n lo conseguiremos tomando una ecuacio´n y una varia-
ble dependiente a la cual le podemos aplicar el teorema demostrado anteriormente,
tratando al resto de variables como independientes. La funcio´n resultante, definida
impl´ıcitamente, la sustituiremos en las otras ecuaciones, reduciendo as´ı el nu´mero
de ecuaciones y variables dependientes a una.
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Comenzaremos recordando el concepto de funcio´n diferenciable.
Definicio´n (Funcio´n diferenciable). Una funcio´n f : U ⊂ Rm → Rn se dira´
diferenciable en x0 ∈ Rm si, siendo U abierto, existe una transformacio´n lineal
T : Rm → Rn que cumpla:
f(x0 + h) = f(x0) + T (h) + θ(h), donde θ cumple que:
l´ım
h→0
‖θ(h)‖
‖h‖ = 0
Teorema (Teorema de la funcio´n impl´ıcita para una variable dependiente). Sea
U ⊆ Rn abierto, f : U → R ∈ C1(U), y sea p = (a, b) ∈ Rn−1 × R, con p ∈ U , tal
que:
f(p) = 0 y
∂f
∂xn
(p) 6= 0
Entonces, existe un conjunto abierto V ∈ Rn−1 con a ∈ V y existen c1, c2, con
c1 < b < c2, tales que ∀x ∈ V existe un u´nico y ∈ (c1, c2) con f(x, y) = 0. Esto
permite definir una funcio´n g : V → R ∈ C1(V), tal que:
(1) b = g(a)
(2) f(x, g(x)) = 0, ∀x ∈ V
Demostracio´n:
Sin pe´rdida de generalidad, podemos suponer
∂f
∂xn
(p) > 0.
Por la continuidad de
∂f
∂xn
, y pasando a un entorno ma´s pequen˜o U de p si fuera
necesario (aunque sin cambiar la notacio´n), podemos asumir que:
∂f
∂xn
(q) > 0,∀q ∈ U
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Como f(a, ·) es una funcio´n creciente en un entorno de b, podemos encontrar
c1 y c2, con c1 < b < c2 tales que:
f(a, c1) < 0 < f(a, c2)
Usando la continuidad de f podemos encontrar un entorno V de a tal que:
V × [c1, c2] ⊆ U y f(x, c1) < 0 < f(x, c2), ∀x ∈ V .
Como se puede ver en la Figura 1, podemos apreciar los valores tomados por c1 y
c2 y los valores positivos y negativos de f para todo punto x ∈ V .
Por el teorema de Bolzano, tenemos que ∀x ∈ V , ∃y tal que c1 < y < c2, y
f(x, y) = 0 (Figura 2), y como
∂f
∂xn
(q) > 0 tenemos que y es u´nico. Por tanto, esta´
definida la funcio´n g : V → R tal que a cada x le asocia a y, donde tenemos que
la unicidad de y implica la continuidad de g:
Tomamos la sucesio´n xn → x, entonces g(xn) → g(x), pues si no se cum-
pliera esto, por compacidad, existir´ıa un nk con g(xnk) → y′ 6= y. Pero
f(xnk , g(xnk)) = 0 ∀k, luego por continuidad tenemos que f(x, y′) = 0, por
tanto y′ = y debido a la unicidad de y.
Para completar la prueba falta ver que existe
∂g
∂xj
y que su valor es:
∂g
∂xj
= −
∂f
∂xj
∂f
∂xn
,∀j = 1, 2, ..., n− 1, pues as´ı se tendr´ıa que g ∈ C1(V).
Fijados x ∈ V e y = g(x), tenemos, por la diferenciabilidad de f que:
f(x+ sej, y + t)− f(x, y) = s ∂f
∂xj
(x, y) + t
∂f
∂xn
(x, y) + 
√
s2 + t2
donde ej es el vector ba´sido j−e´simo y donde  = (s, t)→ 0 cuando (s, t)→ 0.
Tomando t = g(x+ sej)− g(x), obtenemos que:
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f(x+ sej, g(x) + g(s+ ej)− g(x)︸ ︷︷ ︸
=0
− f(x, g(x))︸ ︷︷ ︸
=0
=
= s
∂f
∂xj
(x, y) + t
∂f
∂xn
(x, y) + 
√
s2 + t2, luego:
|t|·
∣∣∣∣ ∂f∂xn (x, y)
∣∣∣∣ ≤ |s|· ∣∣∣∣ ∂f∂xj (x, y)
∣∣∣∣+ ||·|s|+||·|t|
donde para un valor de |s| suficientemente pequen˜o:
∣∣∣∣∣g(x+ sej)− g(x)s +
∂f
∂xj
(x, y)
∂f
∂xn
(x, y)
∣∣∣∣∣ =
∣∣∣∣∣ ts +
∂f
∂xj
(x, y)
∂f
∂xn
(x, y)
∣∣∣∣∣ ≤
∣∣∣∣∣ s ·
√
s2 + t2
∂f
∂xn
(x, y)
∣∣∣∣∣, donde:
√
s2 + t2 ≤ 1 +
∣∣∣∣ ts
∣∣∣∣
∣∣∣∣t · ∂f∂xn (x, y)
∣∣∣∣ ≤ |s|· ∣∣∣∣ ∂f∂xj (x, y)
∣∣∣∣+ ||·|s|+||·|t|
donde si tomamos l´ımite cuando |s|→ 0, entonces por la continuidad de g, tenemos
que |t|→ 0, luego:
|(s, t)|≤ 1
2
·
∣∣∣∣ ∂f∂xn (x, y)
∣∣∣∣, con lo que tenemos que:
1
2
· |t|·
∣∣∣∣ ∂f∂xn (x, y)
∣∣∣∣ ≤ |s|·(∣∣∣∣ ∂f∂xj
∣∣∣∣+ ∣∣∣∣ ∂f∂xn
∣∣∣∣)
Luego obtenemos que
∂g
∂xj
existe, y viene dada por:
∂g
∂xj
(x) = −
∂f
∂xj
(x, g(x))
∂f
∂xn
(x, g(x))
, donde vemos que g ∈ C1(V)

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Figura 1
Gra´fica para n=2 Gra´fica para n=3
Figura 2
Gra´fica para n=2 Gra´fica para n=3
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A continuacio´n, y como sera´ habitual en todas las secciones de nuestro trabajo,
daremos unos conceptos y una notacio´n necesaria para el seguimiento del teorema
general.
Lema. Sea A una matriz real n × n. Entonces existe una matriz invertible real
U tal que UA es triangular superior.
Demostracio´n:
La matriz A puede reducirse a una matriz escalonada mediante una sucesio´n finita
de operaciones elementales por filas. Una matriz cuadrada en forma escalonada es,
necesariamente, triangular superior y cada operacio´n elemental por filas se puede
lograr a trave´s de la multiplicacio´n por la izquierda por una matriz invertible,
luego tomando U como la matriz producto de las operaciones elementales por
filas, obtenemos que UA es triangular superior.

Notacio´n. Supondremos que tenemos un conjunto de ecuaciones:
fi(x1, ..., xl; y1, ..., yn) = 0, i = 1, ..., n, donde las funciones f1, ..., fn ∈ C1.
Supondremos que (p; q) = (p1, ..., pl; q1, ..., qn) es un punto que cumple todas las
ecuaciones, donde:
det

∂f1
∂y1
· · · ∂f1
∂yn
...
. . .
...
∂fn
∂y1
· · · ∂fn
∂yn
 6= 0
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Podemos pensar en las funciones Fi(p, ·) como la funcio´n F : Rn → Rn definida
mediante la aplicacio´n:
y → F (y) = (f1(p; y), f2(p; y), ..., fn(p; y)).
Aplicando el lema anterior, podemos conseguir una nueva funcio´n, componiendo
F con una transformacio´n lineal, de forma que obtengamos:
y → F˜ (y) = (f˜1(p; y), ..., f˜n(p; y)) tales que:
∂f˜i
∂yj
(p; q) = 0 para i > j
Para simplificar, usamos la misma notacio´n, de forma que:
∂fi
∂yj
(p; q) = 0 para i > j. De esta forma, obtenemos que:
D =

∂f1
∂y1
∂f1
∂y2
· · · ∂f1
∂yn
∂f2
∂y1
∂f2
∂y2
· · · ∂f2
∂yn
...
...
. . .
...
∂fn
∂y1
∂fn
∂y2
· · · ∂fn
∂yn

=

∂f1
∂y1
∂f1
∂y2
· · · ∂f1
∂yn
0
∂f2
∂y2
· · · ∂f2
∂yn
...
...
. . .
...
0 0 · · · ∂fn
∂yn

y por tanto:
det(D) =
n∏
i=1
∂fi
∂yi
6= 0
Teorema (Teorema de la funcio´n impl´ıcita). Existe un entorno U ⊂ Rl de p y
un conjunto de funciones gj : U → R, j = 1, ..., n, con gj ∈ C1(U) tales que:
gj(p) = qj, j = 1, ..., n
fi(x; g1(x), g2(x), ..., gn(x)) = 0, i = 1, ..., n, ∀x ∈ U
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Demostracio´n:
La prueba se realiza por induccio´n en n:
Para n = 1:
Tenemos que es cierto, debido al teorema de la funcio´n impl´ıcita para una
variable dependiente
Suponemos cierto el teorema para n− 1 y comprobamos para n:
Con la notacio´n dada anteriormente, tenemos:
∂fn
∂yn
(p; q) 6= 0. Llamando y′ = (y1, ..., yn−1), q′ = (q1, ..., qn−1)
entonces el teorema de la funcio´n impl´ıcita para una variable dependiente es apli-
cable a la ecuacio´n:
fn(x; y
′, yn) = 0 en (p; q′, qn), donde tratamos a las variables x1, ..., xl, y1, ..., yn−1
como independientes y solo a yn como dependiente.
Existe por tanto un entorno V ∈ Rl+n−1 de (p; q′) y una funcio´n ϕ : V → R, con
ϕ ∈ C1(V) tal que:
ϕ(p; q′) = qn
fn(x; y
′, ϕ(x; y′)) = 0, ∀(x; y′) ∈ V
Veamos que si derivamos fn respecto a yj, para 1 ≤ j ≤ n− 1, tenemos:
∂fn
∂yj
+
∂fn
∂yn
· ∂ϕ
∂yj
= 0, que evaluando esta ecuacio´n en x = p e y′ = q′ vemos
que:
∂ϕ
∂yj
(p; q′) = 0, ∀j = 1, 2, ..., n− 1
Ahora, para cada i = 1, ..., n− 1 definimos hi como:
hi(x1, ..., xl, y1, ..., yn−1) = fi(x; y′, ϕ(x; y′))
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Consideramos el sistema de ecuaciones:
hi(x1, ..., xl, y1, ..., yn−1) = 0, i = 1, ..., n− 1.
Para j = 1, ..., n− 1, ya que ∂ϕ
∂yj
(p; q′) = 0, tenemos:
∂hi
∂yj
(p; q′) =
∂fi
∂yj
(p; q′, qn) +
∂fi
∂yn
(p; q′, qn) · ∂ϕ
∂yj
(p; q′) =
∂fi
∂yj
(p; q)
luego tenemos:
det(A) = det

∂h1
∂y1
(p; q′) · · · ∂h1
∂yn−1
(p; q′)
...
. . .
...
∂hn−1
∂y1
(p; q′) · · · ∂hn−1
∂yn−1
(p; q′)
 =
= det

∂f1
∂y1
(p; q) · · · ∂f1
∂yn−1
(p; q)
...
. . .
...
∂fn−1
∂y1
(p; q) · · · ∂fn−1
∂yn−1
(p; q)
 = det(B)
Por induccio´n, existe un entorno W de p en Rl y funciones gj : W → R ∈ C1(W)
tales que:
gj(p) = qj
hi(x; g1(x), ..., gn−1(x)) = 0, i = 1, 2, ..., n− 1, ∀x ∈ W
Tomando G(x) = (x; g1(x), ..., gn−1(x)), U =W ∪G−1(V), definiendo gn : U → R
tal que gn(x) = ϕ(x; g1(x), ..., gn−1(x)), y con la definicio´n anterior de hi, tenemos
que:
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hi(x1, ..., xl, y1, ..., yn−1) = fi(x; y′, ϕ(x; y′)), donde vemos que se cumple que:
fi(x; g1(x), ..., gn(x)) = 0, i = 1, ..., n, ∀x ∈ U

2.2. Prueba a trave´s del teorema de la funcio´n
inversa
La segunda prueba consiste en relacionar nuestro teorema con el de la funcio´n
inversa. Procederemos a demostrar primero el teorema de la funcio´n inversa. E´ste
se demuestra en tres pasos: viendo la inyectividad de F , que F transforma abiertos
en abiertos y viendo que la inversa de F restringida a un entorno lo suficientemente
pequen˜o es de clase C1.
Es apropiado comenzar esta seccio´n realizando una revisio´n de la matriz jaco-
biana, su determinante y el papel que desempen˜a en el ca´lculo.
Sean U ,V ⊂ Rn abiertos y sea la funcio´n G : U → V ∈ C1, donde:
G(x) = (g1(x), ..., gn(x)).
Si p ∈ U , entonces la matriz jacobiana de G en p es:
JG(p) ≡

∂g1
∂x1
(p) · · · ∂g1
∂xn
(p)
...
. . .
...
∂gn
∂x1
(p) · · · ∂gn
∂xn
(p)

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que es el equivalente en varias variables a la primera derivada en el caso univa-
riante. Esta matriz nos da una buena aproximacio´n de la variacio´n de G, es decir,
JG(v) es una buena aproximacio´n de v → G(p+ v)−G(p).
Consideramos el determinante de la matriz jacobiana de G como:
|JG(p)|= det(JG(p)) =
∣∣∣∣∣∣∣∣∣∣∣
∂g1
∂x1
(p) · · · ∂g1
∂xn
(p)
...
. . .
...
∂gn
∂x1
(p) · · · ∂gn
∂xn
(p)
∣∣∣∣∣∣∣∣∣∣∣
El resultado ba´sico, como veremos ma´s adelante, es que cuando |JG(p)|6= 0,
entonces G es invertible en un entorno de p. La matriz jacobiana unifica la infor-
macio´n sobre el comportamiento de primer orden (lineal) cerca de un punto.
Para el teorema de la funcio´n impl´ıcita no consideramos funciones equidimen-
sionales. As´ı, tomamos el jacobiano en las variables para las cuales queremos re-
solverlo.
Una notacio´n usual en lo referente a las componentes de una funcio´n es:
G(x) = G(x1, ..., xn) ≡ (g1(x1, ..., xn), ..., gm(x1, ..., xn)), y una eleccio´n de m
argumentos (de los n posibles) lo expresamos como:
xi1 , xi2 , ..., xim , y expresamos el jacobiano (determinante de la matriz jaco-
biana) como:
|JG|= ∂(g1, ..., gm)
∂(xi1 , ..., xim)
= det

∂g1
∂xi1
· · · ∂g1
∂xim
...
. . .
...
∂gm
∂xi1
· · · ∂gm
∂xim

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Con esta notacio´n, obtenemos una formulacio´n esta´ndar del teorema de la fun-
cio´n impl´ıcita y del teorema de la funcio´n inversa, como vemos a continuacio´n.
A continuacio´n daremos los enunciados de ambos teoremas, donde hemos mo-
dificado el enunciado del teorema de la funcio´n impl´ıcita al dado en el cap´ıtulo
anterior para facilitar la demostracio´n a partir del teorema de la inversa y vi-
ceversa, aunque ambos enunciados son completamente equivalentes, como cab´ıa
esperar.
Teorema (Teorema de la funcio´n impl´ıcita). Sea
F (x) = F (x1, ..., xn) ≡ (f1(x1, ..., xn), ..., fm(x1, ..., xn))
una funcio´n de clase Ck, con k ≥ 1, definida en un conjunto U ⊆ Rn abierto, y que
toma valores en Rm. Asumimos 1 ≤ m < n. Tomamos q = n−m.
Sea x0 = (x01, ..., x
0
n) un punto de U que hemos fijado, y sea x = (x1, ..., xn) un
punto cualquiera de U . Tomemos:
xa = (x1, ..., xq) primeras n−m coordenadas de x
x0a = (x
0
1, ..., x
0
q) primeras n−m coordenadas de x0
Supongamos que:
∂(f1, ..., fm)
∂(xq+1, ..., xn)
(x0) 6= 0
Entonces existe un entorno V de x0, un conjunto W ⊆ Rq abierto que contiene a
xa, y funciones g1, ..., gm ∈ Ck en W tales que:
F (x1, ..., xq, g1(xa), ..., gm(xa)) = 0, ∀xa ∈ W .
Adema´s, g1, ..., gm son las u´nicas funciones que satisfacen:
{x ∈ V : F (x) = 0} = {x ∈ V : xa ∈ W , xq+i = gi(xa), i = 1, ...,m}
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Teorema (Teorema de la funcio´n inversa). Sea U ⊆ Rn abierto, y sea F : U →
Rn ∈ Ck, con k ≥ 1. Sea x0 un punto fijo de U , y asumimos que JF (x0) 6= 0.
Entonces existe un entorno V ⊆ U de x0 tal que:
(1) La restriccio´n F |V es inyectiva.
(2) El conjunto V = F (V) es abierto.
(3) La inversa F−1 de F |V es de clase Ck.
Demostracio´n:
• PASO 1: La funcio´n F es localmente inyectiva:
Fijamos un punto arbitrario x0 ∈ U . Sea h la matriz inversa de JF , y notamos por
‖h‖ la norma de h, considerada como un operador lineal. Se define:
c =
1
‖h(x0)‖
Sea L la matriz jacobiana de F en x0, y tomamos F˜ (t) = F (t)−L. Entonces para
s, t ∈ U :
F (s)− F (t) = L(s)− L(t) + [F˜ (s)− F˜ (t)], pero:
|F˜ (s)− F˜ (t)|
s− t → 0 cuando s, t→ (0, · · · , 0)
Por lo tanto, para  > 0: |F (s) − F (t)|≥ |L(s) − L(t)|− · |s − t|, siempre que s
este´ cerca de t. Pero claramente:
|L(s)− L(t)|≥ c · |s− t|, con lo que obtenemos que:
|F (s)− F (t)|≥ (c− ) · |s− t|, donde, tomando  = c
2
obtenemos:
|F (s)− F (t)|≥ c
2
· |s− t|
Entonces F (s) = F (t) implica que s = t, luego vemos que la funcio´n F es local-
mente inyectiva en U .
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• PASO 2: El conjunto F (U) es abierto:
Sea W = F (U). Sea x∗ un punto de W . Veamos que x∗ tiene un entorno en W .
Por el paso 1, podemos tomar t∗ ∈ V tal que F (t∗) = x∗, donde V es un entorno
de t∗ en el cual F es inyectiva. Sea B una bola abierta con centro t∗, cuya clausura
esta´ en V , y sea S la frontera de B, es decir, S = ∂B.
La inyectividad implica que x∗ /∈ F (S). Por ser F continua y S compacto, F (S)
es compacto. Sea:
σ∗ =
1
2
dist(x∗, F (S))
Sea V∗ = B(x∗, σ∗). Ahora, fijamos un punto arbitrario x ∈ V∗. Entonces, ∀t ∈ S:
2σ∗ ≤ |x∗ − F (t)|≤ |x∗ − x|+|x− F (t)|
Como |x∗ − x|< σ∗, vemos que:
σ∗ < |x− F (t)|, ∀t ∈ S
Para t ∈ U , definimos:
G(t) = |x− F (t)|2=
q∑
j=1
(xj − fj(t))2
donde fj son las componentes de F . Entonces G es de clase Ck y debemos tener
un mı´nimo en la bola compacta B, pero:
G(t∗) = |x− x∗|2< (σ∗)2
G(t) > (σ∗)2 ∀t ∈ S

Luego el mı´nimo valor de G en B es menor que (σ∗)2 y por tanto, debe alcanzarse
en algu´n punto t˜ interior de B. Por tanto debe ser un punto cr´ıtico de G y las
derivadas parciales de G en t˜ deben ser cero:
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∂G(t)
∂tk
= −2∑qj=1 (xj − fj(t)) · ∂fj(t)∂tk , donde, tomando:
cj = xj − fj(t˜), obtenemos:
0 =
∑q
j=1 cj ·
∂fj(t˜)
∂tk
, para cada k.
Como det(JF (t˜)) 6= 0, por tanto, los vectores columna:(
∂f1
∂tj
(t˜), · · · , ∂fq
∂tj
(t˜)
)
, j = 1, ..., q,
son linealmente independientes. Concluimos que cj = 0, j = 1, ..., q, luego:
x = F (t˜)
Hemos probado que si x ∈ B′, entonces x = F (t˜) para algu´n t˜ ∈ B, o´ x ∈ F (B).
Por tanto B′ ⊆ F (B) ⊆ W , luego F (V) es abierto.
*Notacio´n: Para usarlo en el resto de la prueba, fijamos un entorno V de x0, donde
F es inyectiva, y en el cual det(JF ) nunca se anula.
• PASO 3: La funcio´n (F |V)−1 es de clase C1:
Tenemos que (F |V)−1 existe , por la inyectividad local demostrada en el paso 1.
Sea x∗ ∈ W y t∗ = (F |V)−1(x∗) como en el paso anterior. Sea L∗ = JF (t∗). Veamos
que F−1 es diferenciable en x∗ y que J−1F (x
∗) = (L∗)−1:
Sea c˜ =
1
‖(L∗)−1‖ . Para algu´n  > 0, existe una bola B˜ ≡ B(t
∗, r∗) ⊆ V tal que:
|F (t)− F (t∗)− L∗(t− t∗)|≤  · c˜ · c
2
|t− t∗| ∀t ∈ B˜ (∗)
Aqu´ı, la constante c es la misma que la del paso 1, donde:
|L(s)− L(t)|≥ c · |s− t|
Por el paso 2, hay un entorno B∗ ≡ B(x∗, s) tal que B∗ ⊆ F (B˜).
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Sea x ∈ B∗, entonces x = F (t) para algu´n t ∈ B˜. Como x∗ = F (t∗), por el paso 1,
tenemos que:
c
2
· |t− t∗|≤ |x− x∗| (∗∗)
Adema´s, como t = F−1(x) y t∗ = F−1(x∗), tenemos:
L∗[F−1(x)− F−1(x∗)− (L∗)−1(x− x∗)] = −[F (t)− F (t∗)− L∗(t− t∗)]
Como c˜ · |ω|≤ L∗(ω) ∀ω ∈ Rq, obtenemos:
c˜|F−1(x)− F−1(x∗)− (L∗)−1(x− x∗)|≤ |F (t)− F (t∗)− L∗(x− x∗)|
Como consecuencia de (∗) y (∗∗), ∀x ∈ B∗, se cumple que:
|F−1(x)−F−1(x∗)− (L∗)−1(x− x∗)|≤  · |x− x∗|, luego F−1 es diferenciable
en x∗ y adema´s:
J−1F (x
∗) = L−1.
En resumen, la funcio´n F−1 es una funcio´n diferenciable, y:
J−1F (x) = [JF (F
−1(x))] ∀x ∈ W (∗ ∗ ∗)
de donde se deduce que F−1 es continua.
Como cada funcio´n:
∂fi
∂xj
es continua, la composicio´n:
∂fi
∂xj
◦ F tambie´n es continua.
Adema´s, usando (∗ ∗ ∗) y la regla de Cramer, tenemos que las derivadas parciales:
∂(F−1)i
∂xj
son continuas.
Con lo que obtenemos que la funcio´n F−1 es de clase C1.
Si ahora F es de clase Cm, entonces cada ∂fi
∂xj
es de clase Cm−1, luego ∂fi
∂xj
◦ F−1
es de clase Cm−1. Obtenemos entonces que:
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∂(F−1)i
∂xj
es de clase Cm−1, y entonces F−1 es de clase Cm.
Inductivamente, tenemos que si F es de clase Ck, entonces tambie´n lo es F−1.
Estos 3 pasos juntos completan la prueba del teorema de la funcio´n inversa.

Concluiremos viendo que partiendo de un teorema podemos llegar al otro y
viceversa, es decir, hay una relacio´n de equivalencia entre ambos. Para ello:
i) Partiendo del teorema de la impl´ıcita, tomando xa = (x1, · · · , xn),
xb = (xn+1, · · · , x2n) y fi(xa) = xn+i, para saber si existen hi(xb) = xi,
definiremos la funcio´n Fi(xa, xb) = fi − xn+i a la cual le aplicaremos el
teorema que tenemos por hipo´tesis para llegar al resultado deseado.
ii) Partiendo del teorema de la inversa basta tomar la transformacio´n
F (x) = (x1, ..., xq, g1(x), ..., gm(x)), donde det(Jg) es no nulo, y aplicarle el
teorema de la funcio´n inversa a dicha funcio´n con lo que obtendr´ıamos que
F (x) = (xa, 0) si y solo si x = F
−1(xa, 0).
Con esta doble implicacio´n tendr´ıamos resuelta nuestra segunda prueba.
Teorema (Teorema de equivalencia). Teorema de la funcio´n inversa⇔ Teorema
de la funcion impl´ıcita.
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Demostracio´n:
⇐ : Sean xa = (x1, · · · , xn) y xb = (xn+1, · · · , x2n)
Tenemos que fi(xa) = xn+i, i = 1, · · · , n, y queremos saber si existen funciones gi
tales que:
gi(xb) = xi, i = 1, · · · , n.
Definamos Fi(xa, xb) = fi − xn+i, i = 1, · · · , n, una familia de funciones de clase
C1, con JF (xa, xb) 6= 0 a las cuales les vamos a aplicar el teorema de la funcio´n
impl´ıcita, ya que cumplen las condiciones necesarias, con lo que obtenemos que
existen n funciones g1, · · · , gn de clase C1 y un entorno V abierto de xb tales que:
Fi(gi(xb), xn+i) = 0, lo que implica que:
fi(gi(xb))− xn+i = 0 ⇒ fi(gi(xb)) = xn+i
por tanto tenemos que gi ◦ fi = Id, lo que implica que una es la inversa de la otra.
Si llamamos G = (g1, · · · , gn), tenemos que tomando W = G−1(V) obtenemos el
resultado deseado.
⇒ : Nuestra funcio´n F es, al menos, de clase C1, por tanto el jacobiano:
∂(f1, ..., fm)
∂(xq+1, ..., xn)
es continuo, luego hay un entorno U de x0, en el cual, el
jacobiano no se anula.
Consideremos la transformacio´n G : U → Rn, dada por:
G(x) = (x1, ..., xq, f1(x), ..., fm(x)). Entonces, G ∈ Ck al igual que F . La
matriz jacobiana es:
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JF =

1 0 · · · 0 0 · · · 0
0 1 · · · 0 0 · · · 0
...
...
. . .
...
. . .
...
0 0 · · · 1 0 · · · 0
∂f1
∂x1
∂f1
∂x2
· · · ∂f1
∂xq
∂f1
∂xq+1
· · · ∂f1
∂xn
...
...
. . .
...
...
. . .
...
∂fm
∂x1
∂fm
∂x2
· · · ∂fm
∂xq
∂fm
∂xq+1
· · · ∂fm
∂xn

Es obvio que el determinante de esta matriz es solo el determinante de m×m del
bloque inferior derecho, luego vemos que |JG(x)|6= 0, ∀x ∈ U .
Por el teorema de la funcio´n inversa concluimos que hay un entorno V de x0 tal
que G(V) es un conjunto abierto y la restriccio´n G|V tiene una inversa G−1 de clase
Ck.
Ahora escribimos (xa, 0) = (x1, ..., xq, 0, ..., 0). Tomamos:
R = {xa : (xa, 0) ∈ G(V)}. Ya que G(V) es un subconjunto abierto de Rn, R
tambie´n es abierto. Ahora ∀xa ∈ R tomamos:
gi(xa) = fq+i(xa, 0), para i = 1, ...,m.
Para x ∈ V , G(x) = 0 si y solo si xa ∈ R y G(x) = (xa, 0). Ya que G|V y G−1 son
inversas, G(x) = (xa, 0) si y solo si x = G
−1(xa, 0).

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2.3. Prueba mediante el me´todo de aproximacio-
nes sucesivas
Esta tercera y u´ltima de las pruebas que incluimos es la ma´s abstracta y utiliza
nociones de Ana´lisis Funcional. Se basa en el me´todo de aproximaciones sucesivas
(el cual se basa en tomar un punto inicial e ir mejorando nuestro resultado a
trave´s de las iteraciones), en el cual construiremos una sucesio´n de funciones y
mostraremos anal´ıticamente co´mo su l´ımite (que sabemos que existe debido al
teorema de convergencia global de este me´todo) cumple las ecuaciones impl´ıcitas
y que, por tanto, es la funcio´n impl´ıcita que busca´bamos.
Se incluira´n tanto ilustraciones del teorema del punto fijo para aclarar su de-
mostracio´n como ejemplos en R2 y R3 del teorema de la funcio´n impl´ıcita para ver
gra´ficamente como nuestra sucesio´n alcanza su l´ımite en la funcio´n impl´ıcita.
Comencemos, como es habitual, con unas definiciones y notaciones previas para
la mejor comprensio´n del cap´ıtulo.
Notacio´n. En este apartado vamos a usar las letras F para contracciones del
espacio me´trico X en si mismo, es decir, F : X → X, y usaremos la letra ρ para
indicar la me´trica de dicho espacio.
Definicio´n. Sea X un espacio me´trico completo con me´trica ρ. Una funcio´n
F : X → X se llama una contraccio´n si existe una constante 0 < c < 1 tal que:
ρ(F (x), F (y)) ≤ c · ρ(x, y) ∀x, y ∈ X
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El hecho de que c sea menor que 1 nos dice que la imagen de un conjunto ba-
jo F es contra´ıda, los puntos en F (X) esta´n ma´s juntos que los puntos de sus
contraima´genes en X. El teorema ba´sico sobre funciones contractivas es el siguien-
te:
Teorema (Teorema del punto fijo de Banach). Sea F : X → X una contraccio´n
del espacio me´trico completo X. Entonces F tiene un u´nico punto fijo, es decir,
hay un u´nico punto x0 ∈ X tal que F (x0) = x0.
Demostracio´n:
Sea p ∈ X un punto cualquiera. Definimos una sucesio´n inductivamente como:
x1 = p
x2 = F (x1)
...
xj = F (xj−1)
la cual representamos en la siguiente figura:
Afirmamos que {xj} es una sucesio´n de Cauchy en X. Supongamos que esta
afirmacio´n ha sido probada.
Entonces, como X es completo, existe el l´ımite x0 de la sucesio´n. Adema´s:
F (x0) = F
(
l´ım
j→∞
xj
)
cont.
= l´ım
j→∞
F (xj) = l´ım
j→∞
xj+1 = x0
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Luego x0 es efectivamente un punto fijo de la funcio´n F . Si x˜0 fuera otro punto
fijo, entonces tendr´ıamos:
ρ(x0, x˜0) = ρ(F (x0), F (x˜0)) ≤ c · ρ(x0, x˜0)
Ya que 0 < c < 1, las u´nicas posibilidades son ρ(x0, x˜0) = 0 o´ x0 = x˜0. Esto prueba
la existencia y unicidad de x0.
Falta demostrar la afirmacio´n anterior. Calculamos para j ≥ 1:
ρ(xj, xj−1) = ρ(F (xj−1), F (xj−2)) ≤ c · ρ(xj−1, xj−2) =
= c · ρ(F (xj−2), F (xj−3)) ≤ c2 · ρ(xj−2, xj−3) ≤ · · · ≤
≤ cj−1 · ρ(x1, x0)
Como resultado:
ρ(xj+k, xj) ≤ ρ(xj+k, xj+k−1) + ρ(xj+k−1, xj+k−2) + · · ·+ ρ(xj+1, xj) ≤
≤ [cj+k−1 + cj+k−2 + · · ·+ cj] · ρ(x1, x0) ≤ cj · 1
1− c · ρ(x1, x0)
En particular, si  > 0 y si j es lo suficientemente grande, independientemente del
valor de k ≥ 1:
ρ(xj+k, xj) < 
As´ı, la sucesio´n {xj} es de Cauchy, y la afirmacio´n quedar´ıa probada.

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Teorema (Teorema de la funcio´n impl´ıcita). Sean U ⊆ Rn abierto, V ⊆ Rm
abierto, y sea G : U ×V → Rm de clase C1 tal que ∃(a, b) ∈ U ×V con G(a, b) = 0.
Sea T0 la matriz jacobiana de G(a, ·) en b invertible. Entonces ∃ U0 ⊂ U entorno
abierto de a, V0 ⊂ V entorno abierto de b, tales que ∀x0 ∈ U0 ∃!y ∈ V0 con
G(x, y) = 0 y existe una aplicacio´n u : U0 → V0 de clase C1 tal que:
(1) u(a) = b, (x, u(x)) ∈ U × V
(2) G(x, u(x)) = 0 ∀x ∈ U
Demostracio´n:
Definimos la siguiente sucesio´n de funciones de forma recursiva como: u0(x) = y0un(x) = g(x, un−1(x)) ∈ C(U0,Rm)
donde g(x, y) = y − T−10 (G(x, y)), la cual cumple que g(x, y) = y ⇔ G(x, y) = 0.
Consideramos la siguiente aplicacio´n:
H : v ∈ C0(U0,Rm)→ [x→ g(x, v(x))] ∈ C0(U0,Rm)
donde un punto fijo de esta aplicacio´n verifica que:
Hv = v ⇔ g(x, v(x)) = v(x)⇔ G(x, v(x)) = 0
Vamos a ver que H es contractiva si U0 es lo suficientemente pequen˜o, es decir:
‖Hv1 −Hv2‖∞,U0≤ c · ‖v1 − v2‖∞,U0 , con 0 < c < 1, por tanto:
‖Hv1 −Hv2‖∞,U0 = sup
x∈U0
|Hv1(x)−Hv2(x)|Rm=
= sup
x∈U0
|g(x, v1(x))− g(x, v2(x))|≤ (∗)
≤ sup
x∈U0
1
2
· |v1(x)− v2(x)|Rm=
=
1
2
· ‖v1 − v2‖∞,U0
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donde en (∗) hemos usado que:
d2g(a, b) = IdRm − T−10 (d2G(a, b)) = 0
y por el teorema de los incrementos finitos, siendo U0 y V0 tales que:
‖d2g(x, y)‖≤ 12 , ∀x ∈ U0, ∀y ∈ V0
tenemos que existe la funcio´n de punto fijo de la transformacio´n.
Para concluir, vemos que, como G(x, u(x)) = 0, obtenemos que:
∂G
∂x1
+
∂G
∂xn+1
· ∂u1
∂x1
+ · · ·+ ∂G
∂xn+m
· ∂um
∂x1
= 0
∂G
∂x2
+
∂G
∂xn+1
· ∂u1
∂x2
+ · · ·+ ∂G
∂xn+m
· ∂um
∂x2
= 0
...
∂G
∂xn
+
∂G
∂xn+1
· ∂u1
∂xn
+ · · ·+ ∂G
∂xn+m
· ∂um
∂xn
= 0

con lo que obtenemos que, por la regla de Cramer, las parciales:
∂u
∂x1
, · · · , ∂u
∂xn
pueden expresarse como funciones continuas, con lo que tene-
mos que u ∈ C1.
Faltar´ıa comprobar que dichas parciales de u existen, para lo cual necesitamos el
siguiente lema:
Lema:
Sea f un homeomorfismo y f diferenciable en a. Entonces se cumple que:
g = f−1 es diferenciable en b = f(a) ⇔ f ′(a) ∈ Isomorfismos
Demostracio´n del lema:
⇒ : Directo mediante la regla de la cadena.
40
CAPI´TULO 2. DEMOSTRACIONES
⇐ : Sea y = f(x) con x cercano a a, entonces:
f(x)− f(a) = y − b = f ′(a) · (x− a) + ‖x− a‖·ϕ(x), donde:
l´ım
x→a
ϕ(x) = 0, luego:
f−1(y)− f−1(b) = x− a = f ′−1(a)(y − b)− ‖x− a‖·f ′−1(a)(ϕ(x))
Como tenemos que:
‖f ′−1(a)(y − b)‖≥ ‖x− a‖(1− ψ(x)) ⇒
⇒ ‖x− a‖≤ ‖y − b‖·‖f
′−1(a)‖
1− ψ(x) (si ψ(x)→ 0) ⇒
⇒ ‖x− a‖· ψ(x)‖y − b‖ → 0 si y → b

Una vez tenemos el lema comenzamos a probar que existen las parciales de u:
Tenemos que como G(x, u(x)) = 0 entonces:
∂G
∂y
(x, y) es un difeomorfismo de Rm en el entorno de (a, b), luego:
F (x, u(x)) = (x,G(x, u(x))) es inyectiva y dF (x, y) es un isomorfismo en un
entorno de (a, b). Por tanto:
F es un difeomorfismo de C1, luego F−1 es un difeomorfismo de C1 tambie´n,
y por el lema anterior quedar´ıa probada la existencia de las parciales de u.

En las siguientes representaciones podemos apreciar el me´todo de las aproxi-
maciones sucesivas.
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Se puede apreciar como las funciones van convergiendo a nuestra solucio´n para
el caso bidimensional, en el cual tomamos la ecuacio´n:
f(x, y) = x2 + (y + 1)2 − 1
y en el caso tridimensional, en el cual tomamos la siguiente funcio´n:
f(x, y, z) = x2 + y2 + (z + 1)2 − 1:
Gra´fica en R2
Gra´fica en R3
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Aplicaciones
En el estudio del ana´lisis geome´trico, a menudo podemos estar interesados en
considerar una superficie en el espacio eucl´ıdeo.
Todos podemos creer que entendemos intuitivamente el te´rmino de “superficie
suave en el espacio eucl´ıdeo”, pero debemos dar una definicio´n formal y precisa de
ello.
Vamos a considerar las siguientes definiciones informales de superficie suave:
• La superficie puede, localmente, enderezarse suavemente.
• La superficie es localmente el conjunto de soluciones de un sistema de ecua-
ciones suaves.
• La superficie es localmente la gra´fica de una funcio´n suave.
• La superficie se puede parametrizar suavemente de forma local.
En esta seccio´n enunciaremos de forma precisa estas definiciones y veremos que
son equivalentes. Para ello necesitaremos un resultado previo, el cual vemos como
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consecuencia del teorema de la funcio´n inversa, cuyo nombre es el teorema del
rango.
3.1. Teorema del rango
El teorema del rango es una consecuencia del teorema de la funcio´n impl´ıcita,
adaptado a las situaciones en las cuales la matriz jacobiana de la funcio´n estudiada
es de rango constante, pero no rango completo.
Consideremos, por ejemplo, la funcio´n f : R3 → R3 dada por:
f(x, y, z) = (x3 + y + z, y3 + y, x3 − y3 + z) = (F1, F2, F3)
Entonces la matriz jacobiana de F es:
Jf =

3x2 1 1
0 3y2 + 1 0
3x2 −3y2 1

Ya que las primeras y tercera columnas de Jf son dependientes, el rango de Jf es
siempre menor o igual a 2. Por otra parte, las segunda y tercera filas de Jf son
independientes, pues ∣∣∣∣∣∣∣
1 1
3y2 + 1 0
∣∣∣∣∣∣∣ = −(3y2 + 1) 6= 0
As´ı, Jf tiene rango 2 para cualquier punto.
El teorema del rango nos dira´ que, salvo difeomorfismos, f es como la proyeccio´n
(x, y, z)→ (0, y, z). Lo comprobaremos:
Sea g(x, y, z) = (x, y3 + y, x3 − y3 + z) y calculamos su inversa:
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g−1(x, y, z) = (x′, y′, z′) donde:
x′ = x
y′ = u(y′)
z′ = u(y′)3 − x′3 + z′
Por tanto g−1(x, y, z) = (x, u(y), u(y)3 − x3 + z), luego:
f ◦ g−1(x, y, z) = (x3 + u(y) + u(y)3 − x3 + z, y, z) = (y + z, y, z)
Tomamos la funcio´n h de la siguiente forma:
h(x, y, z) = (x− y − z, y, z)
Se cumple que h ◦ f ◦ g−1(x, y, z) = h(y + z, y, z) = (0, y, z)
Y esto es lo que obtenemos aplicando el teorema.
*Nota: Para poner (x, y, 0) en lugar de (0, y, z) como aparecera´ en el enun-
ciado del teorema, solo tenemos que realizar una transformacio´n ortogonal
que cambie el orden de las variables, la cual ir´ıa dentro del isomorfismo en
cuestio´n.
Realizaremos a continuacio´n un par de observaciones al ejemplo desarrollado an-
teriormente:
(1) Sea b = (30, 10, 20) = f(3, 2, 1), luego:
f−1(b) = {(x, y, z) : f(x, y, z) = (30, 10, 20)}, es decir:
x3 + y + z = 30
y3 + y = 10
x3 − y3 + z = 20
⇔ {y = 2; z = 28− x
3}
Lo que nos da una curva en el plano vertical y = 2, luego el punto (3, 2, 1)
es un elemento de la variedad:
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f−1(b) = {(x, 2, z) : z = 28− x3}
(2) Inversamente, tenemos que:
f(R3) = {(u, v, w) : u = x3 + y + z, v = y3 + y, w = x3 − y3 + z} =
{(u, v, w) : u− v = w}, pues si u− v = w, donde y3 + y = v y x3 + z = u− y,
entonces:  u = x
3 + z + y
w = u− v = (x3 + z + y)− (y3 + y) = x3 − y3 + z
Lo que nos devuelve un plano en el espacio tridimensional.
Pasemos entonces, despue´s de ver lo que hace nuestro teorema, a dar un enun-
ciado formal y una prueba de e´ste:
Teorema (Teorema del rango). Sea D ⊆ Rn abierto y f : D ⊆ Rn → Rm con
f ∈ C1(D). Supongamos que Jf tiene rango p ∀x ∈ D y para a ∈ D pongamos
b = f(a) ∈ Rm. Entonces:
(1) Existen conjuntos abiertos U de a, U ′ de 0 ∈ Rn y un difeomorfismo
g : U → U ′ de clase C1.
(2) Existen conjuntos abiertos V de b, V ′ de 0 ∈ Rm y un difeomorfismo
h : V → V ′ de clase C1.
(3) h ◦ f ◦ g−1(x1, x2, · · · , xn) = (x1, x2, · · · , xp, 0, · · · , 0) ∈ Rm
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Demostracio´n:
Primero se supondra´ a = 0 y f(a) = b = 0, pues el caso general se obtendra´
poniendo F (x) = f(x+ a)− b.
Debido a que Jf (x) tiene rango p, ∀x ∈ D entonces la matriz:
Jf (0) =

∂f1
∂x1
∂f1
∂x2
· · · ∂f1
∂xn
∂f2
∂x1
∂f2
∂x2
· · · ∂f2
∂xn
...
...
. . .
...
∂fm
∂x1
∂fm
∂x2
· · · ∂fm
∂xn

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tiene rango p. Por lo tanto sabemos que existe una submatriz de taman˜o p × p
invertible y que esto no se cumple para submatrices de mayor taman˜o. Adema´s se
puede suponer que tal submatriz esta colocada en la esquina de la parte superior
de Jf (0). De no ser as´ı, podemos permutar las filas y columnas para que esto se
pueda tener como muestra la matriz (lo que equivale a una transformacio´n orto-
gonal de permutar variables):

∂f1
∂x1
· · · ∂f1
∂xp
...
. . .
...
∂fp
∂x1
· · · ∂fp
∂xp

Despue´s de esto definimos g : D ⊆ Rn → Rn dada por:
g(x1, x2, · · · , xn) = (f1(x), f2(x), · · · , fp(x), xp+1, · · · , xn), en donde x es el
vector x = (x1, x2, · · · , xn).
Es claro que g ∈ C1(D) y que g(0) = 0, luego si calculamos la matriz jacobiana de
g podemos ver que es:
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Jg(x) =

∂f1
∂x1
· · · ∂f1
∂xp
...
. . .
...
∂fp
∂x1
· · · ∂fp
∂xp
0 · · · 0 1 0 · · · 0
0 · · · 0 0 1 · · · 0
...
. . .
...
...
...
. . .
...
0 · · · 0 0 0 · · · 1

la cual es invertible en x = 0 y por el teorema de la funcio´n inversa tenemos que
existen abiertos U de 0, U ′ de g(0) = 0 y un difeomorfismo g : U → U ′ de clase C1
en donde adema´s g(U) = U ′. Esto prueba (1).
Pongamos ahora en las coordenadas de g que:
(y1, y2, · · · , yn) = g(x1, x2, · · · , xn) = (f1(x), f2(x), · · · , fp(x), xp+1, · · · , xn)
y observemos que g−1 funciona como la inversa de f en las primeras p coordenadas,
pues, g y f son iguales en esas componentes. De aqu´ı que tengamos la siguiente
igualdad:
f ◦ g−1(y1, y2, · · · , yn) = (y1, y2, · · · , yp, fp+1 ◦ g−1(y), · · · , fm ◦ g−1(y)) =
= (y1, y2, · · · , yp, ψp+1(y), · · · , ψm(y))
en donde y = (y1, y2, · · · , yn) ∈ U ′.
Si calculamos la matriz jacobiana de esta composicio´n se puede ver que:
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J[f◦g−1](y) =

0 · · · 0
Ip
...
. . .
...
0 · · · 0
∂ψp+1
∂yp+1
· · · ∂ψp+1
∂yn
...
. . .
...
∂ψm
∂yp+1
· · · ∂ψm
∂yn

Ahora, el rango de esta matriz debe ser p lo cual implica que todas las parciales
deben ser cero, ya que si para algu´n y ∈ U ′ al menos una de ellas es distinta de
cero se tendr´ıa una submatriz de taman˜o (p + 1)× (p + 1) lo cual ser´ıa contrario
a nuestra hipo´tesis. Por lo tanto las funciones ψp+1 · · ·ψm no dependen de las
variables yp+1, · · · , ym y en base a esto definimos h : Rm → Rm dado por:
h(z1, z2, · · · , zm) = (z1, z2, · · · , zp, zp+1 − ψp+1(z), · · · , zm − ψm(z))
donde z = (z1, z2, · · · , zm). As´ı, la matriz jacobiana de h es:
Jh(z) =

1 0 · · · 0 0 0 · · · 0
0 1 · · · 0 0 0 · · · 0
...
...
. . .
...
...
...
. . .
...
0 0 · · · 1 0 0 · · · 0
1 0 · · · 0
0 1 · · · 0
...
...
. . .
...
0 0 · · · 1

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la cual es obviamente invertible, y nuevamente por el teorema de la funcio´n inversa
obtenemos que existen conjuntos abiertos V , V ′ de 0 y h(0) = 0 en Rm, respectiva-
mente, tales que la funcio´n h : V → V ′ es un difeomorfismo de clase C1, en donde
adema´s h(V) = V ′. Esto prueba (2).
Por u´ltimo, haciendo la composicio´n de f ◦ g−1 con h obtenemos:
h ◦ f ◦ g−1(y1, y2, · · · , yn) = (y1, y2, · · · , yp, ψp+1 − ψp+1, · · · , ψm − ψm) =
= (y1, y2, · · · , yp, 0, 0, · · · , 0) ∈ Rm, ∀y ∈ U ′.

3.2. Superficies
Ahora s´ı estamos preparados para poder probar el teorema de equivalencia de
todas las definiciones de superficies.
El teorema siguiente expresa de una forma precisa cada una de estas descripciones
y nos prueba su equivalencia de forma c´ıclica.
Teorema. Sean n,m enteros con 1 ≤ n < m, sea k ≥ 1 otro entero o´ +∞ y sea
S un subconjunto de Rm. Son equivalentes:
(1) (La superficie puede, localmente, enderezarse suavemente). Para cada punto
a ∈ S existe un entorno abierto V ⊂ Rm de a, un difeomorfismo φ : V →
Rm ∈ Ck y un subespacio vectorial n-dimensional L ⊂ Rm tal que:
φ(S ∩ V) = L ∩ φ(V)
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(2) (La superficie es localmente el conjunto de soluciones de un sistema de ecua-
ciones suaves). Para cada punto a ∈ S existe un entorno abierto V ⊂ Rm de
a y una funcio´n de clase Ck g : V → Rm−n tal que:
S ∩ V = {x ∈ V : g(x) = 0}, y:
rango(Jg(x)) = m− n ∀x ∈ V
(3) (La superficie localmente es la gra´fica de una funcio´n suave). Para cada punto
a ∈ S existe un entorno V ⊂ Rm de a tal que S∩V es la gra´fica de una funcio´n
de clase Ck. Es decir, existe una permutacio´n de coordenadas Φ : Rm → Rm,
un conjunto abierto U ⊆ Rn y una funcio´n F : U → Rm−n tal que:
S ∩ V = Φ ({(u, F (u)) : u ∈ U ∩ Rn})
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(4) (Localmente, la superficie se puede parametrizar suavemente). Para cada
punto a ∈ S existe un entorno abierto V de a, existe un entorno abierto
U ⊂ Rn y una funcio´n de clase Ck f : U → Rm inyectiva, tales que:
f(U) = S ∩ V , y
rango(Jf (x)) = n ∀x ∈ U
Demostracio´n:
(1)⇒(2) Sean V y φ como en (1). Elegimos un conjunto ortonormal de m − n
vectores v1, · · · , vm−n, todos ortogonales a L. Definimos g : V → Rm−n como:
g(x) = (v1 · φ(x), v2 · φ(x), · · · , vm−n · φ(x)) ∈ Ck
Se cumple que φ(S ∩ V) = L ∩ φ(V):
i) Si x ∈ S ∩ V , entonces:
φ(x) ∈ L
vk ∈ L⊥
⇒ g(x) = 0
ii) Si x ∈ V , g(x) = 0, entonces:
φ(x) ∈< v1, · · · , vm−n >⊥= L⇒ φ(x) ∈ L∩φ(V) = φ(S∩V)⇒ x ∈ S∩V
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Como g es composicio´n de:
x→ φ(x) de Rm → Rm
y → (v1 · y, · · · , vm−n · y) de Rm → Rm−n
Tenemos que la primera matriz Jφ(x) es m×m invertible, luego, aplicando la regla
de la cadena, obtenemos que la segunda matriz Jg tiene rango m− n, ya que sus
filas son los vectores v1, · · · , vm−n:
Jg =

v1
...
vm−n

(2)⇒(3) Ahora S ∩ V = {x ∈ V : g(x) = 0}, donde g : V → Rm−n, la cual
tiene rango m− n en V .
Como rango(Jg(a)) = m − n, por el teorema de la funcio´n impl´ıcita tenemos que
m− n variables son funcio´n de las otras n, por tanto:
∃V0 ⊂ Rm−n, con (al1 , · · · , alm−n) ∈ V0
∃U ⊂ Rn, con (aj1 , · · · , ajn) ∈ U
∃F : U → V0 ∈ Ck
 tales que :
∀x ∈ U × V0, donde {l1, · · · , lm−n, j1, · · · , jn} = {1, · · · ,m}
Tenemos que:
g(x) = 0⇔ (xl1 , · · · , xlm−n) = F (xj1 , · · · , xjn), por tanto:
x ∈ S∩(U×V0)⇔ x = Φ(xj1 , · · · , xjn , f1(xj1 , · · · , xjn), · · · , fm−n(xj1 , · · · , xjn))
donde Φ es una permutacio´n de ı´ndices. Luego obtenemos que:
S ∩ (U × V0) = Φ({(u, F (u)) : u ∈ U})
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(3)⇒(4) Tenemos que ∀a ∈ S:
∃V ⊂ Rm, con a ∈ V
∃U ⊂ Rn, abierto
∃F : U → Rm−n ∈ Ck y una permutacio´n de ı´ndices Φ tal que:
S ∩ U = Φ({(u, F (u)) : u ∈ U}), donde f(U) = s ∩ U
Sea f(u) = Φ(u, F (u)) de clase Ck e inyectiva. Como:
Jf (u) = JΦ(u, F (u)) =

1 · · · 0
...
. . .
... JF (u)
0 · · · 1

f es de rango n.
(4)⇒(1) Si b ∈ U con f(b) = a, Por el teorema del rango el siguiente
diagrama:
b ∈ U ′ ⊂ U ⊂ Rn
g

f // a ∈ V ′ ⊂ V ⊂ Rm
h

0 ∈ U ′′ ⊂ Rn Inclusio´n // 0 ∈ V ′′ ⊂ Rm
donde g y h son difeomorfismos de clase Ck tales que:
h ◦ f ◦ g−1(x1 · · · , xn) = (x1, · · · , xn, 0, · · · , 0).
φ es h
L es < e1, · · · , en >⊂ Rm
V de (1) es V ′ aqu´ı

donde < e1, · · · , en > es la base cano´nica.
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Se tiene que:
y ∈ φ(S ∩ V ′)⇔ ∃x ∈ S ∩ V ′ tal que φ(x) = y
Pero x ∈ S y x ∈ V ′, luego por (4) tenemos que existe un u´nico u ∈ U tal que
f(u) = x, por tanto:
y = φ(x) = φ(f(u)) = h(f(u)) = h ◦ f ◦ g−1(g(u)) ∈ L, luego y ∈ L ∩ φ(S)

3.3. Relacio´n con las ecuaciones diferenciales
Hay una conexio´n entre el teorema de la funcio´n impl´ıcita y la teor´ıa de ecua-
ciones diferenciales ordinarias.
Incluso desde el punto de vista histo´rico podemos apreciar dicha relacio´n, debi-
do a que la prueba iterativa del teorema de existencia y unicidad de ecuaciones
diferenciales ordinarias de Picard inspiro´ a Goursat a dar su prueba iterativa del
teorema de la funcio´n impl´ıcita (ver Goursat [3]).
A mediados del siglo XX, John Nash inicio´ el uso de una forma sofisticada del
teorema de la funcio´n impl´ıcita en ecuaciones en derivadas parciales, pero dicho
tema no lo vamos a abordar en este trabajo.
En esta seccio´n mostraremos co´mo un teorema de existencia de soluciones de
ecuaciones diferenciales ordinarias cla´sico (teorema de Cauchy-Peano) puede ser
usado para probar nuestro teorema de la ecuacio´n impl´ıcita.
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Aunque en el libro de Krantz y Parks (ver Krantz [5])se afirma que una versio´n
para espacios de Banach del teorema de la funcio´n impl´ıcita puede ser usada para
probar el teorema de Cauchy-Peano, hemos encontrado ciertas dificultades en su
demostracio´n por lo que hemos optado finalmente por no inluirlo en esta memoria.
El teorema de Cauchy-Peano tiene el siguiente enunciado:
Teorema (Teorema de Cauchy-Peano). Si F (t, x) con (t, x) ∈ R×RN es continua
en la regio´n (N + 1)dimensional (t0 − a, t0 + a) × B(x0, r), entonces existe una
solucio´n x(t) de: 
dx
dt
= F (t, x)
x(t0) = x0
definido en un intervalo (t0 − h, t0 + h).
Observacio´n. La solucio´n de 
dx
dt
= F (t, x)
x(t0) = x0
no necesariamente es u´nica solo si F es continua. Por ejemplo, el problema de
encontrar x(t) que satisfaga el problema: x
′ = x2/3
x(0) = 0
tiene dos soluciones x ≡ 0 y x(t) = t
3
3
.
Luego para garantizar la unicidad de solucio´n, necesitamos an˜adir una condicio´n
adicional a F , la cual habitualmente es que sea localmente lipschitziana como
funcio´n de x, la cual an˜adida como condicio´n al teorema da lugar al teorema de
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existencia y unicidad de Picard.
Pasamos, pues, a dar la prueba alternativa del teorema de la funcio´n impl´ıcita,
el cual lo reformularemos para una mayor facilidad de demostracio´n, siendo as´ı
una consecuencia del teorema de Cauchy-Peano.
Teorema (Teorema de la funcio´n impl´ıcita) Supongamos U ⊂ RN+1 y f : U →
R ∈ C1. Si f(t0, x0) = 0, (t0, x0) ∈ R× RN , y la matriz N ×N :(
∂fi
∂xj
(t0, x0)
)
i,j=1,2,··· ,N
es no singular, entonces existe un intervalo abierto (t0 − h, t0 + h) y una funcio´n
de clase C1 u : (t0 − h, t0 + h)→ RN tal que:
(1) u(t0) = x0
(2) f(t, u(t)) = 0, ∀t ∈ (t0 − δ, t0 + δ)
Demostracio´n:
Consideremos en detalle el caso N = 1:
Primero elegimos a, r > 0, luego (t0 − a, t0 + a)× (x0 − r, x0 + r) ⊂ U , y ∂f
∂x
(t, x)
es no nula en (t0 − a, t0 + a)× (x0 − r, x0 + r).
Entonces definimos F : (t0 − a, t0 + a)× (x0 − r, x0 + r)→ R como:
F (t, x) =
−∂f
∂t
(t, x)
∂f
∂x
(t, x)
Como F es continua, podemos aplicar el teorema de Cauchy-Peano para concluir
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que existe una solucio´n del problema:
dx
dt
= F (t, x)
x(t0) = x0
definido en un intervalo (t0 − h, t0 + h).
Sea ϕ : (t0 − h, t0 + h)→ R la solucio´n. Se cumple:

ϕ′(t) =
−∂f
∂t
(t, ϕ(t))
∂f
∂x
(t, ϕ(t))
ϕ(t0) = x0
Como ϕ(t0) = x0, tenemos que f(t, ϕ(t)) = f(t0, x0) = 0, y por la regla de la
cadena tenemos que:
d
dt
f(t, ϕ(t)) =
∂f
∂t
(t, ϕ(t)) +
∂f
∂x
(t, ϕ(t)) · ϕ′(t) = 0
Luego f(t, ϕ(t)) = 0 es constante en (t0−h, t0 +h), y como en t0 se anula, tenemos
que:
f(t, ϕ(t)) = 0 en el intervalo.
Para el caso N > 1, elegimos a, r > 0 tales que (t0 − a, t0 + a) × B(x0, r) ⊆ U , y
por lo tanto tenemos que la matriz N ×N :
dxf =
(
∂fi
∂xj
)
i,j=1,··· ,N
es no singular en (t0 − a, t0 + a)×B(x0, r).
Reemplazando la definicio´n de F (t, x) por:
F (t, x) = −[dxH(t+ t0, x+ x0)]−1
(
∂H
∂t
(t+ t0, x+ x0)
)
obtenemos que la prueba es equivalente al caso N = 1.

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Observacio´n. La prueba del teorema de la funcio´n impl´ıcita dada anteriormente
esta´ limitada al caso de una variable independiente en la funcio´n definida impl´ıci-
tamente. El caso de una variable dependiente y varias independientes se puede
obtener reemplazando la definicio´n de F (t, x) de la demostracio´n por un sistema
apropiado de ecuaciones en derivadas parciales de primer orden, y el caso general
(varias variables dependientes y varias independientes) puede obtenerse usando el
procedimiento de induccio´n de Dini visto en la primera demostracio´n.
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