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Introduction
Allometry (or scaling) is a common technique used to evaluate
and compare physiological, morphological, and other variables
in organisms of different size. The relationship between many
variables (Y) and body mass (X) is well described by a power
function of the form . Typically, the procedure involvesbYp aX
log-transforming both the variable and body mass and calcu-
lating a linear regression of the form log (Y )p log (a)
. An advantage of log-linear analysis is that it allowsb log (X)
calculation of associated 95% confidence intervals for the re-
gression mean and 95% prediction intervals. Furthermore, al-
lometric regressions for two or more groups can be compared.
This is often accomplished by ANCOVA (Fisher 1932), a sta-
tistical procedure that combines ANOVA and analysis of var-
iance of regressions (ANOVAR) to compare treatment means
(groups) after accounting for and removing their relationship
with the covariate (often body mass). Generally, ANCOVA is
more appropriate for most data than is ANOVA, carried out
on ratios of the variable and covariate, because many variables
do not have an isometric relationship with body mass (Huxley
1932; Gould 1966; Packard and Boardman 1987, 1988, 1999).
A requirement of ANCOVA is that the relationship with the
covariate is uniform across groups; that is, the regression slopes
(b) must be identical. In practice, before commencing
ANCOVA it must therefore be demonstrated that the slopes
are not significantly different between groups. When the slopes
differ, regression elevations (a) cannot be statistically compared
using ANCOVA (Zar 1999). The standard texts on allometry
(Peters 1983; Calder 1984; Schmidt-Nielsen 1984; Brown and
West 2000) provide little advice on how to continue analysis
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following a finding of heterogeneous regression slopes, yet it
appears repeatedly in the literature. Of the 88 papers published
in Physiological and Biochemical Zoology in 2000, for example,
25 made use of ANCOVA in various forms. Of these 25 papers,
six reported, made mention of, or appeared to show hetero-
geneous regression slopes. These findings were dealt with in
many ways: some authors appear to have ignored the result
and continued statistical analysis of regression elevations, some
continued analysis without reporting significance, and some
did not continue analysis beyond this point.
Several analyses are available for data demonstrating hetero-
geneous regression slopes. First, and most simply, such a find-
ing can be regarded as evidence of a significant treatment effect
(Cochran 1957; Packard and Boardman 1987). An experi-
menter is therefore able to conclude that the groups are sig-
nificantly different. Zar (1999) details a procedure where points
on regression lines with heterogeneous slopes are compared if
they have identical X values. This allows systematic, though
time-consuming, examination of the nature of intergroup dif-
ferences. Hendrix et al. (1982) describes a similar procedure
for multiple comparisons. Groups are first compared pairwise,
and those that are not found to have significantly different
slopes are compared using ANCOVA. Next, slopes are com-
pared in groups of three, followed by ANCOVA comparison
where appropriate. The procedure continues in this manner
until the slopes of all groups are compared simultaneously.
Where groups are found to have significantly different slopes,
group elevations are compared at multiple values of the co-
variate. Other procedures allow examination of the nature of
the differences between regression slopes for multiple com-
parisons (Robson and Atkinson 1960). Although other methods
are available (e.g., Abelson 1953; Potthoff 1964; Rogosa 1980),
they are extensions of the procedure that is the subject of this
comment, namely, the Johnson-Neyman technique (Johnson
and Neyman 1936). This technique has previously been applied
in the fields of medical and behavioural science, sociology, and
ecology (e.g., Huitema 1980; Dorsey and Soeken 1996; Gillan-
ders 1997; Leon et al. 1998) and allows identification of the
range of X values for which there is no significant difference
between groups (henceforth referred to as “the region of non-
significance”). The applicability of this technique is demon-
strated here using three sets of simulated data, one set of real
data gathered from the literature, and reanalysis of a recent
publication that reported heterogeneous regression slopes (Sey-
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Figure 1. Comparison of simulated data sets (series 1, open circles;
series 2, filled circles) with significantly different slopes ( ).P ! 0.001
Broken lines bound the region of nonsignificance determined by the
Johnson-Neyman technique. Outside of this region the groups differ
significantly ( ). Series 1a: , ; 2a:2Pp 0.05 Yp 0.49X 0.03 r p 0.98
, ; 1b: , ; 2b:2 2Yp 0.99X 0.03 r p 0.95 Yp 0.49X 0.03 r p 0.98
, ; 1c: , ; 2c:2 2Yp 0.99X 0.57 r p 0.95 Yp 0.52X 1.42 r p 0.99
, .2Yp 0.97X 0.11 r p 0.96
mour and Blaylock 2000). This publication was chosen because
it features compilation and analysis of data from multiple pub-
lished sources and because the authors provide the raw data
on which it is based.
Data Simulation
A regression equation of the form was used as aYp a bX
basis for all simulated data sets. Two groups (series 1 and 2)
were constructed for each comparison. Residuals (Yresid) around
the regression mean were normally distributed with a standard
deviation of 0.13. This is the standard deviation of residuals
around a regression of on for 54log (BMR) log (body mass)
mesic-adapted burrowing mammals, where BMR is basal met-
abolic rate (mL O2 min
1) and body mass is in grams (C. White,
unpublished data). For each data set, 50 X values within a
specified range (representing body masses of 10 g to 40 kg)
were randomly generated. Y values were then calculated using
randomly assigned residuals as
Yp (a bX) Y .resid
Simulated Data Set 1: Different Slopes, Same Intercept
The least squares regressions for the data series in this com-
parison have significantly different slopes ( ,F p 380 P !1, 96
; Fig. 1a). If we were to ignore this violation of the as-0.001
sumptions of ANCOVA and compare elevations, we would con-
clude that the regressions differ in elevation also (ANCOVA
, ). As the slopes of the two data seriesF p 589 P ! 0.0011, 97
compared in this example are not the same, it follows that for
a single value of X (in this case ), the regression linesXp 0
will cross and both regressions will predict an identical value
of Y. The magnitude of the difference in elevation found by
ANCOVA therefore varies with X. For , the regressionsXp 0
have an identical elevation; for , series 2 has a greaterX 1 0
elevation than series 1; and for , series 1 has a greaterX ! 0
elevation than series 2. In many cases it may be of interest to
know for which values of X the elevations of the regressions
of series 1 and 2 are significantly different. The potential use
of this knowledge is obvious in the present example where the
series have what appear to be quite different elevations (Fig.
1a), but violation of ANCOVA assumptions prevents us from
making statements about the significance of this observation.
Calculation of the region of nonsignificance using the Johnson-
Neyman technique shows that for , the el-0.387 ≤ X ≤ 0.310
evations of the regression equations are not significantly dif-
ferent ( ). Therefore, over the range of data in thisPp 0.05
comparison, series 2 is shown to have a significantly greater
elevation than series 1 ( ).Pp 0.05
Simulated Data Set 2: Different Slopes, Overlap at
Edge of X Range
Figure 1b shows a situation similar to that in Figure 1a in that
the majority of series 2 shows a greater elevation than the
majority of series 1. An important difference, however, is that
the smallest X values of series 1 and 2 overlap. If we were to
compare linear least squares regressions of these series we would
This content downloaded from 23.235.32.0 on Wed, 4 Nov 2015 22:35:07 PM
All use subject to JSTOR Terms and Conditions
Technical Comment 137
Figure 2. Real data relating body mass (X) and basal metabolic rate
mL O2 min
1 (Y ) for fossorial (open circles) and semifossorial (filled
circles) arid-adapted mammals. Broken lines bound the region of non-
significance as determined using the Johnson-Neyman technique. Out-
side of this region the groups differ significantly in elevation. Equations
of the linear least squares regression lines: fossorial, log (Y)p
, ; semifossorial,21.02 log (X) 1.98 r p 0.94 log (Y)p 0.65 log (X)
, .21.17 r p 0.94
find that they differ significantly in slope ( ,F p 380 P !1, 96
) and elevation (ANCOVA , ). Ignor-0.001 F p 186 P ! 0.0011, 97
ing the violation of the homogeneity of regression slopes as-
sumption of ANCOVA would therefore lead us to conclude
that series 2 has a significantly greater elevation than series 1.
This is not surprising because most of the values for series 2
are above those of series 1. However, at the smallest X values
the series appear to show sufficient overlap to suggest that this
conclusion may be misleading, at least for some X values. Cal-
culation of the region of nonsignificance using the Johnson-
Neyman technique shows that for , the ele-0.972 ≤ X ≤ 1.410
vations of the regression equations are not significantly different
( ). Therefore, we can conclude that for X values greaterPp 0.05
than 1.410, series 2 has a greater elevation than series 1.
Simulated Data Set 3: Different Slopes, Overlap in
Middle of X Range
Figure 1c shows data that have an overlap similar to the series
from Figure 1b, but in this case the X value at which Y predicted
by the two regression equations is the same ( ) is closeXp 2.919
to the middle of the X ranges of the data series. When com-
pared, we find that series 1 and 2 differ in slope ( ,F p 4101, 96
) but not in elevation (ANCOVA ,P ! 0.001 F p 1.75 Pp1, 97
). Again, this result appears to be misleading. At both low0.19
and high X values the series appear to be clearly separated. The
Johnson-Neyman technique supports this intuitive conclusion
by finding that for , the elevations of the re-2.797 ≤ X ≤ 3.045
gression equations are not significantly different ( ).Pp 0.05
Therefore, for , series 1 has a greater elevation thanX ! 2.797
series 2, and for , series 2 has a greater elevation thanX 1 3.045
series 1.
Real Data: BMR of Arid-Adapted, Burrowing Mammals
I compared the BMR of two groups of arid-adapted burrowing
mammals using data sourced from the peer-reviewed literature
(C. White, unpublished data). The groups compared were fos-
sorial mammals, which forage beneath the surface and spend
almost all of their lives within burrow systems, and semifos-
sorial mammals, which forage on the surface and construct
burrow refuges that are inhabited periodically. To enable cal-
culation of linear regression equations, both BMR (mL O2
min1) and body mass (g) were log-transformed. The resultant
regressions were compared using ANCOVA with log (body
as the covariate (Fig. 2). The regressions ofmass) log (BMR)
on for fossorial and semifossorial mammalslog (body mass)
differ in slope ( , ). The Johnson-NeymanF p 10.1 Pp 0.0031, 50
technique showed that for , the elevations of1.885 ≤ X ≤ 3.041
the regression equations are not significantly different (Pp
). Outside of this region the elevations of the group re-0.05
gression means are significantly different. This result was par-
ticularly interesting because the limits of the region of nonsig-
nificance separated only four species from the remaining 50.
However, low and labile body temperatures characterize these
four fossorial animals, whilst the remaining fossorial and semi-
fossorial species maintain higher, more stabile body tempera-
tures. The high slope of the log-linear regression describing the
relationship between body mass and BMR for fossorial mam-
mals (1.02) is therefore the result of a grouping that is both
statistically and biologically inappropriate. Exclusion of the four
smallest species from regression calculation for the remaining
50 species results in a regression slope consistent with the widely
accepted observation that mass-specific BMR decreases with
increasing body mass.
Real Data: Heart Masses of Mammals and Birds
In their study of the principle of Laplace and scaling of ventricu-
lar wall stress and blood pressure, Seymour and Blaylock (2000)
found that the linear regressions relating log-transformed
heart mass to log-transformed body mass (as the covariate) for
mammals and birds had significantly different slopes. They
noted that this prevented testing for significant differences in
elevation but stated that “the bird hearts were obviously heavier
within the range of similar body mass” and that “the scaling
factor was twice as high at a body mass of 1 kg, but the data
converge in larger species” (Seymour and Blaylock 2000, p.
395). The Johnson-Neyman technique showed that at Pp
, regression elevations are not significantly different at0.05
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Figure 3. Real data relating body mass (X) and heart mass (Y ) for
birds (open circles) and mammals (filled circles; Seymour and Blaylock
2000). Vertical dashed line represents the lower limit of the region of
nonsignificance as determined using the Johnson-Neyman technique.
To the left of this line the groups differ significantly in elevation.
Equations of the linear least squares regression lines: birds,
, ; mammals,2log (Y)p 0.90 log (X) 0.91 r p 0.95 log (Y)p
, .21.07 log (X) 0.59 r p 0.98
masses above 4.26 kg (Fig. 3), thus confirming the conclusion
that the hearts of flightless birds are not significantly larger than
those of similarly sized mammals. Given that the hearts of small
(!4.26 kg) birds, the majority of which are capable of flight,
are significantly larger than those of similarly sized mammals,
it therefore seems appropriate to regress fliers (small birds) and
nonfliers (small birds and large mammals) separately. Similarly,
the blood pressures of mammals and birds are similar at large
masses and diverge at small masses (Seymour and Blaylock
2000). The large hearts and high blood pressures of small birds
therefore appear to be associated with the increased metabolic
demands of flight.
Discussion
The Johnson-Neyman technique provides a useful extension of
a more widely used technique (ANCOVA). Where appropriate,
it allows analysis to continue following violation of the as-
sumption of homogeneity of regression slopes. Potentially valu-
able information may thereby be gleaned from data that might
otherwise have been of little interest or conceptual value. It
must be remembered, however, that aside from the assumption
of homogenous regression slopes, the Johnson-Neyman tech-
nique requires satisfaction of similar assumptions to ANCOVA.
The major assumptions are summarized by Huitema (1980):
(1) the residuals of the within-group regressions of Y on X are
independent, and individuals have been randomly selected from
a specified population and randomly assigned to groups; (2)
the residuals are normally distributed; (3) the residuals have
homogeneous variance for each value of X; (4) the residuals
have homogeneous variance across treatment groups; (5) the
regression of Y on X is linear; (6) the levels of the covariate
are fixed; and (7) the covariate is measured without error.
At this point it is important to note that because the Johnson-
Neyman technique must satisfy similar assumptions as
ANCOVA, comparison without the use of phylogenetically in-
formed statistical methods is likely to be open to the same
criticisms currently leveled at conventional ANOVA and
ANCOVA (Garland et al. 1993). Assumption 1 in particular is
likely to be violated when analyzing data gathered from different
species. This is because closely related species are likely to be
more similar than distantly related species and may therefore
be expected to have more similar Y values (and hence, Y re-
siduals). Furthermore, species cannot be considered as having
been randomly assigned to groups when the grouping is a
consequence of their phylogenetic heritage.
When applying the Johnson-Neyman technique to a com-
parison, one must also bear in mind that this test is somewhat
more conservative than the heterogeneity of regression slope
test. Therefore, when regression slopes are found to be signif-
icantly different, it may not always be possible to calculate a
region of nonsignificance within the range of available data.
Such an occurrence is most common when the calculated P
value for the homogeneity of regression test is close to a. How-
ever, this potential shortcoming does not detract from the use-
fulness of the Johnson-Neyman technique. For example, such
a situation may arise because the analysis has insufficient sta-
tistical power to resolve an elevational difference between the
groups. If this is the case, this shortcoming can be addressed.
Although reanalysis is not always practical or possible, statistical
power can be increased in either of two nonexclusive ways: (1)
by increasing sample size and/or X range and (2) by ensuring
that sample sizes of the groups are equivalent.
Given that the situations in which the Johnson-Neyman tech-
nique is useful are readily identified (if the regression slopes
differ, then go ahead) and that it produces results that are easy
to visualise and interpret, a single hurdle remains before it can
be widely accepted. To my knowledge, no commercially avail-
able statistical packages can be used to perform this test. Hui-
tema (1980) presents an excellent explanation of the procedures
required for both ANCOVA and the Johnson-Neyman tech-
nique, but this book is no longer in print. Therefore, I have
included the equations necessary to calculate the region of non-
significance below, and for those who wish to make use of it,
I have produced a Microsoft Excel 2000 spreadsheet that per-
forms both ANCOVA and the Johnson-Neyman technique.
This spreadsheet is available from me for distribution via e-
mail.
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Calculation of the Region of Nonsignificance






X p ,upper A
where
F 1 1(a, 1, N4) 2Ap (SSres )   (b  b ) ,i 1 2( )2 2N 4  x  x1 2
— —
F X X(a, 1, N4) 1 2Bp (SSres )   (a  a )(b  b ),i 1 2 1 22 2( )N 4  x  x1 2
— —2 2F N X X(a, 1, N4) 1 2 2Cp (SSres )    (a  a ) ,i 1 22 2( )N 4 n n  x  x1 2 1 2
and
2 2( ) ( ) xy  xy1 2
2 2SSres p y   y  . i 1 22 2( ) ( ) x  x1 2
value of F statistic at a for 1 andF p critical N 4(a, 1, N4)
degrees of freedom; number ofNp total observationsp
; of observations in groups 1 andn  n n and n p number1 2 1 2
2, respectively; residual sum of squares;
—
SS p individual Xres 1i
means for groups 1 and 2, respectively;
—
and X p covariate2
intercepts for groups 1 and 2, respec-a and a p regression1 2
tively; and slopes for groups 1 and 2,b and b p regression1 2
respectively.
The quantities , and are2 2 2 2 x ,  x ,  y ,  y ,  xy  xy1 2 1 2 1 2
calculated according to the following equations:
2( X )1
2 2x p X  , 1 1 n1
2( Y )1
2 2y p Y  , 1 1 n1
( X )( Y )1 1
xy p XY  , 1 1 n1
2( X )2
2 2x p X  , 2 2 n 2
2( Y )2
2 2y p Y  , 2 2 n 2
and
( X )( Y )2 2
xy p XY  . 2 2 n 2
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