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Using the theorem for differentiation under the integral sign show that
for t ≥ 0 ∫ 1
0
xt − 1
lnx
dx = ln(1 + t)
Hint: Recall that ddt(x
t) = ddt(e
lnxt) · · ·
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Using the theorem for differentiation under the integral sign show that
for t ≥ 0 ∫ 1
0
xt − 1
lnx
dx = ln(1 + t)
Hint: Recall that ddt(x
t) = ddt(e
lnxt) · · ·
Put f(x, t) =
xt − 1
lnx
. Recalling the hint we see that
ft(x, t) =
lnx · xt
lnx
= xt
And since we are integrating for x ∈ [0, 1] this means that |ft| < 1
allowing the derivation under the integral sign.
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Thus we have
d
dt
∫ 1
0
xt − 1
lnx
dx =
∫ 1
0
xtdx =
[
x1+t
1 + t
]x=1
x=0
=
1
1 + t
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Thus we have
d
dt
∫ 1
0
xt − 1
lnx
dx =
∫ 1
0
xtdx =
[
x1+t
1 + t
]x=1
x=0
=
1
1 + t
Integrating with respect to t we find∫
xt − 1
lnx
dx = ln(1 + t) + c
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Thus we have
d
dt
∫ 1
0
xt − 1
lnx
dx =
∫ 1
0
xtdx =
[
x1+t
1 + t
]x=1
x=0
=
1
1 + t
Integrating with respect to t we find∫
xt − 1
lnx
dx = ln(1 + t) + c
Eventually to detect the integration constant c it is enough take t = 0
0 =
∫ 1
0
x0 − 1
lnx
dx = ln(1) + c =⇒ c = 0
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Thus we have
d
dt
∫ 1
0
xt − 1
lnx
dx =
∫ 1
0
xtdx =
[
x1+t
1 + t
]x=1
x=0
=
1
1 + t
Integrating with respect to t we find∫
xt − 1
lnx
dx = ln(1 + t) + c
Eventually to detect the integration constant c it is enough take t = 0
0 =
∫ 1
0
x0 − 1
lnx
dx = ln(1) + c =⇒ c = 0
Conclusion ∫ 1
0
xt − 1
lnx
dx = ln(1 + t)
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Per t > 0 si consideri la funzione
F (t) =
∫ +∞
0
arctanx− arctan(tx)
x
dx
Usando, verificata la legittimita`, la formula per la derivazione degli
integrali dipendenti da un parametro, si dimostri che
F (t) = −pi
2
ln t
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Theorem (De Moivre, Gauss, Laplace, Poisson)
∫ ∞
−∞
e−x
2
dx =
√
pi
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Theorem (De Moivre, Gauss, Laplace, Poisson)
∫ ∞
−∞
e−x
2
dx =
√
pi
Corollary ∫ ∞
−∞
e−pix
2
dx = 1
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We follow J. van Yzeren: Moivre’s and Fresnel’s Integrals by Simple
Integration. The American Mathematical Monthly, Vol. 86, No. 8
(Oct., 1979), pp. 690-693
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We follow J. van Yzeren: Moivre’s and Fresnel’s Integrals by Simple
Integration. The American Mathematical Monthly, Vol. 86, No. 8
(Oct., 1979), pp. 690-693
Let
G :=
∫ ∞
−∞
e−x
2
dx
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Define for t ≥ 0
f(t) :=
∫ ∞
−∞
e−t(1+x
2)
1 + x2
dx (a)
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Define for t ≥ 0
f(t) :=
∫ ∞
−∞
e−t(1+x
2)
1 + x2
dx (a)
Observe that f(t) ≤ pi e−t. In fact:
f(t) = e−t
∫ ∞
−∞
e−tx
2
1 + x2
dx ≤ e−t
∫ ∞
−∞
1
1 + x2
dx = pi e−t
thus lim
t→∞ f(t) = 0.
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Using the theorem for the derivation under the integral sign we get
f ′(t) = −
∫ ∞
−∞
e−t(1+x
2)dx = −e−t
∫ ∞
−∞
e−tx
2
dx
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Using the theorem for the derivation under the integral sign we get
f ′(t) = −
∫ ∞
−∞
e−t(1+x
2)dx = −e−t
∫ ∞
−∞
e−tx
2
dx
Change variable putting x =
1√
t
z so that
f ′(t) = −e
−t
√
t
∫ ∞
−∞
e−z
2
dz = −e
−t
√
t
G
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Using the theorem for the derivation under the integral sign we get
f ′(t) = −
∫ ∞
−∞
e−t(1+x
2)dx = −e−t
∫ ∞
−∞
e−tx
2
dx
Change variable putting x =
1√
t
z so that
f ′(t) = −e
−t
√
t
∫ ∞
−∞
e−z
2
dz = −e
−t
√
t
G
Integrating on [t,∞)∫ ∞
t
f ′(s)ds = −G
∫ ∞
t
e−s√
s
ds
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that is
f(t) = G
∫ ∞
t
e−s√
s
ds (?)
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that is
f(t) = G
∫ ∞
t
e−s√
s
ds (?)
from (a) follows that f(0) = pi while from (?) that f(0) = G2 thus
G =
√
pi =
∫ ∞
−∞
e−x
2
dx
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Integrals with respect to a generated measure. From the gen-
erated measure theorem together with the monotone convergence the-
orem we infer a theorem of great interest in probability. Recall that
if µ is a measure and f a measurable function in some measure space
(X,A, µ) then φ(A) =
∫
A
fdµ is a measure.
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Integrals with respect to a generated measure. From the gen-
erated measure theorem together with the monotone convergence the-
orem we infer a theorem of great interest in probability. Recall that
if µ is a measure and f a measurable function in some measure space
(X,A, µ) then φ(A) =
∫
A
fdµ is a measure.
Theorem If f : X → [0,+∞] is µ measurable and if g : X →
[0,+∞] is φ measurable then∫
X
gdφ =
∫
X
gfdµ (\)
In such situation f is called density of φ with respect to µ.
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Integrals with respect to a generated measure. From the gen-
erated measure theorem together with the monotone convergence the-
orem we infer a theorem of great interest in probability. Recall that
if µ is a measure and f a measurable function in some measure space
(X,A, µ) then φ(A) =
∫
A
fdµ is a measure.
Theorem If f : X → [0,+∞] is µ measurable and if g : X →
[0,+∞] is φ measurable then∫
X
gdφ =
∫
X
gfdµ (\)
In such situation f is called density of φ with respect to µ. In parti-
colar if f is such that
∫
X
fdµ = 1 then φ is a probability measure.
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Idea of the proof. From the generation measure theorem we
see that (\) holds true when g = 1E being E ∈ A. Thus (\) holds
for any simple function. The general case then follows from Beppo
Levi’s theorem, via the approximation of a measurable function with
a converging sequence of simple functions.
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Observe that when measure φ is obtained from f and µ as in the
former theorem, then a null set for µ is a null set for φ also, that is
µ(E) = 0 =⇒ φ(E) = 0
So the following definition makes sense.
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Observe that when measure φ is obtained from f and µ as in the
former theorem, then a null set for µ is a null set for φ also, that is
µ(E) = 0 =⇒ φ(E) = 0
So the following definition makes sense.
Definition Let φ and µ measures on the same σ algebra A. We say
that φ is absolutely continuous with respect to µ if
µ(E) = 0 =⇒ φ(E) = 0
in such a case we write φ µ
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When φ is built from µ integrating a nonnegative µ-measurable func-
tion f , measure φ is absolutely continuous with respect to µ. As a
matter of fact this statement can be reversed, that is a measure φ
is absolutely continuous with respect to µ, there is a a nonnegative
µ-measurable function which allows the representation of µ.
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Radon-Nikodym Theorem
Let (X,A, µ) a σ-finite measure space and let φ a measure on A
absolutely continuous with respect to measure µ.
There is a nonnegative measurable function h such that for any E ∈ A
φ(E) =
∫
E
hdµ
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Radon-Nikodym Theorem
Let (X,A, µ) a σ-finite measure space and let φ a measure on A
absolutely continuous with respect to measure µ.
There is a nonnegative measurable function h such that for any E ∈ A
φ(E) =
∫
E
hdµ
h is unique (a.e) it is called Radon-Nikodym derivative of φ re-
spect to µ and it is denoted by
[
dφ
dµ
]
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Moreover for each f ≥ 0φ-measurable we have∫
X
f dφ =
∫
X
f h dµ
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Integrali doppi
Se A ⊂ R2 e x ∈ R, la sezione di piede x di A e` il sottoinsieme Ax di
R:
Ax := {y ∈ R | (x, y) ∈ A}
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Integrali doppi
Se A ⊂ R2 e x ∈ R, la sezione di piede x di A e` il sottoinsieme Ax di
R:
Ax := {y ∈ R | (x, y) ∈ A}
Se y ∈ R la sezione di piede y di A e`:
Ay := {x ∈ R | (x, y) ∈ A}
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Section’s Theorem
Let A ⊂ R2 measurable. Then if x ∈ R, section Ax is a.e. measurable.
Moreover x 7→ m(Ax) is a measurable function and
m(A) =
∫
R
m(Ax)dx
