1. Introduction. In this paper the word "matrix" denotes a real (but not necessarily symmetric) matrix of order N; by "vector" we mean a column vector with real or complex elements. For any matrix A, the roots of the equation det (A -XI) = 0 (I = unit matrix) are called the eigenvalues of A. By the multiplicity of an eigenvalue we mean its multiplicity as a root of the above polynomial equation. If X is an eigenvalue of A, then any nontrivial solution x of the equation (A-\I)x = 0 is called an eigenvector (of A) associated with X. An eigenvalue is a dominant eigenvalue of the matrix A if its modulus is exceeded by the modulus of no other eigenvalue of A.
The power method ( [1] ; [3] , p. 296; [5] ; [7] ; [9] ; [10] ) is generally recognized as a numerically efficient algorithm for determining the dominant eigenvalue (s) and associated eigenvector(s) of a matrix. We review the method briefly for the case where the matrix A has a single dominant eigenvalue X with associated eigenvector u. (It is assumed that X has multiplicity one.) Denoting by the superscript T the transpose of a vector or matrix, we let v be an eigenvector of A T associated with the eigenvalue X. Starting with any vector xm) satisfying uTa;<0> ^ 0, we now form by successive matrix-vector multiplications the vectors The convergence of the process can be sped up by devices such as shift of the origin [10], fractional iteration [8] , and the 5 -process [1] . Statements similar to the above still hold if the multiplicity of X is greater than one, but the convergence may then be slow due to the presence of nonlinear divisors. Once X, u, and the associated eigenvector of A T have been determined, one can, by a process known as deflation, construct a matrix Ax whose eigenvalues and eigenvectors are the same as those of A, except that the eigenvalue X is replaced by 0. The above process can then be repeated; if the matrices Ax, A2, • • • all have single dominant eigenvalues, the above method yields successively all eigenvalues and eigenvectors of the matrix A.
2. Conjugate Complex Dominant Eigenvalues. In the present note we wish to deal with the case where the matrix A has exactly two dominant eigenvalues, both simple, represented by the pair of conjugate complex numbers X =pe" and X = pe~tv, where p > 0, 0 < <p < ir. The eigenvectors associated with X and with X may then be assumed to be conjugate complex vectors also. We shall denote them by u and ü, where the components u, of u are given by w" = r"e v = 1, 2.
,N.
In view of the fact that the eigenvectors are determined only up to a non-zero factor (which in the present case may even be complex), it should be noted that the r" are determined only up to a positive factor, and the <py only up to a common additive constant modulo 27r. Indicating by the superscript " the conjugate transpose of a complex vector or matrix, we denote by v the eigenvector of A" belonging to X, normalized such that v u = 1.
One of the methods for determining conjugate complex eigenvalues and corresponding eigenvectors from the sequence [xln)\ that have been proposed ([3] , p. 296; [9] ) is known to be numerically unstable for small values of <p [9] . In Section 3 below we propose an alternate method that appears to be uniformly accurate for all values of <p. In addition, the method yields very good approximations for both <p and the <p, almost without computation, by mere inspection of the signs of the sequences of the components of the (real) vectors x{n). (P/k) indicates the length of the fcth sign wave in the cth component, and 5^' represents the phase difference between the fcth sign waves in the vth and nth components. In the above example, P3(1) = 4, 0$ = -2.) We finally require the quantities
With these definitions, we can state the following result : Theorem. Let the matrix A satisfy the conditions stated at the beginning of Section 2, and let the vector x m be such that vHx0) 5^ 0. Then the vectors x(n) defined by (I) satisfy For every v such that rv ^ 0, the following two statements hold:
in) hm---= P exists, and 2tt
For all v and p. such that rv 9e 0, rM ^ 0, the following two statements hold:
(v) 7/ <p/2ir = p/g is rational ((p, q) = 1) it can only be asserted that, for some integer I, both the limit superior and the limit inferior of For the proof of the remaining statements of the theorem a modified version of (1) is required. Assume the integer n' is such that, for all v satisfying r" ^ 0, I e, I < rv for n S; n'. Setting temporarily ß/n) = mp + <p" + a, we then have for n ii n' Formula (4) serves to determine the sign of x/n) as a function of n.
We shall require an explicit formula for n/k) valid for large fc. It follows from (2) and (3) that 0,<B> -> 0 for n -> ». Let n" be such that
for all v satisfying r" ^ 0. We then have We denote, for any real number a, by [a] the largest integer not exceeding a. We also set (6) 4>. = *» + « + £ + 2rr(fc, -im).
If fc = fc" + to 2: fc", it then follows that "27rfc -^, + (9"<n> (7) (*) ]
For the proof of (iii) we observe that
where the moduli of the numbers C,{k) are bounded. We have p,<» + p « + ... + p w = n,<*+» _ n#«) and hence, using (7), if fc ^ fc", P,<» + p,«> + ■ ■ ■ + p.w
The second term on the right tends to zero as fc -» », and (iii) follows.
-2» + (2» + c,w-»,(U)i
For the proof of (iv) we set N,m = 5 *-¿(»>a) + *>*+ ■■■+n,lk)).
Zirlc
The following lemma is required : Lemma. If ip/2w is irrational, then there exists a constant c such that for all v satisfying r" ^ 0 limJV/*' = ^+c(modl). In view of (6), this establishes the relations (8) The eigenvalues of A are seen to be :
a(a + bi), a(a -bi), -2a, a, and 3a.
2) For a = 6, 6 = 5, the resulting matrix A was as follows: c) The case a = 0, b = 5 yielded the eigenvalue (i.e., absolute value and argument) exactly.
Note: In each numerical example considered, (1,1,1,1,1,1 ) was used as the starting vector, and <p was determined from the average period of all components. The latter procedure was found to yield the angle <p more accurately than when the average period of just one component was used.
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