Abstract. A "quasi-envelope" of the solution of highly oscillatory differential equations is defined. For many problems this is a smooth function which can be integrated using much larger steps than are possible for the original problem. Since the definition of the quasi-envelope is a differential equation involving an integral of the original oscillatory problem, it is necessary to integrate the original problem over a cycle of the oscillation (to average the effects of a full cycle).-This information can then be extrapolated over a long (giant!) time step. Unless the period is known a priori, it is also necessary to estimate it either early in the integration (if it is fixed) or periodically (if it is slowly varying). Error propagation properties of this technique are investigated, and an automatic program is presented. Numerical results indicate that this technique is much more efficient than conventional ODE methods, for many oscillating problems.
1. Introduction. Differential equations that have highly oscillatory solutions cannot be solved efficiently using conventional methods. In this paper we will present a method which finds the long-term behavior of the solution to an oscillating problem without following the oscillation closely. This technique can handle linear or nonlinear problems, and it is much faster than conventional methods for many oscillating problems.
Several different authors have proposed algorithms to solve oscillating problems.
The multirevolution methods [6] , [7] , [11] , [17] , [18] , which were first introduced by astronomers in 1957 for calculating the orbits of artificial satellites, are the most closely related to the class of methods presented here. The methods developed here differ from the multirevolution methods in several significant ways. First, those authors were concerned with computing future orbits (oscillations) accurately, whereas we are mainly concerned with "ignoring" the details of the oscillation. Secondly, those methods require some ph.ysical reference point (for example, node, apogee, or perigee), whereas with the methods given here there is little need for knowledge of the (physical) origin of the oscillations. Additionally, very little theoretical justification for the multirevolution methods has been attempted.
Several other approaches have been taken to solve these problems. In Gautschi [43, methods are derived which are exact for trigonometric polynomials of a given order if the frequency is known in advance. These methods are applicable for stepsizes the order of the period of the oscillation. Linear systems can be treated by using information from the system eigenvalues to transform the system into another linear system which has highly oscillatory coefficients, but of small amplitude so that they can be neglected, as done by Amdursky and Ziv [1] . Linear and nearly linear systems are also treated by Miranker and Wahba [15] , where running averages of the solution are computed.
Nonlinear problems of the form --=--x+g(t,x),A= dt e 1
O' e > 0 small, are dealt with by Miranker and Veldhuizen [14] , where the solution is approximated by a series of functions of tie. Kreiss [9] approaches the problem by choosing initial values so that the resulting solution is smooth.
The methods given here compute a smooth function which is conceptually similar to the envelope of an oscillatory function. (For details see 2.) An approach which is similar to ours, in that the envelope of the oscillations is found, is taken by Miranker and Hoppensteadt [13] . This approach is based on the asymptotic representation of the solution. Alternative ways for determining the asymptotic representation of the solution are found in Auslander and Miranker [2] .
The class of methods in this paper is motivated by the observation that when a nearly periodic function is sampled at multiples of the period (or near-period) of the oscillation, the resulting sequence of points changes slowly. If the oscillation is very fast compared to the underlying slowly-varying function, then a smooth curve which passes through these points can be defined. This curve will be called the quasi-envelope, because it is intuitively similar to the envelope of an oscillating function. Since the quasi-envelope varies slowly, it can be followed with large steps. The important property of the quasi-envelope is that it agrees with the solution to the original equation at multiples of the period. Thus, the pointwise solution of the differential equation can be recovered from the quasi-envelope and the differential equation by integrating from any multiple of the period for no more than one cycle. This technique assumes a knowledge of the period or near-period of the oscillation.
An algorithm for finding the period, given a reasonably accurate initial estimate, is developed in 3. This algorithm is based on minimizing a norm of the difference of the periodic part of the solution and the same part displaced by the period. Some results concerning the order of accuracy of these methods are given in 4.
Proofs of most theorems are omitted here, and can be found in Petzold [16] . The algorithm has been implemented with variable stepsizes and orders. Details of the implementation are given in 5 and computational results illustrating the efficiency of this method are provided in 6.
2. The method. Suppose we are given the initial value problem (2.1)
y' f(y, t), y (0) yo, 0 -<_ -<_ L, with y (t) periodic or nearly periodic with period T. The variable y may be a vector, as long as all of its components are either nearly periodic with period T, or slowly varying (at least one component of y should be oscillating).
We can define a function z(t) (the quasi-envelope) which describes the long-term behavior of y in terms of the values of z on [0, T) by (2.2a) where (2.2b) and z(t + T) z(t) + Tg(z(t), t),
d--(t + s, t)= f((t + s, t), + s), 37(t, t)= z.
It is easy to see that if z(0)= y(0) then z(KT)= y(KT), 0 <_-KT <-_ L, so that z agrees With y at multiples of the period. Since y is nearly periodic, the values of z it the points {KT}, K an integer, should change slowly. Solving It is possible for many problems to define z on (0, T) so that z(t) changes slowly in [0, L] (see [16] ), and then an approximation to z can be computed; or, we may consider z to be a point function, and seek to approximate it only on the set {KT}.
If the quasi-envelope z(t) is a smooth (slowly varying) function, we can approximate z in terms of its values at infrequent points (at intervals H >> T), thus stepping over many periods of the oscillation at a time. In this paper, we will use formulae which are similar to Adams methods, though other types of formulae are easily derived using the same ideas.
As an example, formulae analogous to the Adams-Moulton methods will be derived. We will use the following relations from operator calculus" Vz(t)=z(t)-z(t-H), V I-e -n (D is the differentiation operator).
Proceeding formally, we have
Zn Zn-1 (I-e-n)z,. The terms in square brackets are the Adams-Moulton coefficients, and the others become small as T/H becomes small. This then gives an analogue of the AdamsMoulton formulae in terms of the gn, on truncating the series at 7 p. Other such formulae may be derived similarly. These formulae, applied to y, have also been derived in [6] , [7] , [11] , [17] and [18] . Following Graft [6] , we will call them generalized Adams formulae. An interesting property of the generalized Adams methods (except for the first order method in (2.7)) is that as H T, the coefficients in the formulae approach those of the forward Euler method, which is exact (up to errors made by the method which integrates with small steps through one cycle to find g(z, t)) for T H. A geometrical interpretation of the generalized methods is that they find the "envelope" of the periodic function y. It is easy to see this in Fig. 1 More precisely, in the method we integrate through one period with small steps to calculate an estimate of the secant line from A to B. (The point A need not be at the top of a cycle, as in the figure.) This secant line is then used (instead of the tangent, as in solving a differential equation), to project the solution to P, which may be many cycles away. Note that, unless H is chosen to be an integral number of periods, the point P may not be anywhere near the solution to the original equation, in the usual sense. Starting with P as the initial value, we integrate for one period along the chain line, using small steps (this solves (2.2c) for )7). In the picture, the curve that we are finding looks like the upper half of the envelope of the oscillating function. Some problems have solutions that are composed of oscillations with a slowly varying period, modulated by slowly varying terms. (Here, "period" is defined as the solution to a minimization problem given in 3.) These problems are handled without having to distinguish them from problems with a constant period of oscillation. This is accomplished by means of a change of independent variable so that in the new variable the period of oscillation is a constant. Then the problem is solved with constant-period formulae, like those just derived.
The change of.variables from to/' should have the property that the period T(t) of the oscillation becomes a constant -in the new variable/' (-is just a scaling factor). This is expressed as (2.8) t(? + ')-t(/') T(t(f)), t(O) to.
We will define 3 (/') to mean y (t(f)), and (/') to mean z (t(/')). Since we would like to be solving (2.9) _:(f + ) :(/') + (, :), in order to use the constant period formulae, it follows that (, ') must be defined as T(t(f)) (2.10) ,(, :)=g(z(t(f)), t(f)).
To effect this change of variables, one extra difference equation must be solved. The equations to be solved (instead of (2.2a)) are summarized below. (2.11) (T(/',))) t(f + r) t(f) + r t(0) to. 3 . Finding the period. Finding the function g(z, t) in (2.2) involves integrating the differential equation (2.1) over one period (or near-period) of the oscillation. When T is inaccurate, the function z(t), although still defined, may change so rapidly that it might not be possible to follow it with large steps. Therefore, it is important to have an accurate estimate of the period. The procedure described in this section corrects an estimate of the period, once a reasonably accurate initial estimate is given. (In practice, "reasonably accurate" usually means to within about five or ten per cent.)
Suppose we are given a nearly periodic function y(t) defined on an interval I [0, L), which is the sum of a slowly varying function r(t) and a periodic function s(t) with period T. (In practice, y(t) need not be restricted to have this form, however it is needed for the proof of Theorem 3.1.) By requiring r to be slowly varying, we mean that r does not change much over any interval of length T. Over most of this section, we will assume that y is a scalar, although the procedure is easily extended to a system of functions.
As an example to motivate the algorithm, suppose first that y(t) is 
which is a set of k linear equations that we can solve for the Oi This leads to the iteration (one step of (3.5) is done per iteration consisting of (3.3) followed by (3.5)):
The algorithm can be summarized as follows. First, an initial estimate To for the period is given. Then (3.3) is solved for an approximation px(t) to r(t). Finally, Tx is found by (3.5) . This process is repeated until the sequence of approximations to the period is determined to have converged. This is not Newton's method for (3.4) because at each iteration m changes, so that p, changes. It would be possible to fix p,,/a in (3.4) and iterate that equation for T,/I until it converges each time, but this appears to be slightly less efficient.
The integrals needed in the iteration can be computed using any sufficiently accurate quadrature formula. They are easily computed using Riemann sums. This procedure may be extended in an obvious way to a system of functions.
In practice, this algorithm converges to the period or near period for a wide range of functions y(t). The following theorem, which is proved in [16] , shows that it is locally convergent for a certain class of functions. THEOREM 3.1. If y r + s, where r P and s is periodic with period T, the iteration defined by (3.3) and (3.5) is stable, if we start within a sufficiently small neighborhood of r and T.
Using this technique to compute the period, the generalized methods can then be used to solve approximately the resulting equations for the quasi-envelope z(t), with large steps.
4. Error propagation. Errors are introduced into the solution during several phases of the computation. The function g(z, t) in (2.2b) is computed by integrating over one cycle of the oscillation with a numerical method using small steps. The effects of the errors introduced in this computation can be seen by introducing new functions (t) and ff(, t), which depend on the numerical solution 3(t) by the small-step method over the entire interval [0, L], in the same way that z(t) and g(z, t) depend on the true solution y(t), Under a few assumptions (the period T(t) is known in advance, and 3(t) is computed by re-starting at the beginning of each period with the values at the end of the last period), the quasi-envelope (t) of the numerical solution agrees with (t) at multiples of the period. Because the generalized methods compute an approximation to (t) their accuracy is limited by the global errors of the,small-step method. Thus, the solution computed by the generalized methods is, in general, no more accurate than the solution would be if the small-step method were used to integrate the problem over the entire interval.
The generalized methods solve (2.2a) approximately, stepping over many periods at a time. This is another source of errors, which we will investigate in this section. In doing so, we will extend the concepts of order, stability and convergence to the generalized methods.
Throughout this section, we will assume that the period T is a constant, or has been transformed to a constant by a change of variables, and that all implicit equations are solved exactly. For simplicity, we will consider only problems involving a single differential equation, though the results are easily extended to systems of equations.
Additionally, the stepsize H is assumed to be an integral multiple of the period.
We can now proceed to investigate the errors due to the generalized methods. To begin, let H NT (N an integer). The solution y(t) of the original differential equation and the choice of T define a set of functions {gk/N(Z)} at multiples of the period, tk/N kT (k/N)H, where 1 1
Note that the symbol A is used here to denote the forward difference over an interval of length T. We will assume that the functions gk/N(Z) satisfy
Oz; j 1, i= 0, and Cii <--k, where
and the higher order differences are defined similarly.
These conditions are analogous to conditions which bound derivatives for ordinary differential equations. For ] 0, (4.2) requites for each problem that the secant lines of length T at multiples of T change slowly along the solution and along integral curves near the solution. For j 1 it requires that changes in, gk/N(Z) are not rapid with respect to changes in z._Thus, the solution over one period must depend slowly on the value of z at the beginning of the period. This condition has the effect of constraining the multiplier of the error at each (large) step to be small. If integral curves near the solution are nearly periodic (with period T), then it is likely that these conditions are satisfied.
It appears to be a difficult problem to determine whether a problem satisfies the conditions (4.2) from the original differential equation alone. Using some qualitative information about the behavior of the solution and curves near the solution we can at least decide whether it is plausible that the conditions are satisfied.
With these assumptions we can compute bounds on the error due to the generalized methods without having to bound derivatives of g and z with respect to t. If g(z, t) is nearly periodic with period T, then {gk/(Z)} is a slowly changing sequence of functions.
To gain some insight into how errors for these methods might be analyzed, we will first take a closer look at the simplest method, the generalized forward Euler method.
Suppose that z, is the solution computed by the generalized forward Euler method. Then we have, for t, nil, (4.3) Zn+l z, + Hg(z,, t,).
In addition, it is easy to see that (4.4) z(t,+x) z(t, + NT)= 2 Aiz(t,). i=O The case when H is not constrained to be a multiple of the period is discussed in Petzold [16] . It is possible, for many oscillating problems, to define a sequence of functions {zt(t)} which approximate z at the points {kT}, k an integer, to order T Then z can be defined on all of [0, L] as a smooth, continuous function, for small T in terms of the Zl. Bounds can be found on the distance between the numerical solution and zt, for some I. In this way, the difference between the numerical solution and the true solution can be bounded. While the practice of not constraining H to be a multiple of the period is not, in general, recommended, it is important to consider this case because when T(t) is varying, phase errors introduced in the solution of ( We will now proceed with the discussion of the generalized forward Euler method.
Recall that (4.6) bounded le,+ll in terms of le.I and Dn,q. We can bound the solutions of that recurrence by the usual methods to obtain for the qth problem, (4.9) [e., =<D"'q(eC 'L 1) N.TCo, for 0 _-< nH <-L. (Note the notation. The letter q will always refer to the qth problem.
The letter n will always refer to the time t, nil. When the method is applied to a single problem, the subscript q will not appear. For nNT near L, the first term on the right-hand side represents the global error due to the large-step discretization, analogous to en. The second term represents the global error of the small-step method over [0, nNT] . In practice, we choose the parameters of the small-step method as if it alone were solving the problem, and the parameters of the generalized method are chosen to compute the smooth quasi-envelope z(t) to the desired error tolerance.
5. Implementation considerations. The development of an automatic program implementing the generalized Adams methods will be considered in this section.
Because of the similarities between the generalized Adams formulae and conventional Adams formulae, it is relatively straightforward to implement the generalized Adams methods as a predictor-corrector process. In fact, this can be accomplished by making a few changes in a code which implements the conventional Adams methods.
A data organization scheme which is similar to Nordsieck's form of the Adams method will be described. This scheme enables us to change stepsize and order easily.
Using the change of variables described in 2, append onto the end of z. Then the equations to be solved can be written as (5.1) z(" + ) z(') + g(z()), where g(z(t)) [, ,..., and s+1 T(t())/-. This change of variables will be assumed. It is useful to notice that the (s + 1)st component of g is the estimate for the period T(t) (divided by -) at each step. Thus, computation of T(t) is treated like a function evaluation. The predictor equation is used to form an initial estimate for the period at each step (except the first step, where the user-supplied estimate is used), which is then corrected by the Newton iteration of 3.
The procedures described here can be applied to the vector z simply by applying them individually to each component of z at every time step, so we consider only the scalar difference equation (5.2) z(t + T)= z(t) + Tg(z, t).
In this section the generalized/-step explicit method will be written as The corrector iteration in (5.5) will then be rewritten as (5.9) w..<m+1) w.,<.,)+ cG (w..<.)), With the past information stored in a., the predictor becomes A code using the Nordsieck formulation of the generalized Adams methods was written (see Petzold 16 ] for a more detailed description and FORTRAN code). We will describe a few of the more important features here.
Using the Nordsieck representation to store past data as described above, it is only a matter of changing a few lines of DIFSUB (see Gear [5] ) to allow it to solve difference equations of the type that are treated here. Errors are estimated and the stepsize and order are changed in exactly the same way as in DIFSUB. The single-step truncation error is estimated to be a multiple of the difference between the predictor and the corrector, and is controlled to be less than EPS. For a kth order corrector the first term of the local truncation error is (this is the same as Ok+lAk+lz from (4.14)) , (H) k+lAk+l
The order is chosen (from the current order, one higher, and one lower) which gives the largest H when the local truncation error is set equal to EPS. However, here the error coefficient Ck*+l depends on T/H (in conventional Adams methods, Ck*/l is a constant). Setting (5.22) equal to EPS and solving for H thus amounts to solving a nonlinear equation. Since the error coefficients are very nearly the same as the (conventional) Adams-Moulton coefficients for T/H small, and T/H will usually be small for the type of problems that would be solved with this routine, we avoid the trouble of solving the nonlinear equations by assuming the coefficients are the same as for the corresponding (conventional) Adams method. This is a poor approximation only when H is near T (generally the first few steps at low order). The error coefficients for conventional Adams formulae are always larger than the coefficients for the generalized Adams formulae of the same order. The error coefficients Ck*/l for the generalized Adams-Moulton formulae are listed in Table 5 .3, where it is easy to verify that they tend to the error coefficients of conventional Adams formulae when T/H tends to 0, and that they tend to 0 when H tends to T (except for the generalized backward Euler method). In finding the period, the set P (see 3) was chosen to be empty in this implementation.
Almost any "black box" can be used to do the small-step integrations over one period, although it is good to use a code that can interpolate between steps efficiently, because of the quadrature involved in finding the period. DIFSUB was used here to perform the small-step integrations over one period.
The routines the user must supply are exactly the ones needed by DIFSUB. Also, the user must supply a good (accurate to within about 5 or 10 percent) starting guess TN for the period of the oscillation to the driving program. This may be deduced from the nature of the physical problem, from the largest eigenvalue, if the problem is nearly linear, or, if necessary, by just integrating with DIFSUB for a short time and observing where the solution begins to repeat itself. 
The solutions obtained by the program will be compared to (6.3) at intervals of time which were chosen by the program. (These intervals were, of course, chosen for purposes of efficiency. However, it is easy to obtain approximations to z(t) wherever you want them, by using the predictor formula and the vectors of stored values at these points to interpolate to other points.)
This problem was solved with the parameters , 1000, a 100. Because of the high frequency forcing function a sin (A, t), it is important to retain the phase information in this problem, so the stepsize H of the outer method was constrained to be a multiple of the period.
The parameters for the routine are listed in The problem was solved with DIFSUB alone (with parameters.identical to the parameters for the inner integration) for comparison. Results are shown in Table 6 .2 and the errors of the two solutions are compared, along with the number of function evaluations (of the original function f(y, t) from the equation y'= f(y, t)), in Table 6 .3.
The generalized methods were much faster than DIFSUB alone, both in terms of function evaluations and execution time. Problem 2 describes the nonlinear oscillations of a slightly damped pendulum. The angle x of deviation from the origin for a pendulum of mass 1, length l, and damping coefficient/x is described by (6.4) x" + lx' +() sin (x) O.
Starting from an angle of 1 radian and releasing the pendulum, the initial conditions are
This initial angle is large enough so that it is not possible to obtain an accurate solution to (6.4) from the linearized equation.
This problem differs from Problem 1 in several significant ways. First, it is an autonomous problem, and thus we expect not to see the synchronization difficulties (where H must be constrained to be a multiple of T) which were present in Problem 1 because of the high frequency forcing function. Secondly, the period of the oscillation is changing slowly. Because of this, it is more difficult for us to retain the phase information of the oscillation, although the amplitude information is quite easily obtained. Values of the parameters for the problem and the program are given in Table   6 .4. For the program, Eq. (6.4) was split into a system of first order equations
A change of variables was made so that the units of time are thousands of seconds. If it is absolutely necessary to find the phase information, too, this can be accomplished, though with some sacrifice in efficiency. Until now, stepsizes in the outer integration routine were selected to control the/2-norm of the single-step local errors (absolute error is controlled if the solution is less than one in magnitude, and relative error otherwise). In Problem 2 the component of the solution which computes time (because the period is changing) was not influencing the choice of stepsize and order significantly. However, the solution (including the phase, information) is much more sensitive to time than to the other components of z (by a factor of the frequency). Thus if we choose the stepsizes to control a weighted /2-norm, where the last equation (determining time) is weighted by a multiple of the frequency, we would expect the phase information to be fairly accurate. This does happen, as indicated by the results in Table 6 .7, where the last equation was weighted by 2/TN (TN is the initial estimate of the period). Since the phase information depends on that of the underlying small-step method alone, results are compared to the solution obtained by DIFSUB. Here the phase information is deteriorating slowly. Some efficiency has been sacrificed (it takes about twice as long to obtain the phase information as it did to obtain only the amplitude). From the problems described here it is apparent that with a proper choice of parameters the generalized methods can achieve large gains in efficiency over the underlying small-step method, at little expense in accuracy, for some oscillating problems. One class of oscillating problems that at present cannot be solved using these methods are stiff oscillating problems (see [16] ). (These are problems whose solutions tend very rapidly to an oscillating solution.) 7 . Summarymadditional comments. A class of methods has been described which can efficiently solve highly oscillatory ordinary differential equations. These methods are based on the observation that if the solution is sampled at multiples of the period of the oscillation, then the resulting sequence of points can be used to define a slowlyvarying function z(t) which can be followed with large steps, and from which the solution to the original system can be recovered. Problems with slowly varying periods of oscillation can be solved with these methods by means of a change of variables. The 'period' of a nearly periodic function has been defined here as the minimum over all possible values of the period, of a norm of the difference between the function and the function displaced by the period. An algorithm which is based on Newton's method has been introduced to find this period.
Formulae which are generalizations of Adams formulae have been derived. These methods can solve reasonably well-behaved nonstiff oscillating problems with an error of order H k (in the sense described in 4), taking steps that skip over several (possibly many) cycles of the oscillation. The error bounds for these methods depend upon the function g(z, t), which is indirectly related to the differential equation.
A program was described which demonstrated the generality and efficiency of these methods for solving oscillating problems. Many decisions are involved in writing such a program, and in some cases it does not seem at all clear which choices are best. It seems evident that future efforts should lead to significantly faster codes, especially if the problems have a special form (for example, almost linear problems).
