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Abstract
Context. The discovery of hot Jupiters, giant gas exoplanets on tight orbits close to their host star,
has proven instrumental in the study of exoplanet atmospheres through transit spectroscopy. Just
as a temperature increase with height manifests in Earth’s atmosphere due to ozone absorbing
ultraviolet radiation, transit spectra of some hot Jupiters has yielded evidence that suggests the
presence of a similar temperature inversion in their stratosphere. A possible mechanism driving
such an inversion is the presence of an analogous molecule to ozone. One potential candidate is
titanium oxide (TiO) since it is one of the first molecules to form at high temperatures. However,
due to the intersection of the vapour pressure curve of TiO and the pressure–temperature curve
of some hot Jupiters, further investigation is required to determine if TiO can occur at su ciently
high abundances, or if it condenses out such as due to the presence of a cold-trap.
Aims. The goal of this project is to determine the pressure, density and temperature structure
of an exoplanet in thermal and hydrostatic equilibrium and to identify if a temperature inversion
will manifest.
Methods. A model is developed using the properties of exoplanet HD 209458b and a program is
written to numerically and dynamically compute the thermal structure of a hot Jupiter atmosphere
by solving the radiative transfer equations. The model takes into account depletion of TiO from
destruction at high temperatures and condensation below the vapour pressure curve.
Results. The results show that a weak thermal inversion occurs on HD 209458b at TiO mixing
fractions greater than solar Ti abundances and when a su cient fraction of the visible waveband
interacts with the TiO. The proportion of incident visible radiation that must interact with the
TiO in order to drive an inversion decreases as TiO abundance increases.
Conclusions. For TiO abundances above solar Ti levels, the model shows a weak thermal inversion
can manifest in the upper atmosphere of HD 209458b for pressures below ⇠ 10 4 bar. This falls
within the allowable pressure range as existing literature constrains inversions to pressures below
⇠ 10 3 bar on HD 209458b. However, inversions at such low pressures are not currently observable.
i
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Popula¨rvetenskaplig sammanfattning
Heta Jupitrar a¨r gasja¨ttar som Jupiter vars omloppsbana fo¨r dem na¨rmre sin va¨rdstja¨rna a¨n
Merkurius bana kring Solen. Sen deras uppta¨ckt har de visat sig vara va¨ldigt viktiga i v˚ar
fo¨rst˚aelse fo¨r exoplanet-atmosfa¨rer. P˚a Jorden minskar temperaturen av atmosfa¨ren med ho¨jd
o¨ver marken, fo¨rutom i ett omr˚ade da¨r temperaturen plo¨tsligt g˚ar upp igen d˚a ozonet som f˚angar
UV-ljuset befinner sig p˚a den ho¨jden. Detta brukar kallas en temperaturinversion. Observationer
har visat att heta Jupitrar har liknande mekanismer i sina atmosfa¨rer. Eftersom det a¨r just tem-
peraturinversionen som go¨r att Jorden kan beh˚alla vatten s˚a kan liknande mekanismer p˚a andra
planeter vara kritiska fo¨r deras habilitet.
Ett potentiellt sa¨tt att ha en temperaturinversion i en exoplanetatmosfa¨r a¨r na¨rvaron av en molekyl
analog till ozon. Titaniumoxid a¨r en av de fo¨rsta molekyler som formas vid ho¨g temperatur och a¨r
da¨rfo¨r en kandidat fo¨r mekanismen i de va¨ldigt varma atmosfa¨rerna hos heta Jupitrar. Problemet
a¨r att Titaniumoxid kan potentiellt kondensera till moln och regna ner p˚a marken precis som
vatten go¨r p˚a Jorden och da¨rfo¨r bli kvar i den undre atmosfa¨ren. Detta skulle kunna inneba¨ra att
tillra¨ckligt ho¨ga koncentrationer av Titaniumoxid aldrig kan n˚as i den o¨vre atmosfa¨ren fo¨r att en
temperaturinversion ska intra¨↵a.
Ma˚let med detta projektet a¨r att besta¨mma tryck-, densitets- och temperatursstrukturen hos
en exoplanet och identifiera ifall en temperaturinversion kommer att intra¨↵a. Fo¨r detta syfte har
en modell utvecklats som anva¨nder sig av egenskaperna hos en va¨lobserverad het Jupiter (HD
209458b) fo¨r att dynamiskt och numeriskt bera¨kna strukturen i en het Jupiter-atmosfa¨r.
v
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Chapter 1
Introduction
Exoplanets Extrasolar planets – or Exoplanets – are planets outside of our Solar System. One
subcategory of exoplanets are hot Jupiters. These are gas giants that orbit their host stars very
tightly, with semi-major axes in the order of 0.05 AU. Their tight orbits lead to high temperatures
and a greater chance of transit relative to us on Earth. These two properties make hot Jupiters
ideal candidates to be studied by the transit detection method. This method works on the basis
of measuring a drop in the host star’s light curve as the planet blocks out part of the star’s light
which implies the presence of a hot Jupiter companion. Although the transit method alone does
not confirm the presence of an exoplanet, a follow up with the radial velocity method will.
If an exoplanet is confirmed to transit a star, this allows for study of the exoplanet’s atmosphere
through transit spectroscopy. Primary transit spectroscopy is possible because the starlight from
the host star will shine through the exoplanet’s atmosphere. The radius of the exoplanet can
be determined from the relative drop in luminosity as the planet blocks out some of the light.
By probing the star at di↵erent wavelengths the apparent size of the planet will vary as a result
of the di↵erent species in the atmosphere having di↵erent opacities which vary as a function of
wavelength. In this way, the chemical composition of the atmosphere can be inferred. In addition
to transit spectroscopy, the emission spectrum of the exoplanet can be determined during the
secondary eclipse, that is, when the exoplanet is occulted by the host star. When this occurs,
there is a second smaller drop in the star’s light curve as the exoplanet’s emission is blocked out
by the host star. The exoplanet’s emission spectrum is composed of reflected starlight, mostly in
the optical and ultraviolet, and thermal emission, mostly in the infrared.
Through these techniques, thousands of exoplanets have been discovered and confirmed, and those
in closer proximity to Earth have been the focus of various spectroscopic techniques to observe
and characterise their atmospheres. One such exoplanet is HD 209458b, a Jupiter-sized gas giant
on a tight orbit of ⇠ 0.05 AU about its host star.
Exoplanet Atmospheres Exoplanet atmospheric components were first detected by Charbon-
neau et al. (2002) using the primary transit spectroscopy method outlined above. The observations
determined the presence of sodium in the atmosphere of exoplanet HD 209458b. Since then, HD
209458b has been the focus of thorough exoplanet atmosphere research. As well as Na i, other
chemical abundances have been detected on HD 209458b including H2O and H2. In addition to
the chemical composition of the atmosphere being determined, the measured emission spectrum
has suggested the presence of a temperature inversion, that is, an increase in temperature with
altitude rather than the usual decrease with altitude. This was first inferred by Knutson et al.
(2008). They determined that spectral features arose from the emission rather than absorption of
H2O. It has been postulated that a strong absorber of visible radiation may be the responsible
species driving the temperature inversion. One proposed candidate is titanium oxide (TiO) being
one of the first of the refractory metals to form at high temperatures, and so work has gone into
1
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determining if TiO could drive inversions (Spiegel et al. 2009) and if it can be detected (De´sert
et al. 2008; Hoeijmakers et al. 2015). Recently, research by Zellem et al. (2014) and Diamond-Lowe
et al. (2014) have shown that these observations can be described by models without temperature
inversions and Schwarz et al. (2015) found little evidence of the presence of CO and H2O. These
recent results suggest an absence of a strong thermal inversion deep within the atmosphere but
remain open to weaker inversions higher in the atmosphere.
Summary of work performed The goal of the project was to develop an atmospheric model
and apply reasonable and justifiable simplifications and assumptions in order to numerically and
dynamically compute the thermal structure of a hot Jupiter atmosphere by solving the radiative
transfer equations.
A program was developed from the ground up, beginning with a basic two-ray radiative transfer
model, and developed concurrently with the model to the final three-ray radiative transfer model
over two bandwidths. A frequency averaged power law parameterisation presented in Bell & Lin
(1994) was used for the infrared opacity. For the visible opacity, TiO is assumed to be the strong
optical absorber and the abundance is determined from a function dependent on temperature and
pressure that was fit to data presented in Sharp & Burrows (2007) using Ti at solar abundance of
1⇥10 7 relative to hydrogen as the maximum. This mixing fraction is then further depleted due to
condensation and converted and scaled to an opacity. This conversion comes from an equivalence
from Spiegel et al. (2009) for an abundance of 1⇥ 10 7 corresponding to 0.02 m2 g 1.
As the program became more complex, some time went into improving the computational ef-
ficiency of the program by considering how to decrease computational expense while maintaining
accuracy. Such techniques implemented into the code to decrease computational expense includes
an adaptive time step and an opacity lookup table. Furthermore, the resolution of the ⌧ -grid (the
grid over which the atmosphere is computed) is considered and the first order exponential integra-
tor is used in lieu of the Runge-Kutta 4 technique for solving the radiative transfer equations. The
code was developed to be e cient, flexible and robust. As such, once the model and program were
developed to the desired level of complexity, the code could be run hundreds of times varying free
parameters of the model to investigate their e↵ect on the resulting thermal structure. In doing so,
it was determined if a thermal inversion can manifest and if so, constrain some of the conditions
required in order to generate one.
Similar types of work There are numerous other works that developed models for HD 209458b,
many of which have assisted in developing the model presented here. Spiegel et al. (2009) in-
vestigated whether or not TiO can be responsible for a temperature inversion on HD209458b.
Their simulations used a radiative transfer code that utilised frequency-dependent opacities. They
showed that thermal inversions will manifest for TiO abundances that were the same as Solar Ti
abundances (1 ⇥ 10 7) whether the TiO was present throughout the atmosphere or constrained
to only the upper atmosphere at P < 0.01 bar. However, they further showed that condensation
and gravitational settling depletes the abundance of TiO so much that there is insu cient TiO
remaining to drive a thermal inversion. In contrast to Spiegel et al. (2009) who use the code
COOLTLUSTY to solve the radiative transfer equations, this project numerically integrates the
radiative transfer equations dynamically, evolving the atmosphere through time from an initial
state to a final steady-state. Furthermore, they consider macroscopic mixing of the atmosphere
and a di↵erent method to compute the amount of TiO which condenses out. This project also
uses a frequency-averaged opacity scheme rather than frequency-dependent opacities due to the
lack of an accurate TiO line list (Hoeijmakers et al. 2015).
Madhusudhan & Seager (2009) similarly worked with one-dimensional models. Their work di↵ers
in their use of parametric temperature–pressure profiles coupled with line-by-line radiative trans-
fer to cover a large range of parameter space. By running millions of simulations, Madhusudhan
& Seager (2009) constrain the molecular abundances of various species by using the parametric
2
temperature–pressure curves with variations in the 10 free parameters of their model.
In contrast, Showman et al. (2009) present three-dimensional numerical simulations combined
with atmospheric dynamics to simulate the atmosphere of HD 209458b. They similarly include
TiO (as well as VO) opacities and incorporate condensation through equilibrium chemistry. They
produce temperature inversions in the dayside of the planet; however, they find discrepancies with
the Spitzer data presented by Knutson et al. (2008).
Aside from numerical models, Parmentier & Guillot (2014) present a non-grey analytical model for
irradiated exoplanet atmospheres. This model uses two radiation bandwidths, one in the visible
and two in the infrared, and di↵erent opacities for each just as in the numerical model in this
project.
Outline of thesis This report is structured as follows. Chapter 2 discusses the background in re-
gards to the work carried out. This includes a discussion about exoplanets, exoplanet atmospheres,
thermal inversions and how these relate to exoplanet HD 209458b. Chapter 3 outlines the key
theory behind the model. This includes expressions for the optical depth, hydrostatic equilibrium,
the radiative transfer equations, how temperature evolves with time, an expression for density
from the ideal gas equation and a definition of the lapse rate. Chapter 4 demonstrates how the
model is developed from the ground up to incorporate multiple bandwidths, their respective func-
tions that govern opacity, and the relevant initial and boundary conditions. Chapter 5 shows the
numerical implementation of the model as a simulation as well as some of the considerations and
numerical simplifications made in order to appropriately manage computational expense. Chapter
6 presents the results, showing how di↵erent aspects of the model a↵ect the thermal structure of
the atmosphere and how di↵erent parameters influence the atmosphere’s ability to drive a ther-
mal inversion. Some assumptions are explored to ensure they are being used appropriately. A
discussion follows into what parameters are responsible for di↵erent characteristic features of the
thermal structure. Finally, Chapter 7 concludes and reiterates the key results and how these fit
in the context of the existing literature.
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Background
Exoplanet observation has been a research area of considerable interest since the discovery of the
first exoplanets in the 1990s. With technological advances, observations of exoplanets, which have
significant luminosity contrast relative to their host star, has become achievable. Such advances
include detection via the radial velocity technique, as demonstrated by the detection of the first
exoplanet around a main sequence star by Mayor & Queloz (1995) with the ultra-precise ELODIE
spectrograph at the Observatoire de Haute Provence, and the transit method as first demonstrated
by Charbonneau et al. (2000) with the Hubble Space Telescope (HST). Many telescopes and in-
struments have contributed to exoplanet discoveries as demonstrated by the COROT (COnvection
ROtation and planetary Transits) space telescope having discovered ⇠ 30 exoplanets, the ground-
based SuperWASP (Wide Angle Search for Planets) having discovered ⇠ 100 exoplanets, and
the Kepler satellite having discovered ⇠ 1000 confirmed exoplanets and thousands more potential
candidates (Han et al. 2014). Radial velocity observations are also increasing in precision, as evi-
dent for example by the order of magnitude improvement in the detectable signal from ELODIE
to HARPS (High Accuracy Radial velocity Planet Searcher) and from HARPS to ESPRESSO
(Echelle SPectrograph for Rocky Exoplanet- and Stable Spectroscopic Observations) at the VLT
(Very Large Telescope). As exoplanet observations become more detailed, so too does the study
of exoplanet atmospheres. Each data acquisition of exoplanet atmospheres adds to the pool of
knowledge and allows for further understanding of planetary bodies outside our own Solar System.
This highlights a favourable property of exoplanets; just like the Sun is used as a template for
understanding distant stars, so can the planets in the Solar System provide us with data that
allows direct comparisons with extrasolar planets.
Exoplanets and their atmospheres are of great interest because of the ultimate goal to discover
habitable worlds besides Earth. At present, our understanding of exoplanet atmospheres is almost
entirely theoretical, but through transit spectroscopy of exoplanets we gain an increasingly deeper
understanding of exoplanet atmospheres. Current observational data for exoplanet atmospheres
is almost entirely constrained to large, hot, gas giants. While there are clear di↵erences between
the atmospheres of terrestrial planets and gas giants, the technology is not at a point where it is
plausible to detect and characterise the atmospheres of terrestrial exoplanets. It is important to
establish a strong foundation and pool of knowledge from which to build and draw upon for when
this becomes a reality. Developing a more complete understanding of the formation of planetary
systems and underlying mechanisms of planetary atmospheres will assist in better understand-
ing the tendency for other worlds to possess the necessary characteristics for life or potential
habitability.
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Figure 2.1: Extract from Seager & Deming (2010) demonstrating a planetary transit. A primary eclipse,
or planetary transit, occurs when the orbiting exoplanet crosses the line of sight of the host star from
Earth, partially occulting the star. This shows up as a detectable drop in the light curve of the star
over time, allowing for exoplanet detection. Furthermore, during a primary eclipse the starlight will pass
through the exoplanet atmosphere providing a transmission spectrum from which atmospheric details
can be inferred. A secondary eclipse occurs when the exoplanet passes behind the host star. During a
secondary eclipse only light from the host star is observable. By comparing the spectrum from just before
a secondary eclipse with the spectrum during a secondary eclipse, the light from the exoplanet can be
deduced and an emission spectrum determined.
2.1 Detection of Exoplanets
Exoplanets were first detected in the 1990s. The first orbiting main sequence stars were found
using the radial velocity detection method, whereby an orbiting exoplanet, generally a large gas
giant with mass similar to Jupiter’s, will cause the host star to orbit about the common centre
of mass. This results in a radial velocity of the star that varies relative to Earth, indicating the
presence of the exoplanet (Mayor & Queloz 1995).
Another important method is the transit method, whereby an exoplanet crosses in front of the
line of sight of the host star from Earth (Charbonneau et al. 2000). Figure 2.1 shows a schematic
of a planetary transit. It is apparent that two interesting phenomena can occur, both of which
yield information about the transiting exoplanet. The first is the transit itself, or primary eclipse.
During the transit, information can be obtained from the observed transmission spectrum. The
radius of the planet can be determined from the drop in luminosity as the planet partially occults
the star. It can be shown that this is a function of wavelength. This is because the opacity of
di↵erent species in the atmosphere will also vary as a function of wavelength, and so this will
a↵ect how much light is blocked out and hence the apparent size of the exoplanet. This allows for
an atmosphere’s chemical composition to be inferred and was first demonstrated by Charbonneau
et al. (2002) using the HST to detect Na i in the atmosphere of HD 209458b. The transmission
spectrum provides information regarding the chemical composition of a planet’s terminators, the
interface between the day side and night side of the planet. The primary transit can also yield
properties of the planet such as mass and orbital period (Madhusudhan et al. 2014b).
The second phenomenon that occurs during planetary transits is the secondary eclipse. By mea-
suring the combined emission from star and planet just before the secondary eclipse and comparing
to the emission during the secondary eclipse, the thermal emission spectrum from the exoplanet
5
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can be determined by evaluating the di↵erence between the two. Just before the secondary eclipse,
the observed emission spectrum of the planet will contain both reflected light (optical and ultra-
violet) and thermally emitted light (infrared) Burrows (2014). The primary and secondary eclipse
methods are complementary and allow for determination of the chemical composition and tem-
peratures of an exoplanet.
Due to the nature of exoplanet detection, a large subclass of exoplanets observed are referred
to as hot Jupiters. These are Jupiter-sized gas giants that are orbiting with semi-major axes
 0.05 AU (Seager & Deming 2010). The large size and tight orbits of hot Jupiters are what
makes them ideal for detection via the transit detection method. The closer a planet is to its
host star, the higher the probability to transit in front of the star as seen from Earth (Seager &
Deming 2010). Furthermore, as a result of their close proximity to their host stars, hot Jupiters
are substantially irradiated and reach temperatures in the order of 1000 K. As a result of such
high temperatures and the higher probability of a transit owing to their tight orbits, hot Jupiters
are ideal candidates for investigation into their atmospheres (Seager & Sasselov 1998). The tight
orbits mean the hot Jupiters are expected to be tidally locked resulting in a day side and night
side of the planet (Correia et al. 2014).
There are other methods used to detect exoplanets such as direct imaging and gravitational mi-
crolensing methods. Direct imaging also allows atmospheres to be probed. However, due to
the larger distances of the planets from their host stars, these planets are not nearly as highly
irradiated as hot Jupiters. As such, this paper’s focus is on transiting exoplanets.
2.2 Exoplanet Atmospheres
The first detection of a component of an exoplanet atmosphere was the measurement of atomic
sodium on exoplanet HD 209458b (Charbonneau et al. 2002) by the Hubble Space Telescope
(HST). The presence of strong Na i absorption lines was predicted from atmospheric models by
Seager & Sasselov (2000) and Hubbard et al. (2001). Charbonneau et al. (2002) detected such a
sodium feature as predicted and thus demonstrated the use of contemporary equipment to begin
investigation of exoplanetary atmospheres. A lot of exoplanet atmosphere observational data has
been obtained via telescopes designed originally without exoplanets in mind, that is, the Spitzer
Space Telescope (Spitzer) and the Hubble Space Telescope (HST). However, the installation of
new instruments aboard HST, such as Wide Field Camera 3 (WFC3), means it is more capable
of successfully taking exoplanetary observations (Madhusudhan et al. 2014b). WFC3 is designed
to observe in the near infrared, visible and near ultraviolet bands.
2.3 HD 209458b and Thermal Inversions
Since its detection, HD 209458b has been the subject of great attention and of particular inter-
est because of its relationship with thermal inversions and its proximity to Earth. A thermal
inversion is when the atmospheric temperature deviates from the usual decrease in temperature
with altitude and begins to increase with altitude. Thermal inversions occur on Earth and are
of critical importance because they create cold traps, pockets of warm gas residing above a cold
reservoir. Such a mechanism is of vital importance as it causes water to condense out and rain
back down to Earth, preventing the stratosphere from being wet and e↵ectively trapping water
on Earth. This prevents water from reaching high into the atmosphere where it is destroyed by
ultraviolet radiation in a process called photolysis. A similar process occurs on Titan (Sagan &
Thompson 1984); however as the tropopause is not much colder than the surface, some methane
can escape and is still destroyed by ultraviolet photolysis. This is not the case on Earth as the
mixing ratio of water in the stratosphere is lower due to the stronger cold trap (Lunine & Atreya
2008). This highlights the importance of a cold trap as the stronger cold trap on Earth keeps the
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mixing ratio of water low and prevents it being destroyed. In the last decade as technology has
developed, observations have allowed for information about not only the composition of exoplanet
atmospheres to be detected, but also the thermal structure of these atmospheres.
Knutson et al. (2008) used the Infrared Array Camera (IRAC) on Spitzer to observe HD 209458b
at 3.6, 4.5, 5.8 and 8 µm. Comparison of the measured eclipse depths at these wavelengths with
theoretical predictions highlighted discrepancies, most notably at the 4.5 and 5.8 µm wavelengths
in which the H2O features are much stronger than predicted. This is shown in figure 2.2. The new
observations provided evidence that there exists a thermal inversion which results in the upper
atmosphere producing water emission rather than absorption, thus explaining the stronger water
features at 4.5 and 5.8 µm. Burrows et al. (2007) followed up with this by finding a theoretical
model to fit this new IRAC data from Knutson et al. (2008). Burrows et al. (2007) found that
some extra optical absorber in the upper, low pressure atmosphere is needed to explain the water
emission features, and thus concluded that the thermal inversion is the result of the interaction
of optical stellar flux with some unknown extra absorber in the upper, low pressure atmosphere,
one candidate being TiO as used previously in other studies (Hubeny et al. 2003).
Figure 2.2: Extract from Knutson et al. (2008) demonstrating the emission spectrum of HD 209458b.
Circles show the estimated eclipse depths from observation, the solid line indicates the modelled emission
spectrum and the squares show the spectrum integrated over the Spitzer bandpasses (the bandpasses
themselves indicated by the dotted lines). The two dashed lines show the equivalent spectrum for perfect
black-bodies at 1500 K and 1900 K.
Following on from the detection of sodium in HD 209458b by Charbonneau et al. (2002), Vidal-
Madjar et al. (2011b) analysed the absorption depths of Na i at di↵erent bandwidths as a method
by which to measure the temperature variations as a function of altitude. The initial results were
re-evaluated by Vidal-Madjar et al. (2011a) and more recently by Huitson et al. (2012). The
studies ultimately conclude that the temperature at the terminator rises with increasing altitude
in the regions measured from ⇠ 10 4 bar to ⇠ 10 7 bar which is indicative of a thermosphere – a
second area of increasing temperature with altitude that is located higher than the stratosphere
and at lower densities and pressures. The thermal structure at the terminator as determined by
analysis of sodium absorption lines is shown in figure 2.3.
While there are several pieces of evidence supporting the presence of a thermal inversion in the
atmosphere of HD 209458b, there still exists little understanding of the driving mechanism. As
highlighted, TiO has been hypothesised as a possible candidate as the unknown optical absorber.
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Figure 2.3: Extract from Huitson et al. (2012) showing the Temperature–Pressure curve of HD 209458b
at the terminator. The data points are the measurements taken by Vidal-Madjar et al. (2011a) from
analysis of the absorption depths of Na i lines as a function of bandwidths. Overlaid are models developed
by Showman et al. (2009) (red dashed lines), Garc´ıa Mun˜oz (2007) (black dot-dashed line) and Yelle (2004)
(solid black line). The vertical error bars indicate the altitudes over which each temperature is fitted.
De´sert et al. (2008) sought to detect the presence of both titanium oxide and vanadium oxide in
the atmosphere of HD 209458b through transmission spectroscopy of the terminator (or limb).
De´sert et al. (2008) did not identify either TiO or VO signatures, but suggest that they are indeed
potential candidates to not only provide a mechanism for the thermal inversion in the upper atmo-
sphere, but also be responsible for the broad band feature between 0.62 and 0.8 µm. Furthermore,
De´sert et al. (2008) emphasises that the abundance of TiO should be depleted due to conden-
sation. Hoeijmakers et al. (2015) similarly sought to detect TiO, although they did so through
high-resolution spectroscopy, but showed that it is unlikely to be present in the limb. However,
they highlighted that inaccuracies in the current TiO line lists available is a hindering factor in
TiO detections.
2.4 C/O Ratio
The carbon to oxygen, or C/O, ratio is a parameter to characterise exoplanets and their atmo-
spheres. Madhusudhan et al. (2011) demonstrates the C/O ratio as a characterisation method
with reference to WASP-12b. Through multi-wavelength photometry of WASP-12b, the C/O ra-
tio can be determined to be   1 based on the abundance of CO, H2O and CH4, the main C and O
bearing molecules. The atmospheric observations rule out a strong thermal inversion deeper than
P > 0.01. Madhusudhan (2012) further explores the C/O ratio as a parameter for characterising
exoplanetary atmospheres. He presents the case for 4 classes of exoplanets: the O1 and O2 oxygen
rich classes, and the C1 and C2 carbon rich classes with the numeral su x dividing those classes,
the“1” representing the lower temperature class and the “2” the higher temperature class. C
class planets cannot sustain thermal inversions and so the temperature division is based on the
abundance of H2O and CO and occurs at ⇠ 1200 K. In contrast, the O class planets can support
thermal inversions and so the division is determined by how highly irradiated the atmosphere is
and whether a thermal inversion is possible. Madhusudhan (2012) illustrates how the C/O ratio
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Figure 2.4: Extract from Madhusudhan (2012) showing the molecular mixing fractions as a function of
the C/O ratio for various temperatures. The solid curves (colour coded as per the upper left panel) show
the mixing ratios with respect to H2. All figures are for P = 1 bar. For T & 1500 K sharp transitions in
the abundances of the species (except for CO) can be seen to occur at C/O = 1. The dotted line indicates
solar abundances at C/O = 0.54.
can be determined because of the rapid change in observable molecules on either side of a C/O
ratio of unity. In addition, due to variations in observable molecules at di↵erent temperatures, it
also allows the discrimination between a low temperature “1” and high temperature “2” exoplanet.
This is shown in figure 2.4.
Madhusudhan (2012) further highlights that a high C/O ratio places constraints on the likeli-
hood of thermal inversions, because a carbon rich, C class exoplanet, that is with C/O   1, must
be under abundant in TiO and VO, even without taking into account condensation and gravita-
tional settling (Spiegel et al. 2009). Furthermore, due to the tendency for oxygen to form CO,
oxygen bearing molecules are unlikely to be responsible for thermal inversions in C class exoplan-
ets as the oxygen is already bound up in CO. Madhusudhan (2012) does reiterate that the C/O
ratio is not well constrained for HD 209458b as it still spans both C and O class exoplanets and
so more data is necessary in order to utilise this regime to classify HD 209458b.
Building on Madhusudhan (2012), Line et al. (2014) explored the temperatures and abundances
of nine exoplanets to infer information about the C/O ratios of those exoplanets, one being HD
209458b. Using the Hubble Space Telescope Near Infrared Camera and Multi-Object Spectrome-
ter (NICMOS) and the Spitzer Space Telescope Infrared Spectrometer (IRS), it was found that the
atmosphere required a thermal inversion within a 1 - 0.01 bar region to explain the observations.
From a detected overabundance of CO, HD 209458b was inferred to possess a higher than solar
C/O ratio approaching unity. Together with the previous work from Madhusudhan (2012) this
seems to imply that TiO may not be the optical absorber driving the thermal inversion and that
future observations detecting a high CO abundance will confirm a thermal inversion by some other
means.
2.5 Weak Thermal Inversions
Of recent times, the existence of a thermal inversion in the atmosphere of HD 209458b has come
under increased scrutiny. Zellem et al. (2014) presents a data reduction technique that yields
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Figure 2.5: Extract from Diamond-Lowe et al. (2014) showing their model without thermal inversion
and the model previously determined by Knutson et al. (2008) with a thermal inversion. The left panel
illustrates the di↵erent model atmospheres based on the eclipse depths (Knutson et al. (2008) in blue,
Diamond-Lowe et al. (2014) in red). The 1  and 2  confidence intervals are shown as shaded regions of
their respective colours. The panel on the right shows temperature–pressure curves of HD 209458b based
on the same eclipse depths, those eclipse depths as determined by Knutson et al. (2008) in blue and the
new, shallower eclipse depths from Diamond-Lowe et al. (2014) in red.
inconsistencies with previously published values from Knutson et al. (2008). Specifically, Zellem
et al. (2014) found the eclipses to be ⇠ 35% shallower and iterates that while this does not rule
out a thermal inversion, it provides an interpretation of the measurements that do not require an
inversion to model. Diamond-Lowe et al. (2014) also use data reduction techniques and similarly
find that a model with thermal inversions is not necessary in order to fit the measurements. Figure
2.5 shows the discrepancies between the data from Knutson et al. (2008) and Diamond-Lowe et al.
(2014).
More recently Schwarz et al. (2015) present observational evidence through the use of high-
resolution spectroscopy that carbon monoxide and water are not detected in the HD 209458b
dayside spectrum. By cross-correlating the observed data with a variety of models, the results of
Schwarz et al. (2015) show that the strong inversion model is unlikely. Furthermore, they suggest
that the lack of CO detected is most likely the result of an almost isothermal layer in the atmo-
sphere spanning ⇠ 10 1   10 5 bar, which still leaves open the possibility of a weak inversion
at higher altitudes, or a dampening of the CO signal by clouds or hazes, an idea that has been
considered in the past (Charbonneau et al. 2002; Heng et al. 2012).
The recent data reduction modelling techniques and observational data contrasts the previously
held belief of HD 209458b as a thermally inverted hot Jupiter. Mounting evidence does seem to
point against HD 209458b possessing a strong thermal inversion deep (P & 0.01 bar) in its atmo-
sphere. The recent findings seem to suggest a near isothermal layer while still remaining open to
the potential for a weaker thermal inversion much higher (P . 1⇥ 10 3 bar) in the atmosphere.
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Theory
The project seeks to determine the pressure, density and temperature structure of an exoplanet
atmosphere in thermal and hydrostatic equilibrium and only considers radiative heat transfer.
Thermal equilibrium implies that the temperature profile is constant in time, and hydrostatic
equilibrium means that the pressure gradient is equal and opposite to gravity. The model is
developed and presented in Chapter 4 and uses some equations and scientific definitions that must
first be discussed in order to establish some concepts upon which the model is built. This chapter
presents the theory and mathematics governing the exoplanetary atmosphere model developed.
3.1 Optical Depth
Optical depth, denoted ⌧ , is a dimensionless measure of how optically thick, or opaque, a medium
is to radiation passing through it. In regards to atmospheres, it is defined as increasing into the
atmosphere by convention. As such, ⌧ = 0 corresponds with the absolute top of the atmosphere.
The optical depth is defined mathematically as
d⌧ =  ⇢dz. (3.1)
Here,  is the opacity of the atmosphere, ⇢ the is the density of the atmosphere, and z is the
height of the atmosphere. The negative sign is a result of the z-axis from the surface of a planet
by convention being defined as increasing upwards, the opposite direction to the ⌧ -axis.
Optical depth, ⌧ , is a more useful quantity to work with as opposed to z due to the very small
values of density and opacity at higher altitudes and since ⌧ is used within the radiative transfer
equations. As such, equation (3.1) is substituted into all equations that are z dependent in order
to define them to be ⌧ dependent.
3.2 Hydrostatic Equilibrium
The model assumes hydrostatic equilibrium. Hydrostatic equilibrium is the balance between grav-
ity and the pressure exerted by the compressed matter, that is, the sum of the two is zero. This
is defined mathematically as
g +
1
⇢
dP
dz
= 0.
Here, g is the gravitational acceleration of the planet, ⇢ is the density of the atmosphere and P
is the pressure of the atmosphere. Using equation (3.1), dz can be substituted for an equivalent
expression in terms of d⌧ . Doing so yields
g   ⇢
⇢
dP
d⌧
= 0.
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This can then be further simplified to
dP
d⌧
=
g

. (3.2)
Equation (3.2) must be satisfied in order for the atmosphere to be in hydrostatic equilibrium.
3.2.1 Gravitational Acceleration
As hot Jupiters are highly irradiated their atmospheres reach high temperatures in the order of
1000 K and consequently they possess large scale heights. The scale height is the distance over
which the pressure will decrease by a factor of e. As the model operates over multiple scale
heights, approximating the gravitational acceleration, g to a uniform value throughout the entire
atmosphere can lead g to begin to deviate non-negligibly towards the upper atmosphere. To
improve accuracy, the model computes a value of g at each point in ⌧ . To do so, it is assumed
that the radius of the planet corresponds with the maximum optical depth, ⌧max. ⌧max is defined
as the point below which the atmosphere is optically thick. This is reasonable as the measured
radius of HD 209458b is the transit radius (Burrows et al. 2003), not the surface radius (that is,
the radius at P = 1 bar). The transit radius is radius inferred from transit spectroscopy and so
varies with wavelength. It is the radius below which the atmosphere is optically thick. From this
point, the height to each point above ⌧max is calculated by rearranging equation (3.1) as
dz =  d⌧
⇢
. (3.3)
Again, because of the reversed direction of z relative to ⌧ the negative sign drops out as d⌧ will
always be negative in the positive z direction. Adding this to the planetary radius gives a new
distance from which the gravitational acceleration can be computed as
g =
G mplanet
(rplanet + z)
2 . (3.4)
Here, G is the gravitational constant equal to 6.67⇥ 10 11 N m kg 1, mplanet is the mass of the
exoplanet and rplanet is the radius of the exoplanet. It is assumed that the mass outside of rplanet
is negligible, that is, the atmosphere mass is not considered in calculating g. It was computed that
the maximum z above rplanet is in the order of 107 m. The volume of an individual grid cell as
presented in section 3.4 will also depend on (rplanet + z)
2 but this is not considered in this model.
Instead, a simplification is made in which each ⌧ cell resides in a layer within which the area of
the cell remains uniform throughout.
3.3 Radiative Transfer
Radiative Transfer is the transfer of energy through electromagnetic radiation such as through
absorption, re-emission and scattering processes. When this is the primary mechanism of en-
ergy transportation through an atmosphere, the atmosphere is governed by the radiative transfer
equations. For a one-dimensional, two-ray approximation (that is, a downwards ray, I#, and an
upwards ray, I") these are defined mathematically as
dI#
d⌧
= S   I#, (3.5)
dI"
d⌧
= I"   S. (3.6)
Here both I values and S are intensities in units of J m 2 s 1 and only absorption and re-emission
are considered. S is the source function. It is the amount of radiation emitted from each grid
cell. To derive S, the flux density, F , of the cell must be considered. F is defined by the Stefan-
Boltzmann Law as
F =  T 4, (3.7)
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Figure 3.1: The arbitrary cell of dimensions dx ⇥ dy ⇥ dz. The cell is analysed to determine how
temperature evolves with time. The downwards ray enters the top interface, 1, and leaves the bottom
interface, 2. Conversely, the upwards ray enters 2 and exits 1. Energy is deposited in the cell and this can
be determined by the di↵erences between each rays exit and entry intensities. The derivation ultimately
yields the temperature evolution equation (3.19).
where   is the Stefan-Boltzmann constant. This is equivalent to the flux density for the isotropic
radiation of the cell, defined as
F = ⇡S. (3.8)
as per Karttunen et al. (2007). As such, the source function can be defined by combining equation
(3.7) with equation (3.8). Doing so yields the following expression for the source function
S = ⇡ 1 T 4. (3.9)
3.4 Temperature Evolution
To determine how the temperature of the atmosphere evolves with time, an analysis of an arbitrary
cell can be carried out by evaluating the energy in and out of the cell from the intensity of the
downwards and upwards rays and the source function. First a cell of size dx ⇥ dy ⇥ dz and a
downwards and upwards ray passing through the cell is constructed as shown in figure 3.1.
Now, the volume of this cell is,
dV = dx dy dz.
This can be simplified by the optical depth equivalency from equation (3.1) and by substituting
the surface area of the cell, A for dx dy to yield
dV = A
d⌧
⇢
,
which can be arranged to yield an equation for the area
A =
dV ⇢
d⌧
. (3.10)
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An arbitrary ray passing through the cell in any direction will be of dimension J m 2 s 1 ster 1.
As such, the energy deposited in the cell per steradian will be the di↵erence between the ray’s
intensity at the two interfaces 1 and 2, multiplied by the surface area, A over some evolution period
dt. The energy deposited in each cell will be the total deposited from all rays passing through the
cell. Since the model only considers one dimension, the integration is approximated by separating
it into the upwards and the downwards components, and multiplying the energy per steradian by
the unit hemisphere. As such, the energy deposited in the cell per steradian is multiplied by half
the unit sphere, 2⇡. This yields the change in energy of the cell to be defined as
dE = 2⇡ (I#,1   I#,2)A dt+ 2⇡ (I",2   I",1)A dt,
which can be simplified to
dE = 2⇡A dt (I#,1   I#,2 + I",2   I",1) . (3.11)
The change in intensity of each ray with respect to ⌧ is defined as
dI#
d⌧
=
I#,2   I#,1
d⌧
, (3.12)
dI"
d⌧
=
I",2   I",1
d⌧
. (3.13)
Substituting equations (3.10), (3.12) and (3.13) into equation (3.11) yields
dE = 2⇡ dV ⇢ dt
✓
 dI#
d⌧
+
dI"
d⌧
◆
,
which simplifies to
dE
dV dt
= 2⇡⇢
✓
 dI#
d⌧
+
dI"
d⌧
◆
. (3.14)
Now, the parameter e is equal to the energy per unit mass. Thus, a relation between the infinites-
imals de and dE, the energy of the cell, dV the volume of the cell and dM , the mass of the cell
and ⇢ the density of the cell, can be defined by
de =
dE
dV
dV
dM
=
dE
dV
1
⇢
. (3.15)
The internal energy is related to the temperature, T , through
e = cpT,
which gives
de
dt
= cp
dT
dt
. (3.16)
Here cp is the specific heat capacity of molecular hydrogen. Now, combining equations (3.15) and
(3.16) yields,
dE
dV dt
= ⇢ cp
dT
dt
. (3.17)
Now substituting equation (3.17) – as well as the definitions of the one-dimensional, two-ray
radiative transfer equations (3.5) and (3.6) – into equation (3.14) yields the following
cp
dT
dt
= 2⇡ ( S + I# + I"   S) . (3.18)
This can be simplified to evaluate the change of temperature of each cell in time
dT
dt
=
4⇡
cp
✓
I#
2
+
I"
2
  S
◆
. (3.19)
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3.5 Ideal Gas Density
The density of the atmosphere can be computed directly from the ideal gas law. From Equation
(3.2) it is evident that pressure is a function of optical depth, ⌧ but is independent of temperature
or density. As a result, the density of the atmosphere can be computed directly from the ideal gas
law. As such, the density, ⇢ is calculated as
⇢(⌧) =
P (⌧)
RT (⌧)
. (3.20)
Here R = k/µ is the gas constant, k is the Boltzmann constant and µ is the mean molecular
weight of the hydrogen molecule, which is assumed to dominate the atmosphere.
3.6 Lapse Rate
The lapse rate is the rate at which the temperature of the atmosphere falls with rising altitude.
The adiabatic lapse rate is the rate at which a rising packet of air will change temperature assuming
this packet does not exchange heat with the surrounding atmosphere. At atmospheric lapse rates
less than the adiabatic lapse rate, the packet will cool faster and so will be cooler than the
surroundings, fall back and oscillate around its initial position. Conversely, at atmospheric lapse
rates greater than the adiabatic lapse rate, the packet will cool slower and so will be warmer than
the surroundings and continue to rise. This implies that lapse rates greater than the adiabatic
lapse rate allow for convection to occur. The adiabatic lapse rate is calculated as
 adiabatic =
g
cp
, (3.21)
and the lapse rate of the system is calculated as
  = ⇢
dT
d⌧
. (3.22)
Calculating the lapse rate of the atmosphere is important in determining whether or not the at-
mosphere supports convection.
This definition is specifically for the dry adiabatic lapse rate. There is also a wet adiabatic
lapse rate which takes into account the latent heat that is released as molecules condense out.
As the packet of air cools such that water vapour begins to condense out, heat is released which
will reverse some of the cooling. As such, the lapse rate will increase as the packet has cooled
less rapidly. The wet adiabatic lapse rate is not considered. The inclusion of the wet adiabatic
lapse rate will decrease the adiabatic lapse rate and make convection more likely and so should be
included in future work.
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Model
This chapter describes the model developed using the mathematics outlined in Chapter 3. The
model only considers radiative transfer. This assumption is further analysed in section 6.7 where
the lapse rates are examined to determine if and where convection occurs. The model is for planet
HD 209458b which has planetary properties as per table 4.1.
Radius Mass Semi-major Axis Parent Star Luminosity
(RJupiter) (MJupiter) (AU) (L )
HD 209458b 1.35 0.71 0.045 1.61
Table 4.1: The properties of planet HD 209458b which are used in the model as per Torres et al. (2008).
Charbonneau et al. (2000) detected HD 209458b over a decade ago using the transit method and
determined the planetary properties from the measured light curves. The radius showed strong
agreement with models developed by Guillot et al. (1996) which predicted super-Jovian radii of
radiative/convective gas giants that are highly irradiated due to close proximity to their host
stars. While the super-Jovian radii were predicted by Guillot et al. (1996), it was later shown by
Guillot & Showman (2002) that this is only possible with unrealistically hot temperatures deep
within the atmosphere, and as such there is an unknown internal energy source missing in order to
explain the inflated radius. A number of mechanisms to drive this internal heat source have been
proposed. Guillot & Showman (2002) hypothesise that a small fraction (in the order of ⇠ 1%) of
the stellar flux transformed to kinetic energy and transported dynamically to the inner region of
the atmosphere (Guillot & Showman 2002) can generate su cient heat to produce a large enough
radius for HD 209458b. Alternatively, Bodenheimer et al. (2001) and Bodenheimer et al. (2003)
propose tidal dissipation as the internal energy source; that the forced eccentricities on the planet
by means of an additional planetary companion could generate the internal heating, similar to
the internal heating e↵ect of the innermost Galilean moon, Io. Batygin et al. (2010) present a
magnetohydronamic mechanism for inflating irradiated giant planets to super-Jovian radii. They
propose that ionised atmospheric winds interact with the planet’s magnetic field which leads to
internal heating by ohmic dissipation. Burrows et al. (2003) reiterates that the measured radius is
actually the transit radius (that is, not the planetary radius at 1 bar pressure). Furthermore, they
present a model in which an internal heat source is not required to explain the transit observations.
As noted by Torres et al. (2008), the radius of HD 209458b has been the focus of debate because
of its larger, inflated size, however, for the purpose of this model the inflated radius is used but
there is no internal energy source considered.
As highlighted in section 3.2.1, due to its inflated radius, the atmosphere of HD 209458b spans
multiple scale heights. As such, the hydrostatic equilibrium equation cannot assume a uniform
g throughout the entire depth of the atmosphere. As the measured radius is the transit radius
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Figure 4.1: A diagrammatic representation of the two-ray radiative transfer approximation. This ap-
proximation consists of a downwards and upwards ray in the infrared bandwidth. Energy is transported
through the system following the radiative transfer equations (3.5) and (3.6) and the source function
equation (3.9). Note that the rays have been o↵set for visibility.
(Burrows et al. 2003), it is assumed ⌧max corresponds with this transit radius of 1.35 Jupiter radii
as this is where the planet is deemed optically thick. The additional height to each ⌧ -point is then
calculated as per equation (3.3) and added to the transit radius. This is then used in equation
(3.4) to compute g. If the point corresponding to the transit radius shifted this would result in
slightly varied values. The value of g deep within the atmosphere from ⌧ = 100 to ⌧ = 1 varies by
less than 8% and from ⌧ = 100 to ⌧ = 10 6 by less than 17%.
Numerous species have been detected in exoplanet atmospheres, some of the most unambigu-
ous for HD 209458b being H2, H2O and Na (Burrows 2014). Due to the very low abundance of
H2O (Madhusudhan et al. 2014a) and depleted Na abundances (Charbonneau et al. 2002), this
model assumes H2 dominates the atmosphere.
4.1 Radiative Transfer Model
4.1.1 Single Bandwidth Model
The model developed is based on the simple radiative transfer case of a one-dimensional, two-ray
approximation. In such a model there is a downwards ray, I#, and an upwards ray, I" as illus-
trated by figure 4.1. In this model equations (3.5) and (3.6) govern the transportation of energy
throughout the system.
As the model is to be solved numerically, it is necessary to discretise it for the simulation. Thus,
the optical depth is broken up into a large enough number of points such that the cells are of a
su ciently fine resolution to ensure numerical accuracy. This is discussed further in section 5.3.1.
4.1.2 Source Function
The source function of each point operates in a way that encompasses some properties of both a
black-body and grey-body. Equation (3.9) implies that each ⌧ point operates as an ideal black-body
in the context of emissivities, that is, that ✏ = 1.0 and the point will absorb and emit all radiation
as a black-body in the infrared bandwidth. However, the governing radiative transfer equations
(3.5) and (3.6) outlined in Section 3 are frequency independent. As such, the points operate as a
grey-body in the context of wavelength independence. The source function is constrained to emit
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Figure 4.2: A diagrammatic representation of the three-ray radiative transfer approximation. This
approximation consists of the same downwards and upwards infrared rays as per the two-ray approximation
but includes an additional downwards ray in the visible bandwidth. The downwards visible ray is governed
by the modified radiative transfer equation (4.1). The ray deposits energy at each point in the ⌧ -grid as
it penetrates into the atmosphere. As such, the ray only dissipates as the source function operates in the
infrared bandwidth.
only in the infrared. Since the radiative transfer equations are dependent on the source function,
the model assumes that these upwards and downwards rays operate in the infrared bandwidth.
4.1.3 Dual Bandwidth Model
In order to more appropriately represent atmospheric physics, the two-ray radiative transfer sim-
plification is expanded upon by dividing the radiation into two electromagnetic bands: an infrared
band and a visible band as demonstrated in figure 4.2. This ad-hoc mechanism is implemented in
order to allow for di↵erent species to interact with di↵erent electromagnetic frequencies, as this is
a more accurate representation of real world physics. This is particularly important in regards to
investigating the manifestation of thermal inversions as a commonly hypothesised mechanism for
driving thermal inversions is an optical absorber in the upper atmosphere such as TiO (Knutson
et al. 2008; Burrows et al. 2007; Hubeny et al. 2003). Within this protocol, the downwards and
upwards rays behave as before, but an additional downwards ray in the visible spectrum is imple-
mented. Under this new three-ray protocol, the two downwards rays will interact with di↵erent
layers of the atmosphere depending on the species, and their respective opacities, present.
4.2 Visible Radiation
As a consequence of expanding the two-ray, radiative transfer approximation to a three-ray radia-
tive transfer approximation with two radiation bands, some of the equations outlined in Chapter
3 need to be slightly modified in order to incorporate the additional ray. This includes another
radiative transfer equation in addition to equations (3.5) and (3.6) to govern the propagation
of the visible ray, as well as modifying the temperature evolution equation (3.19) to incorporate
heating due to the visible ray interacting with some optical absorber.
The additional radiative transfer equation is similar to equation (3.5) as it is also a downwards
propagating wave, however as it is in the visible band, there will be no source function as that
radiates as a black-body in the infrared. As such, the equation governing propagation of the
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downwards visible ray is
dI#,vis
d⌧vis
=  I#,vis. (4.1)
Similarly, the visible ray will induce additional heating of each ⌧ point, but the additional cooling
of the point will manifest as increased black-body, infrared radiation. As such, equation (3.19)
needs only to be modified to include the additional heating as per equation 4.2.
cp
dT
dt
= 4⇡
✓
I#
2
+
I"
2
  S
◆
+ 4⇡vis
✓
I#,vis
2
◆
. (4.2)
It should be noted that as there are two di↵erent opacities. Equation (3.1) implies there is also a
second optical depth, ⌧vis, due to the optical opacity dependence. Section 4.3 outlines the model
governing the opacities of each band  and vis. However, a simple relation can be derived in order
to transform from one optical depth scale to another. Combining equation (3.1) and an equivalent
expression in the visible band (assuming equal values for ⇢ and dz) yields the following definition
for ⌧vis in terms of ⌧ ,
d⌧vis =
vis

d⌧. (4.3)
Thus, the optical depths as per the visible opacities can be determined such that they align with
the optical depths as per the infrared opacities. It should be noted that any references herein
to opacities and optical depths without subscript refers to the infrared values, whereas all visible
opacities and optical depths will have the relevant subscripts.
4.3 Opacities
Opacity is a quantity that measures the degree to which a medium prevents incident radiation from
passing through it by reflecting, absorbing or scattering processes. It is frequency dependent but is
approximated by frequency-averaged regimes in this model to liberate this frequency dependence.
Radiation frequency is not incorporated into the model (and as such frequency-averaged opacity
regimes are used) but a degree of frequency dependence is implemented by using di↵erent functions
to govern the opacity for each electromagnetic band separately. This is to better model the
planetary atmosphere which, due to the intrinsic atomic and molecular properties of the various
species, will absorb and re-emit di↵erent wavelengths in di↵erent atmospheric layers. As such, two
opacity regimes are presented.
4.3.1 Infrared Opacity
The infrared rays, both the downwards and upwards, will interact with the various constituent
species – the ice grains, the metal grains, the molecules and the ions as per table 4.2 – that make
up the entire atmosphere. As highlighted earlier, the opacity of the atmosphere is approximated to
be frequency independent and is determined by using the frequency averaged protocol presented
in Bell & Lin (1994). Bell & Lin (1994) divide the frequency averaged opacity law into eight
regions which each possess specific values for i, a and b from which the overall opacity, , can be
evaluated
 = i⇢
aT b. (4.4)
The various regions and respective constants are given by Bell & Lin (1994) as in table 4.2. The
values for ⇢ and T must be input in cgs units in order for the i coe cients shown in table 4.2 to
correctly compute . As such, the output is also in cgs. Figure 4.3 illustrates the opacity curve
in SI units for a selection of five densities after the necessary conversions have been applied. It
should be noted that rain out of the species is not considered in the model.
Bell & Lin (1994) highlight that the transitions occur where (n) = (n + 1), where n is which
region is currently being utilised in the order shown in table 4.2. The di↵erent opacity regions are
summarised as follows
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Figure 4.3: The infrared opacity as a function of temperature, T , and density, ⇢. The function is based
on the power law parameterisation outlined by Bell & Lin (1994) and summarised in table 4.2. The
regions begin from n = 1, Ice grains. The opacity will be dependent on T and ⇢ as per the parameters
corresponding to this region according to the equation  = i⇢
aT b. When (1) = (2) the function then
moves into the second region n = 2, Evaporation of ice grains. This continues all the way through to
n = 8 (or lower if one region doesn’t intersect the next) and the resulting curve is displayed above for five
di↵erent ⇢ values as indicated by the legend.
1. Ice grains – Solid ice grains. In the context of an atmosphere these will be in a suspension
as clouds;
2. Evaporation of ice grains – A transitionary region between solid and gaseous water. With
increasing temperature the opacity drops as the ice grains vaporise leaving less opacity from
the solid ice haze;
3. Metal grains – Solid metal grains. Similar to ice, in the context of an atmosphere these will
be in a suspension as clouds;
4. Evaporation of metal grains – A second transitionary region, this one between solid and
gaseous metal. With increasing temperature the opacity drops as the metal grains vaporise
leaving less opacity from the solid metal haze. If cooling (that is, coming from region 5)
this will correspond with clouds beginning to form as the first refractory metals begin to
condense out;
5. Molecules – Molecular gases. After the metal grains vaporise with rising temperature (that
is, coming from region 4) no ice or metal grains remain. The gaseous opacity corresponds
with the various electronic transitions of the molecules;
6. H-scattering – Hydrogen induced Rayleigh scattering;
7. Bound-free and free-free – Absorption of photons either by an ionising transition in the case
of bound-free or the absorption and re-emission of a photon by an electron near a neutral
atom or molecule, that is, inverse bremsstrahlung, in the case of free-free;
8. Electron scattering – Electron scattering due to a combination of Thomson scattering and
Rayleigh scattering.
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n Region i a b
1 Ice grains . . . . . . . . . . . . . . . . . . . . . . 2⇥ 10 4 0 2
2 Evaporation of ice grains . . . . . . . 2⇥ 1016 0  7
3 Metal grains . . . . . . . . . . . . . . . . . . . 0.1 0 1/2
4 Evaporation of metal grains . . . . 2⇥ 1081 1  24
5 Molecules . . . . . . . . . . . . . . . . . . . . . . 10 8 2/3 3
6 H-scattering. . . . . . . . . . . . . . . . . . . . 10 36 1/3 10
7 Bound-free and free-free . . . . . . . . 1.5⇥ 1020 1  5/2
8 Electron scattering . . . . . . . . . . . . . 0.348 0 0
Table 4.2: An extract from Bell & Lin (1994) showing the Frequency-averaged Opacity Law over Eight
Regions in Order of Ascending Temperature (Bell & Lin 1994).
4.3.2 Visible Opacity
As outlined in section 2, one hypothesised mechanism for driving a thermal inversion in the at-
mosphere of HD 209458b is the presence of some unknown absorber in the visible spectrum. TiO
is one of the species considered as a candidate in the upper atmosphere of hot Jupiters in order
to account for the inferred temperature inversions. The model assumes that the visible radiation
does not interact with the rest of the species in the atmosphere (and hence, is not a↵ected by
the frequency averaged opacity presented by Bell & Lin (1994)) but does with the gaseous TiO
in the atmosphere. This is an area into which to expand in the future as the cloud layers from
the frequency averaged opacity scheme would provide an additional visible opacity source, but is
not explored in this model. Spiegel et al. (2009) present two models where the TiO manifests at
pressures below 0.01 bar and uniformly throughout the atmosphere. Spiegel et al. (2009) found
little variation between the two protocols. Furthermore, Spiegel et al. (2009) highlight the solar
abundance of titanium is
 
Ti
H
 
= fTiO = 10 7 and a TiO abundance of this corresponds with a
grey-absorber of  = 0.02 m2 kg 1 (Spiegel et al. 2009).
Sharp & Burrows (2007) analyse a number of potentially present atomic and molecular species
in exoplanetary atmospheres, one being TiO. They show how the mixing fraction of TiO varies
with respect to temperature and pressure. A function has been fitted to the data presented by
Sharp & Burrows (2007) that determines the mixing fraction of TiO as a function of pressure and
temperature
fTiO = fTiO,initial · e
⇣
6( Patm )
 0.18(1  T2400 K )
⌘
. (4.5)
The function is demonstrated in figure 4.4 over similar spans of temperature and pressure to
emulate the figure presented in Sharp & Burrows (2007). Now from the fTiO the visible opacity
is computed as
visible = 0.02
✓
fTiO
fTiO,initial
◆
m2 kg 1. (4.6)
The temperature–pressure curve that arises in models of the atmosphere of HD 209458b (and
other hot Jupiters) may intersect the condensation curve of TiO (Sharp & Burrows 2007; Spiegel
et al. 2009; De´sert et al. 2008). Therefore, the model takes into account that TiO will condense
out and form clouds at temperatures below ⇠ 1400  1800 K (this is pressure dependent). Using
the data provided in Sharp & Burrows (2007), a best fit for the TiO condensation curve can be
determined. This is presented in figure 4.5 along with a preliminary simulation to demonstrate
the intersection of the TiO condensation curve and the temperature–pressure profile.
When computing the mixing fraction of TiO in the atmosphere, it is first assumed to be uni-
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Figure 4.4: The function as defined in equation (4.5) for computing the mixing fraction of TiO for a
given pressure, P and temperature, T . The function is a fit to the data given in Sharp & Burrows (2007).
Below T = 2400 K the mixing fraction is a constant value (10 7 at solar metallicities). The mixing fraction
is further modified later due to TiO condensation following equation (4.7).
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Figure 4.5: A preliminary simulation which demonstrates the temperature–pressure profile intersecting
the TiO condensation curve. This highlights the necessity to incorporate TiO condensation into the model.
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form over the entire atmosphere as per Spiegel et al. (2009) and then the destruction of the TiO
molecule at high temperatures is taken into account following equation (4.5). When incorporating
TiO condensation, the pressure at the various ⌧ points are compared with the saturated vapour
pressure, Psat, at those points. If the pressure of the ⌧ points is greater than Psat, the mixing ratio
is decreased to
fTiO = fTiO,initial
✓
Psat
Pmodel
◆
. (4.7)
More importantly, the model enforces that the mixing fraction of TiO at each point must be equal
or less than the point below it (with respect to altitude). This ensures that if the TiO is to con-
dense out, it can not then increase its abundance higher in the atmosphere if the ⌧ point higher
in the atmosphere is now above the condensation curve. Because this condition is not enforced
between time steps, some pseudo-mixing is allowed in which the TiO can increase above a point
relative to the time step before it. The model assumes no mixing, and so within any particular
time step the condition to prevent the increase of the TiO mixing fraction with altitude is enforced.
Finally, to improve the accuracy of the model, only a portion of the visible waveband will in-
teract with the TiO, while the remainder penetrates all the way through to ⌧max where it is
reflected back as infrared radiation. This is incorporated into the model as a ratio, fwindow, where
for some intensity ray entering the top of the atmosphere I0, fwindowI0 will interact with the TiO
and (1  fwindow)I0 will penetrate through the atmosphere unimpeded.
4.4 Initial Conditions
The initial conditions of the system as a function of ⌧ as presented in table 4.3 are fed in and solved
as per the simulation presented in Chapter 5. Here, the e↵ective temperature of the exoplanet is
computed by assuming only one hemisphere of the planet is illuminated while the entire surface
reradiates energy. It is defined as
Te↵ =
✓
L?
16⇡r2orbit 
◆1/4
, (4.8)
where L? is the luminosity of the host star, rorbit is the semi-major axis of the planets orbit and  
is the Stefan-Boltzmann constant. The e↵ective temperature was calculated for the HD 209458b
model to be ⇠ 1449.5 K. In this model the albedo was considered to be 0 and so no incident stellar
flux is reflected. Considering non zero albedos would lower the e↵ective temperature and lead to
less irradiated atmospheres but have not been considered here.
Initial Condition
Temperature Constant temperature equal to Te↵
Pressure Computed based on the constant opacity to be equal to g⌧
Density Computed to be equal to PRT
Opacity Constant opacity equal to 0.02 m2 kg 1
Table 4.3: Initial atmosphere conditions
4.5 Boundary Conditions
The boundary conditions are constructed in such a way that the only energy input is via stellar
irradiation and the intensity rays interact down through the atmosphere, are re-radiated as up-
wards infrared rays, and propagate back up again before being allowed to exit the atmosphere. It
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is assumed that the vertical cross-section being considered is the substellar point. Heat redistri-
bution around the planet is ignored. Showman et al. (2009) highlights the significance of winds
and bulk motions in their three dimensional model.
For each ray there are two boundaries: one at the top and one at the bottom of each ray (with
respect to altitude). For each of the downwards rays, there is no condition at the bottom of the
atmosphere. However, at the top of the atmosphere the energy from the star is delivered into the
system through the downwards visible ray. The intensity of the incident ray is
I0 = ⇡
 1 T 4e↵, (4.9)
where   is the Stefan-Boltzman constant and Te↵ is the e↵ective temperature of the exoplanet.
Additionally, the amount that enters at the top of the atmosphere via the downwards visible ray is
restricted by the window parameter that determines the portion of visible radiation which interacts
with the TiO. Conversely, for the upwards ray there is no boundary condition at the top of the
atmosphere; the ray is allowed to exit the system once it reaches the top of the atmosphere. At
the bottom of the atmosphere though is the critical boundary condition in which energy from the
downwards rays are fed into the upwards ray. A reflection is assumed to take place in which the
intensity of the two downwards rays at the bottom is reflected back upwards, as well as whatever
portion of the visible radiation that was allowed to penetrate through the atmosphere without
interacting with the TiO, that is, (1 fwindow). The boundary conditions are summarised in table
4.4.
Top (⌧ ⇠ 0) Bottom (⌧ = ⌧max)
I#,vis fwindowI0 -
I# - -
I" - I#(⌧max) + I#,vis(⌧max) + (1  fwindow)I0
Table 4.4: Boundary conditions for the three rays. Energy is delivered into the system through the
downwards visible ray, and so the boundary condition at the top of the atmosphere for the downwards
visible ray is the equal to the stellar intensity multiplied by the size of the visible opacity window fwindow.
The only other boundary condition is that of the upwards infrared ray. This is equal to all of the downwards
rays being reflected back upwards. As such, the upwards infrared ray at ⌧max is equal to the sum of all
the downwards rays (including the unimpeded visible ray outside the visible opacity window) at ⌧max.
4.6 Complete Model
Thus, the model in its entirety can be illustrated as in Figure 4.6.
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Figure 4.6: A diagrammatic representation of the complete model. This approximation consists of the
same downwards and upwards infrared rays and downwards visible ray as per the three-ray approximation
but incorporates a window which allows only a portion of the incident visible ray to interact with the
TiO and the remaining portion to penetrate unimpeded to ⌧max. The model also shows the boundary
conditions enforced. I0 is the visible radiation being deposited into the system and is split between the two
visible downwards rays, as previously outlined. The downwards rays are assumed to reflect back upwards
at ⌧max. As such, the upwards infrared ray is provided with the energy from the non-interacting visible
ray, the remaining energy from the interacting visible ray, and the energy from the downwards infrared
ray at ⌧max. Note that the rays have been o↵set for visibility.
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Simulation
The method to determine the pressure, density and temperature structure of an exoplanet atmo-
sphere was outlined in Chapter 3. I have developed a Matlab programme to numerically solve the
system through the initial transient stages until a steady-state is reached, upon which the thermal
structure of the exoplanet atmosphere can be examined. A parameter for the maximum number
of runs is implemented in order to prevent never ending loops by halting the simulation after Nmax
runs for those simulations that do not reach a steady-state.
5.1 Fundamentals of simulation
The fundamental process of the simulation is shown in figure 5.1 and summarised as follows:
1. Simulation begins;
2. Constants initialised;
3. Algorithm variables initialised;
4. Main looping process begins;
5. I#, I", I#,vis are computed using the first order exponential integrator (explained in section
5.2.1) method to solve the radiative transfer equations;
6. The adapted time-step, dt is computed;
7. The temperature is computed using the Runge-Kutta 4 method to solve equation (3.19) ;
8. The infrared opacity is computed using the frequency averaged, grey body protocol outlined
in section 4.3.1;
9. The pressure is computed using the Runge-Kutta 4 method to solve equation (3.2);
10. The density is computed by analytically solving equation (3.20);
11. The algorithm repeats from step 8 if it is one of the first X (a constant specified by the user)
runs through, if not, the algorithm proceeds;
12. The visible opacity is computed using the method outlined in section 4.3.2;
13. Data is saved. This step is done only once every Y (a constant specified by the user) runs
to strike a balance between computational time and data redundancies.
14. The time is incremented by the time-step, dt, computed in step 6;
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15. The algorithm halts if the system is deemed to be in a steady-state, if not, the algorithm
proceeds;
16. The algorithm repeats from step 5 if it has not completed all of the runs through, if it has,
the algorithm proceeds;
17. All data is saved;
18. The final information is output to the user;
19. Figures are displayed to the user;
20. Simulation ends.
5.2 Numerical Techniques
As evident in 5.1, there are some numerical techniques implemented in the algorithm to determine
the thermal structure of the exoplanetary atmosphere. These include the first order exponential
integrator and the Runge-Kutta 4 methods.
5.2.1 First Order Exponential Integrator
The first order exponential integrator is a numerical method used to solve partial and ordinary
di↵erential equations. In the case of the three radiative transfer di↵erential equations to be solved
in the model, the solutions are
dI#
d⌧
= S   I# =) I# (n+ 1) = e d⌧(n)I# (n) +
⇣
1  e d⌧(n)
⌘
S (n) , (5.1)
dI"
d⌧
= I"   S =) I" (n  1) = e d⌧(n 1)I" (n) +
⇣
1  e d⌧(n 1)
⌘
S (n) , (5.2)
dI#,vis
d⌧
=  I#,vis =) I#,vis (n+ 1) = e d⌧(n)I#,vis (n) . (5.3)
Note that the upwards ray is computed from the bottom up hence the decreasing n values.
The e↵ect that the resolution of the ⌧ -grid has on the accuracy of the first order exponential
integrator is examined in section 5.3.1.
5.2.2 Runge-Kutta 4
The Runge-Kutta 4 method is another numerical method used to solve ordinary di↵erential equa-
tions. The Runge-Kutta 4 method is summarised as follows. For an ordinary di↵erential equation
of the form
dy
dt
= f(t, y), y(t0) = y0.
Then for a timestep of dt, yn+1 and tn+1 are defined as follows
yn+1 = yn +
dt
6
(k1 + 2k2 + 2k3 + k4) ,
tn+1 = tn + dt.
Here k1, k2, k3 and k4 defined as follows
k1 = f(tn, yn),
k2 = f(tn +
dt
2
, yn +
dt
2
k1),
k3 = f(tn +
dt
2
, yn +
dt
2
k2),
k2 = f(tn + dt, yn + dtk3).
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Figure 5.1: A diagrammatic representation of the fundamental flow of the simulation. The convergence
loop is included to reduce the number and extent of the initial under- and overshoots that arise due to
the interconnected dependencies of the opacity, pressure and density calculations.
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As such, for equation 3.2, this yields
dP
d⌧
=
g

, P (⌧0) = 0.
And for a ⌧ spacing of d⌧ , Pn+1 and ⌧n+1 are defined as follows
Pn+1 = Pn +
d⌧
6
(k1 + 2k2 + 2k3 + k4) ,
⌧n+1 = ⌧n + d⌧.
Here k1, k2, k3 and k4 are defined as follows
k1 =
g
n
,
k2 =
g
n
+
d⌧
2
k2,
k3 =
g
n
+
d⌧
2
k3,
k2 =
g
n
+ d⌧k3.
5.3 Numerical Considerations
A number of considerations were made in order to optimise the simulation in both accuracy
and computational time. One numerical test that was not explored completely was ensuring the
energy in the into the system is equal to the energy out of the system. A comparison finds a < 1%
discrepancy between these values.
5.3.1 Resolution of ⌧ Grid
The ⌧ -grid used was logarithmically spaced from a ⌧min = 10 6 to a ⌧max = 102. The maximum
was selected as this was a point below which the atmosphere was optically thick. The minimum
was selected as this provided information about the structure of the upper atmosphere but reached
into regions where a thermal inversion would be undetectable. As such, any lower was deemed
unnecessary. This bound does drive thermal inversions lower and so there is often a compres-
sion of results at the upper boundary. Going lower lets the thermal inversions rise but as these
are already weak and in an undetectable region in the upper atmosphere it was left at ⌧min = 10 6.
The resolution of the ⌧ -grid can have an e↵ect on the accuracy of the results, specifically, the
finer the resolution the more accurate the results. This is shown in figure 5.2 demonstrating the
converging temperature–pressure curves with increasingly finer ⌧ -grids. However, as expected this
comes at the expense of computation time. This is because the first order exponential integrator
and the Runge-Kutta 4 techniques compute the value at each ⌧ -point from the value at the ⌧ -point
preceding it. As a result of this increase in computational expense with increased ⌧ resolution,
a compromise is met which seeks to maximise accuracy within the given time constraints. A
comparison of how computation time and numerical accuracy is a↵ected by ⌧ -grid resolution is
presented in figure 5.3. Ultimately a ⌧ -grid consisting of 1000 points was used.
5.3.2 Adaptive Timestep
In order to reach a steady-state, enough time must elapse in order for the transient period to
have subsided. Large time steps decrease the accuracy of the simulation by allowing for large
overshoots and undershoots to manifest which can result in instabilities. Conversely, small time
steps increase computational time. As such, an adaptive timestep is implemented that strikes a
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Figure 5.2: Increasing the resolution of the ⌧ -grid results in converging temperature–pressure curves.
The resolutions of the ⌧ -grid are as per the legend and the relative change with each increase in resolution
is seen to decrease, highlighting that once suitably fine, increasing the resolution of the ⌧ -grid does not
yield su ciently improved accuracy given the computational expense.
balance between the two extremes. The adaptive timestep is computed during each run of the
loop as
dt = fstep min
⇣ cp
4 T 3
⌘
. (5.4)
Here fstep is an input parameter tuned to yield good performance free of oscillations. For the
simulations a value of fstep = 0.25 was used. Equation (5.4) corresponds to the smallest time it
takes for all the cells to radiate away the thermal energy. It is computed by evaluating the simple
adaptive timestep,
dt =
T
dT
dt
, (5.5)
and examining only the energy leaving the cell in equation (3.19), that is, ignoring the downwards
and upwards rays. Substituting the modified equation (3.19) into equation (5.5) yields
dt =
T
4⇡
cp
( S) . (5.6)
Substituting equation (3.9) in for S produces
dt =
T
4⇡
cp
( ⇡ 1 T 4) . (5.7)
And this can be rearranged into equation (5.4) to which only the minimum value is taken over the
⌧ grid and it is multiplied by some factor fstep to ensure convergence. By taking only the smallest
time, this increases the level of robustness by removing chance overshoots and undershoots from
using a timestep that is too large.
5.3.3 Initial Looping
From equation (3.2) it can be seen that pressure is dependent on g and . Similarly from equation
(3.20) it can be seen that density is dependent on P . It has also been shown in section 4.3.1 that the
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Figure 5.3: Two curves to emphasise the tradeo↵ necessary in order to minimise both error and compu-
tation time. The blue plot demonstrates that increasing the resolution of the ⌧ -grid results in increased
accuracy as the relative di↵erence between a very high resolution grid and some resolution N decreases.
Conversely, the red plot illustrates that increasing the resolution of the ⌧ -grid yields an increased compu-
tation time. This highlights the importance of selecting an appropriate ⌧ -grid that attempts to provide a
suitably converged solution but not at the expense of excessive computation time.
frequency averaged opacity used in the model is dependent on ⇢. Thus, there are interdependencies
between pressure, density and the infrared opacity. As a result the simulation can oscillate initially
as these three variables first approach equilibrium. To alleviate this, during the first batch of runs
through the simulation there is a convergence loop where these three variables are computed
multiple times. This reduces initial oscillations and improves accuracy during the early stages of
the simulation.
5.3.4 Stability Before g Computed
As discussed in Chapter 4, g is computed at each ⌧ -point as the atmosphere spans multiple scale
heights. During the initial transient state, the densities and temperatures towards the top of the
atmosphere can lead to numerical challenges. As such, a uniform value for g is assumed initially
until a steady-state is found. After this, g is then calculated at each ⌧ -point until a second steady-
state is reached. This leads to minor changes in the final thermal structure and a noticeable
feature when examining the evolution plots.
5.3.5 Bell & Lin Lookup Table
The Bell & Lin (1994) opacity is initially computed for a large selection of densities to construct a
lookup table to be accessed during the simulation by bilinear interpolation. This does not have a
significant impact on the accuracy of the  determined but significantly decreases computational
time. A graphical representation of the lookup table is shown in figure 5.4.
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Figure 5.4: A two dimensional infrared opacity table showing which region, as per those in table 4.2,
a given temperature and density resides. The process to calculate each frequency averaged opacity curve
for a given density value, ⇢, is as outlined in section 4.3.1. This calculation is repeated over a span of ⇢
values and the resulting series of curves make up a matrix that can be plotted to yield a two dimensional
equivalent of the Bell & Lin (1994) curve shown in figure 4.3. This table shows the region values rather
than the  values. A lookup table with the  values is used in the simulation to determine the opacity at
each ⌧ -point via bilinear interpolation.
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Results & Discussion
This chapter presents and discusses in detail the key results from the project. This includes the
e↵ect of di↵erent visible opacity regimes, the e↵ect of the condensation of TiO, how the visible
opacity window a↵ects the thermal structure, how TiO metallicity a↵ects the thermal structure
and how the orbital semi-major axis a↵ects the thermal structure. Furthermore, the evolution of
the atmosphere is shown to demonstrate convergence towards a steady-state.
The first simulations for demonstrating the e↵ect of the various visible opacity regimes are for
solar TiO metallicities (Spiegel et al. 2009) and for a fwindow of 20%. These are presented in
sections 6.1 and 6.2.
6.1 Thermal Structure of Single Bandwidth Model
The single bandwidth model demonstrates the e↵ects of the Bell & Lin (1994) opacity on the
thermal structure of the atmosphere. Specifically, there is no visible opacity and so all of the inci-
dent visible ray reaches ⌧max where it is re-radiated in the upwards infrared ray. Thus, all heating
is from below. As outlined in section 4.3.1, the parameterisation incorporates eight di↵erent fre-
quency averaged regimes. The Bell & Lin (1994) curve is temperature and density dependent. The
variations in opacity arise due to certain ⌧ -points falling under di↵erent regimes. These variations
cause implications to the equilibrium reached due to the opacity dependence of the temperature
evolution equation (4.2). As such, variations in opacity manifest in the thermal structure as shown
in figure 6.1.
Analysis of the opacities of the ⌧ -grid of the atmosphere shows that the ⌧ -points are mostly
constrained within region 4 and 5, which are the transition region Evaporation of metal grains
and the Molecules region respectively. Region 4 corresponds with metal grains condensing out as
cloud (region 3, Metal grains being the regime when the entirety has condensed out). The opacity
is such that the hotter, denser atmosphere is in region 5 as molecules and as the atmosphere cools
with rising altitude, the first refractory metals begin to condense out as cloud.
This transition in opacity regimes from region 5 to region 4 is observable in the temperature–
pressure curve by the change in lapse rate at P ⇡ 0.2 bar. The second change in lapse rate,
occurring at P ⇡ 0.001 bar is the result of a thermal equilibrium being reached, that is, the two
rays balance the source function, and so is independent of opacity.
6.2 Thermal Structure of Dual Bandwidth Model
The dual bandwidth model adds TiO to the atmosphere which equates to the incorporation of an
additional heating source. From equation (4.1), it can be seen that the intensity of the ray decreases
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Figure 6.1: The temperature–pressure curve for the two-ray radiative transfer simulation. The simulation
assumes no visible opacity and as such no additional heating source. The variation in lapse rate in the
lower atmosphere is the result of the piece-wise Bell & Lin (1994) curve whereby the opacities can vary
di↵erently depending upon which region each ⌧ -point falls. The isothermal upper atmosphere is a result
of the heating of the infrared rays balancing the cooling of the source function following equation (4.2).
with increased optical depth, that is, the ray attenuates as it penetrates into the atmosphere.
Furthermore, there is no equivalent source function in the visible band, that is, the ray only
diminishes in strength. As such, the heating will only penetrate so far into the atmosphere before
the ray has dissipated to negligible intensities. With the addition of the visible ray there are a few
di↵erent implementation methods considered that are discussed in the following sections.
6.2.1 Constant Visible Opacity
The constant visible opacity yields a strong thermal inversion in the upper atmosphere at P ⇡
0.004 bar as illustrated in figure 6.2. The almost discrete nature of the inversion and the slope
variations in the upper atmosphere is the result of the influence the infrared opacity has on the
thermal structure. The visible ray deposits energy into the ⌧ -points of the upper atmosphere
thereby acting as an additional heating source. However, this heating is further compounded by
a drop in infrared opacity as the increased temperature drives the infrared opacity into di↵erent
regimes. As the only cooling of each ⌧ -point comes from the negative term in equation (4.2) (which
is dependent on infrared opacity) a drop in  results in decreased cooling ability. Without the
visible ray, an equilibrium is reached because the infrared opacity also a↵ects the heating from
the upwards and downwards infrared rays. However, with an additional heating source, a drop in
infrared opacity drives the temperature higher. Eventually the temperature can reach high enough
temperatures that the cooling from the source function can balance both the heating sources.
As the visible ray only penetrates so far into the atmosphere with non-negligible (> 1 W m 2)
intensities, below the thermal inversion the thermal structure is very similar to that of the single
bandwidth model. Likewise, the lapse rate change in this lower part of the atmosphere is the same
as described in section 6.1. Above the thermal inversion there are two distinct lapse rates. The
first, just above the inversion, corresponds with regime 5 Molecules. This implies that above the
inversion there is no cloud, or metal grains, in the atmosphere as they have evaporated. The lapse
rate higher in the atmosphere corresponds with regime 6 H-scattering.
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Figure 6.2: The temperature–pressure curve for the three-ray radiative transfer simulation. The simu-
lation assumes a constant visible opacity of vis = 0.02 m
2 kg 1. As the visible ray will dissipate as it
penetrates the atmosphere, the thermal structure in the lower atmosphere is shown to be similar to that
of the atmosphere that is absent of TiO. In the upper atmosphere, a strong thermal inversion manifests as
a result of the additional heating source. Similarly to the variation experienced in the lower atmosphere,
the variation in lapse rate in the upper atmosphere is the result of the piece-wise Bell & Lin (1994) curve.
6.2.2 TiO Destruction at High Temperatures
As outlined in section 4.3.2, Sharp & Burrows (2007) show a temperature and pressure dependency
for the mixing fraction of TiO. Figure 4.4 illustrates the drop in fTiO at higher temperatures.
By incorporating TiO destruction at high temperatures into the simulation, this puts a loose con-
straint on the temperatures in the upper atmosphere. As the temperature rises the visible opacity
will drop as the abundance of TiO depletes. With less visible opacity in the upper atmosphere,
this decreases the strength of the additional heating source. As such, a thermal equilibrium will
be reached at a lower temperature as the cooling from the source function will balance the heating
from the depleted TiO at a lower temperature. As a result, an isothermal region develops as
demonstrated in figure 6.3.
Similar to the previously presented simulations, the structure in the lower atmosphere is more
or less unchanged. The exception would be deep within the atmosphere as the temperature
reaches high levels it will also be depleted just as in the upper atmosphere. However, deep in the
atmosphere the pressure is higher, and with a higher pressure the rate of depletion is less (evident
in figure 4.4). So the lower atmosphere will begin to slowly approach an isothermal region as in
the upper atmosphere albeit much less rapidly (with respect to ⌧).
6.2.3 TiO Condensation
The simulations indicate that TiO rainout must be considered because the temperature–pressure
curve intersects the condensation curve of TiO as shown in figure 4.5. The details of the conden-
sation curve and how this a↵ects the mixing fraction of TiO is outlined in 4.3.2. Fundamentally,
when the temperature–pressure curve falls below the condensation curve the mixing fraction of
TiO is scaled according to equation (4.7). Moving altitudinally upwards the simulation enforces
that the TiO mixing fraction is always equal to or less than the ⌧ -point below it. In such a
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Figure 6.3: The temperature–pressure curve for a simulation that includes TiO destruction at high
temperatures. The simulation has an initial uniform mixing fraction of TiO of 10 7 which then decays
with respect to pressure and temperature following equation (4.5). The resulting mixing fractions are
then used to compute the opacity following equation (4.6). The e↵ect of the TiO destruction in the upper
atmosphere can be seen by the upper atmosphere beginning to take on an isothermal profile. This is the
result of the TiO heating the upper atmosphere which will begin to destroy the TiO causing a depletion
in the mixing fraction and visible opacity. With this loose upper constraint on the TiO, and hence visible
opacity, the variations in lapse rate are no longer evident as the temperatures are not being driven into
higher opacity regimes.
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Figure 6.4: The temperature–pressure curve for a simulation that assumes an initial uniform mixing
fraction of TiO of 10 7 which then decays with respect to pressure and temperature following equa-
tion (4.5). The mixing fraction is further decreased by condensation following equation (4.7) when the
temperature–pressure curve passes below the TiO condensation curve. The resulting mixing fractions are
then used to compute the opacity from equation (4.6). Su cient TiO condenses out such that there is no
longer a high enough abundance to drive a thermal inversion and so the overall thermal structure takes
on a similar profile as for the two-ray radiative transfer simulation.
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way, this ensures that if TiO condenses out it cannot be reinstated at a higher altitude if the
temperature–pressure curve crosses back above the TiO condensation curve.
The e↵ect of incorporating TiO condensation into the simulation on the temperature–pressure
profile is shown in figure 6.4. It is apparent in this simulation, that rainout depletes the abun-
dance of TiO enough that it is no longer su ciently abundant to cause a thermal inversion. There
is some minor heating deep in the atmosphere as shown by the slight turn-up at P ⇡ 0.1 bar,
but with higher altitudes more and more TiO is rained out which rapidly depletes the TiO to no
longer have a noticeable e↵ect on the temperature–pressure curve.
6.3 E↵ect of Visible Opacity Window
One of the mechanisms implemented to more accurately model the atmosphere is the visible opac-
ity window, fwindow. As highlighted in section 4.3.2, the window allows only a portion of the
visible ray to interact with the TiO while the remaining portion of the ray is allowed to penetrate
unimpeded through the atmosphere to ⌧max, where it is ultimately reflected back in the upwards
infrared ray. This is to take into account the fact that the TiO is unlikely to interact with visible
radiation at all wavelengths, analogous to ozone on Earth only interacting with a portion of the
incident ultraviolet radiation. Figure 6.5 demonstrates how the thermal structure of the atmo-
sphere varies with respect to fwindow. The simulation is for four times solar Ti abundances and
includes both TiO destruction and condensation.
It can be seen that the visible opacity window needs to be su ciently high to drive a thermal
inversion. Increasing the size of the visible opacity window means the portion of the incident ray
interacting with the upper atmosphere will be of a higher energy. As such, there is more energy
available to be deposited into each cell. If the window is not large enough the temperature–pressure
curve remains below the TiO condensation curve which means vis remains low, and  relatively
large in comparison so the cooling dominates the heating. Once the window is large enough the
intensity of the ray interacting with the TiO is su cient to overcome the cooling from the infrared
opacity and can heat the temperature–pressure curve above the TiO condensation curve. This
corresponds with a lower  and cooling and consequently further heats that point ensuring stability.
The visible opacity window also influences the lower atmosphere. When there is a small por-
tion of the energy interacting in the upper atmosphere, this means the remaining incident ray
that penetrates to ⌧max will be of a higher intensity. As such, more energy will be available to be
deposited into each cell when this energy is reflected upwards as infrared radiation. This drives
higher temperatures deep in the atmosphere, and lower temperatures when less of the incident
radiation is able to reach ⌧max. At fwindow = 1, the incident visible radiation that penetrates
through to ⌧max is negligible and so the only heating is from the source functions between cells.
This yields an isothermal layer deep within the atmosphere as there is no additional heating source
to drive a higher temperature at these depths.
6.4 E↵ect of TiO Metallicity
The majority of simulations thus far have all considered the abundance of TiO of ⇠ 10 7 which
corresponds with the abundance of Ti at solar metallicities (Spiegel et al. 2009). Under these con-
ditions it has been shown that the TiO abundance is too low to drive a strong thermal inversion
(although to demonstrate the e↵ect of fwindow the TiO abundance was pushed up to four times
solar Ti abundance). The influence the TiO abundance has on an atmospheres thermal structure
is investigated by increasing the TiO abundance above solar metallicities. This is illustrated in
figure 6.6 for a constant visible opacity window of 60% and includes both TiO destruction and
condensation.
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Figure 6.5: The temperature–pressure curve for a series of simulations with a constant TiO mixing
fraction of 4 ⇥ 10 7 but each with a di↵erent size fwindow from 0 through to 1. When enough incident
visible radiation interacts with the TiO then a thermal inversion can be triggered. For these simulations,
greater than or equal to 80% of the incident visible radiation must interact with the TiO in order for enough
energy to be deposited in the upper atmosphere to drive a thermal inversion. In the lower atmosphere,
as the size of the window increases this corresponds with less visible radiation penetrating deep into the
atmosphere. As such, the temperatures of the lower atmosphere are higher at low fwindow values. For
the case of fwindow = 1, the incident visible radiation that penetrates through to ⌧max is negligible and so
the only heating is from the source function between cells. This yields an isothermal layer deep within
the atmosphere as there is no additional heating source to drive a higher temperature at these depths.
This di↵ers to all cases where fwindow < 1 in which some non-negligible amount of radiation is allowed to
penetrate through and is reflected upwards providing a heating source at the bottom of the atmosphere.
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Figure 6.6: The temperature–pressure curve for a series of simulations with a constant fwindow of 0.6 but
each with a di↵erent TiO mixing fraction from 1⇥ 10 7 to 10⇥ 10 7. When enough TiO is available then
a thermal inversion can be triggered. For these simulations, TiO abundances of greater than or equal to
6 times solar are necessary in order for enough energy to be deposited in the upper atmosphere to drive a
thermal inversion. In contrast to varying the visible opacity window, the lower atmosphere is not a↵ected
by TiO abundances as the strength of the incident visible radiation will dissipate in the upper atmosphere
to negligible strengths before it reaches the lower atmosphere.
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Increasing the metallicity has a similar impact on the upper atmosphere as increasing the size
of the visible opacity window, however the mechanism behind each varies. Whereas increasing the
size of the window allows for a stronger ray to interact with the TiO, increasing the metallicity
allows weaker rays to have a stronger e↵ect because the visible opacity is higher. While the mech-
anism di↵ers, the resulting e↵ect is similar. Below a certain metallicity, there is not enough TiO
for the visible ray to interact with and to overcome the cooling from the infrared opacity of the
atmosphere. When the TiO abundance is high enough, the heating from the incident interacting
visible ray and the more abundant TiO will be su cient to overcome this cooling. This again will
push the temperature–pressure curve above the TiO condensation curve which drops the infrared
opacity, and consequently the cooling, ensuring sustained heating and stability.
In regards to the lower atmosphere though, the resulting thermal structures di↵er. While in-
creasing the visible opacity window means less energy can penetrate through the atmosphere to
⌧max, increasing the metallicity does not a↵ect this. The same amount of energy still reaches the
lower atmosphere. Increasing the metallicity but keeping a constant visible opacity window means
the intensity of the ray reaching the surface remains unchanged, just the visible opacity is greater
in the upper atmosphere and so the same incident interacting visible ray can heat the atmosphere
more e↵ectively. As such, the lower atmosphere remains more or less unchanged to variations in
TiO abundance.
6.5 Constraining Thermal Inversions
The e↵ects of both the visible opacity window and TiO metallicity on the thermal structure of
the atmosphere can be extended to span both parameters, thereby constructing a matrix. This
highlights two parameters that this model determines as necessary to drive a thermal inversion.
6.5.1 Complete Model
The complete model is that as described in Chapter 4 for exoplanet HD 209458b. The simulations
vary the TiO abundances from 1 ⇥ 10 7 to 10 ⇥ 10 7 and the visible opacity window from 0%
through 100%. All temperature–pressure curves for the entire parameter space are presented in
figure 6.7.
The plots of all the temperature–pressure curves show that over the entire parameter space of
TiO abundances and size of the visible opacity window, when a thermal inversion occurs there is
a reasonably tight constraint for it occurring between P ⇡ 10 5 bar and P ⇡ 10 4. Whether a
thermal inversion manifests or not, the underlying structure of the upper atmosphere shows strong
agreement across the entire parameter space. The lower atmosphere shows far greater variation.
This is the result of the visible opacity window which controls how much incident visible radiation
reaches ⌧max unimpeded which ultimately drives the temperature of the lower atmosphere.
At the interface of the upper and lower atmosphere is a thermal instability. This occurs in all
simulations in which there is an additional heating source (that is, when fwindow > 0) at P ⇡ 0.05
bar. The non-linear evolution of the instability appears to be bounded, appearing as low-amplitude
oscillations in all the thermodynamical properties of the atmosphere. It does not dissipate or grow
in strength. The thermal instability is discussed in further detail in section 6.8 and its e↵ect on
the occurrence of thermal inversions in section 6.5.2. Between the thermal instability and the
thermal inversion there exists a near iso- to isothermal region.
As outlined in sections 6.3 and 6.4, both the visible opacity window and the abundance of TiO
have an e↵ect on whether or not a thermal inversion occurs. While they both lead to changes in
the heating in the upper atmosphere, they do so by di↵erent mechanisms, one by increasing the
39
Chapter 6: Results & Discussion
Temperature, T [K]
1000 1500 2000 2500 3000 3500 4000
P
re
ss
u
re
,
P
[b
ar
]
10−7
10−6
10−5
10−4
10−3
10−2
10−1
100
101
Figure 6.7: The temperature–pressure curves for the complete three-ray radiative transfer simulations
varying TiO abundances from 1⇥10 7 to 10⇥10 7 and the visible opacity window from 0% through 100%.
Over the entire parameter space, the thermal inversions remain constrained within a tight band between
10 5 and 10 4 bar. The lower atmosphere shows variation mostly as a result of the visible opacity window
which influences how much incident visible radiation is allowed to penetrate to ⌧max unimpeded which
ultimately drives the temperature of the lower atmosphere. Between the upper and lower atmosphere, a
thermal instability manifests across all simulations in which some visible radiation interacts with the TiO
(that is, when fwindow > 0) but remains constrained tightly between 10
 2 < P < 10 1 bar.
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Figure 6.8: The parameter matrix demonstrates that both the abundance of TiO and the size of the
visible opacity window influence whether a thermal inversion occurs. An atmosphere is identified to have
a thermal inversion if there is a large inversion of ⇠ 100 K over a small pressure region and is shown in
yellow. As metallicity increases and hence also the visible opacity, less incident visible radiation is required
to yield the same heating e↵ect. This is represented by the upper triangle of the parameter matrix which
corresponds to those parameters which generate a thermal inversion.
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Figure 6.9: The temperature–pressure curves for the complete three-ray radiative transfer simulations
varying the TiO abundances from 1⇥ 10 7 to 10⇥ 10 7 and the visible opacity window from 0% through
100%. The simulations use a similar protocol to Spiegel et al. (2009) in which vis = 0 for P > 0.01
bar. This does not greatly a↵ect the thermal inversion and similar to those without the visible opacity
constraint, the thermal inversions occur in a tight band between 10 5 and 10 4 bar. The temperature–
pressure curves di↵er to the simulations without the visible opacity constraint in the lower atmosphere.
Without visible opacity, the lower atmosphere does not have an additional heating source and so the
thermal instability does not occur.
portion of incident visible radiation interacting with the TiO, the other by increasing the amount
of TiO with which to interact. As the mechanisms di↵er, varying both can lead to di↵erent con-
ditions under which a thermal inversion can occur. To analyse the e↵ect of both variables on
the atmospheres’ ability to drive a thermal inversion, a parameter matrix was constructed that
shows whether or not a thermal inversion occurs for di↵erent sizes of fwindow and di↵erent TiO
abundances. Figure 6.8 demonstrates that as the metallicity increases, a thermal inversion can
occur for smaller visible opacity windows. As such, the thermal inversion is constrained to the
upper triangle of the parameter matrix.
6.5.2 TiO Only Below Pcrit
To establish that the thermal instability does not corrupt the underlying thermal structure of the
atmosphere, the simulations were ran over the entire parameter space with the only modification
being that used in Spiegel et al. (2009) whereby the visible opacity is assumed to be 0 for P > 0.01
bar. This is most likely not physical scenario and is used in order to test the e↵ects of TiO deeper
in the atmosphere. The combined plot of all temperature–pressure curves is shown in figure 6.9
and the corresponding parameter matrix in figure 6.10.
It can be seen that there is very little change to the underlying temperature–pressure curve of the
atmosphere, especially the upper atmosphere. The upper atmosphere shows strong corroboration
with the complete model and the thermal inversion is similarly constrained to within the pressure
boundaries of between P ⇡ 10 5 and P ⇡ 10 4 bar as before. As in the complete model, an
inversion occurs when the combination of the TiO abundance and the visible opacity window are
high enough. The lower atmosphere shows far larger di↵erences. Firstly, the thermal instability is
completely absent. This is as expected as the additional heating source is removed from the region
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Figure 6.10: A similar parameter space to that shown in figure 6.8 but for the model that removes all
visible opacity for P > 0.01 bar. The matrix is very similar to the case for a visible opacity across the
entire atmosphere, demonstrating that the condition to remove vis at P > 0.01 bar does not greatly
influence the upper atmosphere structure, nor does the thermal instability.
where the thermal instability manifests, thereby removing the driving mechanism of the thermal
instability. There is also little to no variation in the lower atmosphere. This is because the forced
removal of visible opacity in the lower atmosphere means that in all simulations, regardless of the
size of the visible opacity window, non-negligible strength visible rays will reach ⌧max. The visible
opacity is greater with optical depth, meaning the ray is dissipated more substantially deeper in
the atmosphere. As such, the visible ray is still su ciently intense when it reaches P = 0.01 bar,
below which vis = 0 which means the ray continues to ⌧max unimpeded. This results in a far
more uniform lower atmosphere as the visible opacity window has a significantly less pronounced
e↵ect on the amount of visible radiation that ultimately reaches ⌧max.
The parameter matrix shows strong agreement with that of the complete model. This emphasises
that the thermal instability does not have a significant e↵ect on the underlying thermal struc-
ture nor the occurrence or position of the thermal inversion. Section 6.8 discusses the thermal
instability further.
6.5.3 Complete Model on Tighter Orbit
The e↵ective temperature of a planet is directly related to the amount of energy received from
its host star. It can be computed by solving equation (4.8). As such, it is also proportional to
1/
p
rorbit. Therefore, modifying the orbit of the exoplanet influences its e↵ective temperature.
Halving the orbital semi-major axis (which brings the modelled HD 209458b planet onto an orbit
similar to WASP-12b (Torres et al. 2008)) means the planet receives more energy and hence has a
higher e↵ective temperature. The e↵ect this has on thermal inversions is apparent in figure 6.11.
In this figure it can be seen that the inversions are strong and deep, occurring at pressures between
⇠ 0.01 and 0.1 bar across all parameter space in which some of the incident radiation interacts
with the TiO (that is, fwindow > 0). Thus for tightly bound hot Jupiters, the presence of an optical
absorber – such as TiO – at solar metallicities or above is likely to drive a strong thermal inversion
deep in the atmosphere. In reality, WASP-12b does not possess a strong thermal inversion as
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Figure 6.11: The temperature–pressure curves for the complete three-ray radiative transfer simulations
on a tighter orbit of 0.023535 AU. The TiO condensation curve is shown by the dotted red line. The
simulations vary the TiO abundances from 1⇥ 10 7 to 10⇥ 10 7 and the visible opacity window from 0%
through 100%. These simulations show that on tighter orbits which produce higher e↵ective temperatures
of the planet, thermal inversions manifest over all TiO abundances as long as there is an additional heating
source (that is, fwindow > 0).
demonstrated by Madhusudhan et al. (2011) due to the greater than unity C/O ratio and hence
depleted TiO abundances.
6.6 Evolution to Steady-State
Numerically and dynamically computing the thermal structure of a hot Jupiter atmosphere by
solving the radiative transfer equations yields the presented thermal structures of the atmosphere.
In order to ensure a steady-state has been achieved, it is essential to analyse the evolution of the
atmosphere with time. To ensure that a single, final solution is reached, the simulation is run
from both directions, that is: heating from an initial temperature across the whole atmosphere of
Te↵, and cooling from an initial temperature across the whole atmosphere of 4 Te↵. The time over
which these simulations evolve is physical time as computed by equation (5.4), but it should not
be interpreted as what the real physical evolution would be.
6.6.1 Heating from Te↵
The evolution of the atmospheres from a low initial temperature through to the final steady-state
is illustrated in figure 6.12. This simulation is for a TiO abundance of 5 ⇥ 10 7 and a visible
opacity window of 80%.
It can be seen that after some initial transience, the system quickly stabilises over the major-
ity of the optical depths with the upper, thinner atmosphere steadily evolving towards a final
steady-state over a longer period of time. The thermal instability is most easily visible in the
infrared opacity evolution plots as less steady scatter between di↵erent values at ⌧ ⇠ 1, but it re-
mains constrained within this band. A numerical feature, again most clearly visible in the infrared
opacity plot, is the vertical discontinuity at just before ⇠ 107 s which occurs when g transitions
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from being assumed uniform throughout the atmosphere, to being calculated at each point. This
is described in further detail in section 5.3.4.
6.6.2 Cooling from 4 Te↵
The evolution of the atmospheres from a high initial temperature through to the final steady-state
is illustrated in figure 6.13. This simulation is for a TiO abundance of 5 ⇥ 10 7 and a visible
opacity window of 80%.
The cooling simulation operates very similarly to the heating simulation. There is an initial
transient state that eventually settles out as the system begins to reach an equilibrium. There is
also a discontinuity which occurs after 106 seconds. The discontinuity is not as evident in this sim-
ulation. It should be noted that the total time is less in these simulations because of the adaptive
timestep, but it is for the same number of runs and it is evident that a steady-state is still reached.
The more interesting feature from the cooling simulation is that the final steady-state of the
temperature and the infrared opacity is not the same as for the heating simulation. This is
explored further in section 6.6.3.
6.6.3 Comparison of Final States
As mentioned previously, the final steady-state reached di↵ers between a simulation that is cool and
heats up versus a simulation that is hot and cools down. A comparison of the final temperature–
pressure curves is shown in figure 6.14.
The simulations are similar. The structure of the lower atmosphere is the same and the ther-
mal instability occurs at the same location. The di↵erence is that the simulation that has cooled
from a hotter initial temperature generates a thermal inversion. This is explained by the frequency
averaged opacity outlined in section 4.3.1. By starting at a higher initial temperature, the infrared
opacity in the upper atmosphere begins in region 6 and cools to region 5. In region 5, the opacity
falls as the temperature decreases and so the opacity is driven downwards. An equilibrium is found
for some  such that the cooling balances the heating. In contrast, in the heating simulation the
system heats up into region 4. In region 4, the opacity falls as the temperature increases and
similarly the opacity is driven downwards. As can be seen, the visible opacity is the same for both
simulations, thus the cooling is balancing the same heating source. Since the cooling is the result of
the source function which is proportional to T 4, a lower temperature will require a higher  while a
higher temperature will have a lower  for the same cooling to be achieved, and this is what is seen.
Since the system reaches a stable steady-state that di↵ers depending on the initial conditions,
the complete model simulations were repeated over the entire parameter space but from a higher
initial temperature. Both the combined temperature–pressure curves in figure 6.15 and the pa-
rameter matrix in figure 6.16 show more temperature inversions than the equivalent case of heating
from a lower temperature. This demonstrates that cooling from an initially hotter temperature
allows for the conditions to generate thermal inversions to be achieved in some cases that cannot
be reached when heating due to the di↵erent power laws of the frequency averaged opacity regime.
As some regions rise and fall and span a large range of opacities, there are ways to generate
identical cooling e↵ects such as demonstrated here with higher temperatures and lower opacities
achieving the same cooling as a lower temperature and a higher opacity.
There are features that remain consistent. One is that the thermal inversions remain in a rel-
atively tight pressure band of between ⇠ 2 ⇥ 10 5 and ⇠ 2 ⇥ 10 4 bar. This emphasises that
thermal inversions still (when the conditions are su cient to drive one) occur in the upper atmo-
sphere. Another is the presence of the thermal instability, again manifesting when an additional
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(a) Temperature (b) Pressure
(c) Density (d) Infrared Opacity
(e) Visible Opacity (f) Infrared Opacity Region
Figure 6.12: The evolution of the system from an initial temperature T0 = Te↵. The system heats
up and a steady-state is reached in (a) Temperature, (b) Pressure, (c) Density, (d) Infrared Opacity, (e)
Visible Opacity and (f) the Infrared Opacity Region. Other than temperature, the other properties are
presented with logarithmic colormaps to more clearly highlight features.
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(a) Temperature (b) Pressure
(c) Density (d) Infrared Opacity
(e) Visible Opacity (f) Infrared Opacity Region
Figure 6.13: The evolution of the system from an initial temperature T0 = 4 Te↵. The system cools
down and a steady-state is reached in (a) Temperature, (b) Pressure, (c) Density, (d) Infrared Opacity,
(e) Visible Opacity and (f) the Infrared Opacity Region. Other than temperature, the other properties
are presented with logarithmic colormaps to more clearly highlight features.
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Figure 6.14: A comparison of the temperature–pressure curves for the same conditions but for one
simulation heating up from T0 = Te↵ and the other cooling down from T0 = 4 Te↵. Note the main
di↵erence is the upper atmosphere where the higher initial temperature simulation generates a thermal
inversion while the cooler initial temperature simulation shows one higher in the atmosphere.
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Figure 6.15: The temperature–pressure curves for the complete three-ray radiative transfer simulations
with initial temperatures of T0 = 4 Te↵. The simulations vary the TiO abundances from 1 ⇥ 10 7 to
10 ⇥ 10 7 and the visible opacity window from 0% through 100%. The results are similar to the cooler
initial conditions that heat up but the thermal inversion tends to form at higher pressures deeper in the
atmosphere. They do still remain reasonably tightly constrained to within 2 ⇥ 10 5 and 2 ⇥ 10 4 bar.
The lower atmosphere shows very little di↵erence to the lower T0 simulations.
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Figure 6.16: The parameter matrix for the high T0 simulations allows for a larger proportion of simu-
lations to generate a thermal inversion, as seen by the enlarged upper triangle. The inversions occur for
lower metallicities and smaller visible opacity windows. This is the result of the initial condition being
above the TiO condensation curve. As such, thermal inversions can manifest in the upper atmosphere
that can then continue to maintain the higher temperature so that there is still su cient TiO present.
This is not the case for the low T0 simulations where the TiO condenses out and it is only when there is
su cient TiO in the atmosphere that the thermal inversion occurs.
heating source is present. Finally is the presence of the near iso- to isothermal region between
these two features.
6.7 Adiabatic Justification
As mentioned in Chapter 4, the model assumes there is no convection and energy transportation
only takes place through radiative transfer. To ensure this is a reasonable assumption it is essential
to examine the lapse rate throughout the atmosphere. The lapse rate is defined in section 3.6.
Computing the lapse rate following equation (3.22) over the entire atmosphere and comparing
this with the equivalent adiabatic lapse rate from equation (3.21), it can be determined where
convection is possible. By subtracting the adiabatic lapse rate from the computed atmospheric
lapse rate, convective regions will yield values greater than 0 (that is, lapse rates greater than the
adiabatic lapse rate) while radiative regions will yield values less than 0 (that is, lapse rates less
than the adiabatic lapse rate). This is shown in figure 6.17.
As can be seen, convection is constrained deep within the lower atmosphere (⌧ & 10), but also
around the thermal instability (⌧ ⇠ 1). This means that deep in the atmosphere there is energy
transportation via convection, but once altitudinally above ⌧ . 1, the lapse rate is less than
the adiabatic lapse rate and hence the assumption that only radiative energy transport occurs
is valid. The convection will not have an influence on the thermal structure of the majority of
the atmosphere. This is a result of the hot Jupiters being highly irradiated leading to the top
of the atmosphere being isothermal and non-convective. Figure 6.18 shows temperature–pressure
curves for the entire parameter space as the complete model but showing from the the top of the
atmosphere to the first point where convection is possible as solid lines and the points below in
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Figure 6.17: The relative lapse rate of the atmosphere with respect to the adiabatic lapse rate. For
all simulations from the complete model, the adiabatic lapse rate is subtracted from the computed lapse
rate following equations (3.21) and (3.22). The black dashed line shows when the lapse rate is equal to
the adiabatic lapse rate. Below this line convection does not occur while above it does. This shows that
convection is constrained to the lower atmosphere but also around the thermal instability.
dotted lines.
6.8 Thermal Instability
The thermal instability is a feature which manifests in a large majority of the simulations. As
highlighted in section 6.5.2, the instability does not have an influence on the underlying thermal
structure of the upper atmosphere, and in fact appears to have little influence on the lower at-
mosphere. Figure 6.19 shows the change of properties over time of one point within the thermal
instability. It can be seen that the thermal instability eventually reaches a bound state that does
not grow or decay in strength. Analysing a portion of this bound state demonstrates that the
instability manifests as low-amplitude oscillations in all thermodynamical properties of the at-
mosphere. Furthermore, from the overlaid temperature–pressure curves – such as in figure 6.7 –
the thermal instability remains constrained within a certain pressure band across all parameter
space. Running the simulation to a stable steady-state for TiO only for P < 0.01 bar and then
introducing the TiO across the entire atmosphere also produces the thermal instability. This,
coupled with the periodic, oscillatory nature of the instability, suggests that it is not forming due
to a numerical error during the heating process whereby recurring over- and undershoots are being
trapped through to the final steady-state. Bell & Lin (1994) highlights a thermal instability that
arises due to rapidly changing opacities (in the H-scattering region in their case) and so this could
be a similar instability as figure 4.3 shows that the power law of region 4 is also steep and may
lead to rapidly changing opacities.
Analysing a point in the instability helps understand the mechanism driving the instability. Taking
equation (4.2)
cp
dT
dt
= 4⇡
✓
I#
2
+
I"
2
  S
◆
+ 4⇡vis
✓
I#,vis
2
◆
(6.1)
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Figure 6.18: The temperature–pressure curves of all simulations from the top of the atmosphere down
to the first point at which convection is possible. The portions of the curve in which convection is possible
is shown as dotted lines.
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Figure 6.19: The feature scaled evolution of temperature, pressure, density, infrared and visible opacities
of one point that becomes thermally unstable. The properties have been feature scaled to show all
properties on one axis. Note the infrared opacity shown in purple has been excessively scaled due to the
large opacities computed during the early transient stages. It should also be noted that the instability
does not grow or decay once it reaches its periodic low-amplitude oscillations.
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and by analysing some point the corresponding pressure and density at this point can be fixed so
as to inspect the influence of temperature. Rearranging yields
dT
dt
=
4⇡
cp
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+
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2
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
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2
◆
. (6.2)
This can be further broken up into heating and cooling sources
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The heating source, that is, the intensity rays, and the cooling source, that is, the source function,
vary with temperature and are shown in figure 6.20. The circle highlights an unstable point. At
temperatures cooler than the unstable point the cooling source overpowers the heating source and
so it will continue to cool. In contrast, at temperatures warmer than the unstable point the heat-
ing source overpowers the cooling source and so it will continue to heat. Two points are examined
and shown in figure 6.20. The point being examined, (a), falls to the right of the unstable point
and so will heat. The point (b) is directly below (that is, deeper in the atmosphere) and lies
on the left, and so will cool. During this cooling, TiO will deplete further due to condensation.
As emphasised in section 4.3.2, it is enforced that the mixing fraction must always be equal or
less than the mixing fraction below it. As such, as the point (b) below cools and the amount of
TiO decreases, this e↵ect cascades upwards, decreasing the TiO abundance at point (a). With
a depleted TiO abundance this means a decrease in the visible opacity which means less heating
but also that more visible radiation is able to penetrate deeper as less is absorbed due to less TiO
present. Thus, eventually the points lower in the atmosphere will heat again which causes a rise
in temperature, which means less TiO condenses out and so the e↵ect is reversed and cascades up
through the atmosphere again. This demonstrates the influence of neighbouring points and the
mechanism which leads to the low amplitude periodic oscillations of all thermodynamic properties
as shown in 6.21.
The instability only occurs when there is an additional heating source and manifests because
of the tight interdependent relationships between temperature, pressure, density, visible opacity
and infrared opacity. From the analysis above, it appears the instability may indeed be a physical
feature that occurs: a transitionary narrow band of mixing of refractory metals, both condensing
and sublimating between metal grains and molecules which acts as an interface between the at-
mosphere below where the gaseous molecules reside, and the atmosphere above where sublimation
no longer occurs and metal clouds continue to condense out. The band shows layers of cloud
and gas, as is shown in the (f) panels of figure 6.13 and 6.12, but it is also shown in section 6.7
that convection is possible in some parts of the thermal instability and not in others, implying
convective mixing would occur in this region and suggesting the layer is turbulent.
It should be noted that the condition of the mixing fraction of TiO not increasing with alti-
tude is only enforced within each time step. As such, pseudo-mixing is possible where the TiO
can increase with altitude relative to the preceding time step. This is part of the mechanism
behind the instability and so is an area in which to explore further. As cloud behaviour is also
not being considered in the model, the e↵ect of latent heat being released into the atmosphere
as molecules condense out is also not incorporated and may alter some of the dynamics of the
instability. Furthermore, winds and bulk motions are not considered in the model. The timescales
of these winds on irradiated hot Jupiters like HD 209458b are within an order of magnitude of the
timescales of the oscillations suggesting these atmospheric motions may influence the dynamics or
occurrence of the thermal instability.
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(a) Some unstable point (⌧ = 1.8292)
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(b) Unstable point directly below (⌧ = 1.8632)
Figure 6.20: The analysis of the heating and cooling sources at some point and another directly below
that point. The source function corresponds with the cooling and the sum of the intensity rays corresponds
with the heating. As a function of temperature, the two curves cross illustrated by the black circles.
These points are unstable as heating overpowers cooling at higher temperatures and vice versa at lower
temperatures. The dotted line corresponds with the temperature of these particular points. (a) on the
left shows that some point falls to the right of the unstable point and so will undergo heating. (b) on the
right shows the converse case, that the point directly below falls to the left of the unstable point and so
will undergo cooling. As (b) cools more TiO is condensed out and so less is available to heat all points
above. Eventually there will be insu cient TiO to heat (a) and it will begin to cool. This will cascade
upwards through the atmosphere. If TiO is su ciently under abundant then more visible radiation can
penetrate deeper and cause heating lower in the atmosphere. This will then increase the heating at (b)
which will allow more TiO to occur here and this e↵ect cascades upwards through the atmosphere again.
This e↵ect occurs numerous times, is shown to be periodic and illustrates how the neighbouring ⌧ points
influence one another.
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Figure 6.21: The thermal instability as a function of time. This is at the end of the simulation once
the instability becomes bounded and periodic. The low-amplitude oscillations appear in all the thermo-
dynamical properties of the atmosphere: (a) Temperature, (b) Pressure, (c) Density, (d) Infrared Opacity
and (e) Visible Opacity.
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Conclusions
Hot Jupiters have proven to be instrumental in the study of exoplanet atmospheres through transit
spectroscopy. Due to their close proximity to their host star, these highly irradiated gas giants are
ideal candidates for atmospheric studies because their high temperatures and higher probability
of transit. One aspect of planetary atmospheres is that of temperature inversions and whether or
not they exist on these exoplanets. Since the detection of its atmosphere by Charbonneau et al.
(2002), exoplanet HD 209458b continues to be studied due to its close proximity to Earth. Studies
have shown evidence both in support of and against the existence of temperature inversions on
HD 209458b as outlined in Chapter 2.
Just as ozone absorbs ultraviolet radiation in Earth’s atmosphere to drive a temperature in-
version, a similar mechanism may drive a temperature inversion on some hot Jupiters by the
presence of an analogous molecule to ozone. One potential candidate is titanium oxide (TiO) due
to it being one of the first molecules to form at high temperatures and being a strong absorber
in the visible bandwidth. The goal of this project was to determine the pressure, density and
temperature structure of an exoplanet in thermal and hydrostatic equilibrium and to identify if
a temperature inversion will manifest. The model uses the properties of exoplanet HD 209458b
to numerically and dynamically compute the thermal structure of a hot Jupiter atmosphere by
solving the radiative transfer equations.
The model developed was based on a three-ray radiative transfer approximation over two band-
widths: a downwards visible ray, a downwards infrared ray and an upwards infrared ray. The
downwards visible ray is further split into two components, some portion which interacts with
the TiO in the atmosphere and the remaining portion which is allowed to penetrate through the
atmosphere to the bottom (as per the simulation) of the atmosphere, ⌧max.
The opacity of the species that interact with the infrared ray are governed by the frequency
averaged opacity power law outlined in section 4.3.1. This frequency averaged opacity law con-
sists of a series of eight regions. Within each region the opacity is dominated by a particular
source depending on temperature and density. In contrast, the opacity of the TiO is determined
based on a function to determine the mixing fraction of TiO present in the system depending on
temperature and pressure. This is then depleted by comparing the temperature–pressure curve of
the atmosphere with the TiO vapour pressure curve to take TiO condensation into account. The
resulting mixing fraction is then scaled to a corresponding opacity value.
Simulating the model over a su ciently long timeframe shows after an initial transient period
a final steady-state is eventually reached. Initially assuming the TiO abundance is equal to that
of the solar Ti abundance (⇠ 1 ⇥ 10 7) indicated that as a result of the TiO condensing out,
there is insu cient TiO present in the upper atmosphere to drive a thermal inversion. As such,
further simulations were carried out over a larger parameter space of TiO abundances from 1 times
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through to 10 times solar Ti abundance and for di↵erent visible opacity windows (that is, how
much incident visible radiation interacts with the TiO) from 0% through to 100%.
Results for the complete simulation demonstrated that increasing the TiO abundance allowed
for thermal inversions to manifest in the upper atmosphere for large enough visible opacity win-
dows. Not being overly strong and occurring in the upper atmosphere are indicative of weak
thermal inversions. The inversions are constrained to a rather tight band of pressures between
of 10 5 . P . 10 4 bar over the entire parameter space. This is interesting in the context of
the existing literature because the evidence against thermal inversions on HD 209458b rule out
strong inversions deeper in the atmosphere, and so a weak inversion in the upper atmosphere at
P < 10 3 bar remain possible (Zellem et al. 2014; Diamond-Lowe et al. 2014; Schwarz et al. 2015).
Furthermore, Schwarz et al. (2015) indicate that the lack of CO signal is most probably the result
of a near-isothermal pressure profile which is also evident in the simulations below the thermal
inversion at the pressures they observed.
Recently, Haynes et al. (2015) present spectroscopic evidence for a temperature inversion in WASP-
33b and demonstrate the presence of TiO in its dayside atmosphere. WASP-33b is one of the most
highly irradiated hot Jupiters discovered (Haynes et al. 2015) and these latest observations demon-
strate thermal inversions in very hot Jupiter atmospheres. Decreasing the semi-major axis of HD
209458b by half in our simulations leads it to being highly irradiated and it has been shown that
strong thermal inversions manifest over the entire simulated parameter space. The model demon-
strates agreement with the existing literature in this regard.
A prominent feature that occurs throughout all simulations in which there is an additional heating
source is the thermal instability. The thermal instability remains bound and manifests as small
amplitude oscillations that do not grow or decay. The instability does not cause the entire system
to become unstable. The oscillatory nature suggests the instability may indeed be physical and
is some kind of transitionary narrow layer of mixing of refractory metals. Analysis of the lapse
rate of the atmosphere also demonstrated that convection remains possible around the thermal
instability. This suggests that the transitionary region is convective and possibly turbulent. To
ensure the instability has no influence on the underlying thermal structure of the atmosphere, the
visible opacity was removed at pressures greater than 0.01 bar similarly to Spiegel et al. (2009).
These simulations removed the instability and demonstrated that it has little e↵ect on the upper
atmosphere and the occurrence of thermal inversions.
Examining the relative lapse rates demonstrates that the assumption that convection does not
take place is reasonable above the thermal instability. Those points above the thermal instability
where it can be evaluated that the lapse rate cools less rapidly than the adiabatic lapse rate (that
is, where there is no convection) is shown in figure 6.18 and it can be seen that the near isothermal
region and thermal inversion remain unchanged.
The majority of the simulations assume an initial temperature of Te↵ that warms up by irradiation
from the host star. By carrying out the simulation from the other direction, that is cooling from an
initial temperature of 4 Te↵ it was found that in some cases a second stable solution can be found
in which a thermal inversion can manifest whereas it couldn’t in the heating case. For simulations
cooling from a hotter initial temperature, in addition to more cases generating thermal inversions,
the inversions were shown to be over a slightly less narrow band, however they still occurred at
pressures less than 10 3 bar. This result highlights that there are multiple stable solutions.
The results show some agreement with existing literature. The evidence against thermal in-
versions in the atmosphere HD 209458b constrain the absence of thermal inversions for P > 10 3
bar. Where the simulated temperature–pressure curves generate inversions they do so outside this
range. Furthermore, observations against inversions point to an iso- or near isothermal region
instead and these are demonstrated in the simulated temperature–pressure curves. If HD 209458b
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were on a tighter orbit and were more highly irradiated, temperature inversions would in fact
manifest strongly and deeply within the atmosphere and this agrees with the most recent work by
Haynes et al. (2015) that shows this in the highly irradiated hot Jupiter WASP-33b. In contrast
to evidence against dayside inversions, existing literature shows a thermal inversion higher in the
atmosphere at the terminator.
The model and subsequent simulations presented here find multiple stable solutions but more
importantly demonstrate that weak thermal inversions may occur in the upper atmosphere of HD
209458b.
7.1 Future Work
There is still plenty of future work to be carried out, the core goals of which is to better imitate
reality by removing some of the assumptions and approximations, improving accuracy by using
finer resolutions on more powerful machines, and to better understand the thermal instability.
Additional bandwidths and frequency dependent opacity regimes would yield a more accurate
representation of reality and provide better insight into atmospheric structure. Similarly, if the
resources were available, running simulations at higher resolutions will yield more accurate results.
A significant area in which to expand is on clouds and hazes. Specifically with respect to this body
of work was the occurrence of the thermal instability. Analysis seems to indicate that it is physical
and occurs as the result of the enforced condition that the mixing fraction of TiO cannot increase
with height. This represents a scenario in which there is no mixing between layers. This ties
in with clouds because the behaviour of the dust may influence the resulting thermal structure.
As mentioned, in this project the dust is assumed to be static and float where it condenses out,
and so there is no mixing. Another possibility stems from what was highlighted by discussion
with Tristan Guillot and Nikku Madhusudhan, that the dust would possibly settle into a narrow
cloud layer rather than extend high into the atmosphere which provides the opacity used in the
model. Aside from static dust or settling dust, a third possibility could be that the dust grains
are very fine and allow for mixing with the gas. This project shows distinct layers of cloud and
gas. Future work would involve developing a better understanding of the periodic behaviour and
driving mechanism of the instability. Incorporating clouds and hazes is complicated but is an area
of which to expand the model further.
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Appendix A
main.m
%--------------------------------------------------------------------------
%
% main.m
%
% The main function used in determining the pressue, density and
% temperature of an exoplanet atmosphere in thermal and hydrostatic
% equilibrium. All constants, thermal structure variables and algorithm
% parameters can be modified and are described in the preamble. The inputs
% are such that a loop can be used to make multiple calls to the main
% function while varying these input parameters. Additional inputs can be
% added and used as values in the preamble to vary parameters as
% necessary. The inputs as given here are:
%
% metallicity - The initial titanium oxide abundance in multiples of
% solar titanium abundances (~ 10ˆ-7 with respect to
% hyodegen). e.g. 7 means an initial titanium oxide
% abundance of 7 * 10ˆ{-7}.
% optical window - The portion of incident visible radiation which
% interacts with the titatnium oxide in the atmosphere
% while the rest is allowed to penetrate unimpeded to
% tau max. e.g. 40 means 40% interacts with titanium
% oxide and 60% is allowed to penetrate through to
% tau max where it is reflected.
% grid res - The number of tau cells in logarithmic spacing.
% Higher resolutions lead to more accurate results but
% longer computation time.
% init T - The uniform initial temperature of the entire
% atmosphere in multiples of the effective temperature.
% e.g. 3 means the entire atmosphere is initially
% T 0 = 3 * T eff.
%
% Matt Agnew
% 14/05/14
%
%--------------------------------------------------------------------------
function main(metallicity, optical window, grid res, init T)
%-- SET CONSTANTS ---------------------------------------------------------
% Initialise Ratios (These are for exoplanet HD209458b)
mass ratio = 0.685; % mass ratio = mass planet / mass jupiter
radius ratio = 1.359; % radius ratio = r planet / r jupiter
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luminosity ratio = 1.622; % luminosity ratio = L parentStar / L sun
orbit ratio = 0.04707; % orbit ratio = orbit exoplanet / orbit earth
% Initialise Astronomical Constants
m jupiter = 1.8988E27; % Mass of Jupiter [kg]
r jupiter = 6.9173E7; % Radius of Jupiter [m]
AU = 1.496E11; % Astronomical Unit [m]
L sun = 3.846E26; % Luminosity of the Sun [W]
G = 6.67E-11; % Gravitational Constant [N m/kg]
% Initialise Chemical Constants
sigma = 5.6704E-8; % Stefan-Boltzmann constant [W/(mˆ2 Kˆ4)]
c = 299792458; % Speed of Light [m/s]
k = 1.38065E-23; % Boltzmann constant [J/K]
n avogadro = 6.0221413E23; % Avogadro's Number [1/mol]
u = 1.660538921E-27; % Atomic Mass Unit [kg]
M u = 1E-3; % Molar Mass Constant [kg/mol]
C H2 mol = 28.836; % Molar Heat Capactiy of molecular H2 [J/(mol K)]
m H2 = 2.01588; % Relative Molecular Mass of H2 [u]
m TiO = 63.866; % Relative Molecular Mass of TiO [u]
M H2 = M u * m H2; % Molar Mass of H2 [kg/mol]
mu H2 = m H2 * u; % Mean Molecular Mass of H2 [kg]
mu TiO = m TiO * u; % Mean Molecular Mass of TiO [kg]
c H2 = C H2 mol / M H2; % Specific heat of molecular H2 [J/(kg K)]
R = k/mu H2; % Specific gas constant [J/(kg K)]
f rho conversion = 1E-3; % Factor to convert from [kg/mˆ-3] to [g/cmˆ3]
f K conversion = 1E-1; % Factor to convert from [cmˆ2/g] to [mˆ2/kg]
% Initialise Planet Properties
m planet = mass ratio * m jupiter; % Mass of exoplanet [kg]
r planet = radius ratio * r jupiter; % Radius of exoplanet [m]
L star = luminosity ratio * L sun; % Luminosity of planet's parent star [W]
T star = 6065; % Temperature of star HD209458 [K]
r orbit = orbit ratio * AU; % Radius of exoplanet's orbit [m]
g = G * m planet / r planetˆ2;% Gravity on surface of exoplanet [m/sˆ2]
T eff = (L star/(16*pi*r orbitˆ2*sigma))ˆ(1/4); % Effective temperature of exoplanet [K]
I 0 = pi ˆ (-1) * sigma * T eff ˆ 4; % Stellar Intensity [J/(mˆ2 sˆ1)]
% Set TiO Values
atm to Pa = 1.01325E5; % Conversion from atm to Pa [Pa]
cond curve P TiO = 10 .ˆ [-3, -2, -1, 0, 1]; % TiO pressures [atm]
cond curve P TiO = atm to Pa * cond curve P TiO; % TiO pressures [Pa]
[Pa]
cond curve T TiO = [1660, 1735, 1830, 1935, 2050]; % TiO temperatures [K]
f TiO solar = 1E-7; % Solar Ratio of TiO relative to H2 [---]
f TiO = metallicity * f TiO solar;% Ratio of TiO relative to H2 [---]
Pa to bar = 1E-5; % Conversion from Pa to bar [bar]
%-- INITIALISE THERMAL STRUCTURE VARIABLES --------------------------------
% Initialise Infrared Optical Depth (tau)
tau 0 = 1E-6; % Initial value for Tau
tau max = 1E2; % Max tau depth
num tau = grid res; % Number of tau cells
tau cells = (1:num tau)'; % Index of each tau cell
tau = [0; logspace(log10(tau 0), log10(tau max), num tau)'];
dtau = tau(2:end) - tau(1:(end - 1));
tau = tau(2:end); % Optical Depth
tau size = size(tau); % Size of Tau
tau length = tau size(1); % Length of Tau
% Initialise Temperature (T)
T 0 = init T*T eff; % Initial Temperature [K]
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T = T 0 * ones(tau size); % Temperature Array [K]
dT = 0; % Initial dT [K]
% Initialise Infrared Opacity (K)
K 0 = 0.02; % Initial Opacity for algorithm [mˆ2/kg]
K = K 0 * ones(tau size); % Opacity Array
K vis = ones(tau size); % Visible Opaicty Array
resolution = 1E3; % Resolution of calculation of opacity function
mech = zeros(tau size); % Bell & Lin Mechanism
% Set Opacity Regime
K regime = 4; % 1 - No Visible Opacity
% 2 - Constant Visible Opacity
% 3 - TiO Destruction
% 4 - TiO Condensation
% 5 - Constrain < 1E3 bar
% Initialise Pressure (P)
P = g .* tau ./ K; % Pressure Array [Pa]
r = ones(tau size) * r planet;% Initial r for g calculation
% Initialise Density (rho)
rho = P ./ (R .* T); % Density Array [kg/mˆ3]
% Initialise K to match Bell & Lin (K)
K = f K conversion * opacityFunction(tau, T, rho*f rho conversion, resolution);
% Determine TiO Mixing Fraction
f mix = ones(tau size); % TiO to H2 Mixing Ratio [---]
k decay = 0.18; % Decay constant [---]
k TiO = 6; % Constant for mixing fraction equation [---]
T crit = 2400; % Initial crit value [ K ]
P crit = 1E3; % Critical value for TiO to form [ Pa]
% Determine TiO tapering due to temperature and pressure
f mix(T<=T crit) = f TiO;
f mix(T>T crit) = f TiO * exp(k TiO.*(P(T>T crit)./atm to Pa) .ˆ ...
(-k decay).*(1-T(T>T crit)/T crit));
% Compute TiO Condensation Curve
p = polyfit(cond curve T TiO,log10(cond curve P TiO), 1);
P fit = 10ˆ(p(2)) .* 10 .ˆ (p(1) .* T); % Condensation curve
% Determine TiO Knockout
if (K regime >= 4)
knockout = P > P fit;
f mix(knockout) = f mix(knockout) .* P fit(knockout)./P(knockout);
ko cells = tau cells(knockout);
% Adjust mixing ratio after knockout
if (sum(knockout) == 0)
bottom knock = 1;
else
bottom knock = ko cells(end);
end
for n = bottom knock:-1:1
if (n == length(tau))
continue
elseif (f mix(n) > f mix(n+1))
f mix(n) = f mix(n+1);
end
end
end
% Remove High P Values
if (K regime == 5)
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f mix(P>1E3) = 0;
end
if (K regime == 1)
f mix(:) = 0;
elseif (K regime == 2)
f mix(:) = f TiO solar;
end
% Initialise Visible Opactiy (K vis)
K vis 0 = 0.02; % TiO Opacit [mˆ2/kg]
K vis = K vis 0 * (f mix/f TiO solar); % TiO Opacity Array
% Initialise Visible Optical Depth (tau vis)
dtau vis = (K vis ./ K) .* dtau;
tau vis = cumsum(dtau vis); % Visible Optical Depth
% Initialise Time (t)
t 0 = 0; % Start Time [s]
t = t 0; % Current Time [s]
dt = []; % Time Increment [s]
f step = 0.25; % Time Increment Factor
% Initialise Stellar Intensities (I down, I up & I vis)
I down = zeros(tau size); % Downwards Infrared Stellar Array [J/(mˆ2 sˆ1)]
I up = zeros(tau size); % Upwards Infrared Stellar Array [J/(mˆ2 sˆ1)]
I vis = zeros(tau size); % Downwards Visible Stellar Array [J/(mˆ2 sˆ1)]
f vis window = (optical window/100); % Percentage of radiation that interacts with TiO
I vis(1) = I 0 * f vis window; % Bounday Conditions [J/(mˆ2 sˆ1)]
I vis up = I 0 * (1 - f vis window); % Amount that doesn't interact with TiO but bounces up
I up(end) = I down(end) + I vis(end) + I 0; % Boundary Conditions [J/(mˆ2 sˆ1)]
% Initialise Source Function (S)
S = piˆ(-1) * sigma * T.ˆ4; % Source Function Array [J/(mˆ2 sˆ1)]
%-- INITIALISE ALGORITHM PARAMETERS ---------------------------------------
% Set Iteration Values
run = 1; % Run number
max runs = 5E5; % Max number of runs before halting loop
inc g = 1E5; % How many runs until g is no longer constant
output multiple = 1E4; % How many runs between outputs to user
save multiple = 2.5E5; % How many runs between data saves
threshold ss = 1E-12; % Threshold change in T to be deemed Steady State
convergence factor = 100; % Factor to reduce oscillations during convergence
data output name = []; % Filename for data
computational time = 0; % Total Computational Time
computational time 0= 0; % Initial Computational Time
% Set Temperature Runge-Kutta Parameters
order = 4; % Runge-Kutta Order (Either 1 or 4)
% Set Pressure Runge-Kutta Parameters
order P = 4; % Runge-Kutta Order (Either 1 or 4)
% Opacity determined as Function or Look-up Table
opacity method = 0; % 0 - Look-up table
% 1 - Computed per cell
% any other value for constant opacity
% Look-up table variables
T low = 1E2; % Lower bound of T for look-up table [K]
T high = 2E4; % Upper bound of T for look-up table [K]
T res = 1E4; % Resolution of T for look-up table [---]
rho low = 1E-12; % Lower bound of rho for look-up table [kg/mˆ-3]
rho high = 1E-1; % Upper bound of rho for look-up table [kg/mˆ-3]
rho res = 1E4; % Resolution of rho for look-up table [---]
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% Check if a look-up table exists, if no, create one
if (opacity method == 0)
if (exist('opacity table/opacityMatrices.mat') == 0)
opacityTable(T low, T high, T res, ...
f rho conversion * rho low, f rho conversion * rho high, rho res);
end
load('opacity table/opacityMatrices');
log rho array = log10(rho array);
log T array = log10(T array);
F interp = griddedInterpolant({log rho array, log T array}, K matrix);
F mech interp = griddedInterpolant({log rho array, log T array}, mechanism);
end
% Tau values for Surface Plot
if (num tau > 1000)
tau surf max = 1000;
tau surf step = tau length / tau surf max;
tau indices = 1:tau surf step:tau length;
if (tau indices(end) ~= tau length)
tau indices = [tau indices, tau length];
tau surf max = length(tau indices);
end
else
tau surf max = num tau;
tau surf step = 1;
tau indices = 1:tau surf step:num tau;
end
tau indices = [1,700:800,num tau];
tau surf max = length(tau indices);
% t values for Surface Plot
t surf step = 500;
t surf indices = 1:t surf step:max runs;
if(t surf indices(end) ~= max runs);
t surf indices = [t surf indices, max runs];
end
t surf max = length(t surf indices);
% Counter to save values every t surf step runs
time evolution counter = 1;
% Initialise Time Evolution Results Arrays
T f wrt time = zeros([tau surf max, t surf max]); % T over all values of t
P f wrt time = zeros([tau surf max, t surf max]); % P over all values of t
rho f wrt time = zeros([tau surf max, t surf max]); % rho over all values of t
K f wrt time = zeros([tau surf max, t surf max]); % K over all values of t
K vis f wrt time = zeros([tau surf max, t surf max]); % K vis over all values of t
K mech f wrt time = zeros([tau surf max, t surf max]); % K mechanism over all values of t
I down f wrt time = zeros([tau surf max, t surf max]);
I up f wrt time = zeros([tau surf max, t surf max]);
I vis down f wrt time = zeros([tau surf max, t surf max]);
t array = zeros([1, t surf max]); % Array of Time
evolution metric = zeros([5, t surf max]); % Change index
%-- IF PREVIOUSLY SAVED DATA EXISTS -- CLEAR, LOAD AND CONTINUE -----------
try
if not(isempty(ls('*.mat')))
% Load Previous Data
clear
data input name = ls('*.mat');
data input name = data input name(1:(end-1));
load(data input name);
% Load Opacity Matrix
load('opacity table/opacityMatrices');
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log rho array = log10(rho array);
log T array = log10(T array);
F interp = griddedInterpolant({log rho array, log T array}, K matrix);
% Update run and computational time for simulation to re-commence
run = run + 1;
computational time 0= computational time;
end
fprintf('\n----------------------------------------\n');
fprintf(' EXISTING DATA \n');
fprintf(' RESUMING SIMULATION \n');
fprintf('----------------------------------------\n');
catch
fprintf('\n----------------------------------------\n');
fprintf(' NO EXISTING DATA \n');
fprintf(' COMMENCE NEW SIMULATION \n');
fprintf('----------------------------------------\n');
end
%-- ASSIGN CONSTANTS ARRAY - ROOM FOR 100 CONSTANTS -----------------------
constants array = [mass ratio; % 1
radius ratio; % 2
luminosity ratio; % 3
orbit ratio; % 4
m jupiter; % 5
r jupiter; % 6
AU; % 7
L sun; % 8
G; % 9
k; % 10
c H2; % 11
mu H2; % 12
R; % 13
sigma; % 14
c; % 15
m planet; % 16
r planet; % 17
L star; % 18
r orbit; % 19
g; % 20
T eff; % 21
I 0; % 22
0; % 23 %dtau
tau max; % 24
tau size(1); % 25
tau size(2)]; % 26
%-- THERMAL STRUCTURE ALGORITHM -------------------------------------------
% Tic at beginning of Algorithm
tic;
while ((run <= max runs))
% Use First Order Exponential Integrator method to compute the
% downwards (I down), upwards (I up) and visible (I vis) rays.
% Loop for downwards Infrared ray (I down)
for n = 1:(tau length - 1)
I down(n + 1) = I down(n) * exp(-dtau(n)) + (1 - exp(-dtau(n))) * S(n);
end
% Loop for downwards Visible ray (I vis)
for n = 1:(tau length - 1)
I vis(n + 1) = I vis(n) * exp(-dtau vis(n));
end
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% Enforce Boundary Condition
I up(end) = I down(end) + I vis(end) + I vis up;
% Loop for upwards ray (I up)
for n = (tau length):-1:2
I up(n - 1) = I up(n) * exp(-dtau(n - 1)) + (1 - exp(-dtau(n - 1))) * S(n);
end
% Compute adaptive time step (dt)
dt = f step * min(1 ./ (4 .* K .* sigma .* T.ˆ3 ./ c H2));
% Use Runge-Kutta method to compute Temperature (T)
T previous = T;
[t, T] = rungeKutta4(@(T) ...
temperatureDE(T, I down, I up, I vis, K, K vis, sigma, c H2), ...
[t, t + dt], T);
% Delay time increment
t = t - dt;
% Compute dT
dT = T - T previous;
% Compute S
S = piˆ(-1) * sigma * T.ˆ4;
% Compute Opacity, K, from Temperature, T, and Density, rho
K previous = K;
K vis previous = K vis;
P previous = P;
rho previous = rho;
for convergence counter = 1:convergence factor
if (opacity method == 1) % Compute Opacity per cell
K = f K conversion * opacityFunction(tau, T, rho * ...
f rho conversion, resolution);
elseif (opacity method == 0) % Look-up table
K = f K conversion * F interp(log10(f rho conversion * rho), log10(T));
mech = F mech interp(log10(f rho conversion * rho), log10(T));
end
% Update gravity
if (run > inc g)
dz = dtau ./ (-K .* rho);
z = cumsum(dz);
z = z - z(end)*ones(size(z));
r = r planet + z;
end
g = ones(tau size) .* G * m planet ./ (r.ˆ2);
% Use Runge-Kutta 4 method to compute Pressure (P)
P(1) = g(1) * tau(1) / K(1);
for n = 1:(tau length - 1)
dtau n = dtau(n + 1);
% Fourth Order Runge-Kutta
k 1 = g(n) / K(n);
k 2 = g(n) / K(n) + (dtau n / 2) * k 1;
k 3 = g(n) / K(n) + (dtau n / 2) * k 2;
k 4 = g(n) / K(n) + dtau n * k 3;
P(n + 1) = P(n) + (dtau n / 6) * (k 1 + 2 * k 2 + 2 * k 3 + k 4);
end
% Compute Density
rho = P ./ (R .* T);
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end
% Compute dK, dP and drho
dK = K - K previous;
dK vis = K vis - K vis previous;
dP = P - P previous;
drho = rho - rho previous;
% Reduce convergence factor as only necessary for early runs
if (convergence factor > 1)
convergence factor = convergence factor - 1;
end
% Compute Visible Opacity (K vis) and Optical Depth (tau vis)
% Determine TiO tapering due to temperature and pressure
f mix(T<=T crit) = f TiO;
f mix(T>T crit) = f TiO * exp(k TiO.*(P(T>T crit)./atm to Pa) .ˆ ...
(-k decay).*(1-T(T>T crit)/T crit));
% Compute knockout from condensation fit
P fit = 10ˆ(p(2)) .* 10 .ˆ (p(1) .* T);
knockout = P > P fit;
if (K regime >= 4)
f mix(knockout) = f mix(knockout) .* P fit(knockout)./P(knockout);
ko cells = tau cells(knockout);
if (sum(knockout) == 0)
bottom knock = 1;
else
bottom knock = ko cells(end);
end
for n = bottom knock:-1:1
if (n == length(tau))
continue
elseif (f mix(n) > f mix(n+1))
f mix(n) = f mix(n+1);
end
end
end
% Remove High P Values
if (K regime == 5)
f mix(P>1E3) = 0;
end
if (K regime == 1)
f mix(:) = 0;
elseif (K regime == 2)
f mix(:) = f TiO solar;
end
% Compute Opacity
K vis = K vis 0 * (f mix/f TiO solar);
% Compute Optical Depth
dtau vis = (K vis ./ K) .* dtau;
if (run == t surf indices(time evolution counter))
% Update Results Array
T f wrt time(:,time evolution counter) = T(tau indices);
P f wrt time(:,time evolution counter) = P(tau indices);
rho f wrt time(:,time evolution counter) = rho(tau indices);
K f wrt time(:,time evolution counter) = K(tau indices);
K mech f wrt time(:,time evolution counter) = mech(tau indices);
K vis f wrt time(:,time evolution counter) = K vis(tau indices);
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I down f wrt time(:,time evolution counter) = I down(tau indices);
I up f wrt time(:,time evolution counter) = I up(tau indices);
I vis down f wrt time(:,time evolution counter) = I vis(tau indices);
end
% Update time and change values
if (run == t surf indices(time evolution counter))
t array(time evolution counter) = t;
evolution metric(1, time evolution counter) = sum(100 * abs(dT) ./ abs(T));
evolution metric(2, time evolution counter) = sum(100 * abs(dP) ./ abs(P));
evolution metric(3, time evolution counter) = sum(100 * abs(drho) ./ abs(rho));
evolution metric(4, time evolution counter) = sum(100 * abs(dK) ./ abs(K));
evolution metric(5, time evolution counter) = sum(100 * abs(dK vis) ./ abs(K vis));
time evolution counter = time evolution counter + 1;
end
t = t + dt;
% Output Status every 'output multiple' runs
if (mod(run, output multiple) == 0)
[~, memory out] = unix('vm stat | grep free');
spaces = strfind(memory out, ' ');
memory B = str2double(memory out(spaces(end):end)) * 4096;
memory MB = memory B / 1024 / 1024;
elapsed time = toc;
elapsed s = mod(elapsed time, 60);
elapsed m = mod((elapsed time - elapsed s)/60,60);
elapsed h = mod((elapsed time - elapsed m * 60 - elapsed s)/(3600),60);
fprintf('\nRun #%i Complete\n', (run));
fprintf('Elapsed Time: %2.2i : %2.2i : %2.1f\n', elapsed h, elapsed m, elapsed s);
fprintf('----------------------------------------\n');
fprintf('Free Memory: %2.4f MB\n', memory MB);
fprintf('----------------------------------------\n');
fprintf('Temperature: %2.4f (+ %2.9f)\n', T(end), ((dT(end))));
fprintf('Time: %2.4f (+ %2.9f)\n', t, dt);
fprintf('----------------------------------------\n');
end
% Save data every 'save multiple' runs
if (mod(run, save multiple) == 0)
elapsed time = toc;
computational time = computational time 0 + elapsed time;
if (isempty(data output name))
data output name = ['new data/data ', date, ' ' num2str(run), ...
' ' num2str(metallicity),' ', num2str(num tau),'.mat'];
fprintf('\n----------------------------------------\n');
fprintf(' SAVING \n');
save(data output name, '-regexp', ...
'ˆ(?!(K matrix | ...log rho array | log T array |F interp)$).');
% Simulation Data Saved
fprintf('----------------------------------------\n');
fprintf(' SAVED \n');
fprintf(' RESUMING SIMULATION \n');
fprintf('----------------------------------------\n');
else
% Delete Old Data
fprintf('\n----------------------------------------\n');
fprintf(' SAVING \n');
previous data output name = data output name;
data output name = ['new data/data ', date, ' ' num2str(run), ...
' ' num2str(metallicity),' ', num2str(num tau),'.mat'];
save(data output name, '-regexp', ...
'ˆ(?!(K matrix | log rho array | log T array |F interp)$).');
delete(previous data output name);
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% Simulation Data Saved
fprintf('----------------------------------------\n');
fprintf(' SAVED \n');
fprintf(' RESUMING SIMULATION \n');
fprintf('----------------------------------------\n');
end
end
% Commence next run
run = run + 1;
end
%-- SYSTEM OUTPUT ---------------------------------------------------------
% Total Run Time
elapsed time = toc;
computational time = computational time 0 + elapsed time;
elapsed s = mod(computational time, 60);
elapsed m = mod((computational time - elapsed s)/60,60);
elapsed h = mod((computational time - elapsed m * 60 - elapsed s)/(3600),60);
% Simulation Summary
fprintf('\n----------------------------------------\n');
fprintf(' COMPLETE \n');
fprintf(' SIMULATION SUMMARY \n');
fprintf('----------------------------------------\n');
fprintf('Total Run Time: %2.2i : %2.2i : %2.1f\n', elapsed h, elapsed m, elapsed s);
fprintf('Total Runs: %2i\n', run);
fprintf('----------------------------------------\n');
fprintf('Final Temperature: %2.9f\n', T(end));
fprintf('Total Time: %2.9f\n', t);
fprintf('----------------------------------------\n');
end
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%--------------------------------------------------------------------------
%
% opactiyTable.m
%
% A function that generates a lookup table of the power law parametrisation
% opacities described by Bell & Lin (1997) over a given given temperature
% and density range. The inputs are:
%
% T low - The lower bound of the temperature range,
% T high - The upper bound of the temperature range,
% T res - The number of points over the temperature range
% separated logarithmically.
% rho low - The lower bound of the density range,
% rho high - The upper bound of the density range,
% rho res - The number of points over the density range
% separated logarithmically.
%
% The outputs are:
%
% K matrix - The two-dimensional matrix containing the opacity
% values for the given temperature and density
% ranges,
% mechanism - The two-dimensional matrix containing the region
% the given temperature and density ranges,
%
% Matt Agnew
% 14/05/14
%
%--------------------------------------------------------------------------
function [K matrix, mechanism] = opacityTable(T low, T high, T res, ...
rho low, rho high, rho res)
%-- INITIALISE FUNCTION CONSTANTS AS PER BELL & LIN, 1994 -----------------
% K i
K i ice = 2E-4;
K i evap ice = 2E16;
K i metal = 1E-1;
K i evap metal = 2E81;
K i molecules = 1E-8;
K i H scatter = 1E-36;
K i bound free = 1.5E20;
K i e scatter = 0.348;
K i array = [K i ice; K i evap ice; K i metal; K i evap metal; ...
K i molecules; K i H scatter; K i bound free; K i e scatter];
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% a
a ice = 0;
a evap ice = 0;
a metal = 0;
a evap metal = 1;
a molecules = 2/3;
a H scatter = 1/3;
a bound free = 1;
a e scatter = 0;
a array = [a ice; a evap ice; a metal; a evap metal; a molecules; ...
a H scatter; a bound free; a e scatter];
% b
b ice = 2;
b evap ice = -7;
b metal = 1/2;
b evap metal = -24;
b molecules = 3;
b H scatter = 10;
b bound free = -5/2;
b e scatter = 0;
b array = [b ice; b evap ice; b metal; b evap metal; b molecules; ...
b H scatter; b bound free; b e scatter];
%-- INITIALISE VALUES FOR COMPUTATION LOOPS -------------------------------
% Number of Opacities
num K = size(K i array,1); % From Bell & Lin, 1994
lowest region = 5;
% Initialise Temperature Array
T 0 = T low; % From Bell & Lin, 1994
T f = T high; %
T 0 = log10(T 0);
T f = log10(T f);
T array = 10 .ˆ (T 0:((T f - T 0)/(T res - 1)):T f);
num T = length(T array);
% Initialise Density Array
rho 0 = rho low;
rho f = rho high;
rho 0 = log10(rho 0);
rho f = log10(rho f);
rho array = 10 .ˆ (rho 0:((rho f - rho 0)/(rho res - 1)):rho f);
num rho = length(rho array);
% Opacity Output Array
K matrix = zeros(num rho, num T);
% Opacity Regime Output Array
mechanism = lowest region .* ones(size(K matrix));
%-- EVALUATE K ------------------------------------------------------------
for m = 1:num rho
% Initialise Density
rho = rho array(m);
% Initialise T, a, b and K i matrices for loop
T matrix = ones(size(K i array)) * T array;
a matrix = a array * ones(size(T array));
b matrix = b array * ones(size(T array));
K i matrix = K i array * ones(size(T array));
% Initialise Algorithm Variables
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first point = 1;
previous points = 0;
% Initialise K matrix and K usage
K matrix = (K i matrix .* rho .ˆ (a matrix)) .* (T matrix .ˆ (b matrix));
K = K matrix(lowest region,:);
% Find Intersections
for n = lowest region:(num K - 1)
index = previous points + ...
findIntersection(K matrix(n,(first point:end)), ...
K matrix(n + 1, (first point:end)));
% Catch result for no intersections as per findIntersection
if (index == length(K matrix))
break;
end
% Append next region
first point = index;
previous points = first point - 1;
K(index:end) = K matrix((n+1),index:end);
mechanism(m,(first point:end)) = mechanism(m,(first point:end)) + 1;
end
K output(m, :) = K;
end
K matrix = K output;
save('opacity table/opacityMatrices', 'K matrix', 'T array', 'rho array', ...
'K matrix', 'T array', 'rho array', 'mechanism');
end
%--------------------------------------------------------------------------
%
% findIntersection
%
% Function for determining the intersections of functions
%
% y 1 - The y values of the first function
% y 2 - The y values of the second function
%
% And the output is:
%
% index - The index of the intersection
%
%--------------------------------------------------------------------------
function index = findIntersection(y 1, y 2)
% Determine which curve begins greater
if (y 1(1) > y 2(1))
index = find(y 1 - y 2 < 0, 1);
else
index = find(y 2 - y 1 < 0, 1);
end
% Catch if no intersections
if (isempty(index))
index = length(y 1);
end
end
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Appendix C
rungeKutta4.m
%--------------------------------------------------------------------------
%
% rungeKutta4.m
%
% A 4th order Runge-Kutta numerical integrator. The inputs are:
%
% fun - function handle to be integrated,
% t - The time array in the form [t, t+dt],
% s 0 - The initial state.
%
% And the outputs are:
%
% t out - The final time,
% s out - The final state.
%
% Matt Agnew
% 14/05/15
%
%--------------------------------------------------------------------------
function [t out,s out] = rungeKutta4(fun, t, s 0)
t 0 = t(1);
t 1 = t(2);
dt = t 1 - t 0;
f a = fun(s 0);
W b = s 0 + (dt/2) * f a;
f b = fun(W b);
W c = s 0 + (dt/2) * f b;
f c = fun(W c);
W d = s 0 + dt * f c;
f d = fun(W d);
t out = t 1;
s out = s 0 + dt * ((1/6) * f a + (1/3) * f b + (1/3) * f c + (1/6) * f d);
end
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Appendix D
temperatureDE.m
%--------------------------------------------------------------------------
%
% temperatureDE.m
%
% The differential equation which governs the evolution of a cell in time
% due to incident radiation. The inputs are:
%
% T - The temperature of each cell,
% I down - The downwards infrared ray of each cell,
% I up - The upwards infrared ray of each cell,
% I vis - The downwards visible ray of each cell,
% K - The infrared opacity of each cell of each cell,
% K vis - The visible opacity of each cell of each cell,
% sigma - The Stefan-Boltzmann constant,
% c H2 - Specific heat of molecular hydrogen.
%
% And the output is:
%
% dT - The change in temperature of each cell.
%
% Matt Agnew
% 14/05/15
%
%--------------------------------------------------------------------------
function dT = temperatureDE(T, I down, I up, I vis, K, K vis, sigma, c H2)
dT = (4 * pi * K / c H2 .* (I down/2 + I up/2 - piˆ(-1) * sigma * T.ˆ4)) + ...
(4 * pi * K vis / c H2 .* I vis/2);
end
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