ABSTRACT In this paper, the finite-frequency fault detection filter design for discrete-time switched systems is investigated. The frequencies of the faults and the unknown disturbance input are assumed to be finite and in three known intervals, qualified as low-, middle-, and high-frequency intervals. Based on the switched Lyapunov function and the generalized Kalman-Yakubovic-Popov lemma, efficient conditions are obtained to guarantee the existence of a finite-frequency fault detection filter, such that the error system is asymptotically stable with an H ∞ /H − performance index. Finally, a chemical reactor control system is employed to illustrate the obtained techniques.
I. INTRODUCTION
It is very important that the modern industrial systems demand high reliability and safety because they are subjected to potential abnormalities and faults, such as chemical processes, intelligent vehicle dynamics, and power plants etc. [1] , [2] Therefore, it is a very necessary and significant researching task to find efficient methods to detect the fault before it can cause disastrous consequences. As a result, fruitful achievements of fault detection observer or filter design have been extensively exploited [3] - [5] . Among them, the model-based fault detection approach is regarded as an efficient and popular method and has been extensively studied in recent 20 years [6] - [13] . Its principle is to design an observer or a filter as residual signal generator, such that the residual signal is not only sensitive to the faults but also robust to the unknown disturbance signals [14] , [15] .
A switched system, as a kind of hybrid system, is constituted by several continuous-time or discrete-time subsystems and a switching signal, which specifies which subsystem will be activated during the operation time [16] , [17] . The applications of switched systems have been widely researched in many industrial fields, for examples, traffic control systems, mechanical systems, chemical processes, and electrical power systems etc. in recent years, the fault detection techniques for such systems have been widely considered.
For instance, [18] and [19] respectively studied the fault detection filter design problems for time-delayed continuoustime and discrete-time switched systems. Based on the descriptor observer method, [20] provided a sensor fault detection filter design method for discrete-time switched systems. Asynchronous fault detection filter design methods for switched systems were presented in [21] and [22] .
It can be seen that most of the obtained achievements are highlighted on the emphasis of the whole frequency domain. Nevertheless, in some real practical applications, the frequency ranges of the unknown disturbance signals and the faults are generally known beforehand. Therefore, the developed results for various dynamic systems in full frequency may be more conservative due to the overdesign, which motivates us to begin the meaningful work of developing a finite-frequency fault detection filter for switched systems. Actually, some finite-frequency fault detection filter or observer designs for various dynamic systems have been exploited in recent studies. In [24] , a finite-frequency fault detection filter was designed for discrete-time switched systems with sensor faults, while the similar issue for T-S fuzzy systems was investigated in [25] . By using the generalized Kalman-Yakubovic-Popov (KYP) Lemma, the multiobjective fault detection filter design in finite-frequency domain for discrete-time T-S fuzzy systems was considered in [26] . In [27] , the finite-frequency fault detection problem for sampled-data systems was studied by using the lifting technique.
In this paper, the problem we mainly consider is to design a finite-frequency fault detection filter for discretetime switched systems. The unknown disturbance input and the fault are both supposed to be in finite-frequency domains. An H ∞ /H − finite-frequency fault detection filter is designed, which can ensure that the residual signal is simultaneously robust to the unknown disturbance signals and sensitive to the faults. Finally, a chemical reactor example is employed to verify the proposed techniques.
The contributions of this paper consist in the following three aspects: firstly, the design procedures of a finitefrequency fault detection filter is given for discrete-time switched systems. Moreover, the proposed results can greatly reduce the computational burden. Secondly, the performance of the fault detection filter, in terms of robustness with regard to the unknown disturbance signals and sensitivity to the faults, is guaranteed by the design procedure which includes H ∞ and H − criteria. Finally, a chemical reaction control system example is taken to illustrate the application of the obtained techniques and simulations are performed to show the efficiency of this method.
The organization of our paper is as follows. In Section II, the model description and some preliminaries are given. Section III presents the finite-frequency fault detection filter design methods. Section IV gives the threshold design to evaluate whether a fault has happened or not. Section V includes an example to show the effectiveness of the proposed techniques. Finally, this paper is concluded in Section VI.
II. PROBLEM FORMULATION AND PRELIMINARIES
The discrete-time switched system is described by:
where x(t) ∈ R n x is the state vector, u(t) ∈ R n u is the known input vector, y(t) ∈ R n y is the measured output vector; d(t) ∈ R n d and f (t) ∈ R n f respectively represent the unknown disturbance input and the fault, which both belong to l 2 [0, ∞) and whose frequency ranges are assumed to be finite and known beforehand. ϑ d ∈ d and ϑ f ∈ f respectively denote the frequencies of the disturbance and the fault, which are divided into three ranges, namely low-frequency (LF), middle-frequency (MF), and high-frequency (HF) ranges as shown in the Table I : where ϑ dl , ϑ dm1 , ϑ dm2 , ϑ dh , ϑ fl , ϑ fm1 , ϑ fm2 , and ϑ fh are all known constants.
The piecewise function 
wherex(t) ∈ R n x is the state estimation of systems (1),
, and E i are the filter's gain matrices to be determined later. Define the state error signal e(t) and the residual signal r(t)
Then, we have
where
From (1), (3), and (5), the following error system can be derived:
If the following assumptions hold:
then the error dynamics (6) reduces to
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consequently, the following purposes of this paper are formulated: to design a finite-frequency fault detection filter (3) ensuring the asymptotical stability of the error system (8) and such that the residual signal r(t) is robust to the unknown disturbance d(t) and sensible to the fault f (t), where the unknown disturbance d(t) and the fault f (t) are both in finitefrequency domain.
Remark 1: By giving the assumption in (7a)-(7c), a standard error dynamic system (8) is obtained, which is only affected by the disturbances and the faults. Based on these assumptions, the main objectives of our paper can be made.
Lemma 1 [29] : Consider the following discrete-time switched system d :
, and D i (λ) are matrices of appropriate dimensions with a set of constant parameters and defined in the following form:
For a given symmetric matrix
the following statements are equivalent:
The finite frequency inequality
) represents the maximum singular value of the transfer function matrix G i dr (e jϑ d ) for the i-th subsystem from the disturbance input d(t) to error output r(t);
(ii): There exist Hermitian matrix functions P i (λ), Q i (λ) satisfying Q i (λ) > 0, and
for low-frequency range
,
for middle-frequency range ϑ dm1 < ϑ d < ϑ dm2 , and
By a direct extension of Lemma 1, we can get the following lemma.
Lemma 2: Consider the following discrete-time switched system f :
, and D i (λ) are defined as in (11) .
The finite frequency inequality 
for low-frequency range |ϑ f | ≤ ϑ fl ,
for middle-frequency range ϑ fm1 < ϑ f < ϑ fm2 , and
for high-frequency range |ϑ f | ≥ ϑ fh . VOLUME 6, 2018 Proof: The condition (20) is equivalent to
which can be written as
By applying the generalized KYP lemma in [30] , the results are obtained directly. 
(t) (or the fault f (t)) to the error output r(t), which means that (13) (or (20)) is equivalent to minimize (or maximize) the error r(t) over the energy bounded disturbance input d(t) (or the fault f (t)), such that
where N and N are respectively any basis of the nullspace of the matrices and . • the error system (8) is asymptotically stable with d(t) = 0 and f (t) = 0;
fr (e jϑ f )) > β.
III. MAIN RESULTS
The main problem of this section is to design an H ∞ /H − finite-frequency fault detection filter for the discrete-time switched system (1).
A. ROBUST PERFORMANCE ANALYSIS
In this subsection, efficient conditions to reduce the effects of the unknown disturbance input d(t) to the residual signal r(t) will be established. If we set f (t) = 0, then the error system (8) is transformed to: 
for the low-frequency disturbance
for the middle-frequency disturbance
for the high-frequency disturbance |ϑ d | ≥ ϑ dh ; where
Proof: Firstly, we establish the stability of system (29) . Define
The condition (30) is equivalent to
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By lemma 3, if we set
and select
then one can get from (36) that
Construct a switched Lyapunov function for the error dynamics (29) as
From the Lyapunov stability theory, if the following inequality
holds, then the error dynamics (29) with d(t) = 0
is asymptotically stable. If we define the arbitrary switching signal as α i (t) = i, α i (t + 1) = j, then the condition (39) can guarantee the asymptotically stability of the system (29) . The following proof of the finite-frequency H ∞ performance γ will be given. By Schur complement lemma, (31) can be shown as 
(43) can be rewritten as 
By using lemma 2 and defining
with N chosen as
then from (44) one can get
where (31) holds, it means that (47) and (21) hold. According to Lemma 1, one can conclude that the system (29) has finite-frequency H ∞ performance γ . By following the same lines of Theorem 1, the proofs of conditions (32) and (33) can be deduced by setting
Then the proof is concluded.
B. SENSITIVE PERFORMANCE ANALYSIS
In this subsection, the sensitivity conditions of the fault f (t) to the residual signal r(t) will be established. Then, if we set d(t) = 0, the error system (8) is transformed to the following form:
Theorem 2: Given a scalar β > 0, the system (51) is asymptotically stable with the H − performance index β if there exist positive definite matrices P 1i , P 1j , Hermitian matrices P 3i , Q 2i > 0, matrices S i , W i , and i , for ∀i, j ∈ {1, 2, · · · , N }, which satisfy
for the high-frequency fault |ϑ f | ≥ ϑ fh ; where
Proof: By using Lemma 2 and following the same process of proof as in Theorem 1, the conditions in (53), (54), and (55) can be easily deduced. The detailed proof is thus omitted for the brevity.
C. FAULT DETECTION FILTER DESIGN
In this subsection, the finite-frequency fault detection filter in (3) is designed based on the prerequisites (7a)-(7c), (9a)-(9d) , and (35).
Theorem 3: Consider the discrete-time switched system (1) . Given scalars γ > 0 and β > 0, there exists a finitefrequency fault detection filter (3) such that the error system (8) is asymptotically stable with H − performance index β and H ∞ performance index γ if there exist positive definite matrices P 1i , P 1j , Hermitian matrices P 2i , P 3i , Q 1i > 0, Q 2i > 0, and matrices S i , W i , i , and R i , for ∀i, j ∈ {1, 2, · · · , N }, which satisfy the conditions (30) , (31) (or (32), or (33) ), (53) (or (54), or (55)), and
In this case, the parameters of the fault detection filter (3) are given by:
Proof: Define R i = i G i , and pre-multiply equation (7b) by i , then one can get (57). By the definition (35), one can get that the condition (58) is equivalent to (7c). (59a)-(59d) can be easily deduced by Theorems 1 and 2. Then the proof is concluded. can be transformed into strict linear matrix inequality, which can be easily resolved.
IV. FAULT DETECTION THRESHOLD DESIGN
After completing the design of the fault detection filter, the last task is to construct the residual evaluation function J (r(t)) and a threshold J th to evaluate whether a fault has happened or not. Firstly, the residual evaluation function is selected as
where t 0 denotes the initial evaluation time instant, and t is the evaluation time step. Then the threshold is determined by
Based on the above definitions, the occurrence of the fault can be detected by comparing J (r(t)) and J th according to the following logical test:
Remark 6: Since the residual signal is generated by the filter, the threshold J th is usually chosen a priori with a predesigned switching signal. Therefore, the threshold is a supremum of a chosen switching signal, J (r(t)) in fault free conditions. 
V. AN ILLUSTRATIVE EXAMPLE
In this section, a continuous stirred tank reactor (CSTR) control system is employed to verify the techniques represented in Figure 1 [32] . A constant volume of the CSTR is supplied by a single inlet flow through a selector valve links up with two different source streams. At each time, the supervisor decides that the reactor will be supplied by one of the source streams. Suppose that the liquid volume is constant, the loss of heat can be negligible, perfectly mixing and a first-order reaction in reactant A, then the kinetic equations of the CSTR at each operating mode are described bẏ
where C A is the reactant A concentration (mol/L), q i , C Afi , T fi are respectively the ith mode's feed flow rate (L/min), concentration of the feed stream (mol/L) and reactor temperature of the feed stream (K). V , E, R, T and T c are the reactor' volume (L), the activation energy, the gas constant (J /(mol · K )), the reactor temperature (K ) and the coolant temperature (K ), respectively. We select the nominal operating conditions corresponding to an unstable equilibrium point as T * C = 300K , C * A = 0.5mol/L and T * = 350K for both modes. By setting a certain sampling time T s = 1s and considering the existence of a disturbance input and the fault, one can get 
The switching signal is plotted in Figure 3 . We assume that the disturbance input d(t) is in high frequency, i.e. |ϑ d | ≥ ϑ dh = 5π 6 , and the frequency of the fault f (t) belongs to low frequency domain, i.e. |ϑ f | ≤ ϑ fl = π 6 . Then by solving the conditions (33), (53), (57), and (58) in Theorem 3, one can get the minimum H ∞ performance γ = 2.0176 and maximum H − performance β = 0.8019 with a set of feasible solutions as follows: For the simulation, the unknown disturbance input d(t) is shown in Figure 2 , and the fault is set as f (t) = 0; 0 ≤ t < 10 10;
10 ≤ t (64) which is described in Figure 3 . Figure 4 is the switching signal which specifies the switching between the two subsystems. 
FIGURE 5.
The state x(t ) and its estimationx(t ).
FIGURE 6.
The residual signal r (t ) with faulty and unfaulty cases. Once a fault has happened as in (64), Figure 5 describes the state vector x(t) and its estimationx(t), it is clear that the observer gives a good estimation performance. The residual signal r(t) is shown in Figure 6 for the faulty and unfaulty cases. Figure 7 describes the residual evaluation function J (r(t)) with the faulty and unfaulty cases. By (61), one can choose the thresholds J th (r 1 (t)) = 2.0615
and J th (r 2 (t)) = 2.6354. According to the logical rules in (62) and (63) and selecting the threshold J th (r(t)) = min{J th (r 1 (t)), J th (r 2 (t))}, then the fault can be successfully detected.
VI. CONCLUSION
In this paper, the issue of finite-frequency fault detection filter design for discrete-time switched systems is addressed. Based on the KYP lemma for switched systems, a novel finitefrequency fault detection filter design technique is derived, which can guarantee as robust as possible to the disturbance signal while being as sensitive as possible to the fault signal. Finally, the efficiency of the proposed techniques is shown in simulation results. In our future works, fault accommodation and fault tolerant controller design for switched systems in finite-frequency domain will be further considered.
