Abstract: Purpose: Observational studies designed to investigate the safety of a drug in a postmarketing setting typically aim to examine rare and non-acute adverse effects in a population that is not restricted to particular patient subgroups for which the therapy, typically a drug, was originally approved. Large healthcare databases and, in particular, rich electronic medical record (EMR) databases, are well suited for the conduct of these safety studies since they can provide detailed longitudinal information on drug exposure, confounders, and outcomes for large and representative samples of patients that are considered for treatment in clinical settings. Analytic efforts for drawing valid causal inferences in such studies are faced with three challenges: (1) the formal definition of relevant effect measures addressing the safety question of interest; (2) the development of analytic protocols to estimate such effects based on causal methodologies that can properly address the problems of time-dependent confounding and selection bias due to informative censoring, and (3) the practical implementation of such protocols in a large clinical/ medical database setting. In this article, we describe an effort to specifically address these challenges with marginal structural modeling based on inverse probability weighting with data reduction and super learning.
Introduction
Osteoporosis and atrial fibrillation are two parallel epidemics that primarily affect the rapidly growing population of elderly persons in the US and worldwide [1, 2] . Osteoporotic fractures are associated with major morbidity and excess mortality which prompted the development of pharmacological approaches to lower this risk. Oral bisphosphonate drugs are one of the primary therapies for the primary and secondary prevention of osteoporosis and osteoporotic fractures. Atrial fibrillation also predominantly affects older persons (≈1 in 25 adults aged ≥60 years and ≈1 in 10 adults aged 80 years) and independently increases by fourfold to fivefold the risk of ischemic stroke [3] . Interestingly, recent data from randomized clinical trials [4, 5] suggest a possible excess risk of clinically significant atrial fibrillation events associated with oral bisphosphonate therapy. Subsequent observational studies have reported conflicting results [6] [7] [8] [9] [10] [11] [12] . However, existing data from clinical trials and observational studies have several important limitations including relatively low numbers of confirmed cases of atrial fibrillation, selected populations that are not necessarily representative of typical clinical settings, and other significant methodological limitations, including approaches to ascertaining atrial fibrillation and ability to control for confounding and selection bias. Given the widespread and increasing use of bisphosphonates for the prevention of osteoporotic fractures, delineation of any increased risk of clinically significant atrial fibrillation events has major public health implications, particularly in the elderly. To address these issues, we conducted a retrospective, cohort study of the effects of incident one-year exposure to oral bisphosphonate (BP) therapy on the risk of clinically significant atrial fibrillation (AF) events in patients with and/or without a prior history of AF based on Electronic Medical Record (EMR) data from a large, diverse community-based cohort of older women.
Method 2.1 Data
Study subjects included members of Kaiser Permanente Northern California (KPNC), a large, integrated health care delivery system that provides comprehensive medical care to >3.2 million members representing approximately one-third of insured adults in northern California. Health plan members are highly representative of the local surrounding and statewide population except for slightly lower representation of the extremes of age and income [13, 14] . We searched the entire adult membership of KPNC for patients meeting the eligibility criteria described below and enrolled each in this study at the earliest date between 1 January 2002 and 31 December 2007 on which all criteria were met. These criteria identified 673,149 patients. All patients were followed up from study entry until the earliest of 31 December 2008 (administrative end of study), health plan disenrollment or death. Patients eligible to enter the study cohort were female aged >50 years who had continuous health plan membership of at least 12 months before entry and active pharmacy benefit which provides strong financial incentives to obtain medications from Kaiser Permanente pharmacies. We excluded subjects who had evidence of intravenous bisphosphonate therapy found in pharmacy databases before or during the follow-up period, oral BP therapy documented from pharmacy databases between 1995 and cohort entry, received etidronate before or during the follow-up period (given that it is a first-generation BP with cyclic prescription during the study period), or had diagnosed Paget's disease 1 of the bone before or during the follow-up period based on information from health plan hospital discharge and ambulatory diagnosis databases using International Classification of Diseases, Ninth Edition (ICD-9) code 731.0. We assembled data on relevant exposure, outcomes, covariates, and right-censoring events for each study subject as described below. We focused on oral (nitrogen-containing) BPs (alendronate, risedronate, and ibandronate) exposure ascertained from information found in health plan outpatient pharmacy databases. We expanded upon previously described approaches [15] [16] [17] [18] to facilitate estimation of time-varying current exposure and cumulative exposure to oral bisphosphonates during the study period. Specifically, we determined the use, frequency, and timing of oral BP therapy based on a systematic review of all possible combinations of physician prescription instructions, drug dose, drug frequency, quantity of pills dispensed, data of dispensing, and refill pattern for each individual agent (alendronate, residronate, ibandronate) and oral formulation found in the cohort using information from filled/dispensed prescriptions in health plan pharmacy databases. We constructed a computerized algorithm with iterative refinements based on serial sampling of cohort members who underwent manual chart review to compare the accuracy of assigned drug exposure based on our algorithm compared with information in the electronic and paper medical record. As needed, individual electronic prescription data were corrected within the algorithm. After completion of the final longitudinal drug exposure algorithm and validation studies, we considered patients to have continuous drug exposure if there was a gap between consecutive prescriptions that was 60 days or less. For drug exposure gaps of >60 days, the patient was considered off BP therapy until the next filled prescription. In addition, if there was an overlap in consecutive drug prescriptions of 30 days or less, we added the number of overlapped days to the end of the next filled prescription. If the overlap was >30 days, we reset the end of the drug exposure to the end date of the second prescription. Deaths were identified from health plan administrative databases, proxy report, Social Security Administration vital status files, and California state death certificate information [19, 20] . Complete state death certificate information was only available through 2008 at the time of analysis. The primary outcome was a clinically relevant atrial fibrillation event defined as a non-elective hospitalization with a primary discharge diagnosis of atrial fibrillation (ICD-9 code 427.31) or atrial flutter (ICD-9 code 427.32). Among the 10,285 identified admissions in the cohort meeting this criterion, 7,918 (73.1%) had one or more electrocardiograms documenting AF and/or flutter identified from a health plan electrocardiography database. Among the remaining 2,367 admissions without a corresponding electronically available electrocardiogram documenting AF and/or atrial flutter, we conducted a manual review of corresponding medical records for a random sample of 408 non-elective admissions which showed that 378 (92.7%) had electrocardiographic evidence of AF and/or atrial flutter that was causing symptoms and/or clinical complications. Demographic characteristics (age, gender, and self-reported race/ethnicity) were identified from health plan databases. Information on annual household income and educational attainment was ascertained based on geocoding information from the 2000 US Census data and member's residential address information. Low annual income was defined as living in a census block group with median annual household income <$35,000; low education attainment was defined as living in a census block group where ≥25% of residents have completed high school or less. We searched health plan automated databases (e.g. hospitalization, ambulatory visit, laboratory, and pharmacy) as well as regional cancer registry data to identify risk factors for the outcomes of interest and other potential confounders [3, 15, 21] . These include prior cardiovascular disease (coronary disease, aortic or mitral valvular heart disease, ischemic stroke or transient ischemic attack, heart failure, peripheral arterial disease), coronary revascularization, diabetes mellitus, diagnosed hypertension, dyslipidemia, hypothyroidism or hyperthyroidism, chronic lung disease, chronic liver disease, diagnosed dementia or psychiatric illness, and systemic cancer. Using data from dispensed prescriptions in pharmacy databases only (days supply in conjunction with dispense date), we characterized time-varying exposure to other prescription medications including other therapies for osteoporosis (e.g. hormone replacement therapy, raloxifene, calcitonin, parathyroid hormone), for atrial fibrillation (e.g. digoxin, antiarrhythmic medications), for other cardiovascular conditions (e.g. ACE inhibitor, angiotensin II receptor blocker, diuretic, β-blocker, calcium channel blocker, aldosterone receptor antagonist, other vasodilator, nitrate, digoxin, statin, other lipid-lowering therapy, warfarin, clopidogrel, ticlopidine, Aggrenox), and other relevant medications (e.g. aromatase inhibitors, systemic glucocorticoids, and thyroid hormone replacement therapy). The rules adopted for handling gaps between prescriptions and for overlapping prescriptions of these other medications were the same as the ones used for BP prescriptions.
The complete list of all baseline and time-varying covariates used in this study is described in Tables 1 and 2 . Note that all covariates are binary indicators except for "age" which is a continuous variable. Hispanic ethnicity was defined as having Hispanic ethnicity noted in the health plan electronic database, so lack of documented evidence of Hispanic ethnicity was interpreted as "non-Hispanic." For the two census variables, "hs.or.le" (low neighborhood education) and "med.inco" (low neighborhood income), if no data were available, we imputed these variables with the mode of the observed measurements, i.e. 0. We note that only 3.37% of patients had missing income status and educational attainment status. The comorbidity, hospitalization, and medication use variables were assigned a value of 1 if the patient's EMR data indicated relevant information about these factors and otherwise they were assigned a value of 0.
Analytic approach
We formally describe a Marginal Structural Model (MSM) approach using the counterfactual statistical framework on which MSMs are based [22] , but the approach is also framed informally by analogy with a series of ideal randomized experiments that we aim to emulate with observational data to address the research question of interest [23] . The presentation of the approach is decomposed in three steps. First, we introduce the approach by describing its principles if only data from the first year of follow-up were available to address the research question of interest. Second, we extend these principles by generalizing the approach to incorporate the complete follow-up data from each patient. Third, we adapt the approach for implementation with a reduced data set that is derived from the original data for the purpose of reducing computational burden.
Observed data structure
The observed data on any given patient in this study (referred to as the "BP/AF study" from now on) consist of the collected measurements on exposure, outcome, and confounding variables from study entry until the patient's end of follow-up. In this analysis, time is measured by consecutive 30-day intervals after study entry. The time when the patient's longitudinal data are right-censored is denoted by C and is defined by the shortest of (1) the time to the administrative end of study denoted by C admin , (2) the time to disenrollment from the KPNC health plan denoted by C disen , and (3) the time to death denoted by C death , i.e. C = min (C admin , C disen , C death ). The type of right-censoring event is encoded with a categorical variable denoted by Γ with possible values 1, 2, or 3 to represent end of follow-up by administrative end of study (i.e. C = C admin ), disenrollment from the health plan (i.e. C = C disen ), or death (i.e. C = C death ), respectively. At each time point t = 0, . . . , C, i.e. a 30-day interval poststudy entry, the patient's exposure to BP is represented by the binary variable A 1 (t), and the patient's right-censoring status is denoted by the indicator variable A 2 (t) = I(C ≤ t). The combination A(t) = (A 1 (t), A 2 (t)) is referred to as the action at time t. At each time point t = 0, . . . , C, covariates (e.g. diagnosis of coronary disease or exposure to raloxifene) are denoted by the multidimensional variable L(t) and defined as measurements that occur before A(t) or are otherwise assumed not to be affected by the actions at time t or thereafter, (A(t), . . . , A(C)). For each time point t > 0, the outcome denoted by Y (t) is defined as the indicator of failure (i.e. a clinically relevant AF event) at time t − 1 and is an element of the covariates at time t, L(t). By convention, the outcome at baseline (an element of L(0)) is set to 0, i.e. Y (0) = 0. To simplify notation, we use overbars to denote covariate and action histories, e.g. a patient's action history through time t is denoted by Ā(t) = (A(0), . . . , A(t)). We approached the observed data from the BP/AF study as realizations of n = 673,149 independent and identically distributed (i.i.d.) copies of , where n denotes the sample size. The maximum follow-up time K for any given patient is K = max i=1 ,..., n C i − 1 = 84 (i.e. 85 30-day intervals). In Section 2.2.5, we describe how EMR data were concretely mapped into this data structure O for each patient.
Simplified definition of the effect of interest
Informally, a causal effect may be defined by analogy with an ideal randomized experiment, i.e. a trial with perfect compliance and no right-censoring. In this study, the effects of incident one-year exposure to BP on the risk of AF could have ideally been studied by randomizing each patient of the study cohort to one of the following two treatment arms at study entry. In the first arm, patients would have remained unexposed to BP for 1 year, while in the second arm, patients would have been exposed to BP for the same time. The difference between the cumulative risk of AF events at 1 year in each arm is one effect measure that we aim to emulate with observational data in this study. Formally in the counterfactual statistical framework [24] , such causal effects are defined as contrasts between the distributions of potential outcomes in a conceptual experiment. We use notation consistent with that introduced in the previous section to describe the data from this experiment. At each time point t = 0, . . . , K of this fictitious experiment, patient's covariates are observed under any given action intervention denoted by such that right-censoring events do not occur before and at time K, i.e. ā 2 (K) = 0. These covariates, referred to as counterfactual covariates, are denoted by L ā(K) (t) and satisfy the time ordering assumption formalized by equality: L ā(K) (t) = L ā(t−1) (t), i.e. actions after t − 1 cannot affect covariate levels at time t. The counterfactual covariates at t, L ā(t−1) (t), include the counterfactual outcome denoted by Y ā(t−1) (t). The collection of all counterfactual covariates collected over time during this ideal experiment are referred to as the full data denoted by X, i.e. , where A(K) represents the collection of any possible action interventions such that right-censoring events do not occur before and at time K, i.e.
K , ā 2 (K) = 0}. The causal effect that was informally defined earlier by analogy with an ideal randomized trial can now be formally defined as a function of the distribution of these full data:
; ½1
where T ā (11) is implied by the full data and represents the counterfactual time to the first failure event under a given action intervention ā(11) and and represent the two action interventions of interest by which patients do not experience censoring events before and at time 11 (i.e.
) while experiencing continuous BP exposure (i.e.
) and no BP exposure (i.e. ), respectively. More precisely, if the first failure occurs before time t = 12 then 0 ≤ T ā(11) ≤ 11 is defined by the time when the counterfactual outcome jumps to 1 for the first time, i.e.
. Otherwise, if failure does not occur during follow-up under action intervention , the counterfactual failure time T ā(11) is defined as ∞. The causal estimand ψ 0,11 can be viewed as one parameter of a nonparametric MSM for the distribution of the counterfactual survival times T ā(11) . Figure 1 represents possible causal relationships between variables collected during the first two periods (on patients followed-up for at least two periods) in the BP/AF study using a causal diagram [25] . Standard estimation methods (e.g. extended Cox regression) to account for confounding involve modeling approaches Figure 1 Causal diagram that represents possible causal relationships between a subset of the variables collected during the first two periods of the BP/AF study (on patients followed-up for at least two periods). T represents the failure time, i.e. time to the first AF event, and I(T ≤ 1) = 1 − I(Y (1) = Y (2) = 0) represents the indicator of failure occurrence within two periods from study entry. A 1 (0) and A 1 (1) represent exposure to BP during the first and second periods of follow-up, respectively. L(0) represents baseline confounders of the effect of both early, A 1 (0), and late, A 1 (1), BP exposures on failure occurrence within two periods from study entry, I(t ≤ 1). L(1) represents intermediate covariates that confound the effect of late BP exposure A 1 (1) on failure and that are also affected by the early BP exposure A 1 (0). Standard modeling approaches are not adequate to account for the timedependent confounding that may result from covariates such as L (1) .
Estimation approach
that compare the distributions of outcomes conditional on both the levels of confounders and exposure variables. It is well-established [26] [27] [28] that such methods do not properly handle time-dependent confounders affected by early therapy exposure such as covariate L(1) (Figure 1 ) because (1) inclusion of such confounders in standard models may lead to bias, since they block some of the causal pathways under investigation; and (2) exclusion of such confounders from standard models may lead to bias due to the lack of confounding adjustment. In observational longitudinal studies that aim to compare the effectiveness of alternate treatment interventions, the existence of time-dependent confounders such as L (1) is often expected since the indications for the treatment decisions under study are also typically risk factors for the clinical outcomes of interest (e.g. CD4 counts and antiretroviral therapy in HIV patients [29] or hemoglobin A1c and treatment intensification in diabetes patients [30] ). Thus, standard analytic methods are often suspected to lead to biased inferences in such effectiveness studies. In longitudinal safety studies, however, the existence of time-dependent confounders such as L(1) are often not as obvious since indications for the exposure under study such as history of fracture in the BP/AF study are not typically known risk factors for the clinical outcomes of interest. While time-dependent confounding by covariates such as L (1) is not a priori expected in safety studies, bias from lack of or incorrect adjustment for unforeseen timedependent confounders remains a concern. For example, it may be alleged that occurrence of major clinical events (e.g. hospitalization for AMI in the BP/AF study) that are risk factors for the outcome under study and also possibly the results of deleterious side effects from prior exposure to treatment will also often lead to the early interruption of that treatment. Such concerns motivate the adoption of an inverse probability of action weighted (IPAW) estimation approach [22, 31, 32] in longitudinal safety studies to not only properly handle possible observed time-dependent confounders on causal pathways of interest but also to adjust for possible time-dependent selection bias due to right-censoring [33] .
Alternatively, one may attempt to alleviate the problem of time-dependent confounding through an intention-to-treat analytic approach where changes in exposure over time are ignored [34, 35] . Confounding adjustment by baseline covariates (L(0)) using standard estimation approaches (e.g. propensity score [36] [37] [38] [39] matching) can then provide unbiased estimates of the effect of the early therapy exposure (A(0)). Such inferences are informative in randomized experiment in which changes in therapies are rare during the follow-up time or else in placebo-controlled trials conducted for evaluating efficacy since inference from an intention to treat (ITT) analysis is then conservative [40] . Placebo-controlled randomized clinical trials conducted for evaluating safety using an ITT approach only can be misleading and have been referred to as "randomized cynical trial" [40] , since ITT results in such analyses are anticonservative and may thus conceal deleterious side effects. These considerations support our goal to emulate inference from a placebo-controlled with perfect compliance in the BP/AF study, instead of inference from an ITT analysis of a placebo-controlled trial with possible non-compliance.
Under assumptions detailed below, the causal estimand ψ 0,11 in the BP/AF study may be estimated consistently based on the following IPAW estimating function [41] :
; ½2 where and are the generic notation for indicator variables and conditional probabilities of actions, respectively, and where
½3
represents the earliest time when a right-censoring or failure event occurs or when the action interventions of the hypothetical randomized experiment that we aim to emulate would end (i.e. time point 11). For conciseness, we adopt the following notation ½4 to represent the difference between the two indicators of whether the patient's actual exposure to BP and right-censoring status (during the periods that would have been monitored in the ideal trial to be emulated) are concordant with the action interventions in one of the two arms of the ideal trial, i.e. (1) the indicator of both no right-censoring event and continuous exposure to BP up to and at time Ť, and (2) the indicator of both no right-censoring event and continuous non-exposure to BP up to and at time Ť.
As shown in Appendix A, the IPAW estimating function [2] is unbiased at ψ 0,11 under the following identifiability assumptions [28, 42] which insure that the available observed data contain sufficient information to emulate inference from the ideal randomized trial that would address the research question of interest: (1) the sequential randomization assumption (SRA) formalizes the assumption of no unmeasured confounders in longitudinal studies:
. It cannot be tested with data alone. (2) The experimental treatment assignment (ETA) assumption (also known as positivity assumption) insures non-parametric identifiability of the causal effect of interest. In other words, satisfaction of the ETA assumption permits reliable estimation of the causal effect based on true information in the data instead of extrapolation from limited information based on parametric modeling assumptions [43] . Formally, this assumption insures that any patient may experience any of the interventions of interest at any point in time, regardless of her covariate history:
and The following solution of the estimating equations derived from the IPAW estimating function [2] defines an estimator of ψ 0,11 :
: ½5
An estimator of the variance of this IPAW estimator can be derived from its influence curve [24, 44] and can be expressed with the following closed-form formula:
: ½6
With observational data, implementation of this IPAW estimator first requires estimation of the product of unknown conditional probabilities of actions (referred to as action mechanism) and which can be decomposed into two products (referred to as the treatment and right-censoring mechanisms, respectively):
:
The consistency of the IPAW estimator ψ 0,11,n thus relies not only on the SRA and ETA assumption but also on consistent estimation of the action mechanism, i.e. proper adjustment for observed confounders. The inference drawn from formulas [5] and [6] is asymptotically conservative when the action mechanism is estimated [24] . Bootstrapping can be used instead to draw inference that incorporates variability from estimation of the action mechanism.
Maximum likelihood estimation based on a priori specified and more or less flexible parametric models have been used most commonly in practice to estimate the action mechanism. In few instances [45, 46] , data-adaptive estimation of the action mechanism has been implemented as an alternative to the more common reliance on a priori specification of parametric models which often do not reflect true subjectmatter knowledge and may thus lead to incorrect inferences [47, 48] . Several machine learning algorithms (also known as learners) are potential candidates for estimating the different components of the action mechanism, e.g. random forests [49] , least angle regression [50] , logic regression [51] , classification and regression trees [52] , ridge regression [53] , multivariate adaptive regression splines [54] , Deletion/ Substitution/Addition algorithm [55] , high-dimensional propensity score algorithm [56] , generalized boosted modeling [57] , etc. Akin to the selection of a parametric model, the selection of a machine learning algorithm is rarely based on real subject-matter knowledge about the relative suitability of the different learners available, since "in practice it is generally impossible to know a priori which learner will perform best for a given prediction problem and data set" [58] . A poor choice in machine learning algorithms for estimation of the action mechanism may thus also result in biased inference. Recent theoretical work demonstrated that cross-validation may be used aggressively for estimator selection [59] [60] [61] [62] , i.e. to search through a large space of candidate estimators. From this work, a data-adaptive estimation approach referred to as super learning was developed [58] . Its application avoids the need for arbitrary selection of a candidate learner in a particular estimation problem. Instead, super learning combines predicted values from the various candidate learners considered through a weighted average. The selection of the optimal combination of the candidate learners is based on cross-validation to protect against over-fitting such that the resulting learner (called "super learner") performs asymptotically as well or better than any of the candidate learners considered [58] . Super learning can thus be used for estimation of the action mechanism in this approach to avoid reliance on subjective specification of parametric models.
Extension of the approach over time
The analytic approach just described only makes use of data accumulated during the first 12 follow-up periods. Information in subsequent periods is thus left untapped while it could contribute to addressing the research question of interest. We thus extend the principles of the analytic approach presented earlier to make use of the complete follow-up data available from each patient to evaluate the safety of incident 1-year exposures to BP based on the 1-year cumulative risks of AF.
Informally, the extended approach over time aims to emulate inference from several ideal randomized trials. Each of these trials involves the same two one-year BP interventions described in the previous section but the start of each trial is staggered over time (Figure 2 ). More specifically, each trial starts at the end of one of the 30-day follow-up period of the AF/BP study and is based on the population of patients who remained unexposed to BP and active in the study (i.e. patients who did not experience a censoring event) through the end of that period. In each of these hypothetical ideal trials, the difference between the cumulative risk of AF events at 1 year in each arm is a measure of the effect of incident 1-year exposure to BP on the risk of AF. The approach described in this section aims to emulate an average of these effect measures by extending the analytic principles described earlier.
To formally describe the generalization of the analytic approach, we extend the overbar and counterfactual notation as follows. The history of a variable Z (action or covariate) between time t and t′ is denoted by with is nil if t′ < t. The counterfactual covariate at time t corresponding with an action history that is defined by the following sequence of observed actions and action interventions (Ā(j −1), ā(j, j′)) with 0 ≤ j ≤ j′ ≤ K, t ≤ j′ + 1 such that Ā 2 (j − 1) = 0 and ā 2 (j, j′) = 0 is denoted by L ā(j,j′) (t), i.e. L ā(j,j′) (t) = L Ā(j-1) , ā(j,j′) (t), where Ā(−1) is nil. For patients whose follow-up data are not rightcensored through time t − 1 for t = 0, . . . , K (i.e. for whom Ā 2 (t − 1) = 0), the counterfactual time to first failure at or after t under intervention ā(t, t + s) with any given s ≥ 0 is denoted by . If failure occurs at or after period t but before period t+s+1 under intervention ā(t, t + s) then is defined by the time when the counterfactual outcome under intervention ā(t, t+s) is 1 for the first time after t, i.e.
. Otherwise, if failure does not occur during the interval t to t + s under intervention , the counterfactual failure time is defined as ∞. The causal estimand and its IPAW estimating function defined by formulas [1] and [2] in the previous section can now be expressed using the new notation above (with t = 0 and s = 11) as ; and ; ½7
where Ť 0 = Ť. This IPAW estimating functions can be used with observational data from the BP/AF study to emulate inference from a randomized trial that would start at time 0 and end at time 11 with two arms where patients are continuously exposed or continuously not exposed to BP for 12 30-day periods. The inference is generalizable to the target population of patients from which the patients in the BP/AF study cohort were drawn. The principles of this conceptual ideal trial can now be extended to define another hypothetical ideal trial that would start at time t−11 and end at time t for any given t = 11, . . . , K + 11. The target population for this trial may be defined as the population of patients in the original target population above with the added restriction that patients should not experience BP exposure nor a censoring event before time t − 11 (i.e. I(Ā i (t − 12) = 0) = 1 for any patient i in this new target population). Note that while patients with documented previous exposure to BP are excluded from the target population, patients with a history of AF are included in the target population. The inference from this new trial is also based on the same two action interventions (continuous exposure to BP versus continuous absence of exposure to BP with no censoring event before and at time t denoted by ā
• (t − 11, t) and ā˚(t−11, t), respectively). In this new conceptual trial, the causal estimand of interest representing the difference between the cumulative risks of failure in the two arms is defined as:
:
Inference from such a trial with the available observational data from the BP/AF study may be emulated under the SRA and ETA assumption with IPAW estimation based on the following IPAW estimating function:
; ½8
where Ť t−11 is defined as the earliest time when a right-censoring or failure event occurs at or after time t − 11 (start of the trial) or when the action interventions of the trial would end (i.e. time point t):
Note that definition [8] reduces to definition [7] when t = 11. Instead of estimating each effect ψ t−11,t by solving the IPAW estimating equations associated with D t−11,t (O | , ψ) separately for each (for a given , we aimed to estimate a single average effect measure ψ by solving the estimating equations associated with : ½9
The solution is the IPAW estimator denoted by ψ n of an average measure of the effects of interest ψ t−11,t for :
: ½10
As shown in Appendix B, the average effect measure denoted by ψ that is targeted by this IPAW estimator ψ n is given below and can be alternatively defined by a working [63] semi-parametric [64] history-restricted MSM (HRMSM) [65, 66] which, if correct, corresponds with the assumption that the risk differences ψ t−11,t are constant over time:
: ½11
An estimator of the variance of the IPAW estimator ψ n if the conditional probabilities of actions (action mechanism) were known can be derived from its influence curve and can be expressed by the following closed-form formula:
½12
Under the SRA and ETA assumption, the inference for causal estimand ψ from formulas [10] and [12] is asymptotically conservative if the action mechanism is estimated consistently. To avoid reliance on a priori specified parametric models for the action mechanism, super learning may be implemented to select estimators for the different components of the action mechanism as described later. Simulations and applications in previous work [58, 67] have demonstrated the important gains achieved with the super learning approach in prediction problems. To our knowledge, this methodology has however not been implemented in any analyses that approach the scale of observation numbers (≈ 700,000 patients followedup for up to 85 30-day periods) involved in the BP/AF study. Even though we expected a heavy computational burden (computing times and memory requirements) for running the R implementation of the super learner (version 1.1-18) [68] for estimating the action mechanism in the BP/AF study, the reliance on proper confounding adjustment for drawing causal inferences motivated the exploration of the applicability of super learning in a safety study of this scale. We later discuss practical obstacles to the application of super learning in this analysis and practical solutions that permitted preliminary application of its principles.
Implementation challenges and practical solutions
To balance computational burden and misclassification of the time-varying actions and covariates, we chose the 30-day interval as the unit of time in this analysis (see Sections 2.2.1 and 2.2.2). To approximate the observed data structure O resulting from this choice, we first needed to map raw data from the KPNC EMR collected on a continuous time scale to the coarsened time scale chosen for the analysis. The following practical approach was implemented to uphold the time-ordering assumption between measurements of the actions and covariates, i.e. which encodes that covariate L(t) represents attribute measurements that occur before the action A(t) or that are otherwise assumed not to be affected by the actions at time t or thereafter, Ā(t, C):
• Each patient's follow-up time measured in days from study entry was discretized into consecutive 30-day intervals denoted by t = 0, . . . , C. In particular, t = 0 represents the first τ = 30 days of a patient's followup: [0, τ[ and C represent the last 30-day interval when a censoring event occurs. Note that unlike t for t = 0, . . . , C − 1 which represents a monitoring interval of 30 day [tτ, (t+1)τ[, the follow-up time t = C typically represents a shorter monitoring interval since the actual censoring event often falls within the 30-day interval [Cτ, (C + 1)τ[. • The indicator of right-censoring A 2 (t) is 0 for t = 0, . . . , C − 1 and A 2 (C) = 1.
• BP exposure A 1 (t) is set to 0 for all time intervals t except for the interval (if any) when BP is first initiated and for all subsequent intervals where BP is used for at least 15 days.
• For any attribute of the covariate L(t) which does not represent a given drug exposure (e.g. diuretic or statins): -For all t representing intervals [tτ, (t + 1)τ[ that do not contain the day when BP exposure is first initiated or first discontinued (i.e. when the value for A 1 (t) is 1 for the first time or 0 for the first time after a sequence of 1's, respectively), the value for each covariate attribute of L(t) is set to the last measurement of that attribute (if any) 1) at t − 1 (i.e. the last measurement obtained during interval [(t − 1)τ, tτ[) if t > 0 and 2) if t = 0, within the 6 years preceding study entry if the attribute is "cancer.h" and since 1996 for all other attributes.
-For t representing the interval [tτ, (t+1)τ[ when BP exposure is first initiated or first discontinued, the value for each covariate attribute of L(t) is set to the last measurement of that attribute (if any) 1) at t − 1 or t but always prior to the actual day when BP was initiated/discontinued if t > 0 and 2) if t = 0, during the first follow-up interval but always prior to the actual day when BP was initiated and otherwise within the 6 years preceding study entry if the attribute is "cancer.h" and since 1996 for all other attributes.
• For any attribute of the covariates L(t) which represents exposure to a given drug (other than BP) at interval t, its measurement was set to 0 except if the drug was used at least 15 days of that interval. This convention relies on the assumption that BP exposure during any given interval should not affect exposure to other drugs during the same interval.
To mitigate computational burden, we implemented a data reduction step based on sampling from the original cohort data. Given the relatively rare onset of treatment with BP during follow-up in the original cohort, i.e.
we differentially sampled a patient's follow-up data based on whether she was ever treated with BP during follow-up (i.e. I(Ā 1 (C − 1) = 0)) to insure sufficient information on the treated patients in the resulting reduced data. This complex sampling scheme can be viewed as an artificial censoring event that is superimposed on the original data structure O collected on each patient in the BP/AF study cohort. The resulting reduced data from such complex sampling can be viewed as n i.i.d. copies of O′ = (C, I(Ā 1 (C − 1) = 0), Δ, ΔO), where Δ is the indicator of a patient's data being sampled. The probability of a patient's follow-up data being sampled conditional on her original data is known by design and only based on her "ever/never" exposure status, i.e. , where denotes conditional probabilities of a patient's data being sampled. We chose the following sampling probabilities by which follow-up data from all patients who ever used BP during follow-up in the original cohort (≈60,000 patients) are retained in the reduced data along with follow-up data from an approximately equal number of patients who never used BP during follow-up in the original cohort:
and . The resulting reduced data consist of approximately 8.3 million persontime observations from about 120,000 patients monitored for up to 85 30-day periods each. As shown in Appendix C, the IPAW estimating function for ψ based on the complete data O given by formula [9] can be mapped into the following unbiased estimating function for ψ based on the reduced data O′:
: ½13
The resulting reduced-data IPAW estimator of ψ that solves the estimating equations associated with the previous estimating function is ; ½14
with . An estimator of the variance of this reduced-data IPAW estimator ψ n if the action mechanism g were known can be derived from its influence curve and can be expressed by the following closed-form formula: :
½15
Akin to the estimation function for ψ, estimating functions for the different components of the action mechanism may be mapped into estimating functions based on the reduced data only. In practice, estimation of the action mechanism with the reduced data may thus be implemented using standard estimators (e.g. based on a priori specified parametric models or super learning) where the contribution of each observation is weighted by the inverse probability of sampling to account for sampling bias. Under the SRA and ETA assumption, the inference for causal estimand ψ from formulas [14] and [15] is conservative if the action mechanism is estimated consistently. While bootstrapping can be used instead to draw inference that incorporates variability from estimation of the action mechanism, its implementation was not practical in this study, since it would have required to iterate super learning estimation of each component of the action mechanism on each bootstrap sample.
Estimation of the action mechanism needed as a prerequisite to IPAW estimation in this study was based on further decomposition of both the treatment and right-censoring mechanisms:
Along with the three components of the right-censoring mechanism, only the BP initiation and BP continuation mechanisms need to be estimated for IPAW estimation of the causal estimand ψ. A separate estimator based on pooled data over time j was derived by super learning not only for each of these two components of the treatment mechanism but also for each of the three components of the right-censoring mechanism. Our choice of candidate learners for building these five super learners was mainly based on practical considerations, i.e. the computational burden in terms of both computing speed and memory requirements associated with each learner available in version 1.1-18 of the SuperLearner package in R. The following three types of learners were selected: main term logistic regression, 2 k-nearest neighbor classification [69] , and polychotomous regression [70] . We refer to these estimators as glm, knn, and polyclass learners, respectively, from now on.
For constructing each of the five super learners, six candidate glm learners defined by an increasing number of explanatory variables were considered. More specifically, these glm learners involved the first 13, 20, 30, 40, 50 variables, and all variables, respectively, from an ordered list of explanatory variables. The same list of explanatory variables was considered for building the two super learners predicting BP exposure at time j, A 1 (j). It consists of the 30-day interval number j (named "period") and all covariates (Tables 1 and 2 ) associated with interval j, L(j), excluding the outcome Y(j). Note that all explanatory variables are binary variables except for "age" and "period". The same list of explanatory variables was considered for building the other three super learners and consists of the previous list of covariates but also includes BP exposure at time j − 1, A 1 (j − 1). For constructing each of the five super learners, the list of relevant explanatory variables was ordered based on not only a combination of subject-matter knowledge but also the magnitude and significance of the crude association between each relevant explanatory variable and the corresponding dependent variable as measured by the odds ratio (OR) and p-value from a univariate logistic regression accounting for repeated measurements. 3 More specifically, the ordering of covariates for predicting a given dependent variable was derived based on the following approach: the 14 variables that are established risk factors for AF events (Tables 1 and 2 ) appear first in the list. They are ordered by decreasing magnitude of association with the dependent variable (as measured by a decreasing distance of the OR from 1). The remaining variables that are significantly associated with the dependent variable at the 0.05 level are ordered by decreasing magnitude of association with the dependent variable and appeared next in the list just before all other variables ordered by decreasing significance of association with the dependent variable (as measured by an increasing p value). Finally, one of the dummy variables for "race" (an established risk factor for AF) is removed from the ordered list due to colinearity with the other dummy variables. Note that the default screening routines available as part of version 1.1-18 of the SuperLearner package in R do not permit the screening of explanatory variables to automatically generate the six glm learners described earlier. Alternate, customized screening routines can however be easily developed and integrated to the super learner algorithm implemented in R. Due to the heavy computational burden, the polyclass learner considered for constructing each super learner was based on only the 14 variables that are established risk factors for the outcome. We used a customized routine that implements the polyclass learner based on BIC as the model selection criterion to improve computing speed over the default SL.polymar routine that implements the polyclass learner based on cross-validation when the binomial link function is specified.
Given the inability of the default knn learner to incorporate inverse probability of sampling weights, we only considered 4 the knn learner with k = 10 as a candidate learner when estimating the BP continuation mechanism since the sampling weights for all relevant observation is then 1 by design (i.e. weighting is obsolete). Due to the heavy computational burden, the candidate knn learner was only based on the 14 variables that are established risk factors for the outcome.
Results
The nomenclature for all baseline and time-varying covariates used for potential confounding and selection bias adjustment in this analysis is described in Tables 1 and 2 . To illustrate the protocol implemented for ordering the lists of explanatory variables involved in the construction of each of the five super learners, we 3 For each explanatory variable, a point estimate and p-value associated with the slope of a working logistic regression of the dependent variable on the explanatory variable was obtained with generalized estimating equations using the independence structure for the matrix of variance-covariance. The exponential of the point estimates (OR) was used as a measure of the magnitude of the crude association between the two variables. 4 To permit completion without failure of the knn routine in the class R package (version 7.3-2) on which the default knn learner is based, a customized knn learner was developed and used as part of the SuperLearner package with the knn argument use.all set to "FALSE" and after changing the MAX_TIES variable in the C file "class.c" to "10,000".
provide the ordering of the explanatory variables that define the six glm learners considered for predicting BP initiation in Tables 3 and 4 . The five weighted combination of candidate learners selected as the five super learners for estimating the IPAW weights are given in Tables 5-9 . The average cross-validate risk associated with each learner for estimating each of the five components of the action mechanism is given in Tables 10-14 . The resulting IPAW estimate for the effect ψ (defined by formula [11] with K* = 95) based on the reduced data is (derived with formula [14] ) with 95% confidence interval [-1.128e-03; -6.271e-04] (the standard error derived with formula [15] is 1.278e-04 and corresponding p-value is 6.646e-12). The 99th percentile of the inverse probability of action weights for the observations contributing to the IPAW estimate (i.e. the 99th percentile of the estimates of the weights is 5.41. Truncation of the IPAW weights [71] was implemented to evaluate the extent to which these results could be driven by possibly extreme weighting of less than 1% of the observations. Given the large imbalance between the number of observations for patients continuously treated with BP versus the number of control observations in the reduced data (Tables  15-17) , we determined the observation with IPAW weights deemed extreme by identifying observations with stabilized [72, 73] IPAW weights greater than 50. Stabilized weights were defined as .
The numerator of the weights for the observations contributing to the IPAW estimate (i.e. observations i such that were estimated separately for each as follows to account for the complex sampling that lead to the reduced data:
; for . The unstabilized weights greater than 50 for observations contributing to the IPAW estimate were truncated at for 50/ n . Of the 4, 342, 902 observations contributing to the IPAW estimate, only 898 observations had their weights truncated based on the truncation scheme above: none are from patients who experience failure (i.e., , all are observations associated with time points t greater than 66, and 896 are from patients with continuous BP exposure (i.e.,
). The truncated IPAW estimate resulting from the weight truncation scheme above are thus identical to the untruncated IPAW estimate above. Results also remained unchanged when using a truncation level of 20 instead of 50. In addition, an analysis which is restricted to observations collected before period 67 (i.e. an analysis targeting the effect measure ψ defined by formula [11] with ) lead to the following result:
. The combination of results above did not raise concern over violation of the ETA assumption and thus identifiability of the effect measure ψ of interest.
Discussion
In this report, we described the motivation for, principles of, and implementation of a history restricted marginal structural modeling approach based on IPAW estimation and super learning to evaluate the safety of 1-year incident exposure to BP with respect to 1-year cumulative risks of hospitalization for AF using longitudinal observational EMR data from a large cohort of patients.
Following data structuring with SAS software 5 , all computations were implemented in R [74] version 2.13.0 on a computer server operating under RedHat RHEL 6.1 with four Physical CPU Sockets (Intel (R) Xeon (R) CPU X7560 @ 2.27 GHz with 16 Cores) and 128 GB physical memory. The cumulative time elapsed to sequentially derive the five super learners needed for IPAW estimation amounts to about 8 days (≈196 hours) of continuous computing time with version 1.1-18 of the SuperLearner package [68] . In addition, up to 118 GB of physical memory was required for deriving these five super learners. While the computing time for super learning is long relative to standard analytic approaches, it remains reasonable due to the choice of candidate learners considered in the analysis. To illustrate the unpracticality of the current implementation of super learning with a different selection of candidate learners for this analysis, we report our experience of approximately 35 days of computing time for super learning aimed at predicting BP initiation when the list of candidate learners was expanded to include the knn learner based on the 14 established risk factors for AF. Through judicious selection of candidate learners, one can thus substantially decrease the computing time for super learning at the cost of a more limited estimator search and thus possible residual confounding or selection bias. To our knowledge, this study provides the first practical evaluation of super learning with such a large dataset. The amount of data involved in the BP/AF study is expected to become a common feature of many future Comparative Effectiveness Research (CER) studies based on EMR data from healthcare databases. This experience highlights the important computation burden associated with applications of the current implementation of super learning in such large CER studies. It motivates alternate implementations of super learning that aim to improve not only the computing speed but also the ability to apply this machine learning approach in more typical computing environments with limited physical memory. Unlike typical IPAW estimation approaches [29, 30, 75] to adjust for time-dependent confounding and selection bias with survival outcomes, the IPAW estimation approach in this report does not rely on the specification of a parametric MSM for the hazards of failure over time. IPAW estimates based on such models are derived using data from all person-time observations with action histories consistent with at least one of the action interventions of interest. Only a subset of such person-time observations are used to estimate the cumulative risks of interest in the IPAW approach described in this report, e.g. person-time observations from patients who are censored before the end of each hypothetical trials do not contribute to the effect estimate regardless of whether or not these patients were following continuously (or partially) one of the treatment strategies of interest before the right censoring event. The IPAW estimation approach in this report is thus expected to be less efficient in general compared to the IPAW estimation approaches that have been applied most frequently in survival analysis.
In addition, the IPAW estimator implemented in this study does not have the "boundedness property" [48] because the resulting risk difference estimate is not guaranteed to be in the [−1, 1] interval. For improved efficiency, an alternate IPAW estimator with the boundedness property could be derived based on separate "bounded Horvitz-Thompson" estimators [48] of the two weighted average risks of interest. Implementation of such a bounded IPAW estimator would be particularly desirable in problems with smaller sample sizes or in which violation of the positivity assumption is a concern.
The results of this analysis do not raise concern for the safety of 1-year exposure to BP and, instead, suggest a very small protective effect of continuous 1-year exposure to BP with respect to 1-year cumulative risks of hospitalization for AF. Given our premise that exposure to BP does not protect against AF events, we are concerned with residual biases due to violation of the assumption of no unmeasured confounders and/or the assumption of consistent estimation of the action mechanism. Super learning was specifically adopted in this analysis to avoid biases caused by violation of the second assumption due to arbitrary reliance on incorrect parametric models for the different components of the action mechanism [47] . For pragmaticreasons, however, we onlyconsidereda restricted set ofcandidate learners inthis analysis. Newerversions [68] of the SuperLearnerpackage inR nowinclude alternate algorithms that make use of parallel computations for implementing super learning. It will be of interest to evaluate the computational burden of these newer algorithms in future analytic efforts with datasets of comparable dimensions to investigate whether a more aggressive estimator search with super learning based on a richer set of candidate learners is feasible. For further protection against bias due to model misspecification, double robust estimators [24, 44, 76] have been developed to provide two chances for the analyst to obtain correct inferences in observational studies. In addition, these estimators can be more efficient than IPAW estimators. While double robust estimators have been applied in point treatment problems [77] , applications in problems with time-varying treatments have been lagging [41, 78] . This may largely be explained by the complexity in implementing the proposed algorithms in problems with long follow-up and high-dimensional, time-dependent covariates such as the one tackled in this report. Recent algorithmic results for implementation of a double robust targeted minimum loss-based estimation (TMLE) approach [79] maymitigate such pragmaticchallenges. Itwillbe ofinterest toevaluate the feasibility of this TMLE approach for estimating the types of effect measures evaluated in this study.
:
The consistency assumption, i.e. for each t ≤ C we have for all such that , and the time-ordering assumption, i.e.
, imply equality .
From this equality and equality , we have:
The SRA implies the equality and we thus have:
Given the equality and given that the value for Ť is completely determined by both the censoring time C and the full data X, we have
Under the SRA and positivity assumption, 6 this equality becomes By evaluating the conditional expectation of each side of the equality given the full data X, we have:
Under the SRA and positivity assumption 6 and since Ť is only a function of X when C > Ť, this equality becomes and we thus have : ½16
Using the notation introduced above, the causal estimand ψ 0,11 defined by formula (1) can be expressed as and we have where the second equality follows from result [16] applied separately to the estimation of the cumulative risks and .
B Proof 2
We first show that the following estimating function D Ã ðO j γ; gÞ is unbiased for estimating Given the equality I(Ā 2 (Ť t−11 ) = 0) = I(C > Ť t−11 ) and given that the value for Ť t−11 is completely determined by both the censoring time C and the full data X t−11
, we have
:
Under the SRA and positivity assumption, 7 this equality becomes By evaluating the conditional expectation of each side of the equality given the t-specific full data X t−11
, we have:
Under the SRA and positivity assumption* and since Ť t−11 is only a function of X t−11 when C > Ť t−11 , this equality becomes and we thus have
½17
Using the notation introduced above, the causal estimand ψ defined by formula (11) can be expressed as and we have where the second equality follows from result [17] applied separately to the estimation of the cumulative risks and . Thus, the estimator ψ n that is solution of the estimating equations associated with the estimating function defined by formula [9] is a consistent and asymptotically linear estimator of the target parameter ψ which can also be defined as:
; With this representation, the target parameter ψ can be viewed as defined by the following pooled (over time) working semi-parametric history-restricted MSM for PðT PðT tÀ11 a ðtÀ11;tÞ t j Aðt À 12Þ ¼ 0Þ þ ψ: Note that the assumption that this working HRMSM is correct corresponds with the assumption (i.e., constant risk differences ψ t−11,t over time).
C Proof 3
We show that the reduced-data estimating function defined by formula [13] is unbiased for estimating the target parameter ψ defined by formula [11] :
because by design of the data reduction scheme adopted ðsection 2:2:5Þ ¼ because by design of the data reduction scheme adopted ¼ 0 as shown in Appendix B:
