Rotorcraft system identification involves the derivation of the model structure and parameters, such as aerodynamic stability and control derivatives, from flight-test results. Accurate rotorcraft system identification often requires higher order mathematical models. However, system identification becomes difficult and complicated as the number of modeling degrees of freedom are increased. In the present work, a new method for rotorcraft parameter estimation based on the application of a radial basis function network is proposed. The radial basis function networkbased technique does not require a mathematical model of the helicopter, and the rotorcraft parameters can be directly computed from the flight data. The radial basis function network is found to give results in the same range as obtained from conventional parameter estimation techniques, such as the maximum likelihood method. Results obtained using the radial basis function network approach are compared to published research on the BO 105 helicopter and found to be in good agreement. 
Introduction
A ERODYNAMIC stability and control parameters or derivatives are an integral part of a wide spectrum of applications such as piloted real time simulation, handling qualities analysis, and control system design. Different methods of aerodynamic derivative calculation for rotorcraft are available [1] [2] [3] . The aerodynamic parameters estimated using the system identification-based method are more accurate than the corresponding values predicted by other methods such as analytical and numerical differentiation [2, 3] . This can be attributed to the use of flight-test data, which helps in removing the anomalies arising from assumptions and approximations made during modeling. The methodology of system identification is a process of reconstructing a simulation model structure and model parameters using experimental flight data by the application of a variety of techniques ranging from simple curve fitting algorithms to complex statistical error analysis. System identification has become a significant tool for applications such as model validation, handling qualities evaluation, control law design, and flight-vehicle design and certification [4] . The methodology and significance of system identification for flight vehicles is well documented [5] [6] [7] [8] [9] . The system identification method uses techniques such as the maximum likelihood method, equation error method, output error method, and filter error method. These methods require a mathematical model of the aircraft with a set of initial values for the parameters to begin the algorithm [10, 11] . The identification methods are also affected by the presence of noise such as state noise or measurement noise [3] . The identification process becomes more difficult as the number of degrees of freedom (DOFs) and model parameters increase. This can be attributed to insufficient information content in the real time flight data [12] . These problems related to conventional parameter estimation techniques limit the inclusion of higher order DOFs in model development. However, higher order modeling is essential for nap of earth flight, aerial combats, high-g maneuvers, and the design of high-gain flight control systems [12, 13] .
New methods for aircraft parameter estimation aim to overcome the drawbacks of classical system identification methods. One such technique is the application of artificial neural networks (ANN) for parameter estimation [14] [15] [16] [17] . The potential of ANN has already been shown in diverse fields such as nonlinear flight control, system identification, structural damage detection and identification, flight certification, failure rate prediction, and modeling complex phenomenon like ice accretion [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] . The neural networks are also used in a wide range of helicopter studies [30] [31] [32] . However, the flexibility of recurrent neural networks (RNN) in parameter estimation is limited because of the fixed number of neurons needed for state-space formulation [14] . In contrast, a feedforward neural network (FFNN) are capable of approximating any measurable function to any desired level of accuracy [33] . This property of the FFNN makes it an ideal choice for aircraft parameter estimation.
To avoid the drawbacks of conventional methods, two new neural network-based techniques, called the delta method and the zero method, were proposed by Raisinghani and his coworkers [15, 16] . These methods do not require initial estimates of the parameters and the parameters can be directly extracted from the flight data. Raisinghani's approach has the ability to work as both an alternative and a complement to existing methods and also has the potential for online parameter estimation. These works are based on a type of FFNN known as the multilayer perceptron (MLP), which is popular in applications [26, 34] . However, there are some drawbacks to using the MLP in realistic problems such as the slow convergence rate, computational memory, sensitiveness to outliers, etc. Such difficulties can be avoided by using a different type of FFNN known as the radial basis function network (RBFN) [34] [35] [36] .
The aerodynamic derivatives estimated in previous works by Raisinghani et. al are from the simulated fixed wing data generated from decoupled lateral and longitudinal modes [15] . This modal decoupling is a reasonable assumption for a fixed wing aircraft, because the coupling between these modes is not significant. In the case of a rotary wing aircraft, lateral and longitudinal motions are strongly coupled due to the complex dynamics and aerodynamics. Therefore, the coupled equations of motion need to be used for generation of simulated data. Raisinghani et al. also suggested the removal of 25% of estimates from either end of the ordered set of estimates due to practical problems in parameter estimation in that region [16] . This has a serious implication on the helicopter studies, as it would severely affect both the transition and the high-speed flight regimes' characteristics. This drawback of the MLP-based delta method in derivative computation is overcome by the application of the RBFN in place of the MLP [37] .
The objective of the present study is to establish a methodology for the computation of an aerodynamic derivative directly from flight data using the RBFN. The proposed methodology does not require a mathematical model of the rotorcraft. To the best of the authors' knowledge, this is the first such study in the field of rotary wing parametric estimation. In the present work, the delta method using the RBFN is first applied to simulated data with added measurement and state noise. The simulated data are generated by a 6-DOF nonlinear helicopter simulation model to include the coupled longitudinal and lateral modes. The established methodology is then applied for the derivative computation from BO 105 real time flighttest data. The results from the RBFN-based delta method are compared to the identified derivatives from the 6-DOF and 9-DOF models available in literature. In the present study, the modified 3211 pilot control input is used for rotorcraft parameter estimation. The estimated parameters are then verified from the data generated by a frequency sweep pilot control input for assessing the predictive capability of the RBFN-based delta method.
Radial Basis Function Neural Network
ANN is a nonlinear statistical data modeling tool that can be used to model complex relationships between input and output of the system. ANN can be broadly classified on the basis of the type of connectivity between neurons, the type of architecture, and the number of layers in the networks. FFNNs are composed of different layers of neurons, namely input layer, hidden layer(s), and output layer, in which each neuron is connected to others through weights. The training process of FFNNs is undertaken by changing the weights such that a desired input-output relationship is realized. There is a unidirectional flow of variables, making these networks static in nature. RNN are dynamic in nature as they have one or more feedback loops. More details on different types of ANN are available in [38] .
The RBFN can be viewed as a curve fitting method in a highdimensional space. The basic architecture of RBFN involves three layers, as shown in Fig. 1 . The input layer is made up of source nodes. The second layer is the hidden layer, which applies a nonlinear transformation from the input space to a high-dimensional hidden space. The third layer is made up of output neurons, which provide a linear transformation from the hidden space to the output space. The weights in RBFN are only present between the hidden layer and the output layer. RBFN is similar to the Gaussian density function which is defined by a center position and width parameter. The Gaussian density function gives the highest output when the input variables are at the center and decreases monotonically as the distance of the variables from the center increases. The batch mode k-means clustering algorithm is used for determining RBFN centers, and the weights between the hidden layer and output layer are trained by the linear least-squares optimization algorithm [38] . The k-means clustering algorithm finds a set of clusters with each dimensional center from the given training data. The dimensions of each center are determined by the number of input variables or input nodes. This cluster center becomes the center of the RBFN unit.
The overall input-output mapping can be denoted as follows:
where the Gaussian function a i x t is defined as follows:
Derivative Computation Using the Delta Method
The delta method is an artificial neural network-based method of parameter estimation. The derivative calculated using this method considers all the data points, thus introducing a smoothening effect in case of noisy data. The derivative calculation by neural network is given by dy dx
To calculate the derivative from the neural network, the network is first trained for a particular set of input-output values to create the approximate functionfx. Then, modified input files are prepared in which the variable about which the derivative has to be calculated is perturbed and the rest of the inputs are kept constant. These modified input files are then presented to the trained network, and corresponding predicted values of outputs are used for derivative calculation by the central difference technique. The aerodynamic derivative calculation procedure for fixed wing aircraft is obtained from the literature [15, 16] . The practical difficulties faced by Raisinghani et al. at the extremes is overcome by using RBFN in place of MLP.
Illustrative Example
The accuracy of the delta method is analyzed by applying it to a simple, single input-single output, nonlinear function given by Eq. (4). The data is generated for 100 points, of which 50 points are used for training and 50 points for testing of the neural network. Then the delta method is applied to both neural network architectures, namely, RBFN and MLP. The number of trainable parameters in both networks is kept the same to ensure a fair comparison. The derivative is calculated by both RBFN and MLP, and the results are compared to the analytical result given by Eq. (5). It can be seen from Fig. 1 , that the MLP-based delta method is in error at the extremes. In contrast, the RBFN-based delta method is able to compute the derivatives more accurately over the whole range, as shown in Fig. 2 .
The effect of the presence of noise in the simulated data on derivative computation is also analyzed for this simple single input-single output function given by Eq. (4). The noise in the simulated data is added as follows. Assuming that we have to include noise in a quantity Y, which is a vector of k elements, the Y noise is obtained as follows:
where is the noise level and R is a vector of random numbers between 0 and 1 and has the same size as vector Y. The noise level in the present case is kept at 1%. The effect of noisy data on the derivative calculation can be seen in Fig. 3 . It can be seen that, as expected, the finite difference technique gives a considerable amount of error when compared to the derivative computation with the help of the RBFN-based delta method. It can be seen from the illustrative example that the RBFN-based delta method is able to give better results at extremes of the data set compared to the MLP-based delta method. This property of the RBFN-based delta method makes it suitable for the rotorcraft parameter estimation as it enables the computation of aerodynamic parameters in both the transition regime and the high-speed flight regime that form the extremes of the forward speed variation. Also, we can deduce that the RBFN-based delta method gives satisfactory results when there is noise in the data, thus making it appropriate for the application of real time flight-test data, as it contains noise of varied levels and types.
Parameter Estimation Using Simulated Data
The 6-DOF nonlinear helicopter simulation model is based on the DLR, German Aerospace Center research BO 105, S123 helicopter. BO 105 is a lightweight, twin engine, multirole helicopter of 2.5 ton class belonging to the first generation of hingeless rotor helicopters. The simulation model used in this work is based on the level 1 model and subsystem modeling given by Padfield [2, 39] and is coded in MATLAB 7.1.
Generation of Simulated Data
Simulated flight data for the computation of the quasi-steady derivatives are obtained from a 6-DOF nonlinear simulation model. The model is trimmed at various forward flight speeds, and the forces and moments are obtained at these trim points. The quasi-steady aerodynamic derivatives are then obtained using the central difference method by numerical perturbation of the state and control variables. The finite difference results are compared to the derivatives estimated using the RBFN-based delta method. The effect of state and measurement noise on both quasi-steady derivatives is studied by adding Gaussian noise of varying proportions to the simulated data.
Application of the RBFN-Based Delta Method to Simulated Data
The simulated data are generated for straight and level flight from a 6-DOF model. The rotorcraft model is trimmed at 70 speed points varying from 0-70 m=s, and various trim parameters are computed. The computed trim parameters are 1) trim control angles 0 ; 1c ; 1s ; tr , 2) trim forces X; Y; Z, 3) trim moments L; M; N, and 4) forward speed (u) These parameters are then used for the derivative computation over a flight range of 0-70 m=s. The derivative computation is done by both the finite difference (FD) method and the RBFN-based delta method. The procedure of derivative computation using the RBFNbased delta method is enumerated stepwise and also shown in Fig. 4 using the Y u stability derivative as an example:
1) The input file is made of trim control angles and forward speed.
2) The radial basis function network is then mapped with Y force as output.
3) Two different modified input data sets having u u are made, keeping the other variables constant.
4) The data set having u u is presented to the previously trained network and the perturbed output is Y . 5) Similarly, the data set having u u is presented to the trained network and the perturbed output is Y .
6) The Y u derivative can now be computed as Y Y =2u The selection of the number of data points used for training is an important aspect in the RBFN-based delta method. In the present case, the training set consists of 35 data points. The testing set consists of 15 different data points.
The delta method is demonstrated by the computation of a few stability and control derivatives. The derivatives are selected, keeping in mind the nonlinearities and couplings involved, to show the ability of the RBFN in capturing these effects. The effect of the number of data points on the derivative computation is illustrated using the Y u derivative computation in Figs. 5 and 6. In both cases, 35 data points are used for derivative computation using RBFN-based delta method. In Fig. 5 , the finite difference technique uses the same 35 data points as used in the RBFN-based delta method. Figure 6 shows the result when the finite difference method uses all 70 points of the data set. Comparing Figs. 5 and 6, we can conclude that the finite difference technique requires a greater number of data points for better results. However, the RBFN-based delta method gives good results even when a lesser number of data points are used. Because flight-test data are expensive to obtain and available at few points, the RBFN can be used to obtain accurate derivatives in such cases.
The results are also analyzed and plotted for a 1% measurement noise and state noise level for stability derivatives and a 5% measurement noise and state noise level for control derivatives. Figure 7 shows the Y u stability derivative at different forward speeds using noise free ideal data. Y u is a coupled derivative type and the relatively high value of Y u in low-speed flight can be attributed to the strong nonuniform inflow effects in this region. This nonuniform inflow effect diminishes with an increase in speed, thus making the value of Y u tend toward zero. In the absence of noise, both the RBFN and FD derivatives match closely, showing that the neural network has been properly trained. The effect of measurement and state noise on the Y u derivative computation is shown in Fig. 8 . The RBFN is satisfactorily able to compute the derivative, whereas the FD gives considerable errors. Using the aforementioned methodology, the static speed derivative M u is computed and illustrated in Fig. 9 .
The Z 0 control derivative computation using the RBFN is shown in Fig. 10 . The Z 0 is an important control derivative as it gives the heave control sensitivity and affects the heave response to the pilot's main rotor collective input. The RBFN is successfully able to compute the control derivative and gives results similar to those obtained from the FD in the case of ideal data. As shown in Fig. 11 , the presence of noise in the data severely affects the derivative computation using the FD, but the RBFN gives results which closely match the ideal case.
The derivatives results are also presented in a tabular form in Tables 1 and 2 to show the effect of different noise levels on the derivative computation by both the finite difference method and the RBFN. The same levels for both state and measurement noise is used in the comparisons. The comparison has been made using an error norm between the numerical FD and RBFN outputs in the case of both simulated and noisy data. The derivative obtained from noisy data by both the FD and RBFN techniques is compared to the value of the derivative computed by the FD method from the simulated data having no noise. The error norm is defined as follows:
where X denotes any general force and moment and u is a general state or control variable.X u; is the value of the derivative calculated from either the FD or RBFN methods at a particular noise level . The comparison between the RBFN and FD for the Y u stability derivative is shown in Table 1 . The error in the derivative calculation by the FD increases steadily with an increase in the noise level in the simulated data whereas the RBFN gives satisfactory outputs at the higher noise levels. Table 2 compares the RBFN and FD results for the Z 0 control derivative.
In summary, we see that the quasi-static derivatives can be calculated accurately using the delta method based on the RBFN. For the ideal or zero noise case, the delta method matches almost exactly with the finite difference method. Furthermore, the delta method using the RBFN does not give any problems at the extreme flight conditions that have been observed with the MLP. Finally, we note that when the simulated data are contaminated with state and measurement noise, the RBFN is better able to compute the derivatives, whereas the finite difference method amplifies any noise in the data.
Parameter Estimation Using BO 105 Flight Data
The parameter estimation from real time flight-test data is a complex process. Conventional parameter estimation techniques such as the maximum likelihood estimator require a mathematical model of the system. The values of unknown parameters are determined by exciting the system by suitable input and then measuring the input and actual system response. The values of unknown parameters are then computed based on the requirement that the response of the model to a given input matches with the actual response. These model-based methods become more complicated in the presence of measurement and state noise. Higher order modeling also makes the identification process difficult, as the number of parameters increase. The RBFN-based delta method does not require any mathematical modeling and the parameters can be computed directly from flight data.
BO 105 Flight-Test Database
Flight tests with BO 105 S123 were conducted by the DLR, German Aerospace Center in 1987 for system identification and simulation validation purposes. These flight tests are briefly described next, because data from them are used in this paper to test the RBFN-based delta method. Trim condition was steady-state horizontal flight of 80 m=s at a density altitude of 915 m. The flighttest data consist of measurements that include linear and angular acceleration components, angular rates, linear velocity components, control inputs at the pilot's stick and rotor blades, along with other variables. The pilot inputs used in the flight tests were 1) positive and negative doublet inputs for each control variable, 2) positive and negative modified 3211 inputs for each control variable, and 3) pilot generated frequency sweeps for each of the four controls.
These inputs were applied to each control individually and the other three controls were kept fixed at their trim values. This was done to avoid correlation errors and to excite on-axis response. For the test inputs' specifications and other details, the reader is referred to the work by Fu and Kaletka [12] . The doublet test input is capable of exciting modes in either axis very well, but simple test signals of this type have problems in the case of a highly coupled rotorcraft model. It is generally accepted that doublets are not ideal as test inputs for helicopter identification although they may be useful when used in conjunction with other types of inputs [3] . To remove drawbacks present in doublet inputs, a second form of multistate input, known as the modified 3211 input, was developed at the DLR, German Aerospace Center. The 3211 input excites a wide frequency band within a short period of time making it suitable for unstable and coupled systems [3, 12] . Another form of pilot input known as the frequency sweep is also used in frequency-domain rotorcraft identification. The rotorcraft identification problem is difficult to solve using conventional time-domain techniques due to a high level of measurement noise and the presence of inter axis coupling [12, 39, 40] . Fu and Kaletka [12] used the modified 3211 input for identification and performed model validation using the frequency sweep input. Similarly, the present study uses data generated by the modified 3211 input for estimating the parameters. The same input signals used in [11] are used for identification to ensure a proper comparison of results.
Application of the RBFN-Based Delta Method to Flight Data
The flight data obtained by the DLR, German Aerospace Center are measured in terms of linear and angular accelerations. The data are converted to force and moment components for application to the RBFN by multiplying with the corresponding mass and moment of inertia values. The modified 3211 signal has a time length of 7 s. Therefore, the parameters are extracted from the data generated for the first 7 s after application of the modified 3211 pilot control. The training data set is then prepared to train the RBFN. Unlike Raisinghani et al. [16] , each state and control variable is included in the training of the RBFN in the present study. This is necessary for the mapping of coupling and cross axis effects present in the rotorcraft. The constituents of the training set are 1) u, v, w; 2) p, q, r; 3) 0 , 1c , 1s , tr ; and 4) required force or moment component as output.
After selection of a training set for a particular stability or control parameter, the network is mapped for the given force or moment with the training variables. The input variable for which the derivative has to be computed is then given a perturbation. The rest of the variables are kept constant at their original values. The perturbation is made in both the positive and negative sides of the particular input variable. This results in two different data sets, one having a positively perturbed value of the selected state or control variable along with other constant variables and the other having a negatively perturbed value. These modified input data sets are now presented to the trained radial basis function network. The positive and negative perturbed data set gives the corresponding force or moment perturbed value. The RBFN parameters used in the computation are shown in Table 3 .
The required derivative is then computed using the central difference formula. The process is illustrated in Fig. 12 by using the X u derivative as an example when a longitudinal modified 3211 input is used as the pilot input. The steps are enumerated as:
1) The input file is made of all state and control variables.
2) The radial basis function network is then mapped with X force as output.
4) The data set having u u is presented to the previously trained network and the perturbed output is X . 5) Similarly, the data set having u u is presented to the trained network and the perturbed output is X .
6) The X u derivative can now be computed as X X =2u 7) The arithmetic mean of X u computed at all time steps until 7 s is taken as the final result and is used for comparison with results obtained from conventional techniques.
The aforementioned methodology is used for computation of all the stability and control derivatives. The derivatives estimated using the RBFN-based delta method are compared to the derivatives from the 14-order model computed by Fu and Kaletka [12] in Table 4 . The parameters estimated by using the RBFN-based delta method are in the same range as those obtained by the 9-DOF model. The computed stability and control parameters are also compared to the identified parameters of the BO 105 helicopter obtained by researchers at various organizations in Tables 5-8 [3] . It can be seen from Tables 5-8 that the RBFN-based delta method is able to estimate most of the stability and control parameters satisfactorily. Because rotorcraft parameter identification from flight-test data is a very complicated problem, there is considerable variation in the prediction of different researchers. Verification is an important step in the system identification process. Fu and Kaletka [12] pointed out that verification should always be conducted with data not used in identification. Therefore, flight-test data from frequency sweeps are used for the verification. Tables 9-11 compare selected estimated derivatives from modified 3211 and frequency sweep pilot control inputs. There is good agreement in direct and coupled stability derivatives demonstrating the predictive capability of the RBFN-based delta method.
Finally, we point out that the RBFN approach is philosophically different from the other classical system identification approaches. The RBFN-based delta method is model free and therefore provides a useful tool for rotorcraft parameter identification from flight-test data. RBFN-based derivatives can also be used to compare derivatives evaluated using the conventional system identification techniques as an alternative computational method.
Conclusions
A new technique for rotorcraft parameter estimation based on the RBFN-based delta method is proposed. This technique does not require any mathematical modeling or conventional parameter estimation techniques for identification from flight data. The method is first tested on simulated data generated by a nonlinear simulation model. Both ideal (noise free) and noise contaminated data are considered. Also, both state and measurement noise are considered. Then the established methodology is used for the computation of the stability and control derivatives directly from the real time flight-test flight data of a BO 105 helicopter. The following conclusions are drawn from the study:
1) The RBFN is able to successfully map the coupling and nonlinearities in the system and estimate satisfactory stability and control derivatives using the delta method, both for simulated ideal and noisy data.
2) The RBFN-based delta method is not greatly affected by the type of noise present in the data. The performance is satisfactory in the case of state and measurement noise.
3) The delta method is satisfactorily able to identify the parameters from flight data and results have about the same level of accuracy as a 14-order model.
4) The RBFN-based delta method is found to give satisfactory results in the case of a lesser number of data points. This helps in parameter estimation when the number of data points obtained from flight tests are fewer.
5) The parameter estimation using the RBFN has acceptable predictive capability as the verification results by frequency sweep input are in the same range as those estimated using the modified 3211 input.
6) The RBFN approach provides an alternative to the conventional parameter identification approach when a mathematical model is not available. It can also be used as a method that gives an estimate of the derivatives, which can be used to guide conventional parameter estimation work and model development. 
