2. Form of the solution. Without essential loss of generality, we may assume that the system of equations is linearly independent and contains more unknowns than equations. Let the equations be where the a a % are rational integers, the matrix A =|k«*'ll * s °' r^n k r and we set w=r+s + l with s^O. We shall suppose for convenience that the Xi have been numbered so that the determinant of ||a«/j|| (cx y j3 = l, • • -, r) is diffèrent from 0.
We now adjoin to (1) the system of equations
and let D t -equal ( -l) m times the determinant obtained by omitting the ith. column of the n -1 by n matrix where P = \\p P i\\.
Then Xi = Di is an integral solution of (1) and (2) for any choice of Presented to the Society, December 28, 1946; received by the editors November 22, 1946, and, in revised form, January 11, 1947.
1 Numbers in brackets refer to the references cited at the end of the paper.
integral values of the p p i. If at least one of the Di is different from zero, a relatively prime solution of (1) and (2) is unique to within sign and hence is obtained by dividing the Z\ by their greatest common divisor, d, which will depend on the matrix P as well as on A.
That every relatively prime solution of (1) alone is obtained in this way by some choice of P is proved by letting £ t -be a particular nonzero solution of (1) In case r = 0, (2') is an n -1 by n matrix with signed minors equal to ( -l) n+1 (£«) n~"2 £»\ Modifying (2') in this case we can obtain a matrix having the £»• for signed minors. For, making even permutations on the rows and adding suitable integral multiples of one row to another, we can arrange to have all zeros in the last column except perhaps for the last element in it. Moreover, the values of the minors are unchanged and the elements of the first n -1 columns remain divisible by £ n . Dividing each of the first n~2 rows of the reduced matrix by £ n and multiplying one row by ( -l) n+1 , we obtain a matrix having its signed minors equal to the (arbitrary) integers &. This proves the result due to Hermite [2] and stated in section one. (Hermite's original proof is also elementary in character.) 3. The stronger theorem. By Laplace's expansion, the Di are polynomials in the elements of P with coefficients which are the signed r-rowed minors of A. The greatest common divisor of these minors, say a> is therefore a divisor of each Di for every choice of the parameters. We now show that the denominator d in (4) can be replaced by a, which is independent of the parameters, thus proving the following theorem.
If r<n -l t the polynomials Di/a in the n(n-r -l) parameters p P i have the two properties: (1) Xi = Di/a is an integral solution of (1) for arbitrary integral values of the parameters and (2) every integral solution of (1) is obtained in this way for some integral values of the parameters. If r = n -l, the expressions pDi/a in the single parameter p have these two properties.
The case r ~n -1 was proved above so we shall suppose s = n -r -1 >0 in what follows. The proof then consists essentially in reducing the given system of equations to an equivalent system in canonical form (r of the variables = 0, the others arbitrary) and obtaining the parameter matrix of the original from that of the reduced system, the existence of the latter being guaranteed by Hermite's result.
PROOF OF THE THEOREM. Kronecker [3] proved that there exist square matrices M and N with integral elements, having determinants + 1 or -1, of orders r and n respectively, and such that where e$ = (dp/dp~i), dp is the greatest common divisor of the j8-rowed minors of A and do = 1. It is clearly possible to choose the determinant of M to be +1 and we do this. If, now, £» is a particular integral solution of (1) and we set
where ||»*,|| =N~X has integral elements, v\i will be an integral solution of the equations the plus sign being used if the determinant of N is +1 and the minus sign if it is -1. Using (10) and (6) we find that (13) fc« ±Di/a, and the sign may be absorbed into one row of the parameter matrix.
