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ELLIPTIC EQUATIONS IN DIVERGENCE FORM WITH
PARTIALLY BMO COEFFICIENTS
HONGJIE DONG AND DOYOON KIM
Abstract. The solvability in Sobolev spaces is proved for divergence form
second order elliptic equations in the whole space, a half space, and a bounded
Lipschitz domain. For equations in the whole space or a half space, the leading
coefficients aij are assumed to be measurable in one direction and have small
BMO semi-norms in the other directions. For equations in a bounded domain,
additionally we assume that aij have small BMO semi-norms in a neighbor-
hood of the boundary of the domain. We give a unified approach of both the
Dirichlet boundary problem and the conormal derivative problem. We also
investigate elliptic equations in Sobolev spaces with mixed norms under the
same assumptions on the coefficients.
1. Introduction
We study the solvability of elliptic operators in divergence form
Lu = (aijuxi + aju)xj + biuxi + cu (1.1)
in Sobolev spaces with rough leading coefficients. Throughout the paper, the usual
summation conventions over repeated indices are enforced. We assume all the
coefficients are bounded and measurable, and aij are uniformly elliptic.
There have been many research activities in this direction. For divergence form
elliptic equations the strongest results up to date can be found in Byun [3], Byun
and Wang [5], [6], and Krylov [17].
In [3], the W 1p solvability was obtained for the Dirichlet problem of divergence
form elliptic equations in a Lipschitz domain with a small Lipschitz constant. For
equations in a so-called Reifenberg flat domain, the solvability of the Dirichlet prob-
lem and the conormal derivative problem was established in [5] and [6]. In those
papers the coefficients aij are assumed to have small BMO semi-norms and lower or-
der terms are not included. The main tools in [3], [5], [6] are the weak compactness,
the Hardy-Littlewood maximal function, and the Vitali covering lemma originally
used by M. Safonov. Before that, the solvability for the Dirichlet and Neumann
problems of divergence form elliptic equations with VMO coefficients were obtained
in [8] for C1,1 domains, and in [1] for C1 domains.
In [17], Krylov gave a unified approach of the Lp solvability of both divergence
and non-divergence form parabolic and elliptic equations with leading coefficients
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VMO in the spatial variables (and measurable in the time variable in the para-
bolic case). Unlike the arguments in [7], [8] and [11], which are based on certain
estimates of Caldero´n-Zygmund theorem and the Coifman-Rochberg-Weiss com-
mutator theorem, the proofs in [17] rely mainly on pointwise estimates of sharp
functions of spatial derivatives of solutions. It is worth noting that although the
results in [17] are stated for equations with VMO coefficients, the proofs there only
require aij to have locally small BMO semi-norms. We also remark that for di-
vergence form parabolic equations a similar result was also obtained in Byun [4]
by adapting the approach in [3]. Krylov’s method was later improved and gen-
eralized in [9], [13]-[16], [18] and [19]. With the leading coefficients in the same
class, Krylov [18] established the solvability of both divergence and non-divergence
parabolic equations in mixed-norm Sobolev spaces.
There are many other results in the literature regarding the Lp theory of second
order parabolic and elliptic equations with discontinuous coefficients. For non-
divergence form equations, we refer the reader to [2], [7], [20], [25], [27] and refer-
ences therein. For divergence form equations, see also [26] and references therein.
The theory of elliptic and parabolic equations with partially VMO coefficients is
originated in Kim and Krylov [13], where the authors proved the W 2p solvability of
elliptic equations in non-divergence form with leading coefficients measurable in a
fixed direction and VMO in the others. Very recently, their result was generalized
by Krylov [19], where the leading coefficients are assumed to be measurable in one
direction and VMO in the orthogonal directions in each small ball with the direction
depending on the ball. For non-divergence parabolic equations, theW 1,2q,p solvability
was established in Kim [16], in which most leading coefficients are measurable in
time variable as well as one spatial variable, and VMO in the other variables.
We remark that to our best knowledge, at the time of this writing, all known
results concerning Lp solvability of elliptic and parabolic equations with partially
VMO/BMO coefficients are only for non-divergence form.
In this paper we consider divergence form elliptic equations in the whole space,
a half space and a Lipschitz domain with a small Lipschitz constant. We deal
with equations with partially BMO leading coefficients with locally small BMO
semi-norms (Theorem 2.2), a class of coefficients which is more general than those
treated previously in [17], [3], [5] and [6]. More precisely, we assume the coefficients
aij are measurable in x1 direction and BMO in the other directions with locally
small BMO semi-norms (see Assumption 2.1 for a more rigorous definition). This
is the same class of coefficients considered in [13], in which non-divergence form
elliptic equations are studied. For equations in a Lipschitz domain, additionally we
assume that aij have small BMO semi-norms in a neighborhood of the boundary
of the domain. Under these assumptions, we establish the unique W 1p solvability of
divergence form elliptic equations. We give a unified approach of both the Dirichlet
boundary problem and the conormal derivative problem in a half space (Theorem
2.3, 2.4) and in a bounded Lipschitz domain (Theorem 2.7 and 2.8). We also
investigate elliptic equations in Sobolev spaces with mixed norms under the same
assumption on the coefficients. We point out that, as in [17] and [18], one feature
of these results is that the matrix {aij} is not assumed to be symmetric.
One of the motivations of the paper is the following problem. Consider the
equation
(
aijuxi
)
xj
= div g in B2, the ball of radius 2 centered at the origin, with
zero Dirichlet boundary condition. The coefficients aij are assumed to be bounded,
3uniformly elliptic and piecewise uniformly continuous on B1 and B2 \ B1. This is
a very natural problem and the W 12 solvability of it follows immediately from the
Lax-Milgram lemma. However, for the W 1p solvability when p 6= 2, it seems to us
that none of the results above are applicable in this case. We will give a solution
to the problem at the end of Section 2 as an application of our main results.
Our approach is based on the aforementioned method from [17]. However, since
aij are merely measurable in x1, we are only able to estimate the sharp function of
ux′, not the full gradient ux as in [17]. Here and throughout the paper, we denote
x′ = (x2, · · · , xd) ∈ Rd−1, so by ux′ we mean one of uxi , i = 2, · · · , d, or the whole
collection of them. Roughly speaking, the main difficulty is to bound ux1 by ux′.
One idea in the paper is to break the ‘symmetry’ of the coordinates so that x1 is
distinguished from x′. Another idea is to estimate the sharp of a11ux1 instead of
ux1. This estimate together with a generalized Stein-Fefferman theorem proved in
[19] enables us to bound ux1. The main advantage of the approach is that here we
can obtain the boundary estimate immediately from the estimate in the whole space
since the leading coefficients are allowed to be just measurable in one direction. In
a forthcoming paper, we will extend our results to systems with variably partially
BMO coefficients.
A brief outline of the paper: in the next section, we introduce the notation and
state the main results, Theorem 2.2, 2.3, 2.4, 2.7 and 2.8. Section 3 is devoted to
several auxiliary results which will be used later, in which we estimate the Lp norm
ux1 by the Lp norm of ux′ (Theorem 3.7). Then in Section 4, we give an estimate
of the sharp function of ux′. By combining this with Theorem 3.7, we are able
to prove Theorem 2.2 in Section 5. Theorem 2.3 and 2.4 are proved in Section 6,
while Theorem 2.7 and 2.8 are proved in Section 7, Finally, the last four sections
are devoted to the mixed norm estimate.
2. Main results
Before we state our assumptions and main theorems, we introduce some neces-
sary notations. By Rd we mean a d-dimensional Euclidean space and a point in Rd
is denoted by x = (x1, · · · , xd) = (x1, x′). For given two positive integers d1 and d2
such that d1 + d2 = d, we set
x1 = (x
1, · · · , xd1) ∈ Rd1 , x2 = (xd1+1, · · · , xd) ∈ Rd2 .
That is, for example, x1 represents the first d1 coordinates of x ∈ Rd.
If Ω is an open subset in Rd, we define
‖u‖Lq,p(Ω) := ‖u‖Lx2q Lx1p (Ω) =
(∫
Rd2
(∫
Rd1
|u(x)|pIΩ(x) dx1
)q/p
x2
)1/q
.
Note that, in case p = q, Lp(Ω) = Lp,p(Ω) = L
x2
p L
x1
p (Ω). Set
R
d
+ = {x ∈ Rd : x = (x1, · · · , xd), x1 > 0}.
A function u belongs to W 1q,p(Ω) if u, ux ∈ Lq,p(Ω). Unless specified otherwise, by
Lp we mean Lp(R
d). Similarly, whenever we use Lq,p, W
1
p , Lp,loc, Wp,loc, and C
∞
0 ,
we understand that Rd is omitted.
For a function f in Rd, we set
(f)Ω =
1
|Ω|
∫
Ω
f(x) dx = –
∫
Ω
f(x) dx,
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where |Ω| is the d-dimensional Lebesgue measure of Ω.
Throughout the paper we assume that the coefficients aij , ai, bi, and c are
bounded by a constant K ≥ 1. Moreover, we assume the uniform ellipticity condi-
tion on aij , i.e.,
δ|ξ|2 ≤ aij(x)ξiξj
for all x and ξ ∈ Rd, where δ ∈ (0, 1).
We need a very mild regularity assumption on the coefficients aij . To present
this assumption, let
Br(x) = {y ∈ Rd : |x− y| < r}, B′r(x′) = {y′ ∈ Rd−1 : |x′ − y′| < r},
Γr(x) = (x
1 − r, x1 + r) ×B′r(x′).
Set Br = Br(0), B
′
r = B
′
r(0), and |B′r| is the d − 1-dimensional volume of B′r(0).
Denote
oscx′
(
aij ,Γr(x)
)
=
1
2r
∫ x1+r
x1−r
–
∫
B′r(x
′)
∣∣aij(y1, y′)− –∫
B′r(x
′)
aij(y1, z′) dz′
∣∣ dy′ dy1,
where
–
∫
B′r(x
′)
aij(y1, z′) dz′ =
1
|B′r|
∫
B′r(x
′)
aij(y1, z′) dz′.
Then we set
a#R = sup
x∈Rd
sup
r≤R
sup
ij
oscx′
(
aij ,Γr(x)
)
.
The following assumption contains a parameter γ > 0, which will be specified
later.
Assumption 2.1 (γ). There is a constant R0 ∈ (0, 1] such that a#R0 ≤ γ.
We state the main results concerning elliptic equations in divergence form in the
usual Sobolev spaces W 1p . For equations in Sobolev spaces with mixed norms W
1
q,p,
as indicated in the introduction, our results are presented in Section 9.
Theorem 2.2 (Equations in the whole space). Let p ∈ (1,∞) and f , g = (g1, · · · , gd) ∈
Lp. Then there exists a constant γ = γ(d, p, δ,K) such that, under Assumption 2.1
(γ), the following hold true.
(i) For any u ∈ W 1p satisfying
Lu− λu = div g + f, (2.1)
we have
λ‖u‖Lp +
√
λ‖ux‖Lp ≤ N
√
λ‖g‖Lp +N‖f‖Lp, (2.2)
provided that λ ≥ λ0, where N and λ0 ≥ 0 depend only on d, p, δ, K and R0.
(ii) For any λ > λ0, there exists a unique u ∈ W 1p satisfying (2.1).
(iii) If ai = bi = c = 0 and aij = aij(x1), i.e., measurable functions of x1 ∈ R only
with no regularity assumptions, then one can take λ0 = 0.
The next two theorems are about the Dirichlet problem and the conormal de-
rivative problem on a half space.
5Theorem 2.3 (Dirichlet problem on a half space). Let p ∈ (1,∞) and f , g =
(g1, · · · , gd) ∈ Lp(Rd+). Then there exists a constant γ = γ(d, p, δ,K) such that,
under Assumption 2.1 (γ), for any u ∈W 1p (Rd+) satisfying{ Lu− λu = div g + f in Rd+
u = 0 on ∂Rd+
, (2.3)
we have
√
λ‖ux‖Lp(Rd+) + λ‖u‖Lp(Rd+) ≤ N
√
λ‖g‖Lp(Rd+) +N‖f‖Lp(Rd+), (2.4)
provided that λ ≥ λ0, where N and λ0 ≥ 0 depend only on d, p, δ, K, and R0.
Moreover, for any λ > λ0 and g, f ∈ Lp(Rd+), there exists a unique u ∈ W 1p (Rd+)
satisfying (2.3).
Theorem 2.4 (Conormal derivative problem on a half space). Let p ∈ (1,∞) and
f , g = (g1, · · · , gd) ∈ Lp(Rd+). Then there exists a constant γ = γ(d, p, δ,K) such
that, under Assumption 2.1 (γ), for any u ∈W 1p (Rd+) satisfying{ Lu− λu = div g + f in Rd+
ai1uxi + a
1u = g1 on ∂R
d
+
, (2.5)
we have
√
λ‖ux‖Lp(Rd+) + λ‖u‖Lp(Rd+) ≤ N
√
λ‖g‖Lp(Rd+) +N‖f‖Lp(Rd+), (2.6)
provided that λ ≥ λ0, where N and λ0 depend only on d, p, δ, K, and R0. Moreover,
for any λ > λ0 and g, f ∈ Lp(Rd+), there exists a unique u ∈ W 1p (Rd+) satisfying
(2.5).
Solutions of (2.5) are understood in the weak sense. More precisely, we say
u ∈ W 1p (Rd+) satisfies (2.5) if we have∫
R
d
+
(−aijuxiφxj − ajuφxj + biuxiφ+ (c− λ)uφ) dx =
∫
R
d
+
(−gjφxj + fφ) dx
(2.7)
for any φ ∈ W 1p′(Rd+), where p′ satisfy 1/p + 1/p′ = 1. For discussions about the
conormal derivative problem, we refer the reader to [22] and [23].
Next we consider the solvability of divergence form elliptic equations in domains
with the homogeneous Dirichlet boundary condition:{ Lu = div g + f in Ω
u = 0 on ∂Ω
. (2.8)
We shall impose a little bit more regularity assumption on aij near the boundary.
For any x ∈ Rd, denote
dist(x, ∂Ω) = inf
y∈∂Ω
|x− y|.
Assumption 2.5 (γ). There is a constant R1 ∈ (0, 1] such that, for any x0 ∈ Rd
with dist(x0, ∂Ω) ≤ R1 and any r ∈ (0, R1], we have
sup
ij
–
∫
Br(x0)
|aij(x)− (aij)Br(x0)| dx ≤ γ.
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We also impose the same assumption on domains as in [3], i.e. the boundary ∂Ω
of the domain Ω is locally the graph of a Lipschitz continuous function with a small
Lipschitz constant. More precisely, we make the following assumption containing a
parameter θ ∈ (0, 1], which will be specified later.
Assumption 2.6 (θ). There is a constant R2 ∈ (0, 1] such that, for any x0 ∈ ∂Ω
and r ∈ (0, R2], there exists a Lipschitz function φ: Rd−1 → R such that
Ω ∩Br(x0) = {x ∈ Br(x0) : x1 > φ(x′)}
and
sup
x′,y′∈B′r(x′0),x′ 6=y′
|φ(y′)− φ(x′)|
|y′ − x′| ≤ θ
in some coordinate system.
Note that all C1 domains satisfy this assumption for any θ > 0.
Theorem 2.7 (Dirichlet problem on a bounded domain). Let p ∈ (1,∞) and Ω be
a bounded domain. Assume aixi + c ≤ 0 in Ω in the weak sense. Then there exist
γ = γ(d, p, δ,K) and θ = θ(d, p, δ,K) such that, under Assumption 2.1 (γ), 2.5 (γ),
and Assumption 2.6 (θ), for any f , g = (g1, · · · , gd) ∈ Lp(Ω) there exists a unique
u ∈ W 1p (Ω) satisfying (2.8). Moreover, we have
‖u‖W 1p (Ω) ≤ N‖f‖Lp(Ω) +N‖g‖Lp(Ω), (2.9)
where N is independent of f, g and u.
Our last result is about the solvability of divergence form elliptic equations in
domains with the conormal derivative boundary condition:{ Lu = div g + f in Ω
aijuxin
j + ajunj = gjn
j on ∂Ω
, (2.10)
where n = (n1, · · · , nd) is the outward normal direction of ∂Ω, which is defined
almost everywhere on ∂Ω. Like before, solutions of (2.10) are understood in the
weak sense. More precisely, we say u ∈ W 1p (Ω) satisfies (2.10) if we have∫
Ω
(−aijuxiφxj − ajuφxj + biuxiφ+ cuφ) dx =
∫
Ω
(−gjφxj + fφ) dx, (2.11)
for any φ ∈W 1p′ (Ω).
Theorem 2.8 (Conormal derivative problem on a bounded domain). Let p ∈
(1,∞) and Ω be a bounded domain. Assume aixi + c ≤ 0 in Ω in the weak sense.
Then there exist γ = γ(d, p, δ,K) and θ = θ(d, p, δ,K) such that, under Assumption
2.1 (γ), 2.5 (γ), and Assumption 2.6 (θ),
(i) If in the weak sense aixi + c ≡ 0 in Ω and aini = 0 on ∂Ω, then for any
f , g = (g1, · · · , gd) ∈ Lp(Ω), the equation (2.10) has a unique up to a constant
solution u ∈ W 1p (Ω) provided that bi = c = 0 and
∫
Ω
f dx = 0. Moreover, we have
‖ux‖Lp(Ω) ≤ N‖f‖Lp(Ω) +N‖g‖Lp(Ω).
(ii) Otherwise, the solution is unique and we have
‖u‖W 1p (Ω) ≤ N‖f‖Lp(Ω) +N‖g‖Lp(Ω).
The constant N is independent of f, g and u.
7Here, by aixi + c ≤ 0 in Ω, we mean∫
Ω
(−aiφxi + cφ) dx ≤ 0
for any nonnegative φ ∈ C10 (Ω). By aixi + c ≡ 0 in Ω and aini = 0 on ∂Ω, we mean∫
Ω
(−aiφxi + cφ) dx = 0. (2.12)
for any φ ∈W 12 (Ω).
Restricted to equations in Lipschitz domains, Theorem 2.7 and 2.8 improve the
previous results in [3], [5] and [6] in two aspects: first we only assume that the lead-
ing coefficients have partially small BMO semi-norms in the interior of the domain;
second we also allow lower order terms. At the time of this writing it is not clear to
us whether our method can be extended to deal with equations in Reifenberg flat
domains. We remark that for the Poisson equation in arbitrary Lipschitz domains
but with a restricted range of p, the solvability result was established by Jerison and
Kenig [12] (see also [26] for a generalization to equations with VMO coefficients).
We end this section by giving an example dealing with elliptic equations with
piecewise continuous leading coefficients on a bounded domain. This is another
nice application of Theorem 2.2, showing the possibility that the results in this
paper can be applied to many different equations with not necessarily continuous
coefficients. For simplicity, consider(
aijuxi
)
xj
= div g in B2, u|∂B2 = 0, (2.13)
where each aij is piecewise uniformly continuous on B1 and B2 \ B1. As always,
aij are assumed to be uniformly elliptic. For the solvability of the equation (2.13)
in W 1p (B2), Theorem 2.7 is not applicable because the coefficients a
ij do not have
partially small BMO semi-norms in any fixed directions. However, upon having
an appropriate partition of unity and change of variables, the interior estimate is
derived from the Lp-estimate of equations with piecewise continuous coefficients.
Here by ‘piecewise continuous coefficients’ we mean coefficients aij continuous on
Rd+ and onR
d\Rd+. Needless to say, this class of coefficients satisfies the assumptions
of Theorem 2.2. The interior and boundary estimates give us
‖ux‖Lp(B2) ≤ N‖g‖Lp(B2) +N‖u‖Lp(B2).
Then, for p > 2, one can use the argument in the proof of Theorem 2.7 below to
absorb the term N‖u‖Lp(B2) to the left-hand side. Thus we obtain an estimate as
in Theorem 2.7. The estimate when p ∈ (1, 2) follows from the duality argument.
Consequently, for a given g ∈ Lp(B2), 1 < p <∞, there exists a unique u ∈W 1p (B2)
satisfying (2.13).
3. Auxiliary results for equations with measurable coefficients
In this section we set
L0u =
(
aijuxi
)
xj
,
and we do not impose any regularity assumptions on the coefficients of the operator
L0, except a11. The coefficient a11 is assumed to be a measurable function of x1
only or satisfying
Assumption 3.1 (γ). There is a constant R0 ∈ (0, 1] such that a11,#R0 ≤ γ.
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Here γ > 0 is a constant to be specified, and
a11,#R = sup
x∈Rd
sup
r≤R
oscx′
(
a11,Γr(x)
)
.
However, in Theorem 3.2 all coefficients including a11 are measurable functions of
x ∈ Rd with no regularity assumptions.
The first result is the classical L2-estimate for elliptic operators in divergence
form with measurable coefficients.
Theorem 3.2. There exists N = N(d, δ) such that, for any λ ≥ 0,
√
λ‖ux‖L2 + λ‖u‖L2 ≤ N
(√
λ‖g‖L2 + ‖f‖L2
)
,
provided that u ∈W 12 , f , g = (g1, · · · , gd) ∈ L2, and
L0u− λu = div g + f. (3.1)
Furthermore, for any λ > 0 and f , g ∈ L2, there exists a unique solution u ∈ W 12
to the equation (3.1).
Proof. We present a proof for the sake of completeness. Due to the method of
continuity it is enough to prove the estimate. Moreover, by the denseness of C∞0
in W 12 it suffices to consider u ∈ C∞0 . Then from the equation and the uniform
ellipticity condition it follows that
δ
∫
Rd
|ux|2 dx+ λ
∫
Rd
|u|2 dx ≤
∫
Rd
aijuxiuxj dx+ λ
∫
Rd
|u|2 dx
=
∫
Rd
giuxi dx−
∫
Rd
fu dx
≤ δ/2
∫
Rd
|uxi |2 dx+N
∫
Rd
|g|2 dx+ λ/2
∫
Rd
|u|2 dx+ N
λ
∫
Rd
|f |2 dx,
where N = N(d, δ). This finishes the proof. 
If the above operator L0 is replaced by the Laplace operator ∆, it is well known
that the result as in Theorem 3.2 holds true not only for p = 2 but also for p ∈
(1,∞). More precisely, if λ > 0 and f , g ∈ Lp, then there exists a unique solution
u ∈ W 1p to the equation ∆u− λu = div g + f . As above, we have
‖ux‖Lp +
√
λ‖u‖Lp ≤ N
(
‖g‖Lp + λ−1/2‖f‖Lp
)
for all λ > 0. Using this result, we prove the following theorem.
Theorem 3.3. Let p ∈ (1,∞), λ > 0, κ ≥ 4, and r > 0. Assume that u ∈ W 1p,loc,
f , g = (g1, · · · , gd) ∈ Lp,loc, and ∆u − λu = div g + f in Bκr. Then there exists a
constant N = N(d, p) such that
–
∫
Br
|ux− (ux)Br |p dx ≤ Nκ−p
(
|ux|p + λp/2|u|p
)
Bκr
+Nκd
(
|g|p + λ−p/2|f |p
)
Bκr
.
Proof. We follow the idea in the proof of Theorem 7.1 in [18] taking into account
the presence of λ. We can certainly assume that u, f , and g have compact supports.
In addition, we assume that u, f , and g are infinitely differentiable. Indeed, if not,
we take the standard mollifications and prove the estimate for the mollifications.
Then we take the limit because the concerned constants are independent of the
smoothness of the functions involved.
9Take a ζ ∈ C∞0 such that
ζ = 1 on Bκr/2, ζ = 0 on R
d \Bκr.
Then we find a unique solution w ∈ W 1p to the equation
(∆− λ)w = div(ζg) + ζf.
Set v := u− w and observe that
(∆− λ) v = div((1 − ζ)g) + (1− ζ)f.
The classical theory on elliptic equations in divergence form indicates that w and
v are infinitely differentiable. In addition, in Bκr/2,
(∆− λ) v = 0.
Then if we view v as a function in C∞loc(R
d+1) independent of t, by Lemma 7.4 in
[18] (|vx − (vx)Br |p)Br ≤ Nκ−p
(
|vx|p + λp/2|v|p
)
Bκr
, (3.2)
where N depends only on d and p.
On the other hand, we have
‖wx‖Lp +
√
λ‖w‖Lp ≤ N
(
‖ζg‖Lp + λ−1/2‖ζf‖Lp
)
,
which implies
(|wx|p)Br ≤ Nr−d
(
‖ζg‖pLp + λ−p/2‖ζf‖
p
Lp
)
≤ Nκd
(
|g|p + λ−p/2|f |p
)
Bκr
,
(|wx|p)Bκr + λp/2 (|w|p)Bκr ≤ N
(
|g|p + λ−p/2|f |p
)
Bκr
.
From these inequalities as well as (3.2), we see that
–
∫
Br
|ux − (ux)Br |p dx ≤ N (|vx − (vx)Br |p)Br +N (|wx|p)Br
≤ Nκ−p
(
|vx|p + λp/2|v|p
)
Bκr
+Nκd
(
|g|p + λ−p/2|f |p
)
Bκr
.
We also have(
|vx|p + λp/2|v|p
)
Bκr
≤ N
(
|ux|p + λp/2|u|p
)
Bκr
+N
(
|wx|p + λp/2|w|p
)
Bκr
≤ N
(
|ux|p + λp/2|u|p
)
Bκr
+N
(
|g|p + λ−p/2|f |p
)
Bκr
.
Combining the above two sets of inequalities we arrive at the desired inequality in
the theorem. 
We frequently make use of the following change of variables to ‘break’ the sym-
metry of coordinates. Let
L0u− λu = div g + f
in Rd. For a number µ ≥ 1, we set
a¯ij(x1, x′) = aij(µ−1x1, x′), u¯(x1, x′) = u(µ−1x1, x′), (3.3)
f˜(x1, x′) = f(µ−1x1, x′), g˜(x1, x′) = (µg1, g2, · · · , gd)(µ−1x1, x′). (3.4)
Clearly u¯ satisfies(
µ2a¯11u¯x1
)
x1
+
∑
j>1
(
µa¯1j u¯x1
)
xj
+
∑
i>1
(
µa¯i1u¯xi
)
x1
+
∑
i,j>1
(
a¯ij u¯xi
)
xj
− λu¯
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= div g˜ + f˜ .
If we set L¯0w = (a¯11wx1)x1 +∆d−1w, where ∆d−1w =
∑d
i=2 wxixi , then
L¯0u¯− µ−2λu¯ = div g¯ + f¯ , (3.5)
where
f¯ = µ−2f˜ , g¯1 = µ−2g˜1 − µ−1
∑
i>1
a¯i1u¯xi ,
g¯j = µ
−2g˜j − µ−1a¯1j u¯x1 − µ−2
∑
i>1
a¯ij u¯xi + u¯xj j ≥ 2.
We now assume that the coefficient a11 is a measurable function of x1 ∈ R.
Under this condition on a11 (no regularity assumptions on aij if ij > 1) we prove
an estimate for a¯11u¯x1.
Lemma 3.4. Let λ > 0, r > 0, κ > 8Kδ−1, and a11 = a11(x1). Assume that
u ∈ W 12,loc and
L0u− λu = div g + f,
where f , g ∈ L2,loc. Then there exists a constant N = N(d, δ,K) such that(
|a¯11u¯x1 −
(
a¯11u¯x1
)
Br
|2
)1/2
Br
≤ N(κ−1 + κd/2µ−1) (|u¯x1 |2)1/2Bκr
+Nκd/2
(
|u¯x′ |2 + λ|u¯|2 + |g˜|2 + λ−1|f˜ |2
)1/2
Bκr
for all µ ≥ 1, where a¯ij, u¯, f˜ , and g˜ are those defined in (3.3) and (3.4).
In particular, if λ = f = 0, i.e., L0u = div g, we have(
|a¯11u¯x1 −
(
a¯11u¯x1
)
Br
|2
)1/2
Br
≤ N(κ−1 + κd/2µ−1) (|u¯x1 |2)1/2Bκr
+Nκd/2
(|u¯x′|2 + |g˜|2)1/2Bκr
for all µ ≥ 1.
Proof. The second inequality in the lemma follows easily from the first. Indeed, if
we write L0u− λu = div g − λu, by the first inequality(
|a¯11u¯x1 −
(
a¯11u¯x1
)
Br
|2
)1/2
Br
≤ N(κ−1 + κd/2µ−1) (|u¯x1 |2)1/2Bκr
+Nκd/2
(|u¯x′ |2 + λ|u¯|2 + |g˜|2)1/2Bκr .
Then letting λց 0 gives the result.
To prove the first inequality in the lemma, recall that u¯ satisfies (see (3.5))
L¯0u¯− λu¯ = div g¯ + f¯λ,
where λ > 0 and f¯λ = f¯ + (µ
−2 − 1)λu¯. Using Theorem 3.2 we find w ∈ W 12
satisfying
L¯0w − λw = div (IBκr g¯) + IBκr f¯λ,
where IΩ is the indicator function of a set Ω. Then v := u¯− w satisfies
L¯0v − λv = div ((1− IBκr )g¯) + (1 − IBκr )f¯λ.
In particular, L¯0v − λv = 0 in Bκr.
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Now we use the following change of variables. Set
y1 = φ(x1) :=
∫ x1
0
1
a¯11(r)
dr, yj = xj , j ≥ 2.
Since δ ≤ a¯11 ≤ K, we readily see that the inverse φ−1 exists, φ is a bi-Lipschitz
function, and
K−1 ≤ φ(t)/t ≤ δ−1, δ ≤ φ−1(t)/t ≤ K (3.6)
for t 6= 0. We define
v¯(y1, y′) = v(φ−1(y1), y′).
We also define r1 =
√
2δ−1r and κ1 = κ/(2Kδ−1). Using the fact that L¯0v−λv = 0
in Bκr, κ1r1 = κr/(
√
2K), and (3.6), we find that, in Bκ1r1 ,
v¯y1y1 + aˆ
11(y1)∆d−1v¯ − λaˆ11(y1)v¯ = 0,
where aˆ11(y1) = a¯11(φ−1(y1)). Equivalently, in Bκ1r1 ,
∆v¯ − λv¯ = (1− aˆ11(y1)) div (0, v¯y2 , · · · , v¯yd)− λ (1− aˆ11(y1)) v¯.
Then by using the change of variables as well as Theorem 3.3 (note that κ1 ≥ 4)
we obtain
–
∫
Br
|a¯11vx1 −
(
v¯y1
)
Br1
|2 dx ≤ N –
∫
Br1
|v¯y1 −
(
v¯y1
)
Br1
|2 dy
≤ Nκ−21
(|v¯y |2)Bκ1r1 +Nκd1 (|v¯y′ |2 + λ|v¯|2)Bκ1r1
≤ Nκ−2 (|vx|2)Bκr +Nκd (|vx′ |2 + λ|v|2)Bκr , (3.7)
where N = N(d, δ,K).
We also need estimates for w. By Theorem 3.2
‖wx‖L2 +
√
λ‖w‖L2 ≤ N
(
‖IBκr g¯‖L2 + λ−1/2‖IBκr f¯λ‖L2
)
.
From this and the definition of f¯λ it follows that (also note that µ ≥ 1)(|wx|2)Br ≤ Nκd (|g¯|2 + λ−1|f¯ |2 + λ|u¯|2)Bκr , (3.8)(|wx|2 + λ|w|2)Bκr ≤ N (|g¯|2 + λ−1|f¯ |2 + λ|u¯|2)Bκr . (3.9)
This together with u¯ = w + v yields(|vx′ |2 + λ|v|2)Bκr ≤ N (|u¯x′ |2 + λ|u¯|2 + |g¯|2 + λ−1|f¯ |2)Bκr . (3.10)
To combine all the inequalities shown above, we start with
I :=
(
|a¯11u¯x1 −
(
a¯11u¯x1
)
Br
|2
)1/2
Br
≤ (|a¯11u¯x1 − C|2)1/2Br ,
which holds true for any constant C. Upon replacing C with (v¯x1)Br1
and using
u¯ = w + v again, we arrive at
I ≤
(
|a¯11u¯x1 − (v¯x1)Br1 |
2
)1/2
Br
≤ N
(
|a¯11vx1 − (v¯x1)Br1 |
2
)1/2
Br
+N
(|wx|2)1/2Br
=: I1 + I2.
From (3.7), (3.10), and (3.9)
I1 ≤ Nκ−1
(|u¯x|2)1/2Bκr +Nκd/2 (|u¯x′ |2 + λ|u¯|2 + |g¯|2 + λ−1|f¯ |2)1/2Bκr .
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Here we also used u¯ = w + v and κ ≥ 1. From (3.8),
I2 ≤ Nκd/2
(
λ|u¯|2 + |g¯|2 + λ−1|f¯ |2)1/2
Bκr
.
Finally, notice that(|g¯|2)1/2
Bκr
≤ Nµ−2 (|g˜|2)1/2
Bκr
+Nµ−1
(|u¯x1 |2)1/2Bκr +N (|u¯x′ |2)1/2Bκr ,
(|f¯ |2)1/2Bκr = µ−2(|f˜ |2)
1/2
Bκr
.
Therefore,
I ≤ N(κ−1 + κd/2µ−1) (|u¯x1 |2)1/2Bκr +Nκd/2
(
|u¯x′ |2 + λ|u¯|2 + |g˜|2 + λ−1|f˜ |2
)1/2
Bκr
for µ ≥ 1. The lemma is proved. 
We recall the maximal function theorem and the Fefferman-Stein theorem. Let
the maximal and sharp functions of g defined on Rd be given by
Mg(x) = sup
r>0
–
∫
Br(x)
|g(y)| dy,
g#(x) = sup
r>0
–
∫
Br(x)
|g(y)− (g)Br(x)| dy.
Then
‖g‖Lp ≤ N‖g#‖Lp , ‖Mg‖Lp ≤ N‖g‖Lp,
if g ∈ Lp, where 1 < p <∞ and N = N(d, p). As is well known, the first inequality
above is due to the Fefferman-Stein theorem on sharp functions and the second
one is the Hardy-Littlewood maximal function theorem (this inequality also holds
trivially when p =∞).
Theorem 3.5 below is from [19] and can be considered as a generalized version
of the Fefferman-Stein Theorem. To state this theorem, let
Cn = {Cn(i1, · · · , id), i0, · · · , id ∈ Z}, n ∈ Z
be the collection of partitions given by the dyadic cubes in Rd
Cn(i1, · · · , id) = [i12−n, (i1 + 1)2−n)× · · · × [id2−n, (id + 1)2−n).
Theorem 3.5. Let p ∈ (1,∞), and U, V, F ∈ L1,loc. Assume that we have |U | ≤ V
and, for any n ∈ Z and C ∈ Cn, there exists a measurable function UC on C such
that |U | ≤ UC ≤ V on C and
min
{∫
C
|U − (U)C | dx,
∫
C
|UC − (UC)
C
| dx
}
≤
∫
C
F (x) dx. (3.11)
Then,
‖U‖pLp ≤ N(d, p)‖F‖Lp‖V ‖
p−1
Lp
,
provided that F, V ∈ Lp.
If a11 is measurable in x1 ∈ R and has a locally small BMO semi-norm in x′ ∈
Rd−1, we show in the following lemma that u¯, where u is a solution to L0u = div g,
satisfies an inequality as in (3.11).
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Lemma 3.6. Let γ > 0, µ ≥ 1, and τ , σ ∈ (1,∞) such that 1/τ + 1/σ = 1.
Assume that a11 satisfy Assumption 3.1 (γ) and g ∈ L2,loc. Also assume that
u ∈ W 12,loc vanishes outside Bµ−1R, where R ∈ (0, R0], and satisfies L0u = div g.
Then, for each C ∈ Cn, µ ≥ 1, and κ > 8Kδ−1, there exists a measurable function
a¯(x1) = a¯µ,κ,C(x
1) such that δ ≤ a¯(x1) ≤ K and
–
∫
C
|a¯u¯x1 − (a¯u¯x1)C | dx ≤ NF (x)
for all x ∈ C, where N = N(d, δ,K) and
F (x) = Fµ,κ(x) = (κ
−1 + κd/2µ−1)
(
M |u¯x1|2
)1/2
+ κd/2
(
M |u¯x′|2
)1/2
+κd/2µ1/(2σ)γ1/(2σ)
(
M |u¯x1|2τ
)1/(2τ)
+ κd/2
(
M |g˜|2)1/2 .
Recall that u¯ and g˜ are those in (3.3) and (3.4).
Proof. Let Br(x0) be the smallest ball containing C. We split into two cases de-
pending on whether κr < R or κr ≥ R.
If κr < R. Set
a(x1) = –
∫
B′κr(x
′
0)
a11(x1, y′) dy′, a¯(x1) = a(µ−1x1).
Since
(aux1)x1 +
∑
ij>1
(aijuxi)xj = div g +
(
(a− a11)ux1
)
x1
,
by Lemma 3.4 with an appropriate translation
I :=
(
|a¯u¯x1 − (a¯u¯x1)Br(x0) |2
)1/2
Br(x0)
≤ N(κ−1 + κd/2µ−1) (|u¯x1 |2)1/2Bκr(x0)
+Nκd/2
(|u¯x′ |2 + |g˜|2)1/2Bκr(x0) +Nκd/2 (|(a¯− a¯11)u¯x1 |2)1/2Bκr(x0) .
Note that(|(a¯− a¯11)u¯x1 |2)1/2Bκr(x0) ≤ (|a¯− a¯11|2σ)1/(2σ)Bκr(x0) (|u¯x1 |2τ )1/(2τ)Bκr(x0) ,
where (|a¯− a¯11|2σ)
Bκr(x0)
≤ N –
∫
Bκr(x0)
|a¯− a¯11| dx
≤ N –
∫ x10+κr
x10−κr
–
∫
B′κr(x
′
0)
∣∣a11(µ−1x1, x′)− –∫
B′κr(x
′
0)
a11(µ−1x1, y′) dy′
∣∣ dx′ dx1
≤ Nµ oscx′
(
a11,Γκr(µ
−1x10, x
′
0)
) ≤ Nµa#κr ≤ Nµa#R ≤ Nµγ.
Also note that if x ∈ C, then B2κr(x) ⊃ Bκr(x0) and, for example,(|u¯x1|2)Bκr(x0) ≤ 2d (|u¯x1 |2)B2κr(x) ≤ 2d (M |u¯x1|2(x))
for all x ∈ C. From this observation as well as the above inequalities for I, we
obtain I ≤ NFµ,κ(x) for all x ∈ C.
If κr ≥ R. Set
a(x1) = –
∫
B′R
a11(x1, y′) dy′, a¯(x1) = a(µ−1x1).
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Since u vanishes outside Bµ−1R, u¯ has a compact support in BR. Thus(|(a¯− a¯11)u¯x1 |2)Bκr(x0) = 1|Bκr|
∫
Bκr(x0)∩BR
|(a¯− a¯11)u¯x1 |2 dx
≤
(
1
|Bκr|
∫
BR
|a¯− a¯11|2σ dx
)1/σ (|u¯x1|2)1/τBκr(x0) ,
where
1
|Bκr|
∫
BR
|a¯− a¯11|2σ dx
≤ N 1|Bκr|
∫ R
−R
∫
B′R
∣∣a11(µ−1x1, x′)− –∫
B′R
a11(µ−1x1, y′) dy′
∣∣ dx′ dx1
≤ Nµ(κr)−dRd oscx′
(
a11,ΓR(0)
) ≤ Nµa#R ≤ Nµγ.
If we proceed as in the first case, we come to I ≤ NFµ,κ(x) for all x ∈ C.
Finally, observe that
–
∫
C
|a¯u¯x1 − (a¯u¯x1)C | dx ≤ 2 –
∫
C
|a¯u¯x1 − (a¯u¯x1)Br(x0) | dx ≤ NI,
where N is independent of r. The lemma is proved. 
Now we are ready to prove that the Lp-norm of ux1 is controlled by that of g
and ux′ if u is a solution to L0u = div g with a11 measurable in x1 ∈ R and small
BMO in x′ ∈ Rd−1.
Theorem 3.7. Let p ∈ (2,∞) and g ∈ Lp. There exist constants γ, µ, and N ,
depending on d, p, δ and K, such that, if a11 satisfies Assumption 3.1 (γ), then for
u ∈ C∞0 satisfying L0u = div g and vanishing outside Bµ−1R, where R ≤ R0, we
have
‖ux‖Lp ≤ N(‖ux′‖Lp + ‖g‖Lp).
Proof. It is enough to prove
‖ux1‖Lp ≤ N(‖ux′‖Lp + ‖g‖Lp).
Fix τ in Lemma 3.6 such that p > 2τ > 2. Also take κ > 8Kδ−1 and µ ≥ 1 to be
specified below. To use Theorem 3.5, we set U = δu¯x1 and V = K|u¯x1|, where u¯ is
from Lemma 3.6. For each C ∈ Cn, we set UC = |a¯u¯x1|, where a¯ = a¯µ,κ,C is also
from Lemma 3.6. Since δ ≤ a¯ ≤ K, we have
|U | ≤ UC ≤ V.
Note that∫
C
|UC − (UC)
C
| dx ≤ 2
∫
C
|a¯u¯x1 − (a¯u¯x1)C | dx ≤ N
∫
C
Fµ,κ(x) dx,
where the second inequality is due to Lemma 3.6. Then by Theorem 3.5,
‖u¯x1‖pLp ≤ N‖Fµ,κ‖Lp‖u¯x1‖
p−1
Lp
.
From this and using the maximal function theorem (it is essential to have p > 2τ)
we get
‖u¯x1‖Lp ≤ N‖Fµ,κ‖Lp ≤ Nκd/2‖u¯x′‖Lp +Nκd/2‖g˜‖Lp
+N
(
κ−1 + κd/2µ−1 + κd/2µ1/(2σ)γ1/(2σ)
)
‖u¯x1‖Lp ,
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where N = N(d, p, δ,K). Choose a sufficiently big κ, then µ, and finally a small γ
so that
N
(
κ−1 + κd/2µ−1 + κd/2µ1/(2σ)γ1/(2σ)
)
≤ 1/2.
Then
‖u¯x1‖Lp ≤ N
(‖u¯x′‖Lp + ‖g˜‖Lp) .
To finish the proof, we just return to u and g by using (3.3) and (3.4). 
4. Equations in divergence form with simple leading coefficients
In this section, we set
L¯u = (aijuxi)xj ,
where the coefficients are measurable functions of x1 ∈ R only, i.e., aij = aij(x1).
We denote, as usual,
[u]α,Ω = sup
x,y∈Ω
|u(x)− u(y)|
|x− y|α .
Lemma 4.1. Let p ∈ [1,∞), λ ≥ 0. Assume u ∈ C∞
loc
and L¯u − λu = 0 in B2.
Then we have
[ux′]α,B1 ≤ N
(
‖ux‖Lp(B2) + λ1/2‖u‖Lp(B2)
)
,
where (N,α) = (N,α)(d, p, δ,K).
Proof. First assume that λ = 0. By the De Giorgi-Moser-Nash Ho¨lder estimate,
there exist N and α ∈ (0, 1), depending only on d, p, δ, and K, such that
[u]α,B1 ≤ N‖u‖Lp(B2).
Note that ux′ also satisfies L¯ux′ = 0 in B2. Thus
[ux′]α,B1 ≤ N‖ux′‖Lp(B2).
If λ > 0, we use an idea by S. Agmon. Let z = (x, y) be a point in Rd+1, where
x ∈ Rd, y ∈ R, and uˆ(z) and Bˆr be given by
uˆ(z) = uˆ(x, y) = u(x) cos(
√
λy), Bˆr = {|z| < r : z ∈ Rd+1}.
Since uˆ satisfies, in Bˆ2,
L¯uˆ+ (uˆy)y = 0,
by the above result applied to uˆ we have
[uˆx′ ]α,Bˆ1 ≤ N‖uˆz‖Lp(Bˆ2) (4.1)
where N = N(d, p, δ,K). Observe that
[ux′ ]α,B1 ≤ [uˆx′ ]α,Bˆ1
and Dzuˆ is the collection consisting of
cos(
√
λy)ux, −
√
λ sin(
√
λy)u.
Thus the right-hand side of (4.1) is less than the right-hand side of the inequality
in the lemma. The lemma is proved. 
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Corollary 4.2. Let p ∈ [1,∞), κ ≥ 2, r > 0, and λ ≥ 0. Assume u ∈ C∞
loc
and
L¯u− λu = 0 in Bκr. Then we have(|ux′ − (ux′)Br |p)Br ≤ Nκ−pα
(
|ux|p + λp/2|u|p
)
Bκr
,
where (N,α) = (N,α)(d, p, δ,K).
Proof. Thanks to the scaling argument it is enough to prove the estimate when
r = 1. Set
aˆij(x) = aij(κx/2), v(x) = u(κx/2).
Then v satisfies, in B2, (
aˆijvxi
)
xj
− (κ/2)2λv = 0.
By Lemma 4.1,
[vx′ ]α,B1 ≤ N
(
‖vx‖Lp(B2) + κλ1/2‖v‖Lp(B2)
)
≤ Nκ (|ux|p)1/pBκ +Nκλ1/2 (|u|p)
1/p
Bκ
.
Note that
[vx′ ]α,B1 = (κ/2)
1+α [ux′ ]α,Bκ/2 .
Using this and the above inequality, we see that(|ux′ − (ux′)B1 |p)B1 ≤ N [ux′ ]pα,Bκ/2 ≤ Nκ−pα
(
|ux|p + λp/2|u|p
)
Bκ
.

We prove a version of Theorem 3.3 when p = 2 and the Laplace operator is
replaced by L¯. However, due to the fact that aij are measurable with respect to
x1 ∈ R, we only have the estimate of the L2-oscillations of ux′. In the proof we use
Corollary 4.2 for p = 2.
Theorem 4.3. Let λ > 0, κ ≥ 4, r > 0, u ∈ W 12,loc and f , g ∈ L2,loc. Assume that
L¯u− λu = div g + f
in Bκr. Then there exist positive constants N and α, depending only on d, δ, and
K, such that(|ux′ − (ux′)Br |2)Br ≤ Nκ−2α (|ux|2 + λ|u|2)Bκr +Nκd (|g|2 + λ−1|f |2)Bκr .
(4.2)
In particular, if λ = f = 0, i.e., L¯u = div g, we have(|ux′ − (ux′)Br |2)Br ≤ Nκ−2α (|ux|2)Bκr +Nκd (|g|2)Bκr .
Proof. As in the proof of Lemma 3.4, it suffices to prove (4.2). We proceed adopting
the same strategy as in the proof of Theorem 3.3. As noted there, we can assume
that all the coefficients as well as u, f , and g are infinitely differentiable.
Take a ζ ∈ C∞0 such that
ζ = 1 on Bκr/2, ζ = 0 on R
d \Bκr.
By Theorem 3.2, for λ > 0, there exists a unique solution w ∈ W 12 to the equation(L¯ − λ)w = div(ζg) + ζf.
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Since all functions and coefficients involved are infinitely differentiable, by the clas-
sical theory on elliptic equations in divergence form, w is infinitely differentiable.
The function v := u− w is also infinitely differentiable and satisfies(L¯ − λ) v = div((1 − ζ)g) + (1− ζ)f,
as well as
(L¯ − λ) v = 0 in Bκr/2. Thus by Corollary 4.2 (note that κ/2 ≥ 2)(|vx′ − (vx′)Br |2)Br ≤ Nκ−2α (|vx|2 + λ|v|2)Bκr . (4.3)
Regarding w, by Theorem 3.2 we have
‖wx‖L2 +
√
λ‖w‖L2 ≤ N
(
‖ζg‖L2 + λ−1/2‖ζf‖L2
)
,
In particular,(|wx|2)Br ≤ Nr−d (‖ζg‖2L2 + λ−1‖ζf‖2L2) ≤ Nκd (|g|2 + λ−1|f |2)Bκr , (4.4)(|wx|2)Bκr + λ (|w|2)Bκr ≤ N (|g|2 + λ−1|f |2)Bκr , (4.5)
Now we prove (4.2). From (4.3), (4.4), and the fact that u = w + v, we obtain(|ux′ − (ux′)Br |2)Br ≤ N (|vx′ − (vx′)Br |2)Br +N (|wx′ |2)Br
≤ Nκ−2α (|vx|2 + λ|v|2)Bκr +Nκd (|g|2 + λ−1|f |2)Bκr .
From (4.5), we also get(|vx|2 + λ|v|2)Bκr ≤ N (|ux|2 + λ|u|2)Bκr +N (|wx|2 + λ|w|2)Bκr
≤ N (|ux|2 + λ|u|2)Bκr +N (|g|2 + λ−1|f |2)Bκr .
Combining the above two sets of inequalities we come to the inequality (4.2). 
5. Equations with partially small BMO coefficients
We prove in this section Theorem 2.2, the first of our main results, where we con-
sider the operator L with coefficients in their full generality as given by Assumption
2.1. That is, we consider
Lu = (aijuxi + aju)xj + biuxi + cu,
where aij are measurable in x1 and have locally small BMO semi-norms in x′ ∈
Rd−1. All the other coefficients ai, bi, and c are only bounded and measurable.
Theorem 5.1. Let ai = bi = c = 0, γ > 0, τ, σ ∈ (1,∞), 1/τ + 1/σ = 1, and
R ∈ (0, R0]. Assume u ∈ C∞0 vanishing outside BR and Lu = div g, where g ∈ L2.
Then under Assumption 2.1 (γ) there exists a positive constant N , depending only
on d, δ, K, and τ , such that(|ux′ − (ux′)Br(x0)|2)Br(x0) ≤ Nκ−2α (|ux|2)Bκr(x0)
+Nκd
(
(|g|2)Bκr(x0) + γ1/σ(|ux|2τ )1/τBκr(x0)
)
, (5.1)
for any r ∈ (0,∞), κ ≥ 4, and x0 ∈ Rd, where α = α(d, δ,K) > 0.
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Proof. The proof is similar to that of Lemma 3.6. Fix κ ≥ 4, r ∈ (0,∞), and
x0 = (x
1
0, x
′
0) ∈ Rd. Then introduce, for all i, j = 1, · · · , d,
a
ij(x1) = –
∫
B′κr(x
′
0)
aij(x1, y′) dy′ if κr < R,
a
ij(x1) = –
∫
B′R
aij(x1, y′) dy′ if κr ≥ R,
and L¯u = (aijuxi)xj . We see that L¯u = div gˆ, where
gˆj =
(
a
ij − aij)uxi + gj.
Then by Theorem 4.3 with an appropriate translation,
–
∫
Br(x0)
|ux′ − (ux′)Br(x0) |2 dx ≤ Nκ−2α
(|ux′ |2)Bκr(x0)+Nκd (|gˆ|2)Bκr(x0) , (5.2)
where (N,α) = (N,α)(d, δ,K). Observe that∫
Bκr(x0)
|gˆ|2 dx ≤ N
∫
Bκr(x0)
|g|2 dx+NI, (5.3)
where N = N(d) and
I =
∫
Bκr(x0)
∣∣(aij − aij)uxi∣∣2 dx =
∫
Bκr(x0)∩BR
∣∣(aij − aij)uxi∣∣2 dx.
By the Ho¨lder’s inequality, we have
I ≤ J1/σ1 J1/τ2 , (5.4)
where
J1 =
∫
Bκr(x0)∩BR
|aij − aij |2σ dx, J2 =
∫
Bκr(x0)
|ux|2τ dx.
If κr < R,
J1 ≤ N
∫
Bκr(x0)
|aij − aij | dx
≤ N
∫ x10+κr
x10−κr
∫
B′κr(x
′
0)
∣∣aij(x1, x′)− –∫
B′κr(x
′
0)
aij(x1, z′) dz′
∣∣ dx′ dx1
≤ N(κr)da#κr ≤ N(κr)da#R ,
where N depends only on d and K. In case κr ≥ R,
J1 ≤ N
∫
BR
|a11 − a11| dx
≤ N
∫ R
−R
∫
B′R
∣∣a11(x1, x′)− –∫
B′R
a11(x1, z′) dz′
∣∣ dx′ dx1
≤ NRda#R ≤ N(κr)da#R ,
where N = N(d,K). From the above estimates for J1 as well as the inequalities
(5.2), (5.3), and (5.4), we prove
–
∫
Br(x0)
|ux′ − (ux′)Br(x0) |2 dx ≤ Nκ−2α
(|ux|2)Bκr(x0) +Nκd (|g|2)Bκr(x0)
+Nκd
(
a#R
)1/σ (|ux|2τ )1/τBκr(x0) ,
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where N = N(d, δ,K, σ). It only remains to notice that a#R ≤ γ. 
Lemma 5.2. Let p ∈ (2,∞), ai = bi = c = 0, g ∈ Lp and µ be the constant in
Theorem 3.7. Then there exist positive constants γ and N depending on d, p, δ
and K such that, under Assumption 2.1(γ), for u ∈ C∞0 vanishing outside BR,
R ≤ µ−1R0 and satisfying Lu = div g, we have
‖ux‖Lp ≤ N‖g‖Lp.
Proof. Choose τ ∈ (1,∞) such that p > 2τ and set
A(x) = M(|g|2)(x), B(x) = M(|ux|2)(x), C(x) = M(|ux|2τ ).
Then the inequality (5.1) implies(|ux′ − (ux′)Br(x0)|2)Br(x0) ≤ NκdA(x0) +Nκ−2αB(x0) +Nκdγ1/σC(x0)1/τ
for all x0 ∈ Rd, κ ≥ 4, and r > 0. Taking the supremum of the left-hand side of
the above inequality with respect to r > 0 and using(|ux′ − (ux′)Br(x0)|)2Br(x0) ≤ (|ux′ − (ux′)Br(x0)|2)Br(x0) ,
we obtain the following pointwise estimate:(
u#x′(x)
)2 ≤ NκdA(x) +Nκ−2αB(x) +Nκdγ1/σC(x)1/τ
for all x ∈ Rd and κ ≥ 4. Again apply the Fefferman-Stein theorem on sharp func-
tions and the Hardy-Littlewood maximal function theorem on the above inequality
to get
‖ux′‖Lp ≤ N‖u#x′‖Lp ≤ Nκd/2‖M(|g|2)‖1/2Lp/2
+Nκ−α‖M(|ux|2)‖1/2Lp/2 +Nκd/2γ1/(2σ)‖M(|ux|2τ )‖
1/(2τ)
Lp/(2τ)
≤ Nκd/2‖g‖Lp +N
(
κ−α + κd/2γ1/(2σ)
)
‖ux‖Lp ,
where the last inequality is possible due to p > 2τ > 2. On the other hand, since
R ≤ µ−1R0, by Theorem 3.7 we have
‖ux‖Lp ≤ N(‖ux′‖Lp + ‖g‖Lp)
as long as γ is less than the constant with the same notation in Theorem 3.7.
Therefore,
‖ux‖Lp ≤ Nκd/2‖g‖Lp +N
(
κ−α + κd/2γ1/(2σ)
)
‖ux‖Lp ,
where N = N(d, p, δ,K). Now we finish the proof by choosing a big enough κ and
then a possibly smaller γ so that
N
(
κ−α + κd/2γ1/(2σ)
)
≤ 1/2.

We now conclude this section by proving Theorem 2.2.
Proof of Theorem 2.2. To prove the first two assertions, by the method of conti-
nuity it is enough to prove the estimate. Moreover, due to the duality argument
we only need to consider the case p ∈ (2,∞). Then the estimate in the theorem
follows from Lemma 5.2, a partition of unity, and the idea of Agmon shown, for
example, in [17]. The last assertion is a consequence of the first two via a scaling
argument. 
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6. Equations on a half space
This section is devoted to the proofs of Theorem 2.3 and 2.4. We shall establish
the solvability of divergence form elliptic equations on the half space Rd+ with either
the Dirichlet boundary condition or the conormal derivative boundary condition by
using the idea of odd/even extensions.
We will use the following well known results.
Lemma 6.1. Let p, q ∈ (1,∞).
(i) A function u belongs to W 1q,p(R
d
+) if and only if its even extension u˜ with respect
to x1 belongs to W
1
q,p(R
d). Moreover, we have,
‖u‖Lq,p(Rd+) ≤ ‖u˜‖Lq,p(Rd) ≤ 2‖u‖Lq,p(Rd+), (6.1)
‖ux‖Lq,p(Rd+) ≤ ‖u˜x‖Lq,p(Rd) ≤ 2‖ux‖Lq,p(Rd+). (6.2)
(ii) A function u belongs to W 1q,p(R
d
+) and vanishes on ∂R
d
+ if and only if its odd
extension u˜ with respect to x1 belongs to W
1
q,p(R
d
+). Moreover, we have (6.1) and
(6.2).
Now we are ready to prove Theorem 2.3 and 2.4.
Proof of Theorem 2.3. We define
a˜ij(x) = sgn(x1)aij(|x1|, x′) for i = 1, j ≥ 2 or j = 1, i ≥ 2,
a˜ij(x) = aij(|x1|, x′) otherwise,
and
a˜1(x) = sgn(x1)a1(|x1|, x′), a˜j(x) = aj(|x1|, x′), j ≥ 2,
b˜1(x) = sgn(x1)b1(|x1|, x′), b˜j(x) = bj(|x1|, x′), j ≥ 2,
c˜(x) = c(|x1|, x′), f˜(x) = sgn(x1)f(|x1|, x′),
g˜1(x) = g1(|x1|, x′), g˜j(x) = sgn(x1)gj(|x1|, x′), j ≥ 2.
It is easily seen that if the original coefficients satisfy Assumption 2.1 (γ), then the
new coefficients a˜ij satisfy Assumption 2.1 (2γ). Moreover, we have f˜ , g˜ ∈ Lp(Rd).
Let L˜ be the divergence form elliptic operator with coefficients a˜ij , a˜i, b˜i, c˜. Due to
Theorem 2.2, we can find γ > 0 and λ0 ≥ 0 such that there exists a unique solution
u ∈ W 1p solving
L˜u− λu = div g˜ + f˜ in Rd, (6.3)
provided that λ > λ0. By the definition of the coefficients and the data, we have
L˜u(−x1, x′)− λu(−x1, x′) = − div g˜(x)− f˜(x) in Rd.
Consequently, −u(−x1, x′) is also a solution to (6.3). By the uniqueness of the
solution, we obtain u(x) = −u(−x1, x′). This implies that, as a function on Rd+, u
has zero trace on the boundary and clearly u satisfies (2.3) in Rd+. This proves the
existence of the solution.
To prove the uniqueness, let v be another solution of (2.3) so that, for any
φ ∈ W 1p′(Rd+) with zero trace on ∂Rd+, we have∫
R
d
+
−aijvxiφxj − ajvφxj + bivxiφ+ (c− λ)vφ dx =
∫
R
d
+
−gjφxj + fφ dx. (6.4)
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Denote v˜ to be the odd extension of v with respect to x1. Then by the definition
of a˜ij , a˜i, b˜i, c˜, g˜, and f˜ , for any ϕ ∈W 1p′ we have∫
Rd
(
−a˜ij v˜xiϕxj − a˜j v˜ϕxj + b˜iv˜xiϕ+ (c˜− λ)v˜ϕ
)
dx
=
∫
R
d
+
(−aijvxiφxj − ajvφxj + bivxiφ+ (c− λ)vφ) dx,
where φ(x) := ϕ(x) − ϕ(−x1, x). It is clear that φ ∈ W 1p′(Rd+) and has zero trace
on ∂Rd+. By (6.4), the integral above is equal to∫
R
d
+
−gjφxj + fφ dx =
∫
Rd
−g˜jϕxj + f˜ϕ dx,
which implies that v˜ ∈ W 1p is a solution to (6.3). By the uniqueness, we get u = v˜,
which implies that u = v in Rd+. Finally, the estimate (2.4) follows from (2.2) and
Lemma 6.1. The theorem is proved.

Proof of Theorem 2.4. We define a˜ij , a˜i, b˜i and c˜ as in the proof of Theorem 2.3.
Let L˜ be the divergence form elliptic operator with coefficients a˜ij , a˜i, b˜i, c˜. Different
from above, we define
f˜(x) = f(|x1|, x′),
g˜1(x) = sgn(x
1)g1(|x1|, x′), g˜j(x) = gj(|x1|, x′), j ≥ 2.
Recall that a˜ij satisfy Assumption 2.1 (2γ). Moreover, we have f˜ , g˜ ∈ Lp(Rd).
Due to Theorem 2.2, we can find γ > 0 and λ0 ≥ 0 such that there exists a unique
solution u ∈ W 1p (Rd) solving (6.3) provided that λ > λ0. By the definition of the
coefficients and the data, we have
L˜u(−x1, x′)− λu(−x1, x′) = div g˜(x) + f˜(x) in Rd.
Consequently, u(−x1, x′) is also a solution to (6.3). By the uniqueness of the
solution, we obtain u(x) = u(−x1, x′).
Let p′ be such that 1/p + 1/p′ = 1. For any φ ∈ W 1p′ (Rd+), denote φ˜ to be its
even extension with respect to x1. Since u satisfies (6.3), integrating by parts gives∫
Rd
(
−a˜ijuxi φ˜xj − a˜juφ˜xj + b˜iuxiφ˜+ (c˜− λ)uφ˜
)
dx
=
∫
Rd
(
−g˜jφ˜xj + f˜ φ˜
)
dx. (6.5)
By the definition of a˜ij , a˜i, b˜i, c˜, g˜, and f˜ as well as the evenness of u and φ˜, all
terms inside the integrals in (6.5) are even with respect to x1. Thus, (6.5) implies∫
R
d
+
−aijuxiφxj − ajuφxj + biuxiφ+ (c− λ)uφdx =
∫
R
d
+
−gjφxj + fφ dx. (6.6)
Since φ ∈ W 1p′(Rd+) is arbitrary, by the definition of weak solutions, u solves (2.5).
This proves the existence of the solution.
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For the uniqueness, let v be another solution of (2.5) so that, for any φ ∈
W 1p′(R
d
+), the equality (6.6) holds. Let v˜ to be the odd extension of v with respect
to x1. Then by the definition of a˜ij , a˜i, b˜i, c˜, g˜, and f˜ , for any ϕ ∈W 1p′ we have∫
Rd
(
−a˜ij v˜xiϕxj − a˜j v˜ϕxj + b˜iv˜xiϕ+ (c˜− λ)v˜ϕ
)
dx
=
∫
R
d
+
(−aijvxiϕxj − ajvϕxj + bivxiϕ+ (c− λ)vϕ) dx
+
∫
R
d
+
(−aijvxiϕxj (−x1, x′)− ajvϕxj (−x1, x′) + bivxiϕ(−x1, x′))
+
∫
R
d
+
(c− λ)vϕ(−x1, x′) dx.
Due to (2.7), the sum above is equal to∫
R
d
+
−gjϕxj + fϕ dx+
∫
R
d
+
−gjϕxj (−x1, x′) + fϕ(−x1, x′) dx
=
∫
Rd
−g˜jϕxj + f˜ϕ dx.
This yields that v˜ ∈ W 1p is a solution of (6.3). By the uniqueness, we get u = v˜,
which implies that u = v in Rd+. Finally, the estimate (2.6) follows from (2.2) and
Lemma 6.1. The theorem is proved. 
7. Equations in Lipschitz domains
In this section we present the proofs of Theorem 2.7 and 2.8. Recall that we not
only assume the leading coefficients aij are partially small BMO, but also assume
that they have small BMO semi-norms in some neighborhood of ∂Ω. First we have
the following classical W 12 -solvability of the Dirichlet problem{ Lu = div g + f in Ω
u = 0 on ∂Ω
; (7.1)
see, for example, [21].
Theorem 7.1. Let Ω be a bounded domain. Assume aixi + c ≤ 0 in Ω in the weak
sense. Then for any f , g = (g1, · · · , gd) ∈ L2(Ω) there exists a unique u ∈ W 12 (Ω)
solving (7.1). Moreover, we have
‖u‖W 12 (Ω) ≤ N‖f‖L2(Ω) +N‖g‖L2(Ω). (7.2)
In the sequel, we only focus on the case p ∈ (2,∞), since the remaining case
p ∈ (1, 2) follows immediately from the duality. Because Ω is bounded, under the
conditions of Theorem 2.7, we have f, g ∈ Lp(Ω) ⊂ L2(Ω). Owing to Theorem 7.1,
there is a unique solution u ∈ W 12 (Ω) to (7.1). As is well known, by the method of
continuity, in order to prove Theorem 2.7 it suffices to show the a priori estimate
(2.9) for u ∈W 1p (Ω). We need the following local estimates.
Lemma 7.2. Let Ω′ ⋐ Ω, f, g = (g1, · · · , gd) ∈ Lp(Ω), and λ0 and γ are constants
taken from Theorem 2.2. Then under Assumption 2.1 (γ), for any u ∈ W 1p , we
have√
λ‖ux‖Lp(Ω′) ≤ N
(√
λ‖g‖Lp(Ω) + ‖f‖Lp(Ω) + λ‖u‖Lp(Ω) + ‖ux‖Lp(Ω)
)
, (7.3)
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provided that λ ≥ λ0 and
Lu = div g + f in Ω,
where N = N(d, p, δ,K,R0,Ω
′,Ω) > 0.
Proof. Fix a λ ≥ λ0. We take a smooth cut-off function η ∈ C∞0 (Ω) such that η ≡ 1
in Ω′. It is easily seen that
L(ηu)− ληu = div g˜ + f˜ in Rd,
where
g˜j = ηgj + a
ijηxiu, f˜ = ηf − ηxigi + aijuxiηxj + aiuηxi + biuηxi − ληu. (7.4)
Due to Theorem 2.2 (i), we have
√
λ‖ux‖Lp(Ω′) ≤
√
λ‖(ηu)x‖Lp ≤ N
√
λ‖g˜‖Lp +N‖f˜‖Lp . (7.5)
By (7.4), the right-hand side of (7.5) is less than the right-hand side of (7.3). The
lemma is proved. 
For r > 0, we denote B+r = Br ∩ Rd+.
Lemma 7.3. Let 0 < r < R < ∞, f, g = (g1, · · · , gd) ∈ Lp(B+R), and λ0 and γ
are constants taken from Theorem 2.3. Then under Assumption 2.1 (γ), for any
u ∈ W 1p (B+R) satisfying u = 0 on BR ∩ ∂Rd+, we have√
λ‖ux‖Lp(B+r ) ≤ N(
√
λ‖g‖Lp(B+R)+‖f‖Lp(B+R)+λ‖u‖Lp(B+R)+‖ux‖Lp(B+R)), (7.6)
provided that λ ≥ λ0 and
Lu = div g + f in B+R ,
where N = N(d, p, δ,K,R0, r, R) > 0.
Proof. The lemma follows immediately from the proof of Theorem 2.3 and Lemma
7.2. We omit the detail. 
Remark 7.4. By an iteration argument, one actually can drop the ‖ux‖Lp term on
the right-hand side of (7.3) and (7.6). However, we will not use this in our proof.
Next we locally flatten the boundary of ∂Ω under Assumption 2.5 (γ) and 2.6
(θ). Let us choose a point x0 ∈ ∂Ω and a number r0 = min{R1, R2}, so that
Ω ∩Br0(x0) = {x ∈ Br0(x0) : x1 > φ(x′)}.
We define
y1 = x1 − φ(x′) := Φ1(x), yj = xj := Φj(x), j ≥ 2.
There exists a small r1 > 0 depending on r0 such that
Br1 ⊂ Φ(Br0(x0)), B+r1 ⊂ Φ(Ω ∩Br0(x0)),
where we assumed that, without loss of generality, 0 = y0 = Φ(x0). Denote v(y) =
u(Ψ(y)) for any y ∈ B+r1 , where Ψ = Φ−1. If u ∈ W 1p (Ω) satisfies the equation (7.1),
it is easily seen that v satisfies v = 0 on Br1 ∩ ∂Rd+ and
Lˆv = div gˆ + fˆ in B+r1 ,
where for y ∈ Br1 ,
aˆij(y) = akl(Ψ(y))Φixk(Ψ(y))Φ
j
xl
(Ψ(y)), aˆi(y) = ak(Ψ(y))Φixk(Ψ(y)),
bˆi(y) = bk(Ψ(y))Φixk(Ψ(y)), cˆ(y) = c(Ψ(y)),
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fˆ i(y) = fk(Ψ(y))Φixk(Ψ(y)), gˆ(y) = g(Ψ(y)).
These coefficients satisfy the boundedness and ellipticity conditions with possibly
different but comparable constants. Following the argument in [3], we know that
aˆij satisfy
sup
ij
–
∫
Br(x1)
|aˆij(x) − (aˆij)Br(x1)| dx ≤ N0(θ + γ), (7.7)
for any x1 ∈ Br1/2 and r ∈ (0, r1/2], where N0 is independent of θ and γ. We
may change the values of aˆij outside Br1/8 and extend them to R
d so that the
boundedness and ellipticity condition are still satisfied with the same constants,
and (7.7) is satisfied for any x1 ∈ Rd and r ∈ (0, r2] with a possibly larger N0 and
r2 = min{1/4, θ+ γ}r1. Indeed, this can be done by considering
aˆijη(·/r1) + δij(1− η(·/r1)),
where η ∈ C∞0 (B1/4) satisfying η = 1 in B1/8. Now we choose sufficiently small θ
and γ such that N0(θ + γ) is less than the constant γ in Lemma 7.3. By Lemma
7.3, we get
√
λ‖vx‖Lp(B+r1/16)
≤ N(
√
λ‖gˆ‖Lp(B+r1/8) + ‖fˆ‖Lp(B+r1/8) + λ‖v‖Lp(B+r1/8) + ‖vx‖Lp(B+r1/8)),
which implies
√
λ‖ux‖Lp(Ω∩Br3) ≤ N(
√
λ‖g‖Lp(Ω∩Br0) + ‖f‖Lp(Ω∩Br0 )
+λ‖u‖Lp(Ω∩Br0) + ‖ux‖Lp(Ω∩Br0)), (7.8)
for λ ≥ λ0, where r3 depends only on r0.
Now we are in the position to prove Theorem 2.7
Proof of Theorem 2.7. By using a partition of unity, we get from (7.3) and (7.8)
that
√
λ‖ux‖Lp(Ω) ≤ N2(
√
λ‖g‖Lp(Ω) + ‖f‖Lp(Ω) + λ‖u‖Lp(Ω) + ‖ux‖Lp(Ω))
for λ ≥ λ0. To absorb the ‖ux‖Lp(Ω) term on the right-hand side, we take and fix
a sufficiently large λ so that N2 ≤
√
λ/2. Therefore,
‖ux‖Lp(Ω) ≤ N3(‖g‖Lp(Ω) + ‖f‖Lp(Ω) + ‖u‖Lp(Ω)).
Take p1 ∈ (p,∞) such that 1 − d/p > −d/p1. By Ho¨lder’s inequality, Young’s
inequality and Poincare´-Sobolev inequality, we get for any ǫ > 0,
‖u‖Lp(Ω) ≤ N(ǫ)‖u‖L2(Ω) + ǫ‖u‖Lp1(Ω) ≤ N(ǫ)‖u‖L2(Ω) +N4ǫ‖ux‖Lp(Ω).
Choosing ǫ = 1/(2N3N4) and using (7.2), we obtain (2.9). The theorem is proved.

Next we turn to study the conormal derivative problem:{ Lu = div g + f in Ω
aijuxin
j + ajunj = gjn
j on ∂Ω
. (7.9)
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Lemma 7.5. Let Ω be a bounded domain and u ∈ W 12 (Ω). Assume in the weak
sense aixi + c ≤ 0 in Ω, Lu = 0 in Ω, and aijuxinj + ajunj = 0 on ∂Ω.
(i) If in the weak sense aixi + c ≡ 0 in Ω and aini = 0 on ∂Ω, then we have u ≡ C
for a constant C ∈ R.
(ii) Otherwise, we have u ≡ 0.
Proof. Owing to the strong maximum principle for the conormal derivative problem
(cf. [21] and [24]), under the assumption of the lemma, u is a constant in Ω. Now
assertions (i) and (ii) follow from the definitions (2.11) and (2.12). 
Owing to Lemma 7.5, we get the W 12 -solvability for the conormal derivative
problem.
Theorem 7.6. Let Ω be a bounded domain. Assume aixi + c ≤ 0 in Ω in the weak
sense.
(i) If in the weak sense aixi + c ≡ 0 in Ω and aini = 0 on ∂Ω, for any f , g =
(g1, · · · , gd) ∈ L2(Ω) there exists a unique up to a constant u ∈ W 12 (Ω) solving
(7.9) provided that
bi = c = 0,
∫
Ω
f dx = 0. (7.10)
Moreover, we have
‖ux‖L2(Ω) ≤ N‖f‖L2(Ω) +N‖g‖L2(Ω). (7.11)
(ii) Otherwise, the solution is unique and we have
‖u‖W 12 (Ω) ≤ N‖f‖L2(Ω) +N‖g‖L2(Ω).
Proof. We remark that for equations without lower order terms and f , this result
was proved in [6].
First we have the unique solvability in W 12 (Ω) of Lu − λu = div g + f with the
same boundary condition for a sufficiently large λ. Indeed this follows from the
coercivity of the bilinear form
B(u, v) :=
∫
Ω
(
aijuxivxj + a
juvxj − biuxiv + (λ− c)uv
)
dx
for large enough λ, and the Lax-Milgram lemma. We fix such a λ and denote
the corresponding resolvent operator to be L−1λ , which is bounded from L2(Ω) to
W 12 (Ω).
Part (i): Let
H1(Ω) = {v ∈W 12 (Ω) | (v)Ω = 0},
and I : H1(Ω) → L2(Ω) be the natural compact imbedding. Also we define T :
H1(Ω)→ H1(Ω) by
T v = L−1λ Iv − (L−1λ Iv)Ω.
Clearly T is a compact operator on H1(Ω). Bearing Lemma 7.5 in mind, to prove
part (i), it suffices to show the unique solvability of (7.9) in H1(Ω) and the bound
(7.11). We claim that if u satisfies
u+ λT u = L−1λ (div g + f)−
(L−1λ (div g + f))Ω , (7.12)
then u also solves (7.9). Indeed, clearly u solves{ Lu = div g + f + C in Ω
aijuxin
j + ajunj = gjn
j on ∂Ω
, (7.13)
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for some constant C. To see C = 0, we take φ ≡ 1 in the integral formulation of
(7.13) and use (7.10).
Therefore, any solution to
u+ λT u = 0 (7.14)
also solves (7.9) with gj ≡ f ≡ 0. Due to Lemma 7.5 (i) (7.14) has a unique solution
u ≡ 0 in H1(Ω). This together with the Fredholm alternative shows that there is a
unique u ∈ H1(Ω) satisfying (7.12). Moreover, we have the estimate
‖ux‖L2(Ω) ≤ N‖f‖L2(Ω) +N‖g‖L2(Ω).
Part (i) of the theorem is proved.
Part (ii): The proof is similar. Instead of the spaceH1(Ω), we solve the equation
in the usual Sobolev spaceW 12 (Ω). Let I :W 12 (Ω)→ L2(Ω) be the natural compact
imbedding. Also we define T : W 12 (Ω)→W 12 (Ω) by
T v = L−1λ Iv.
Clearly T is a compact operator on W 12 (Ω). Notice that for any u ∈ W 12 (Ω) (7.9)
is equivalent to
u+ λT u = L−1λ (div g + f).
By the Fredholm alternative, the unique solvability inW 12 (Ω) and the bound follow
from the uniqueness in W 12 (Ω) of the trivial solution to u+ λT u = 0, which is due
to Lemma 7.5 (ii). This completes the proof of the theorem. 
We also need a boundary estimate analogue to Lemma 7.3.
Lemma 7.7. Let 0 < r < R < ∞, f, g = (g1, · · · , gd) ∈ Lp(B+R), and λ0 and γ
are constants taken from Theorem 2.4. Then under Assumption 2.1 (γ), for any
u ∈ W 1p (B+R) we have√
λ‖ux‖Lp(B+r ) ≤ N(
√
λ‖g‖Lp(B+R) + ‖f‖Lp(B+R) + λ‖u‖Lp(B+R) + ‖ux‖Lp(B+R)),
provided that λ ≥ λ0 and{ Lu = div g + f in B+R
ai1uxi + a
1u = g1 on BR ∩ ∂Rd+ ,
where N = N(d, p, δ,K,R0, r, R) > 0.
Proof. The lemma follows immediately from the proof of Theorem 2.4 and Lemma
7.2. 
Proof of Theorem 2.8. Notice that under the conditions of Theorem 2.8, we still
have (7.8) by relying on Lemma 7.7 instead of Lemma 7.3. This together with
Lemma 7.2 yields the conclusions of the theorem by the same reasoning as in the
proof of Theorem 2.7. 
8. Auxiliary results for the mixed norm case
The results in this section are similar to those in [18] (specifically, Lemma 8.2,
Corollary 8.3 and Corollary 8.4 in [18]). However, since the conditions on the
operators considered here are more general than those in [18], it is not possible to
refer to the results in [18] based on the idea that the elliptic case can be considered
as the time independent parabolic case. In addition, contrary to the parabolic case
where the Cauchy problem with zero initial condition is considered, we are not able
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to use the solvability to the equation (aijuxi)xj = div g in the whole space. Because
of these differences, we present here complete proofs. Throughout the section, set
L0u =
(
aijuxi
)
xj
Lemma 8.1. Let r ∈ (0, R0], κ > 1, and q ∈ (1, p], p ∈ (1,∞). Assume that
1
q
− 1
p
≤ 1
d
. (8.1)
Then there exists γ = γ(d, p, q, δ,K) > 0 such that, under Assumption 2.1 (γ), if
u ∈ W 1q,loc satisfies L0u = 0 in Bκr, then u, ux ∈ Lp(Br) and
r−1 (|u|p)1/pBr + (|ux|p)
1/p
Br
≤ N (|ux|q + r−q |u|q)1/qBκr , (8.2)
where N = N(d, p, q, δ,K, κ).
Proof. First we show that it is enough to prove (8.2) only for r = R0 = 1. To do
this, assume that (8.2) holds true for r = R0 = 1 and let u be a function in W
1
q,loc
such that L0u = 0 in Bκr. Then uˆ(x) := u(rx) satisfies
(aˆij(x)uˆxi)xj = 0
in Bκ, where aˆ
ij(x) = aij(rx). The coefficients aˆij carry the same constants δ and
K as aij . Moreover, aˆij satisfy Assumption 2.1 (γ) with R0 replaced by 1 because
oscx′
(
aˆij ,Γρ(x)
)
= oscx′
(
aij ,Γrρ(rx)
)
,
which implies that aˆ#1 = a
#
r ≤ a#R0 ≤ γ. Then by applying the estimate (8.2) with
r = R0 = 1 to the equation Lˆ0uˆ = 0 in Bκ, we have
(|uˆ|p)1/pB1 + (|uˆx|p)
1/p
B1
≤ N (|uˆx|q + |uˆ|q)1/qBκ
with the same constant N . Returning back to u proves the lemma for r ∈ (0, R0].
To deal with the case r = R0 = 1, we fix λ > λ0 and γ, where λ0 and γ are
from Theorem 2.2 which work for both p and q. First it follows from the Sobolev
imbedding theorem that
(|u|p)1/pBκ ≤ N (|u|q + |ux|q)
1/q
Bκ
, (8.3)
where N = N(d, p, q, κ). In particular, this shows that (|u|p)1/pB1 is controlled by the
right-hand side of (8.2).
Let η ∈ C∞0 be such that η = 1 on B1 and η = 0 outside Bκ. Then
(L0 − λ)(ηu) = div g + f,
where
gj =
d∑
i=1
aijuηxi , f =
d∑
i,j=1
aijuxiηxj − ληu. (8.4)
Since g has a compact support in Bκ, the inequality (8.3) implies
‖g‖Lp ≤ N (|u|q + |ux|q)1/qBκ . (8.5)
Now using the fact that f ∈ Lq and the well-known Lp-theory for the Laplace
operator, we find a unique solution w ∈W 2q to the equation
∆w − λw = f.
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By the Sobolev embedding theorem again and the Lq-estimate corresponding to
the above equation,
‖w‖Lp + ‖wx‖Lp ≤ N‖w‖W 2q ≤ N‖f‖Lq ≤ N (|u|q + |ux|q)
1/q
Bκ
. (8.6)
Define v := ηu− w, which is in W 1q because ηu, w ∈ W 1q . In addition,
L0v − λv = div g − ((aij − δij)wxi)xj . (8.7)
Note that g, wx ∈ Lq. Thus, by Theorem 2.2, v is the unique solution in W 1q to
the above equation. On the other hand, by (8.5) and (8.6) we have g, wxi ∈ Lp.
Thus, again by Theorem 2.2, there exists a unique solution in W 1p to the equation
(8.7). This implies that v has to be the unique solution inW 1p to the equation (8.7).
Moreover,
‖vx‖Lp ≤ N
(‖g‖Lp + ‖wx‖Lp) .
From this, (8.5), (8.6), and ηu = w + v,
(|ux|p)1/pB1 ≤ N‖(ηu)x‖Lp ≤ N (|u|q + |ux|q)
1/q
Bκ
.
This finishes the proof. 
Assume that 1 < q < p. Then we can always find p0, p1, · · · , pm such that p0 = q,
pm = p, and 1/pi − 1/pi+1 ≤ 1/d, i = 0, · · · ,m − 1. Using the above lemma as
many times as needed, we prove
Corollary 8.2. Let r ∈ (0, R0], κ > 1, and q ∈ (1, p], p ∈ (1,∞). Assume that
u ∈ W 1q,loc satisfies L0u = 0 in Bκr. Then there exists γ = γ(d, p, q, δ,K) > 0 such
that, under Assumption 2.1 (γ), we have u, ux ∈ Lp(Br) and
r−1 (|u|p)1/pBr + (|ux|p)
1/p
Br
≤ N (|ux|q + r−q |u|q)1/qBκr ,
where N = N(d, p, q, δ,K, κ).
As noted earlier, the corollary below corresponds to Corollary 8.4 in [18], but
the statement is a little different.
Corollary 8.3. Let p, q ∈ (1,∞), λ ≥ 0, and 0 < r ≤ R0/
√
2. Assume that
u ∈ W 1q,loc and L0u−λu = 0 in B2r. Then there exists γ = γ(d, p, q, δ,K) > 0 such
that, under Assumption 2.1 (γ), we have ux ∈ Lp(Br) and
(|ux|p)1/pBr ≤ N
(
|ux|q + λq/2|u|q
)1/q
B2r
, (8.8)
where N = N(d, p, q, δ,K).
Proof. It suffices to prove the case q < p. We take γ from Corollary 8.2. First
assume that λ = 0. Set τ =
√
2r ∈ (0, R0] and consider u − (u)B√2τ , which is
in W 1q,loc and satisfies L0u = 0 in B√2τ . Then by Corollary 8.2 and the Poincare´
inequality
(|ux|p)1/pBτ ≤ N
(
|ux|q + τ−q|u− (u)B√2τ |q
)1/q
B√2τ
≤ N (|ux|q)1/qB√2τ .
This proves (8.8) when λ = 0.
If λ > 0, we set
uˆ(z) = u(x) cos(
√
λy),
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where z ∈ Rd+1, z = (x, y), x ∈ Rd, and y ∈ R. Then
(aij uˆxi)xj + uˆyy = 0
in Bˆ√2τ = {|z| ≤
√
2τ : z ∈ Rd+1}, τ = √2r ∈ (0, R0]. By the proof above for
λ = 0, we obtain
(|uˆz|p)1/pBˆτ ≤ N (|uˆz|
q)
1/q
Bˆ√2τ
.
Note that there exists a small constant N = N(p), independent of r and λ, such
that
N ≤ –
∫ r
−r
| cos(
√
λy)|p dy.
Thus
–
∫
Br
|ux(x)|p dx ≤ N –
∫ r
−r
–
∫
Br
|ux(x) cos(
√
λy)|p dx dy ≤ N –
∫
Bˆτ
|uˆz|p dz.
Also we have
–
∫
Bˆ√2τ
|uˆz|q dz ≤ N –
∫ 2r
−2r
–
∫
B2r
| cos(
√
λy)ux(x)|q dx dy
+N –
∫ 2r
−2r
–
∫
B2r
|
√
λ sin(
√
λy)u(x)|q dx dy ≤ N (|ux|q)B2r +Nλq/2 (|u|q)B2r .
Using the above two sets of inequalities we complete the proof of (8.8). 
9. Results for the mixed norm case
As introduced earlier, the mixed norm Lq,p of u means
‖u‖Lq,p = ‖u‖Lx2q Lx1p (Rd) =
(∫
Rd2
(∫
Rd1
|u(x1,x2)|p dx1
)q/p
x2
)1/q
.
Throughout the section, by L we mean the elliptic operator in (1.1), the coefficients
of which have the same conditions as in Section 2.
We state the main results concerning elliptic equations in Sobolev spaces with
mixed norms. The proof of the first main result is presented at the end of Section
11.
Theorem 9.1. Let p, q ∈ (1,∞), and f , g = (g1, · · · , gd) ∈ Lq,p. Then there exists
a constant γ = γ(d, p, q, δ,K) such that, under Assumption 2.1 (γ), the following
hold true.
(i) There exist constants λ1 and N , depending only on d1, d2, p, q, δ, K, and R0,
such that √
λ‖ux‖Lq,p + λ‖u‖Lq,p ≤ N
√
λ‖g‖Lq,p +N‖f‖Lq,p ,
provided that u ∈W 1q,p, λ ≥ λ1, and
Lu− λu = div g + f. (9.1)
(ii) For any λ > λ1, there exists a unique u ∈ W 1q,p satisfying (9.1).
(iii) If ai = bi = c = 0 and aij = aij(x1), i.e., measurable functions of x1 ∈ R only
with no regularity assumptions, then one can take λ1 = 0.
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The following two theorems are about the Dirichlet problem and the conormal
derivative problem on a half space when Sobolev spaces with mixed norms are
considered. Since their proofs are basically the same as those of Theorem 2.3 and
2.4, that is, we use Theorem 9.1, Lemma 6.1, and odd/even extensions, we only
state the theorems.
Theorem 9.2. Let p, q ∈ (1,∞) and f , g = (g1, · · · , gd) ∈ Lq,p(Rd+). Then there
exists a constant γ = γ(d, p, q, δ,K) such that, under Assumption 2.1 (γ), the
following hold true. There exist constants λ1 and N , depending only on d1, d2, p,
q, δ, K, and R0, such that
√
λ‖ux‖Lq,p(Rd+) + λ‖u‖Lq,p(Rd+) ≤ N
√
λ‖g‖Lq,p(Rd+) +N‖f‖Lq,p(Rd+),
provided that λ ≥ λ1 and u ∈ W 1q,p(Rd+) satisfies u(0, x′) = 0 and
Lu − λu = div g + f in Rd+. (9.2)
Moreover, for any λ > λ1 and g, f ∈ Lq,p(Rd+), there exists a unique u ∈ W 1q,p(Rd+)
satisfying (9.2) and u(0, x′) = 0.
Theorem 9.3 (Conormal derivative problem on a half space). Let p, q ∈ (1,∞)
and f , g = (g1, · · · , gd) ∈ Lq,p(Rd+). Then there exists a constant γ = γ(d, p, q, δ,K)
such that, under Assumption 2.1 (γ), the following hold true. There exist constants
λ1 and N , depending only on d1, d2, p, q, δ, K, and R0, such that
√
λ‖ux‖Lq,p(Rd+) + λ‖u‖Lq,p(Rd+) ≤ N
√
λ‖g‖Lq,p(Rd+) +N‖f‖Lq,p(Rd+),
provided that λ ≥ λ1 and u ∈ W 1q,p(Rd+) satisfies{ Lu− λu = div g + f in Rd+
ai1uxi + a
1u = g1 on ∂R
d
+
, (9.3)
Moreover, for any λ > λ1 and g, f ∈ Lq,p(Rd+), there exists a unique u ∈ W 1q,p(Rd+)
satisfying (9.3).
Note that, similar to the homogeneous norm case, solutions of (9.3) are under-
stood in the weak sense, i.e. u ∈ W 1q,p(Rd+) satisfies (9.3) if we have∫
R
d
+
(−aijuxiφxj − ajuφxj + biuxiφ+ (c− λ)uφ) dx =
∫
R
d
+
(−gjφxj + fφ) dx
for any φ ∈W 1q′,p′(Rd+), where q′, p′ satisfy 1/q + 1/q′ = 1 and 1/p+ 1/p′ = 1.
10. Mixed norm estimate of ux1
In this section we set
L0u =
(
aijuxi
)
xj
and prove that the mixed norm of ux1 is controlled by that of g and ux′ if L0u = div g
and aij satisfy Assumption 2.1 (γ).
The first result of this section is an Lp-version of Lemma 3.4. Since Theorem
2.2, more precisely, Theorem 2.2 (iii) is now available, the proof of the lemma is
exactly the same as that of Lemma 3.4 with p in place of 2 and Theorem 2.2 in
place of Theorem 3.2.
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Lemma 10.1. Let p ∈ (1,∞), λ > 0, r > 0, κ > 8Kδ−1, and a11 = a11(x1).
Assume that u ∈W 1p,loc and
L0u− λu = div g + f,
where f , g ∈ Lp,loc. Then there exists a constant N = N(d, p, δ,K) such that(
|a¯11u¯x1 −
(
a¯11u¯x1
)
Br
|p
)1/p
Br
≤ N(κ−1 + κd/pµ−1) (|u¯x1 |p)1/pBκr
+Nκd/p
(
|u¯x′ |p + λp/2|u¯|p + |g˜|p + λ−p/2|f˜ |p
)1/p
Bκr
,
for all µ ≥ 1, where a¯ij, u¯, f˜ , and g˜ are those in (3.3) and (3.4).
It is possible to derive a similar but more complicated estimate from the above
lemma if aij are measurable in x1 and BMO in x′ ∈ Rd−1.
Theorem 10.2. Let p ∈ (1,∞). If u ∈ W 1p,loc satisfies L0u = div g, where g ∈
Lp,loc, then for each x0 ∈ Rd, µ ≥ 1, κ > 16Kδ−1, and r ∈ (0, R0√2κ ], there exist
γ0 = γ0(d, p, δ,K, µ) and a measurable function a¯(x
1) = a¯x0,µ,κr(x
1) such that
δ ≤ a¯(x1) ≤ K and(
|a¯u¯x1 − (a¯u¯x1)Br(x0) |p
)1/p
Br(x0)
≤ N1κd/p
(|u¯x′ |p +R−p0 |u¯|p + |g˜|p)1/pB√2κr(x0)
+N
(
κ−1 + κd/pµ−1 +N1κd/pγ1/(2p)
)
(|u¯x1 |p)1/pB√2κr(x0) ,
provided that aij satisfy Assumption 2.1 (γ) and γ ≤ γ0. Here N = N(d, p, δ,K),
independent of µ, and N1 = N1(d, p, δ,K, µ). Recall that u¯ and g˜ are those in (3.3)
and (3.4).
Proof. First we prove the case when x0 is the origin. By a scaling, it suffices to
consider the case R0 = 1. For given µ ≥ 1, κ > 16Kδ−1, and r ∈ (0, 1√2κ ], denote
Cµr = (−µ−1r, µ−1r) ×B′r, Cr = (−r, r) ×B′r.
Fix a λ > λ0 and let γ0 ≤ γ, where λ0 = λ0(d, p, δ,K) and γ = γ(d, p, δ,K) are
taken from Theorem 2.2. By Theorem 2.2 there exists a unique solution w ∈ W 1p
to the equation
L0w − λw = div(ICµκrg) + ICµκrfλ,
where fλ = −λu. It then follows that√
λ‖w‖Lp + ‖wx‖Lp ≤ N
(
‖ICµκrg‖Lp + λ−1/2‖ICµκrfλ‖Lp
)
,
where N = N(d, p, δ,K) is independent of µ. The notations in (3.3) and (3.4) turn
the above estimate into √
λ‖w¯‖Lp + µ‖w¯x1‖Lp + ‖w¯x′‖Lp
≤ Nµ−1‖ICκr g˜1‖Lp +N
∑
j≥2
‖ICκr g˜j‖Lp +Nλ1/2‖ICκr u¯‖Lp ,
where N = N(d, p, δ,K). This indicates that
(|w¯x|p)1/pBr ≤ Nκd/p
(|g˜|p + λp/2|u¯|p)1/p
B√2κr
,
(
|w¯x|p + λp/2|w¯|p
)1/p
Bκr
≤ N(|g˜|p + λp/2|u¯|p)1/p
B√2κr
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since µ ≥ 1 and Cκr ⊂ B√2κr.
Observe that v := u− w satisfies
L0v − λv = div
(
(1 − ICµκr )g
)
+ (1− ICµκr )fλ.
Define L0 to be the operator given by replacing the coefficients a
11 of L0 with
a(x1) = –
∫
B′
κr/2
a11(x1, y′) dy′.
We also set a¯(x1) = a(µ−1x1). Then
L0v − λv = div g+ f,
where
g1 = (a− a11)vx1 + (1− ICµκr )g1, gj = (1− ICµκr )gj , j ≥ 2,
f = (1 − ICµκr )fλ.
Note that κ/2 > 8Kδ−1. By Lemma 10.1 applied to the above equation, we get(|a¯v¯x1 − (a¯v¯x1)Br |p)1/pBr ≤ N(κ−1 + κd/pµ−1) (|v¯x1 |p)1/pBκr/2
+Nκd/p
(
|v¯x′ |p + λp/2|v¯|p + |g˜|p + λ−p/2 |˜f|p
)1/p
Bκr/2
.
Due to the indicator functions in front of g and fλ, we see that(
|g˜|p + λ−p/2 |˜f|p
)
Bκr/2
= –
∫
Bκr/2
|µ2(a¯− a¯11)v¯x1 |p dx
≤ µ2p
(
–
∫
Bκr/2
|a¯− a¯11|2p dx
)1/2(
–
∫
Bκr/2
|v¯x1 |2p dx
)1/2
.
To estimate the last term in the above inequality, note that, in Cµκr,
L0v − λv = 0.
Thus v¯ satisfies, in Cκr ⊃ Bκr,(
aˇij v¯xi
)
xj
− µ−2λv¯ = 0,
where
aˇ11 = a¯11, aˇ1j = µ−1a¯1j , aˇi1 = µ−1a¯i1, aˇij = µ−2a¯ij , i, j ≥ 2.
A calculation along with the fact µ ≥ 1 shows that
oscx′
(
aˇ11,Γr(x)
) ≤ µ oscx′ (a11,Γr(µ−1x1, x′)) .
We have similar inequalities for the other coefficients, so we have aˇ#R ≤ µa#R . As
to the boundedness and the uniform ellipticity constant of these coefficients, we
see that they are bounded by K as aij , but the ellipticity constant is µ−2δ instead
of δ. Find γ0 such that aˇ
#
1 ≤ γ, where γ = γ(d, p, 2p, µ−2δ,K) is taken from
Corollary 8.3. Then by Corollary 8.3 along with κr ≤ 1/√2 there exists a constant
N1 = N1(d, p, δ,K, µ) such that(
–
∫
Bκr/2
|v¯x1 |2p dx
)1/2
≤ N1
(
–
∫
Bκr
|v¯x|p + µ−pλp/2|v¯|p dx
)
.
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On the other hand,
–
∫
Bκr/2
|a¯− a¯11|2p dx ≤ µ(2K)2p−1γ.
To finish the proof of the case x0 = 0, we combine all the inequalities above as
in the proof of Lemma 3.4. We also bear in mind that the fixed λ is a constant
depending only on d, p, δ and K. For the general Br(x0), x0 = (x
1
0, x
′
0), we use a
translation u(x1, x′)→ u(x1 + µ−1x10, x′ + x′0), which gives u¯(x)→ u¯(x + x0). 
Recall that, for x = (x1, x2, · · · , xd) ∈ Rd, x1 represents the first d1 coordinates
of x and x2 represents the remaining d2 coordinates of x, where d1, d2 > 0 and
d1 + d2 = d. Let
Bd1r (x1) = {|x1 − y1| < r : y1 ∈ Rd1}, Bd2r (x2) = {|x2 − y2| < r : y2 ∈ Rd2}.
As before, we set Bd1r = B
d1
r (0) and B
d2
r = B
d2
r (0). For a function f defined on R
d,
denote
‖f(·,x2)‖p,d1 =
(∫
Rd1
|f(x1,x2)|p dx1
)1/p
.
Note that ‖f(·,x2)‖p,d1 is a function of x2.
Corollary 10.3. Under the assumptions of Theorem 10.2, there exist constants
N = N(d, p, δ,K) and N1 = N1(d, p, δ,K, µ) such that
–
∫
B
d2
r
–
∫
B
d2
r
|‖u¯x1(·,x2)‖p,d1 − ‖u¯x1(·,y2)‖p,d1 |p dx2 dy2
≤ N1κd –
∫
B
d2
2κr
‖u¯x′(·,x2)‖pp,d1 +R
−p
0 ‖u¯(·,x2)‖pp,d1 + ‖g˜(·,x2)‖
p
p,d1
dx2
+N
(
κ−p + κdµ−p +N1κdγ1/2
)
–
∫
B
d2
2κr
‖u¯x1(·,x2)‖pp,d1 dx2
for all κ > 16Kδ−1 and r ∈ (0, R02κ ].
Proof. Fix κ > 16Kδ−1 and r ∈ (0, R02κ ]. Note that
|‖u¯x1(·,x2)‖p,d1 − ‖u¯x1(·,y2)‖p,d1 |p ≤ ‖u¯x1(·,x2)− u¯x1(·,y2)‖pp,d1
= –
∫
B
d1
r
∫
Rd1
|u¯x1(z1 +w1,x2)− u¯x1(z1 +w1,y2)|p dz1 dw1
=
∫
Rd1
–
∫
B
d1
r (z1)
|u¯x1(w1,x2)− u¯x1(w1,y2)|p dw1 dz1.
We use Theorem 10.2 to find a¯z1 = a¯(z1,0),µ,
√
2κr corresponding to B
√
2r(z1, 0).
Since δ ≤ a¯z1 ≤ K, the last term above is not greater than δ−p times∫
Rd1
–
∫
B
d1
r (z1)
|a¯z1 u¯x1(w1,x2)− a¯z1 u¯x1(w1,y2)|p dw1 dz1.
Thus the left-hand side of the inequality in the corollary, denoted by I, satisfies
I ≤ N
∫
Rd1
–
∫
B
d2
r
–
∫
B
d2
r
–
∫
B
d1
r (z1)
|a¯z1 u¯x1(w1,x2)− a¯z1 u¯x1(w1,y2)|p dw1 dx2 dy2 dz1.
Observe that
|a¯z1 u¯x1(w1,x2)− a¯z1 u¯x1(w1,y2)|p
≤ 2p|a¯z1 u¯x1(w1,x2)−(a¯z1 u¯x1)B√2r(z1,0) |
p+2p|a¯z1 u¯x1(w1,y2)−(a¯z1 u¯x1)B√2r(z1,0) |
p
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and
Bd1r (z1)×Bd2r ⊂ B√2r(z1, 0).
Hence
I ≤ N
∫
Rd1
–
∫
B√2r(z1,0)
|a¯z1 u¯x1(x)− (a¯z1 u¯x1)B√2r(z1,0) |
p dx dz1,
where N depends only on d and p. Then by Theorem 10.2 we have
I ≤ N1κd
∫
Rd1
(|u¯x′ |p +R−p0 |u¯|p + |g˜|p)B2κr(z1,0) dz1
+N
(
κ−p + κdµ−p +N1κdγ1/2
) ∫
Rd1
(|u¯x1 |p)B2κr(z1,0) dz1,
where N is independent of µ.
The same process as at the beginning of the proof yields, for example,∫
Rd1
(|g˜|p)B2κr(z1,0) dz1 =
∫
Rd1
–
∫
B2κr
|g˜(z1 +w1,x2)|p dw1 dx2 dz1
≤ N(d)
∫
Rd1
–
∫
B
d1
2κr
–
∫
B
d2
2κr
|g˜(z1 +w1,x2)|p dx2 dw1 dz1
= N –
∫
B
d2
2κr
∫
Rd1
|g˜(z1,x2)|p dz1 dx2 = N –
∫
B
d2
2κr
‖g˜(·,x2)‖pp,d1 dx2.
Therefore, we obtain the inequality in the corollary. 
If g is a function defined on Rd2 , naturally its maximal and sharp functions are
Mg(x2) = sup
r>0
–
∫
B
d2
r (x1)
|g(y2)| dy2,
g#(x2) = sup
r>0
–
∫
B
d2
r (x2)
|g(y2)− (g)Bd2r (x2)| dy2.
We now come to the main result of this section.
Theorem 10.4. Let 1 < p < q <∞. Then there exists a constant γ = γ(d, p, q, δ,K)
such that, under Assumption 2.1 (γ), the following holds true. There exist constants
N and R3 ∈ (0, 1], depending only on d1, d2, p, q, δ and K, such that, for any
u ∈ C∞0 satisfying L0u = div g, where g ∈ Lq,p,
‖ux1‖Lq,p ≤ N
(‖ux′‖Lq,p +R−10 ‖u‖Lq,p + ‖g‖Lq,p) ,
provided that u(x1,x2) = 0 for x2 /∈ Bd2R2 , R ∈ (0, R3R0].
Proof. Again we may assume R0 = 1. Fix µ ≥ 1 and κ ≥ 16Kδ−1, which are to be
chosen below. Let γ ≤ γ0, where γ0 = γ0(d, p, δ,K, µ) is taken from Theorem 10.2
and set
u(x2) = ‖u¯x1(·,x2)‖p,d1,
f(x2) = ‖u¯x′(·,x2)‖p,d1 + ‖u¯(·,x2)‖p,d1 + ‖g˜(·,x2)‖p,d1 ,
where u¯ and g˜ are defined as in (3.3) and (3.4). If r ≤ R/(2κ), from Corollary 10.3
along with an appropriate translation as well as the Ho¨lder’s inequality it follows
that
–
∫
B
d2
r (x¯2)
|u− (u)
B
d2
r (x¯2)
| dx2
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≤ N1κd/p (fp)1/p
B
d2
2κr(x¯2)
+N
(
κ−1 + κd/pµ−1 +N1κd/pγ1/(2p)
)
(up)
1/p
B
d2
2κr(x¯2)
for all x¯2 ∈ Rd2 , where N is independent of µ. If r > R/(2κ), since u has a compact
support in Bd2R2 , by the Ho¨lder’s inequality
–
∫
B
d2
r (x¯2)
|u− (u)
B
d2
r (x¯2)
| dx2 ≤ N
(
–
∫
B
d2
r (x¯2)
I
B
d2
R2
x2
)1−1/p
(up)
1/p
B
d2
r (x¯2)
≤ N(R2/r)d2(1−1/p) (up)1/p
B
d2
r (x¯2)
≤ N(κR)d2(1−1/p) (up)1/p
B
d2
r (x¯2)
.
Therefore, by the above two sets of inequalities as well as the fact that, for example,
(fp)
B
d2
2κr(x¯2)
≤M fp(x¯2), we obtain
–
∫
B
d2
r (x¯2)
|u− (u)
B
d2
r (x¯2)
| dx2 ≤ N1κd/p (M fp(x¯2))1/p
+N
(
κ−1 + κd/pµ−1 +N1κd/pγ1/(2p) + (κR)d2(1−1/p)
)
(Mup(x¯2))
1/p
for all r > 0 and x¯2 ∈ Rd2 , where N is independent of µ. This implies the point-
wise estimate that the sharp function u# is bounded by the right-hand side of
the inequality. Then using the maximal function theorem and the Fefferman-Stein
theorem, we get (note that q > p)
‖u‖Lq(Rd2) ≤ N1κd/p‖f‖Lq(Rd2)
+N
(
κ−1 + κd/pµ−1 +N1κd/pγ1/(2p) + (κR)d2(1−1/p)
)‖u‖Lq(Rd2).
Bearing in mind that N is independent of µ, we choose first a sufficiently big κ,
then a sufficiently big µ, and finally sufficiently small γ and R3 so that
N
(
κ−1 + κd/pµ−1 +N1κd/pγ1/(2p) + (κR)d2(1−1/p)
) ≤ 1/2
for all R ≤ R3. It then follows that
‖u¯x1‖Lq,p ≤ N
(‖u¯x′‖Lq,p + ‖u¯‖Lq,p + ‖g˜‖Lq,p) ,
where N = N(d1, d2, p, q, δ,K). To finish the proof, we turn the above inequality
into an inequality in terms of u and g. 
11. Mixed norms
Finally, in this section we prove Theorem 9.1. First we present an Lp-version of
Theorem 4.3. Now that we have proved Theorem 2.2 (iii), which is an Lp-version of
Theorem 3.2 if aij are measurable functions of x1 ∈ R only, the following theorem
is proved in the same manner as Theorem 4.3 using Theorem 2.2 and Corollary 4.2.
Theorem 11.1. Let p ∈ (1,∞), λ > 0, κ ≥ 4, r > 0, and ai = bi = c = 0. Assume
that aij = aij(x1) and u ∈ W 1p,loc satisfies Lu − λu = div g + f in Bκr, where f ,
g ∈ Lp,loc. Then there exist positive constants N and α, depending only on d, p, δ,
and K, such that
(|ux′ − (ux′)Br |p)Br ≤ Nκ−pα
(
|ux|p + λp/2|u|p
)
Bκr
+Nκd
(
|g|p + λ−p/2|f |p
)
Bκr
.
Based on Corollary 8.3 and Theorem 2.2, we prove an estimate of the Lp-
oscillations of ux′ as follows.
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Theorem 11.2. Let p ∈ (1,∞) and aj = bi = c = 0. Assume that u ∈ W 1p,loc satis-
fies Lu = div g, where g ∈ Lp,loc. Then there exists a constant γ0 = γ0(d, p, q, δ,K)
such that, under Assumption 2.1 (γ), γ ≤ γ0, the following holds true. There exist
positive constants N = N(d, p, δ,K) and α = α(d, p, δ,K) such that(|ux′ − (ux′)Br |p)1/pBr ≤ N
(
κ−α + κd/pγ1/(2p)
)
(|ux|p)1/pBκr
+Nκd/p
(|g|p +R−p0 |u|p)1/pBκr
for all κ ≥ 8, r ∈ (0, R0√
2κ
].
Proof. By a scaling, we may again assume R0 = 1. Fix a λ > λ0 and let γ0 ≤ γ,
where λ0 = λ0(d, p, δ,K) and γ = γ(d, p, δ,K) are from Theorem 2.2. Then there
exists w ∈W 1p such that
Lw − λw = div(IBκrg)− λIBκru,
√
λ‖w‖Lp + ‖wx‖Lp ≤ N‖IBκrg‖Lp +N
√
λ‖IBκru‖Lp .
As before, this shows that
(|wx|p)Br ≤ Nκd
(
|g|p + λp/2|u|p
)
Bκr
,
(|wx|p)Bκr + λ (|w|p)Bκr ≤ N
(
|g|p + λp/2|u|p
)
Bκr
.
By setting v := u− w we observe that v ∈W 1p,loc,
Lv − λv = div ((1 − IBκr )g)− λ(1 − IBκr )u,
and Lv − λv = 0 in Bκr.
Let
a
ij(x1) = –
∫
B′
κr/2
aij(x1, y′) dy′, L¯ϕ = (aijϕxi)xj .
Then due to the fact that Lv − λv = 0 in Bκr,
L¯v − λv = ((aij − aij)vxi)xj
in Bκr. Since κ/2 ≥ 4, by Theorem 11.1 applied to the operator L¯
(|vx′ − (vx′)Br |p)Br ≤ Nκ−pα
(
|vx|p + λp/2|v|p
)
Bκr/2
+Nκd (|g¯|p)Bκr/2 ,
where g¯j = (a¯
ij − aij)vxi . Note that
(|g¯|p)Bκr/2 ≤
(|aij − aij |2p)1/2
Bκr/2
(|vx|2p)1/2Bκr/2 =: I1/21 I1/22 ,
where I1 ≤ Na#κr/2. Under the assumption that γ0 ≤ γ, where γ = γ(d, p, 2p, δ, k)
in Corollary 8.3, we have by Corollary 8.3 applied to the fact that Lv − λv = 0 in
Bκr
I2 ≤ N
(
|vx|p + λp/2|v|p
)2
Bκr
.
Here we also used the fact κr ≤ 1/√2. Now to finish the proof we proceed as in
the proof of Theorem 3.3. 
Theorem 11.2 along with the argument in the proof of Corollary 10.3 yields
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Corollary 11.3. Under the assumptions of Theorem 11.2, there exists a constant
N = N(d, p, δ,K) such that
–
∫
B
d2
r
–
∫
B
d2
r
|‖ux′(·,x2)‖p,d1 − ‖ux′(·,y2, )‖p,d1 |p dx2 dy2
≤ N
(
κ−pα + κdγ1/2
)
–
∫
B
d2
2κr
‖ux(·,x2)‖pp,d1 dx2
+Nκd/p –
∫
B
d2
2κr
‖g(·,x2)‖pp,d1 +R
−p
0 ‖u(·,x2)‖pp,d1 dx2.
for all κ ≥ 8, r ∈ (0, R0√
2κ
].
By adopting the same strategy as in the proof of Theorem 10.4 as well as using
the argument in the last part of the proof of Lemma 5.2, we obtain the following
lemma from Corollary 11.3.
Lemma 11.4. Let 1 < p < q < ∞, ai = bi = c = 0. Then there exists a constant
γ = γ(d, p, q, δ,K) such that, under Assumption 2.1 (γ), the following holds true.
There exist constants N and R3 ∈ (0, 1], depending only on d1, d2, p, q, δ and K,
such that, for u ∈ C∞0 satisfying Lu = div g, where g ∈ Lq,p,
‖ux‖Lq,p ≤ N
(‖g‖Lq,p +R−p0 ‖u‖Lq,p) ,
provided that u(x1,x2) = 0 for x2 /∈ Bd2(R3R0)2 .
By modifying the proof of Lemma 5.5 in [17] and using Lemma 11.4 above, we
prove the following lemma.
Lemma 11.5. Let 1 < p < q <∞, f , g = (g1, · · · , gd) ∈ Lq,p, u ∈ C∞0 , and
Lu− λu = div g + f.
Then there exists a constant γ = γ(d, p, q, δ,K) such that, under Assumption 2.1
(γ), the following holds true. There exist constants R3 ∈ (0, 1], λ1 and N depending
only on d1, d2, p, q, δ and K, such that
λ‖u‖Lq,p +
√
λ‖ux‖Lq,p ≤ N
(√
λ‖g‖Lq,p + ‖f‖Lq,p
)
,
provided that u(x1,x2) = 0 for x2 /∈ Bd2(R3R0)2 and λ > λ1.
Proof of Theorem 9.1. If p = q, the theorem is a special case of Theorem 2.2. The
case q < p is proved by the duality argument, so we assume that q > p. In this
case, it suffices to prove the estimate in the theorem for u ∈ C∞0 , which, by Lemma
11.5, holds true for u with a small compact support with respect to x2 ∈ Rd2 . Then
we finish the proof by using a partition of unity (see the proofs of Theorem 5.7 in
[17] or Lemma 3.4 in [18]). 
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