In practice, SAR images are very often disturbed by a correlated speckle noise. Correlation influence on wavelet coefficients is a difficult problem degrading detection and filtering performances dramatically. We establish a simple analytic relation between high order wavelet coefficient moments/cumulants and speckle second order statistics. The proposed solution is shown to improve detection and filtering algorithm performances in the presence of non white speckle noise.
INTRODUCTION
Because wavelets are influenced by signal long range dependencies, wavelet statistics, and in particular, moments, are very sensitive to the spectral behavior of the signal. Speckle noise is very often a correlated random process for two main reasons: (a) the impulse response of the radar is not perfect; (b) the image is often resampled for geometric corrections or superposition purposes (with an optical source for example). In recent years, new wavelet based speckle filters have been proposed making extensive use of high order moments. [1] [2] [3] Presence of correlations has a major influence on the wavelet coefficient statistics. The main purpose of this paper is to quantitatively assess this influence and its impact on wavelet filtering and detection. The present work can be seen as an extension of the author's previous work on the case of correlated speckle.
1 This paper is organized as follows. In section 2, we provide some background principles concerning speckle statistics in presence of correlation. Then, we model the speckle autocorrelation function by a summation of independent gamma distributed signals previously convolved with elementary kernel filters as proposed by Blacknell et al. . 4 From this model, we derive a relation between wavelet coefficient cumulants and second order speckle statistics. Finally, applications to speckle filtering will be shown.
CORRELATED SPECKLE

Background
We briefly recall some statistical characteristics of SAR images pertinent to our analysis. Speckle noise is a natural consequence of the coherent nature of SAR illumination. Interferences of the backscattered signals from elementary scatterers composing the resolution cell produce strong random intensity fluctuations. A good model for the observed intensity is the multiplicative model where the random process describing the observed intensity I is the product of two independent random processes:
1. an intrinseque correlation due to natural fluctuations of the radar reflectivity (so-called radar texture) modulating the scatterer cross section on a scale larger than the resolution cell;
2. correlation of the observed intensity due to the SAR processing (imperfect impulse response) and to postprocessing (geometric corrections, over-sampling, etc.).
We consider a dyadic discrete wavelet transform which is implemented with a filter bank composed of a low-pass filter h and a high-pass filter g. Additionaly, as in Foucher et al., 1 we consider a stationary wavelet transform where decimation operations are removed. The usual separable approach is used when applied to an image which results in three high frequency images per level j (according to horizontal, vertical and diagonal orientations). Wavelet coefficients W I for a given orientation of the observed intensity is obtained by a convolution with a wavelet filter ψ [j] :
Correlated radar reflectivity
Assuming random processes of the speckle S and radar reflectivity R has being ergodic and stationary processes.
The multiplicative model has the following consequence on the observed autocorrelation function:
Usually, the radar reflectivity presents natural fluctuations on a scale larger than the resolution cell. One way to describe these fluctuations is to model R as a Gaussian process with the following autocovariance function 5 :
, where l p and l q are the characteristic lengths of the texture along the two image axes (whose values are much more larger than the sampling grid resolutions d p and d q ). When the signal reconstruction is perfect (ponctual impulse response) and sampled at the Nyquist rate, the autocorrelation function of the observed intensity is the following:
with:
We note that the speckle has a tendancy to whiten the signal by adding a Dirac R B (p, q) to the radar reflectivity autocovariance Cov R (p, q). The application of a wavelet transform is equivalent to filtering the autocorrelation function in the following way 6 :
where
k,l is the autocorrelation function of the wavelet. A remarquable property of wavelet is that R ψ (p, q) also defines a symetric wavelet.
7 Therefore, the filtering relation (6) is equivalent to a high-pass filtering on the frequency component of the signal autocorrelation function.
In absence of any texture (ν = +∞), the variance of wavelet coefficients is the following:
where S
2 dω is the power gain due to the wavelet filtering.
Correlated observed intensity
Up to now, we have made the assumption of a perfect reconstruction process. In most cases, the observed intensity on SAR images is correlated for the following reasons:
1. the sensor impulse response is not ponctual;
2. images are oversampled for better visual aspect.
These two processes can be reasonnably approached by a linear filtering:
Consequently, the autocorrelation of the observed intensity is the following:
where R h is the autocorrelation function of the filter. For instance, assuming a rectangular aperture, we have
Wq . In particular, when the texture becomes weak we can directly observed this filter autocorrelation function:
Consequently, in a textureless homogeneous region, we can estimate the speckle correlation coefficient from the observed correlation coefficient:
From the above and relations (5), (9), we obtain:
Therefore, it is difficult to estimate Cov R (p, q) from R I (p, q) because of the convolution by the speckle correlation coefficient ρ S . In this case, an estimate can be obtained by blind deconvolution techniques 8 or gaussian process factorisation. 9 In particular, the normalized variance of the wavelet coefficient of the speckle, is affected by the correlation induced by h:
Consequently, the speckle correlation can be taken into account by modifying the power gain. We define a correlated gain:
where γ S is the normalised power spectral density of the speckle (equals to the Fourier transform of the speckle correlation function γ S = T F [ρ S ]). Because S is a non-Gaussian random process, the relation can be extended to high-order cumulants:
where γ S,n (ω 1 , ..., ω n−1 ) is the normalised polyspectrum of S. In the discrete case and for a white signal, we have 1 :
We define the coefficient α
2 which represents the power gain due to the correlation compared to a white signal:
In the following sections, we propose an approximation for the generalised gain S
n,C based on a combination of moving average filters.
MOVING AVERAGE MODELISATION
There are many methods used to model speckle correlation. We have choosen the Blacknell method 4 for the following reasons:
1. generated images have the desired correlation properties while keeping higher order moments identical to a white gamma distributed signals;
2. the resulting moment function is perfectly known. This last advantage will enable us to derive an analytical expression for the moments of the wavelet coefficients.
Limitations of this model are the following:
1. correlation values are small; 2. negative correlation values are not possible;
3. the method is limited to simple autocorrelation functions.
Speckle correlation influence on wavelet coefficients moments
From the second generating function (see Appendix A for details) we can derive an analytical expression for the cumulants of the wavelet coefficients:
with : S
are the MA coefficients dependant of the desired correlation coefficients. From the cumulants we can easily derived the moments of the wavelet coefficient 10 : Table 1 . Ratio µn/μn between the theoritical and the estimated value calculated using S
n (biortogonal wavelet B3 on four scale levels.) ← j=1 
This relation is tested on a simulated uniform image of correlated speckle produced by using Blacknell's method 4 (L = 1, ρ S (0, 1) = ρ S (1, 0) = 0.45). The ratio between the theoretical and the estimated value for each moment are shown on Table 1 . The results show good agreement between theoretical prediction and estimated values when equation (19) is used. The impact of the correlation on wavelet coefficient statistics is increasing with the scale and the moment order (Figure 1) . We indeed find a decrease in the moment values for the first level when the speckle correlation value exceeds 0.2. This response can be explained by the fact that wavelet of the first level are sensitive mainly to pixel-to-pixel variations which become weaker in case of a strong correlated noise. n ) whereas the bottom row is the detection result taking the correlation into account (using S [j] n,C ). 1 The left image is the original image, the center image is filtered using S [j] n,C whereas the image on the right is filtered using S [j] n (A biorthogonal wavelet is used with 4 levels of decomposition).
APPLICATION TO DETECTION AND FILTERING
Wavelelet based filtering techniques for speckle reduction are based on a good knowledge of the noise statistics and generaly assumes a white noise.
1-3 Detection performance of significative wavelelet coefficients produced by target or edges in the SAR image is expected to drop rapidly in presence of non-white speckle noise. This fact is illustrated on Figure 2 where significative wavelet coefficients of an artificial image degraded by correlated speckle noise are detected with or without speckle correlation assumption. Better filtering of correlated speckle noise is also achieved when using S [j] n,C instead of S [j] n as shown on Figure 3 .
CONCLUSION
We have established a simple analytic model in order to assess speckle correlation influence on wavelets. Non white speckle has a tremendous impact on wavelet coefficient statistics especially on high order moments. Therefore, second order properties of the speckle should be taken into account for any detection/filtering algorithm based on a wavelelet decomposition. Equation (19) was established for moderate correlation values (ρ < 0.5), nevertheless it remains valid beyond 0.5 and could potentially be used for stronger correlations. Post processing of SAR images using interpolation techniques (resampling) could produce more complex autocorrelation function for the observed intensity. In this case, high order moments of the original intensity signal are not necessarily preserved. The proposed method is limited to a simple autocorrelation function and the filtering of heavely correlated speckle remains still difficult.
APPENDIX A. CUMULANTS OF THE WAVELET COEFFECIENTS OF A CORRELATED GAMMA DISTRIBUTED SIGNAL
An efficient way to generate a signal gamma distributed and correlated was proposed by Blacknell et al. 4 and consists of a summation of several gamma distributed sequences, previously low-pass filtered by elementary filters whose autocorrelation functions are perfectly known. This MA (Moving Average) modelisation presents several advantages: 1) high order moments are preserved; 2) the resulting cumulant generating function can be easily derived.
We note ρ 1,0 , ρ 0,1 , ρ 1,1 , the vertical, horizontal and diagonal correlation coefficients respectively. The algorithm is described on Figure 4 where different independent gamma distributed signals are combined. From the autocorrelation of the resulting signal we obtain the following equation :
A possible solution assuming ρ 0,1 < 0.5, ρ 1,0 < 0.5 is the following:
The different input random sequences are gamma distributed: In the following, we use the properties of the moment generating and cumulant generating functions (noted MGF and CGF respectively). In particular, for a gamma distribution with mean µ and order parameter ν, the moment generating function is:
This function has interesting properties, in particular when a random vector X is subject to a linear transformation Y = H T X, the resulting MGF is:
After some manipulations, the joint MGF of the correlated random process X resulting from the application of the moving average filters is given by:
Then, we apply on X a wavelet filter at scale 2 j equivalent to a linear filtering by ψ
. The joint MGF of the filtered correlated sequence becomes: The CGF is easier to manipulate because it gives an additive formulation: Finally, the derivative of order n of the CGF gives the cumulant of order n of W X :
