Abstract. Compactly supported Riesz wavelets are of interest in several applications such as image processing, computer graphics and numerical algorithms. In this paper, we shall investigate compactly supported MRA Riesz multiwavelet bases in L 2 (R). An algorithm is presented to derive Riesz multiwavelet bases from refinable function vectors. To illustrate our algorithm and results in this paper, we present several examples of Riesz multiwavelet bases with short support in L 2 (R).
Introduction and Motivation
Let {ψ Due to some desirable properties, Riesz wavelets have been found to be of interest in several applications. For example, Riesz wavelets have been used for numerical solutions to operator equations and for characterization of various function spaces, see [6, 8, 10] and many references therein. Recently, a two-dimensional Riesz wavelet basis derived from the Loop scheme has been employed in mesh compression algorithms in computer graphics with impressive performance [30] ; see [21] for the mathematical analysis of the wavelet system derived from the Loop scheme in [30] . Biorthogonal wavelets with rational filters, which are closely related to MRA Riesz wavelets, have been constantly under investigation in electrical engineering (see [1] and references therein). For example, as demonstrated in [1] , biorthogonal wavelets with rational filters can provide further improvements in wavelet-based image compression algorithms over traditional compactly supported biorthogonal wavelets with finite impulse filters.
On one hand, due to the complexity of implementing wavelets on a mesh or a complex with an arbitrary topology, the size of the wavelets in various applications plays a critical role and is preferred to be as small as possible (see [8, 10, 20, 21, 29, 30] ). For example, it may be easier to adapt wavelet bases with shorter support on the real line to wavelets on the interval [0, 1] (see [9, 18, 23] ) and the obtained boundary wavelets may have a simpler structure so that it may be easier to implement such wavelet systems, see [9, 18, 23] and references therein.
On the other hand, it is required in some applications for various purposes that a wavelet should have a high enough smoothness order. For example, for wavelet applications in computer graphics, it is strongly preferred that the wavelets are at least twice differentiable so that the reconstructed subdivision surfaces have continuous curvatures. But it is a well known fact that in order to have a wavelet system with a higher smoothness order, it is necessary to enlarge the support of the wavelets. Comparing with traditional biorthogonal wavelets with compact support, Riesz wavelets provide a better trade off in order to achieve both high smoothness order and short support of the wavelets. This is possible partially because the dual Riesz basis of a given Riesz wavelet basis generally has infinite support. In other words, one achieves the short support property of a Riesz wavelet at the cost of the infinite support of its dual system. The infinite support of its dual system is not a serious drawback or not a drawback at all in certain applications for several reasons. First of all, the dual wavelet filters associated with the dual Riesz system with infinite support are generally rational filters, which can be efficiently implemented in applications, as argued in many papers in the literature (see [1] and references therein). Secondly, for some applications such as wavelets in computer graphics ( [30] ) and wavelet-based numerical algorithms for solving operator equations ( [8] ), the dual system of a Riesz wavelet basis is not explicitly used and a fast wavelet reconstruction algorithm is still available since the Riesz wavelet itself has short support.
MRA Riesz wavelets derived from scalar refinable functions have been investigated in a few papers in the literature, for example, see [6, 16, 20, 21, 29, 31] . In this paper, we are interested in MRA Riesz multiwavelet bases in L 2 (R). As mentioned before, a high smoothness order of a scalar refinable function and the shortness of its support are two mutually contradicting requirements. By increasing the number of generating functions, it is known that a refinable function vector in general could be much smoother than the corresponding scalar refinable function when their supports are more or less the same ( [11, 13, 18, 23, 28] ). Since short support of a Riesz wavelet is critical for various applications, it is natural to consider Riesz multiwavelet bases derived from refinable function vectors. However, to our best knowledge, only Riesz wavelet bases derived from scalar refinable functions have been discussed in the literature ( [6, 16, 20, 21, 29, 31] ); Except biorthogonal multiwavelets with compact support (for example, see [13] for many references on biorthogonal multiwavelets), there are very few papers in the literature discussing Riesz multiwavelet bases with compact support. Since multiwavelets have some interesting and desirable properties as discussed above, it is the purpose of this paper to further extend the results on Riesz wavelet bases derived from scalar refinable functions in [6, 16, 20, 21, 29, 31] to Riesz multiwavelet bases derived from refinable function vectors. In this paper, we will present some sufficient conditions and an algorithm for constructing Riesz multiwavelet bases in L 2 (R) from refinable function vectors. Our step-by-step algorithm may allow interested readers to construct Riesz multiwavelet bases with short support for various applications.
This paper is also motivated by the interesting example of a Riesz multiwavelet system constructed in Jia and Liu [24] and the Riesz wavelet bases derived from B-splines in Han and Shen [20] . Our approach in this paper on Riesz multiwavelet bases is closely related and similar to that in [20] . However, as we shall see later, this paper is not a straightforward generalization of the results in [20] and some difficulties arising from refinable function vectors and matrix refinement equations have to be overcome in order to construct Riesz multiwavelet bases from refinable function vectors. As is often the case for studying multiwavelets and refinable function vectors, some technical results and proofs are needed in our investigation of Riesz multiwavelet bases. Though some results and proofs in this paper seem technical or complicated at the first glance, one may find the ideas in these proofs and results useful in other problems related to refinable function vectors and multiwavelets.
Recently, multivariate vector subdivision schemes have been studied in [4, 22] and are of interest in generating subdivision curves and surfaces in computer aided geometric design. Some interesting examples of smooth two-dimensional symmetric refinable function vectors are constructed in [4, 22] . Some of the refinable function vectors constructed in [4, 22] ). It is quite appealing to build Riesz multiwavelet bases from such refinable function vectors, since they may have some interesting applications in computer graphics and numerical algorithms. This is also another motivation for us to investigate Riesz multiwavelet bases. To avoid further complicated notations and technical results, we restrict ourselves to Riesz multiwavelet bases in dimension one in this paper. Most techniques and ideas developed in this paper will be useful for studying multivariate Riesz multiwavelet bases later.
In general, a multiwavelet is derived from a refinable function vector via a multiresolution analysis. We say that φ = (φ
where a : Z → C r×r is a sequence of r×r matrices on Z, called the (matrix) mask with multiplicity r for φ. In the frequency domain, the matrix refinement equation in (1.1) can be rewritten aŝ
whereâ is the Fourier series of the mask a given bŷ
and the Fourier transformf of f ∈ L 1 (R) is defined to bef (ξ) := R f (t)e −itξ dt and can be extended to tempered distributions. For simplicity, we also callâ the mask for φ.
A multiwavelet ψ is generally derived from the refinable function vector φ viâ
for some r × r matrixb of 2π-periodic measurable functions. We say that ψ = (ψ
, and there exist two positive constants A and B such that
for all finitely supported sequences {c j,k } j,k∈Z, =1,...,r . It is of interest to investigate under what conditions the multiwavelet ψ in (1.4) will generate a Riesz multiwavelet basis in L 2 (R). In this paper, we shall present some sufficient conditions on a and b so that ψ generates a Riesz multiwavelet basis in L 2 (R).
For a smooth function f , in this paper f (j) denotes the jth derivative of the function f . We say that ψ = (ψ The structure of this paper is as follows. In Section 2, we shall present an algorithm for constructing compactly supported Riesz multiwavelet bases in L 2 (R) with any preassigned order of vanishing moments from refinable function vectors. In order to construct a Riesz multiwavelet basis in L 2 (R), we need to calculate a quantity µ 2 (ã) in our algorithm. In Section 3, we shall discuss how to estimate and calculate the quantity µ 2 (ã). In Section 4, we shall present several examples of Riesz multiwavelet bases with high vanishing moments and short support in L 2 (R) to illustrate the algorithm in Section 2. Finally, in Section 5, we shall present a proof for the algorithm in Section 2. Some auxiliary and technical results that we need in our proof of the algorithm will be given in Section 5.
An Algorithm for Constructing Riesz Multiwavelet Bases
In this section, we shall present a step-by-step algorithm for constructing Riesz multiwavelet bases on the real line. The proof of the algorithm will be given in Section 5.
The following lemma is needed in our algorithm for constructing Riesz multiwavelet bases with high vanishing moments. 
If φ is an r × 1 vector of compactly supported tempered distributions on R such thatφ(2ξ) = a(ξ)φ(ξ), then there exists a constant c such thatφ
Proof. By the Leibniz differentiation formula, it follows fromφ(2ξ) =â(ξ)φ(ξ) that
Now the claim follows directly from the above identity.
In order to state the algorithm for constructing Riesz multiwavelet bases, we need to recall a quantity ν 2 (a) defined in [15] . The convolution of two sequences is defined to be
denotes the linear space of all finitely supported sequences of r × m matrices on Z. Clearly, u * v =ûv. Let a be a matrix mask with multiplicity r. We say that a satisfies the sum rules of order m ( [13, 15, 25] ) if there exists a sequence y ∈ ( 0 (Z))
and a positive integer m, as in [15] , we define the space V m,y by 
where a n (ξ) :=â(2
and some y ∈ ( 0 (Z))
As in [15, Page 61], we define the following quantity:
The above quantity ν 2 (a) plays a very important role in characterizing the convergence of a vector cascade algorithm in Sobolev spaces (see [2, 3, 15, 17, 28, 32] and many references therein for detail). In the above definition of ρ(a), it seems that the sequences y (more precisely, the vectorŝ y For a finitely supported matrix mask a, the quantity ν 2 (a) can be numerically computed by finding the spectral radius of certain finite matrix using an interesting algorithm in [26] . However, for an infinitely supported mask a, the algorithm in [26] cannot be directly used to calculate ν 2 (a). In the following, we introduce a quantity µ 2 (a), which is closely related to the quantity ν 2 (a).
where q 2 and all components of d are 2π-periodic trigonometric polynomials. We shall see from Theorem 3.1 that we always have µ 2 (a) ν 2 (a). Moreover, if a is finitely supported, then µ 2 (a) = ν 2 (a). By the algorithm in [26] and Theorem 3.2 in this paper, we can estimate the quantity µ 2 (a).
Riesz multiwavelet bases in L 2 (R) can be obtained via the following algorithm, whose proof will be given in Section 5. 
, where the matrix maskã is defined to bễ Remark. For the scalar case r = 1, using extensive techniques from Fourier analysis, we are able to show that µ 2 (ã) = ν 2 (ã) and in fact, Algorithm 2.2 presents a necessary and sufficient condition for ψ to generate a Riesz wavelet basis in L 2 (R) with m vanishing moments. It is quite possible that this is also true for the general case of multiwavelets and is currently under investigation.
3. Estimate the Quantity µ 2 (ã) and ν 2 (ã)
In this section, we shall discuss how to estimate the quantities µ 2 (ã) and ν 2 (ã) in Algorithm 2.2. 
Proof. Suppose that a 2 satisfies the sum rules of order m with a sequence 
Denote y 1 (ξ) := q(ξ) y 2 (ξ). Now we show that a 1 must satisfy the sum rules of order at least m with the sequence y 1 . By (3.1) and (3.2), we deduce that when ξ → 0,
is bounded in a neighborhood of ξ = π. Therefore, by (3.1), when ξ → 0, we have 
By the assumption in (ii), |q 1 (ξ)/q 2 (ξ)| 1 for all ξ ∈ R and therefore, q 1 (ξ)/q 2 (ξ) is bounded in a neighborhood of ξ = π. Suppose that a 2 satisfies the sum rules of order m with a sequence
. By what has been proved, a 1 must also satisfy the sum rules of order m with the vector y 1 , where y 1 (ξ) = q(ξ) y 2 (ξ) and q is a 2π-periodic trigonometric polynomial with q(0) = 1. Since y 1 (ξ) = q(ξ) y 2 (ξ) for a 2π-periodic trigonometric polynomial q with q(0) = 1, by [15, Lemma 3.3] , it is easy to see that V m,y 1 = V m,y 2 . Denote
Since V m,y 1 = V m,y 2 , by (2.5) and the above inequality, we must have ρ m (a 1 , y 1 ) ρ m (a 2 , y 2 ). Hence, we conclude that ρ(a 1 ) ρ(a 2 ) and therefore,
This completes the proof. Now we state the result for estimating the quantities µ 2 (ã) and ν 2 (ã) in Algorithm 2.2.
r×r is a finitely supported sequence of r × r matrices on Z and q is a 2π-periodic trigonometric polynomial satisfying
for some positive numbers q min and
and q(ξ)â(ξ), respectively.) For any positive even integer n, define
and
Then both q 1 and q 2 converge to 1/q exponentially fast in the space L ∞ (R) as n → ∞. In addition,
Ifã satisfies the sum rules of orderm, then both a 1 and a 2 must satisfy the sum rules of order at leastm. Moreover, we have
(3.5) Note that when n is large enough, we have q 1 (ξ) 0 for all ξ ∈ R and consequently, we also have
Proof. By calculation, we have the following identity
Setting x = 2q(ξ)/(q max + q min ) and applying the above identity twice, we have
Taking n 1 = 2 and replacing q(ξ) in the denominator of the last term in the above identity by q min and q max , we see that (3.3) holds since n is an even integer and
both q 1 and q 2 converge to 1/q exponentially fast in the space L ∞ (R) as n → ∞. By Theorem 3.1, we conclude that (3.5) holds. Ifã satisfies the sum rules of orderm, by q 1 (0) = q 2 (0) = 1/q(0) = 0, it follows from Theorem 3.1 that bothã 1 andã 2 must satisfy the sum rules of orderm. The relation
is a direct consequence of Theorem 3.1.
Some Examples of Riesz Multiwavelet Bases on the Real Line
By Algorithm 2.2 in Section 2, in this section we shall present several examples of MRA Riesz multiwavelet bases in L 2 (R) with short support derived from some refinable function vectors. 
is a Hermite interpolant of order 1, that is,
where δ is the Dirac sequence such that δ(0) = 1 and δ(k) = 0 for all k = 0. See [13, 15] for more discussion on refinable Hermite interpolants. Moreover, φ is a refinable function vector satisfyinĝ φ(2ξ) =â(ξ)φ(ξ), where the mask a is given by
To have a nontrivial solution to the system of linear equations in (2.9), we find that m 4. Taking m = 3 and imposing symmetry on the sequence b we find a parameterized solution for b as follows:
and b(k) = 0 for all k ∈ Z\{−1, 0, 1}. Consequently, we have Figure 2 for the refinable function vector φ and the multiwavelet ψ with s = −125/512. When s = −7/33, ψ has 4 vanishing moments and 0.414076 < µ 2 (ã) ν 2 (ã) < 0.414265. By calculation, the example given in [24] has 2 vanishing moments and 0.497088 < µ 2 (ã) ν 2 (ã) < 0.500007. The example in [24] has been adapted in [24] to obtain an interesting Riesz multiwavelet basis in
and f (0) = f (1) = 0}. We mention that a biorthogonal multiwavelet with compact support is obtained in [9] with ν 2 (ã) ≈ 0.824926 and ψ is supported on [−2, 2] with 2 vanishing moments. given in [23] . As discussed in [23] , φ is a refinable function vector satisfyingφ(2ξ) =â(ξ)φ(ξ), 
, m a (3) (−i) 3 .
We find that the eigenvalue other than 1 ofâ(0) is less than 1 in modulus if and only if 0.599964 ≈ 690472/1150855 < s < 23420632/18515305 ≈ 1.264934. Taking n = 2 in Theorem 3.2, we can estimate µ 2 (ã) and ν 2 (ã). We find that when s = 103/128, 4.3183708 < µ 2 (ã) ν 2 (ã) < 4.428120, which is almost the best one. Therefore, when s = 103/128, ψ has 7 vanishing moments and ψ generates a Riesz multiwavelet basis for the Sobolev space W α (R) with −4.3183708 < α < 4.5. See Figure 4 for the refinable function vector φ and the multiwavelet ψ with s = 103/128.
Proof of Algorithm 2.2 and Some Auxiliary Results
In this section, generalizing the results in [20] and using some techniques in [15] , we shall establish some results on Riesz multiwavelet bases in L 2 (R). At the end of this section, we shall give a proof to Algorithm 2.2 stated in Section 2.
As in [20] , we say that a function f : R → C has polynomial decay if
Similarly, we say that a function vector f has polynomial decay if each component of f has polynomial decay.
For a sequence a of r × s matrices on Z, we say that a has polynomial decay if sup k∈Z (1 + |k|) The following result is a special case of [13, Theorem 3.1], which plays a critical role in the CBC (coset by coset) algorithm for constructing compactly supported biorthogonal multiwavelets with arbitrarily high vanishing moments in [13] . The following result will be needed later. For the purpose of completeness, we present a proof here. Proof. By assumption,ã satisfies the sum rules of orderm with the sequenceỹ, which is equivalent toŷ
2) It follows from (5.1) and (5.2) that
That is,â Proof. Suppose thatã satisfies the sum rules of orderm with a sequenceỹ ∈ ( 0 (Z))
If (2.1) holds, thenã satisfies the sum rules of orderm if and only if b satisfies
j =0 j! !(j − )!b (j− ) (0)m a ( ) = 0 ∀ j = 0, . . . ,m − 1,(5.
1×r
. Theñ y(0) = 0 and ), as ξ → 0. Now we see that (5.4) is equivalent tỗ
), as ξ → 0, we havễ
).
Sinceŷ(0) = m a (0) T = 0,ã must satisfy the sum rules of orderm with the sequenceỹ.
We need the following result which is critical in our proof of the main result in this section and may be also useful for investigating other problems on biorthogonal multiwavelets. 
with polynomial decay (in fact, one is compactly supported and the other has exponential decay) such that
(ii) The shifts of f andf are biorthogonal:
Proof. Without loss of generality, we assume that m m. Since a satisfies the sum rules of order m and (2.1) holds, by [19, Theorem 2.3] 
is an r × r matrix of 2π-periodic trigonometric polynomials.
takes the form
such that
Replacing the functionsâ,â,ŷ andŷ by
, respectively, by [ In the following, we show thatŷ ). Now it follows from (5.10) that
On the other hand, since a satisfies the sum rules of order m with the sequence y, by the definition of sum rules in (2.3), it follows from the special form ofâ in (5.8) and (5.9) witĥ
Consequently, by m m and d(0) = 1, it follows from the above relation that
Sinceâ 1,1 (0) = 1, up to a scalar multiplicative constant, the solution {ŷ In the following, we shall construct the desired function vectors f andf . It is well-known ( [10] ) that there is a compactly supported orthogonal refinable function η 0 ∈ C m+m−2 (R) with dilation factor r + 1 such that η 0 (0) = 1 and η 0 ((r + 1)ξ) =û(ξ) η 0 (ξ) for some finitely supported mask u ∈ 0 (Z), where r is the multiplicity of the matrix mask a. Since η 0 ∈ C m+m−2 (R) is an orthogonal refinable function with dilation factor r + 1, there exist compactly supported wavelet functions η ∈ C m+m−2 (R), = 1, . . . , r, such that {η (· − k) : k ∈ Z, = 0, . . . , r} is an orthonormal system and 
That is,
Define two function vectors f := (f 1 , . . . , f r )
Since |1 − c(ξ)| < 1/2 for all ξ ∈ R, the 2π-periodic trigonometric polynomial c must satisfy 1/2 |c(ξ)| 3/2 for all ξ ∈ R. Therefore, it is easy to see that f is compactly supported and f has polynomial decay (in fact,f has exponential decay). Now we show that (i) must be true. By the definition of f andf , it follows from (1) and (2) thatf
) as ξ → 0 for all = 1, . . . , r, when ξ → 0, we havê 16) and similarly,â
Since f 1 (ξ) = c(ξ) η 0 (ξ), by (5.12) and (5.14), we havê
(0) for all j = 0, . . . , m − 1. So, the first part of (5.7) holds.
In order to show the second part of (5.7), let us first show thatâ must take the following form:
such that 
1,1 (π) = 0 andâ
On the other hand, by (5.8) and (5.18), it follows from (5.1) that
By (5.9) and (5.20), it follows from the above identities that
By m m,â must take the form in (5.18) and (5.19) . Now by a similar argument, it follows from (5.17) that the second part of (5.7) holds. So, (i) holds. Since {η (· − k) : k ∈ Z, = 0, . . . , r} is an orthonormal system, by a simple calculation, it is easy to check that f,f (· − k) = δ(k)I r for all k ∈ Z. Therefore, (ii) holds.
Since η 0 (j) (2πk) = 0 for all k ∈ Z\{0} and j = 0, . . . , m +m − 2, by the Leibniz differentiation formula, we deduce that
To prove (iii), it suffices to show that
, it follows from (5.14) that
). Therefore, (5.22) holds and (iii) is verified.
, the bracket product ( [27] ) is defined to be
be a function vector. We say that ψ generates a Bessel multiwavelet sequence in L 2 (R) if there exists a positive constant C such that
The main result in this section is as follows. 
Suppose that (2.
1) holds for bothâ(0) andâ(0). Then there exist two r×1 vectors φ,φ of tempered distributions such that
Define two wavelet function vectors ψ,ψ bŷ Note thatĝ(ξ) =â(ξ/2)f (ξ/2) −f (ξ). Therefore, for any k ∈ Z, by (iii) of Lemma 5.4, we have
Since a satisfies the sum rules of order m with the sequence y, we have
Consequently, when k is odd, it follows from (5.30) and (iii) of Lemma 5.4 that
and when k is even, by (iii) of Lemma 5.4 and (5.30), we have 
with polynomial decay such that
By induction, we have
and similarly,f
r×r for all = 1, . . . , Ng. Therefore, there exists a positive constant C 1 , depending only on the function vectors h j andh , such that for all n ∈ N,
On the other hand, since ρ m (a, y) < ρ2
and ρm(ã,ỹ) <ρ2
Therefore, there exists a positive constant C 2 such that for all j = 1, . . . , N g and = 1, . . . , Ng,
Now by (5.31), we conclude that for all n ∈ N, 
Using the standard argument of multiresolution analysis ( [7, 10] ), one can show that ψ andψ form a pair of biorthogonal multiwavelet bases in L 2 (R). Therefore, in particular, ψ generates a Riesz multiwavelet basis in L 2 (R).
In order to prove Algorithm 2.2, we need the following result which is related to [14, Theorem 2.2]. ∀ n ∈ N.
Combining all the above inequalities together, we conclude that for ξ ∈ (−π, π] and n ∈ N, Since φ is compactly supported, the function vectorφ is continuous. Now (5.33) follows directly from the above inequality.
We finish this paper by presenting a proof to Algorithm 2.2. Hence, all the conditions in Theorem 5.5 are satisfied, which completes the proof.
