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Forgetting reflects the decreased likelihood of memory retrieval over time. With a few
exceptions, although the mean likelihood of retrieval (or retention) across experimental
conditions may differ markedly, rates of forgetting across those conditions do not differ.
Similarly, although groups (e.g., young and old adults) may differ in the amount retained at a
given point in time, the rates of forgetting tend not to differ across groups. In contrast, recent
work suggests that individual differences in rates of forgetting may emerge when more sensitive
statistical analyses are used on person-level performance. Some person-level variables purported
to influence forgetting rate include working memory capacity (WMC), fluid intelligence (gF),
verbal fluency (VF), learning strategies, and learning rate. Synthesizing these findings has been
challenging due to discrepancies in how long-term forgetting is measured; specifically, a

x

common approach for estimating long-term forgetting rates (over days and weeks) is to measure
recall across multiple short delays within a single experimental session (single-session
forgetting; SSF). This shortcut approach may introduce confounding influences of short-term and
working memory. Experiment 1 (N = 112) examined the influence of individuals’ WMC on their
forgetting rates obtained from both the SSF procedure and a long-term multi-session procedure
spanning one week. Greater WMC was related to better recall in both procedures but WMC was
only related to forgetting in the SSF procedure. Additionally, forgetting rate estimates obtained
from the two procedures were not significantly correlated. This outcome suggests that findings
obtained from the single-day SSF procedure should not be interpreted as a measure of forgetting
rate across longer intervals of hours and days. Experiment 2 (N = 245) extended these findings
by including a measure of learning rate for the to-be-remembered material, and assessed the
relative contributions of gF, VF, learning strategies, demographic variables (sex, age), and
exploratory variables (pre-encoding sleep quality) to both learning rate and forgetting rate across
one week. Both gF and VF were predictive of learning rate and learning rate in turn was the best
predictor of forgetting rate. VF was related to forgetting rates but in the opposite hypothesized
direction, such that higher VF was related to faster forgetting. An analysis of response times
suggests those with higher VF were more susceptible to interference at later delays relative to
those with lower VF. In regard to demographic variables, women learned more quickly than men
and younger adults learned more quickly than older adults, and these differences resulted in
better retention across one week but did not influence forgetting rates. Ultimately, the
mechanisms that allow for quicker learning of information may not facilitate slower forgetting of
that information over time.

xi

Chapter 1: Introduction
1.1 Characterizing Forgetting
Forgetting is a common occurrence for us in our everyday lives, whether it be failing to
recall the name of a former acquaintance or the inability to remember where we last parked our
car. As these examples suggest, forgetting is synonymous with retrieval failure. That is,
information has been encoded and stored in long-term memory but is not able to be retrieved
(i.e., is available but inaccessible; Tulving & Pearlstone, 1966). Defining forgetting as retrieval
failure may suggest that forgetting is simply the inverse of retention, so that any particular
measure of retention is also a measure of forgetting (i.e., any items not recalled were forgotten).
However, retention and forgetting are not interchangeable, as forgetting represents the change or
decrement in retention over time. Operationally, retention can be measured by a single memory
test at a single point in time, whereas forgetting requires multiple tests of retention to measure
(Slamecka & McElree, 1983). Put another way, forgetting is “the inability to recall something
now that could be recalled on an earlier occasion” (Tulving, 1974, p. 74; see also Wixted, 2007).
Forgetting can be estimated in two primary ways: amount and speed. Forgetting can be
compared between people or groups based on (1) the amount of information forgotten—for
example, comparing what percentage of information was forgotten in younger and older adults
between two periods of time, such as immediately after studying material versus several days
later. Forgetting can also be expressed as a (2) forgetting rate, which can be estimated by fitting
a non-linear function, such as a power or exponential function, to retention data over time. The
non-linear function includes a decay parameter (i.e., forgetting rate) that characterizes the
steepness of the forgetting curve, and provides an index of the rate at which memory degrades
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over time. Whereas the amount of information forgotten can be described in terms of more or
less, forgetting rate can be described as faster or slower. However, the amount and the rate
suggest the same thing—someone who forgot more over time also forgot at a faster rate. In either
case, forgetting measures how memory changes over time and so must include more than one
memory test.
Most mechanisms of why we forget over time, or which factors influence the rate at which
we forget, have to do with the negatively accelerating trajectory of forgetting reported by
Ebbinghaus (1885/2011), where forgetting is rapid at first before gradually slowing over time
(Keppel, 1972; Nairne & Pandeirada, 2008; Wixted, 2004a). Specifically, encoded information is
sensitive to interference from other information that occurs both prior to encoding (proactive
interference; Underwood, 1957) and after encoding (retroactive interference; McGeoch, 1932).
Forgetting is rapid at first because newer memories are more susceptible to these sources of
interference (Nairne & Pandeirada, 2008; Wixted, 2004a), but over time memories are assumed
to be consolidated and so forgetting levels off (Müller & Pilzecker, 1900). That is, mechanisms
of why we forget tend to be “nonspecific” (Keppel, 1972, p. 99; see also Wixted, 2004a), due in
part to the regularity of the shape of the forgetting curve and to its resistance to condition-level
manipulations or group-level effects. For example, condition-manipulations that reliably impact
retention tend to have little or no effect on forgetting rates (Hasher & Johnson, 1975; Keppel,
1972; Nairne & Pandeirada, 2008; Pavlik, 2007; Underwood, 1972, 1983), including for greater
degrees of learning (e.g., Bäuml, 1996; Bogartz, 1990; Rose, 1992; Slamecka & McElree, 1983;
White, 1991; Wickelgren, 1972; Wixted, 2004a), the meaningfulness of the learning material
(e.g., Underwood & Richardson, 1956; Murre & Dros, 2015), item difficulty (e.g., Spitzer,
1939), and depth of processing (McBride & Dosher, 1999). The only conditions that have been

2

shown to reliably slow the rate of forgetting are retrieval practice or effects of repeated testing
(Carpenter et al., 2008; Roediger & Karpicke, 2006; Wheeler et al., 2003), spacing out multiple
study or retrieval practice sessions (the spacing effect; Cepeda et al., 2008; Pashler et al., 2007),
and sleeping after learning or encoding material (Jenkins & Dalenbach, 1924; Van Ormer, 1933).

1.2 Individual differences in forgetting
The lack of significant findings for condition-level manipulations or group-level effects in
producing differential rates of forgetting has spurred a greater focus on individual differences.
Averaged forgetting curves for groups may suppress meaningful individual variations in
forgetting, and averaged curves tend not to be particularly representative of the individuals
underneath (Anderson & Tweney, 1997; Averell & Heathcote, 2011; Brown & Heathcote, 2003;
Estes, 1956; Meeter, Murre, & Janssen, 2005; Rivera-Lares, Stamate, & Della Sala, 2021).
Earlier work failed to find many individual differences in forgetting (e.g., Gentile et al., 1982;
Keppel, 1968, 1972; Shuell & Keppel, 1970; Underwood, 1954, 1957, 1964), but such studies
still relied on comparing groups of participants (e.g., young versus old adults; fast versus slow
learners). More recent studies with larger samples, more retention intervals, and more
sophisticated statistical analyses indicate that there are observable individual differences in
forgetting (MacDonald et al., 2006; Rubin, Hinton, & Wenzel, 1999; Unsworth, Brewer, &
Spillers, 2011; Unsworth, 2019; Wheeler, 2000; Zerr & McDermott, 2021).
Before synthesizing many of the individual differences findings in forgetting, several
studies are worth highlighting due to their influence. MacDonald et al. (2006) had 136
participants undergo mnemonic training and then learn six 4-digit numbers (e.g., “3481”) to a
criterion of two successive recalls in a multi-trial recall with dropout procedure, where each
person had to recall each of the numbers twice before they were dropped from the learning
3

sequence. Measures of processing speed, working memory, episodic memory, and verbal fluency
were also collected. Each person then took delayed free-recall tests at four different retention
intervals at approximately 30 min, 24 hr, 7 weeks, and 8 months. Multilevel modeling revealed
forgetting rates differed between individuals. Further, a quarter of the variance in forgetting
could be accounted for by learning rate, age, episodic memory, processing speed, and working
memory. Specifically, slower learners forgot more information (77%) relative to faster learners
(58%) over 8 months, but learning rate was most influential in the youngest participant group
(21-40 years old), whereas working memory only predicted forgetting in the oldest adults (70-86
years old). Derwinger et al. (2005) analyzed a subset of the MacDonald et al. (2006) data for the
oldest age group and added additional participants that did not receive mnemonic strategy
training prior to learning the material. Participants who relied on self-generated strategies
showed less forgetting than those instructed in mnemonics at 7 weeks and 8 months, suggesting
that individual differences in idiosyncratic use of strategies may be another important source of
forgetting differences.
Rubin, Hinton, and Wenzel (1999) used a cued-recall version of a continuous recognition
task, whereby participants were presented with paired associates (e.g., BASKET – RENT) to
study one at a time while occasionally being prompted with a previously studied cue (e.g.,
BASKET - ???) and asked to type the associated word (e.g., RENT). The number of items
intervening between cue presentations varied between 0 and 99 to create 10 different delays or
“lags”—a lag of 0 implied an item was tested directly after it was studied, whereas a lag of 99
implied an item had 99 intervening items between when it was first studies and when it was
finally tested. Rubin et al. (1999) fit forgetting curves to each participant, and those with higher
American College Test (ACT) scores had a less pronounced drop in memory performance from
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moderate to long lags (lags from approximately 28 to 99) and had a higher non-zero asymptote in
their forgetting curves. Similarly, using the same procedure, Unsworth, Brewer, and Spillers
(2011) found participants with high WMC had slower rates of forgetting relative to those with
low WMC.
For a field that has had difficulty finding group-level effects, the subset of studies just
described provides examples of how a focus on individual differences can provide us with
additional insights concerning factors and theories that influence forgetting, as well as to
leverage such findings in more applied ways. For example, the three conditions briefly
mentioned that slow the rate of forgetting—spacing, retrieval practice, and sleep—are
recommended to students to implement in their classes when preparing for exams (Putnam,
Sungkhasettee, & Roediger, 2016). But are there more individual characteristics of learners and
how they forget that can provide more specific advice? For example, in the testing effect
literature, most people benefit from retrieval practice but a subset of people (21% across two
studies in a combined N = 349 reported by Unsworth, 2019; Brewer & Unsworth, 2012; Pan et
al., 2015) are either unaffected or hindered by the process (see also Agarwal, Finley, Rose, &
Roediger, 2017). If a pattern in individual forgetting rates can be observed based on certain
characteristics, such as those with quicker learning demonstrating slower forgetting, or those
who generate their own idiosyncratic strategies have much less forgetting, it may be more
beneficial to not recommend particular strategies or techniques if they already forget slowly
enough so as to not benefit from additional techniques. Likewise, can individual forgetting
curves be leveraged for conditions such as spacing, where optimal spacing gaps can depend on
individual forgetting trajectories? Such types of questions have been increasingly featured in the
testing effect and spacing literature (McDermott, 2021), but it may be more fruitful to focus on
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which factors dictate individual forgetting rates before determining how best to aid individual
learners.

1.2.1 Cognitive abilities related to individual differences in forgetting
Working Memory Capacity
Working memory capacity (WMC) has received the most support for a cognitive
individual difference implicated in altering forgetting rates (MacDonald et al., 2006; Unsworth,
2007; Unsworth, Brewer, & Spillers, 2011; Unsworth, & Engle, 2007; Zimprich & Kurtz, 2013).
The primary hypothesis for why WMC could influence forgetting is because WMC is thought to
facilitate more efficient strategic search of memory by producing a more targeted, refined search
set of information at retrieval (e.g., when attempting to retrieve a target for a particular cue,
someone with higher WMC might think of 2-3 potential targets, whereas someone with lower
WMC might think of 5-6 potential targets; Kane & Engle, 2000; Lansdale & Baguley, 2008;
Moscovitch, 1992; Shiffrin, 1970; Unsworth & Engle, 2007; Unsworth & Spillers, 2010). A
smaller search set, or fewer number of cues associated with a particular item, should reduce the
likelihood of proactive interference and cue-overload and therefore slow the rate of forgetting for
those with greater WMC (Unsworth, 2009; Unsworth & Engle, 2007). Such accounts are based
on findings that greater WMC is related to better recall performance and shorter recall latencies
(Kane & Engle, 2000; Kane & Miyake, 2008; Unsworth et al., 2011).
It remains unclear, however, if benefits from strategic search are maintained at longer
delays or are as relevant for long-term forgetting (Bayliss & Jarrold, 2015; Carretti, Cornoldi, De
Beni, & Palladino, 2004). Most of the evidence that WMC is implicated in long-term forgetting
has been inferred from studies that measure forgetting over a relatively short timescale (within a
single experimental session) and in some cases introduce confounds of working memory. For
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example, Unsworth, Brewer, and Spillers (2011) used a continuous cued-recall paradigm where
study and test trials for word pairs are intermixed and the delay (or lag) is represented by the
number of intervening items between when an item is studied and when it tested. The procedure
includes 10 lags (0, 1, 2, 4, 7, 12, 21, 35, 59, and 99) each of which are 5 s long with a 1 s
interstimulus interval, so the first several lags occur in under 30 s and are likely influenced by
working memory. They found those with low WMC demonstrated a greater rate of forgetting.
Others have also found WMC is related to different rates of forgetting involving short delays
within a single session after delays of approximately 30 sec to 1 min (Marevic, Arnold, and
Rummel, 2018; Popov, Marevic, Rummel, & Reder, 2019; Towse, Hitch, & Horton, 2019).
Studies involving longer delays provide a more mixed account of whether WMC is
implicated in the rate of forgetting. Zimprich and Kurtz (2013) found WMC accounted for only
5% of the variance in forgetting rates in a single-session after a 30-min delay. MacDonald et al.
(2006) found WMC was related to forgetting rates but only in their oldest sample of participants
(ages 70-86) and only across the first 24 hr, yet WMC was not related to forgetting in the other
age groups (young: 21-40 years; young-old: 60-69 years). Sense et al. (2018) found WMC was
not significantly related to the rate of forgetting as estimated via an ACT-R model during pairedassociate learning (r = -.22, p = .082, Bayes Factor H1 = 1.4), nor was it related to forgetting
after a 3-day delay (r = -.10, p = .277).
The goal of Experiment 1 of this dissertation is to more thoroughly examine whether
WMC is related to forgetting from long-term memory. In particular, (1) is obtaining an effect of
WMC on forgetting dependent upon the procedure or timescale? And (2) do measures of longterm forgetting within the context of a single session approximate long-term forgetting across
multiple sessions and days? The outcomes of Experiment 1 will impact the design of Experiment
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2: first, if WMC is related to forgetting in the long-term forgetting procedure across days, then it
will be more thoroughly investigated in Experiment 2 along with several other variables.
However, if WMC is dependent upon using a single-session estimate of forgetting, then other
candidate individual difference measures will be obtained. In addition, if each person’s measure
of long-term forgetting is highly similar across a single session and long-term session, then it
may be more viable to use a single-session estimate of forgetting in Experiment 2 to reduce the
potential for participant attrition and reduce the overall length and complexity of a long-term
multi-session forgetting study. WMC is the focus of Experiment 1 because it is the most used
cognitive measure included in individual differences studies of forgetting, but other relevant
measures to be used in Experiment 2 are described below.
Fluid Intelligence
Although fluid intelligence and working memory capacity are correlated (typically a
correlation of r ~ .30 between tasks and r ~ .50-.60 between latent variables; Chuderski, 2013;
Unsworth, 2019; Unsworth & Engle, 2005; Wiley et al., 2011), they are not redundant measures
(Ackerman, Beier, & Boyle, 2005; Martinez & O’Rourke, 2020; Yuan, Steedle, Shavelson,
Alonzo, & Oppezzo, 2006). Fluid intelligence has been shown to be related to both learning and
retrieval in many different domains (Primi, Ferrão, & Almedia, 2010; Tschentscher, Mitchell, &
Duncan, 2017) even after controlling for working memory (Kaufman et al., 2009; Tamez,
Myerson, & Hale, 2012; Unsworth, 2019; Wang, Ren, & Schweizer, 2017), which could be due
in part to two reasons. First, whereas working memory emphasizes access to and maintenance of
information in the short-term, fluid intelligence is thought to emphasize cognitive flexibility in
solving novel problems and in disengaging from ineffective strategies while learning (Shipstead,
Harrison, & Engle, 2016), particularly for more difficult items or trials (Minear et al., 2018;
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Neubauer & Fink, 2009). Disengagement would be beneficial to individuals learning novel word
pairs, particularly in a multi-trial learning procedure in which every word pair – no matter how
subjectively difficult – must be recalled at least once. If a participant persists in using the same
unsuccessful strategy to try to learn a word pair, then the ability to disengage from the ineffective
strategy to switch to a more effective method would be beneficial. Second, fluid intelligence
facilitates more elaborative strategy use (e.g., imagery) during paired-associate learning, whereas
working memory promotes more non-elaborative strategy use (e.g., rehearsal; Martinez &
O’Rourke, 2020; Minear et al., 2018). Elaborative strategies in and of themselves are not
necessarily superior for learning and memory, as their effectiveness relies on the ability to
reinstate such processing at retrieval (i.e., transfer appropriate processing; e.g., McDaniel,
Friedman, & Bourne, 1978); however, learners who spontaneously employ more elaborative
strategies during encoding demonstrate faster learning (Wang, 1983), superior recall (Adams &
Montague, 1967; McDaniel & Kearney, 1984), and slower rates of forgetting (Derwinger et al.,
2005; Groninger, 1971; Wang, Thomas, & Oullette, 1992). Experiment 2 is hypothesized to
reveal that gF is related to more effective, elaborative strategies while learning, that gF is related
to more frequent strategy switching when a person’s strategy fails, and that gF is related to faster
learning rates.
Verbal Fluency
Verbal fluency is primarily a measure of verbal ability and is correlated with vocabulary
and word knowledge (r = .41 in Ruff et al., 1997) and efficiency of retrieval from long-term
memory (Anderson, Petros, Beckwith, Mitchell, & Fritz, 1991; Hunt, 1978; Kyllonen, Tirre, &
Christal, 1991). Verbal fluency may also reflect processing speed (Kraan, Stolwyk, & Testa,
2013) and executive function, particularly for clinical populations such as patients with frontal
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lobe damage (Ruff, Light, Parker, & Levin, 1997). Higher verbal knowledge or fluency has been
tied to faster rates of learning for verbal materials (Alexander & Smales, 1997; Kyllonen, Tirre,
& Christal, 1991; Rast, 2011) and better subsequent recall (Kavé & Sapir-Yogev, 2020),
suggesting verbal fluency may be influential at both encoding and retrieval. Additionally,
because verbal fluency depends upon quick generation of words that fulfill different categories
(e.g., types of animals), better performance may depend upon a more organized mental lexicon
(e.g., Sunila, Rajashekhar, & Guddatuu, 2018), and past work has demonstrated that integration
of new information into a more organized knowledge structure may be beneficial for
consolidating memories and protecting against forgetting (Nadel, Hupbach, Gomez, & NewmanSmith, 2012; Van Kesteren, Ruiter, Fernández, & Henson, 2012). Therefore, in the context of
learning verbal paired associates, better verbal fluency may better incorporate the new verbal
information into a more organized knowledge structure and subsequently slow forgetting over
time.
However, despite the clear importance of verbal abilities in acquiring and retaining
(verbal) information, only one study to my knowledge (MacDonald et al., 2006) has examined
the role of verbal abilities in relation to long-term forgetting and they found no effect of verbal
fluency on individual forgetting rates. Their lack of a relation between verbal fluency and
forgetting could potentially be explained by their use of numbers as learning material rather than
words, and because they extensively trained participants on a particular mnemonic strategy
which could reduce the contribution of verbal fluency via self-generated strategy use (e.g.,
Kyllonen, Tirre, & Christal, 1991; Rast, 2011). Verbal fluency is also hypothesized to underlie
sex differences observed in prior forgetting studies (Rubin, Hinton, & Wenzel, 1999; Zerr &
McDermott, 2021). Zerr and McDermott (2021) found women learned word pairs more quickly
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and forgot them at a slower rate than men in an undergraduate sample, although no differences in
vocabulary were observed between men and women on the Shipley vocabulary test. Women
have also been shown to learn more quickly and retain more in both online and undergraduate
samples (Zerr et al., 2018; Zerr, Spaventa, & McDermott, 2021). Verbal fluency tasks commonly
find better performance for women relative to men (Hyde & Linn, 1988; Weiss et al., 2006), so
verbal fluency may provide a more sensitive way to assess potential sex differences we have
found in forgetting rates and whether sex effects are mediated by differences in verbal ability.
Learning Rate
Another variable commonly implicated in forgetting rate is learning rate, though it is an
issue of debate (e.g., Underwood, 1954, 1964). Studies have either found that faster learners
forget more slowly (Dixon, 1970; Gillette, 1936; Kyllonen & Tirre, 1988; Derwinger et al.,
2005; MacDonald et al., 2006; Zerr & McDermott, 2021), or that faster and slower learners
forget at the same rate (Gentile et al., 1982, 1995; Shuell & Keppel, 1970; Underwood, 1954,
1964). Whether or not one finds an effect of learning rate on forgetting seems to be driven by the
type of procedure used to measure learning rate and equate the degree of learning. Studies that
fail to find learning rate differences treat fast and slow learners differently by giving the slower
learners additional exposure, either by giving slower learners a longer presentation rate per item
(e.g., 5 or 6 s versus 0.5 or 1 s for faster learners; Gentile et al., 1982; Shuell & Keppel, 1970) or
be overtraining the slower learners so their learning curves directly overlap that of faster learners
(Underwood, 1954, 1964). We opt instead for criterion-based procedures because every person
achieves the same performance level but is allowed to vary in how long it takes them to reach
criterion, and this measure is stable across days and years (r = .68 to .70; Zerr et al., 2018).
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In our recent forgetting study (Zerr & McDermott, 2021), 148 Washington University
undergraduates studied 100 low-associate English-English word pairs (e.g., BRANCHLIBRARY), followed by an initial cued-recall test (e.g., BRANCH-???) with feedback on all 100
pairs. Any items that were correctly recalled were dropped from subsequent tests in the learning
phase, whereas items that were not recalled were tested again with feedback. This procedure was
repeated until each person had recalled all 100 items exactly once (i.e., criterion was reached),
before concluding with a final restudy of all 100 pairs once more. Participants were then tested at
5 points in time: immediately (after a ~1 min distractor), at a delay of 4 hours, 2 days, 1 week,
and 1 month. To overcome the confounding effects of repeatedly testing the same information at
each delay present in other studies (Derwinger et al., 2005; MacDonald et al., 2006), each
follow-up session tested a different subset of 20 pairs. Results are in Figure 1.1 and Figure 1.2.
Cumulative learning curves and forgetting curves binned by tests to criterion
for material tested once at each delay
Learning phase

Forgetting phase
1 min
4 hr
2 days

Mean proportion recalled

1.0

0.8

0.6

0.4

0.2

0.0

Tests to criterion
(n per group)
3 (n = 18)
4 (n = 39)
5 (n = 33)
6 (n = 27)
7 (n = 17)
8 (n = 4)
9 (n = 5)
10 (n = 2)
11 (n = 1)
13 (n = 1)
15 (n = 1)

1 week

1 month

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Tests to criterion

Retention interval

Figure 1.1. Faster learners, as depicted at the top left in darker red, tended to forget less overall or
forget at a slower rate (right side) as compared to slower learners, shown in darker blue.
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Figure 1.2. Faster learning rates were significantly related to slower forgetting rates.
We found learning rate was significantly related to forgetting rate (rs = .43, p < .001;
Figure 1.2), but the number of individual difference measures we collected was minimal. We
found women outperformed men in both their rate of learning and forgetting as mentioned
earlier, and we found those who indicated on a 5-point scale they more frequently struggled with
thinking of a learning strategy tended to forget more quickly. Measuring learning rate in
Experiment 2 will also help provide greater insight into how different cognitive variables operate
at encoding, at retrieval, or both (e.g., Howe & Hunter, 1986).
Sleep
Pre-encoding sleep quality has begun to receive more attention in the education field to
advocate for later start times for schools due to the substantial impact of poor sleep on learning
and memory (Cousins, Sasmita, & Chee, 2018). Sleep is commonly discussed in the forgetting
literature but typically only in the context of post-encoding sleep (e.g., Wixted, 2004a). That is,
sleep after encoding material is beneficial for memory and for slowing the rate of forgetting—a
consistent finding since Jenkins and Dallenbach (1924) and Van Ormer (1933). Sleep after
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learning is thought to improve memory and slow forgetting by aiding the consolidation of
hippocampal-dependent memory (Plihal & Born, 1997; Gais & Born, 2004; Rasch & Born,
2013). However, pre-encoding sleep (i.e., sleep prior to learning new material) has been shown
to relate to encoding and retrieval, as well. For example, Yoo et al. (2007) randomly assigned 28
participants to a sleep deprivation or control condition prior to encoding and found sleep
deprived participants showed significantly reduced hippocampal activity during encoding and
significantly worse subsequent memory performance. Similarly, participants (N = 60) assigned to
a sleep restricted group (5 hr of sleep for 5 consecutive nights) versus a control group showed
significantly lower encoding accuracy (indicating whether pictures contained a building or not),
followed by 3 recovery nights of normal sleep prior to a surprise recognition test. Those who had
been sleep restricted prior to encoding showed significantly worse memory performance (more
false alarms and misses, lower hits and correct rejections; Cousins, Sasmita, & Chee, 2018). The
finding that poor sleep prior to encoding cannot be overcome by good sleep afterwards is in
contrast to the post-encoding sleep literature, where memory performance can eventually
“recover” following good sleep (Schönauer, Grätsch, & Gais, 2015). In other words, “there is
little that can be done if a memory is not encoded effectively in the first place” (Cousins et al.,
2018, p. 144). Deficits of poor pre-encoding sleep on later memory have been shown at spans of
30 min and up to 42 days (Cousins, Wong, & Chee, 2019; see also Van Der Werf et al., 2009;
Saletin & Walker, 2012), so the inclusion of sleep as an exploratory measure seem warranted.
A final reason to include a measure of subjective sleep is because sleep has been
significantly impacted for many people during the COVID-19 lockdown (Kocevska, Blanken,
Van Someren, & Rosler, 2020). One study found more than half (56%) of their 572 American
online participants during the pandemic were classified as poor sleepers via the Pittsburgh Sleep
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Quality Index (PSQI), and the American sample reported poorer sleep quality on all of 7 PSQI
components relative to Israeli participants (Coiro et al., 2021). A global study across 79 countries
found US participants were more likely to experience greater disruptions in sleep quality during
the pandemic compared to other countries (Petrov et al., 2021). Another study found that
although average sleep durations slightly increased during COVID-19, sleep quality decreased
(Blume, Schmidt, & Cajochen, 2020), the latter of which is associated with impaired memory
recall (Murre, Kristo, & Janssen, 2013).

1.2.2 Demographic variables related to individual differences in forgetting
Demographic influences are likely due to or mediated by underlying differences in
cognitive variables as opposed to some causal factor of the demographic variable itself.
Therefore, differences based on demographic variables—primarily age and sex—can provide
insight into potential mechanisms underlying forgetting rates.
Age
Increased frequency of forgetting is one of the most common memory complaints of
older adults (Gilewsky & Zelinski, 1986; Craik & Rose, 2012), and age-related decline in
memory function is well-documented (e.g., Park et al., 1996). Surprisingly, however, studies
comparing forgetting as a function of age either find no age differences in forgetting or find older
adults forget at a slightly faster rate (Davis et al., 2003; Elliott, Isaac, & Muhlert, 2014; Fjell et
al., 2005; Giambra & Arenberg, 1993; Hulicka & Weiss, 1965; MacDonald et al., 2006; Mary,
Schreiner, & Peigneux, 2013; Meeter, Murre, & Janssen, 2005; Olofsson & Bäckman, 1993;
Rubin & Wenzel, 1996; Salthouse, 1991; Squire, 1989; Tombaugh & Hubley, 2001; Wheeler,
2000; Wickelgren, 1975; Wimer, 1960; Wimer & Wigdor, 1958). Studies that do find older
adults forget faster than younger adults typically only find these effects in the earliest retention
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intervals, such as 3 min to 60 min (Wheeler, 2000), 20 min to 24 hr (Tombaugh & Hubley,
2001), or 30 min to 24 hr (MacDonald et al., 2006), but these effects tend not to hold across
longer retention intervals. Even a study using a very large sample size and asking about real-life
news events spanning 300 days failed to find any forgetting differences between younger (n =
2514, 18-24 years of age) and older adults (n = 1622, >60 years of age) in both recognition (4alternative forced-choice questions) and recall (open-ended questions; Experiments 1 and 2 in
Meeter, Murre, & Janssen, 2005).The relative lack of age differences in forgetting rates, even
when comparing extremely different young and old age groups, also suggests that cognitive
differences strongly tied to aging—such as decreasing working memory with increasing age
(e.g., Park & Reuter-Lorenz, 2009)—may not be strongly influential for long-term forgetting
rates. On the other hand, constructs that tend not to show much decrement with age, such as
verbal fluency (Park et al., 2002), may partially account for the lack of differences in forgetting
between age groups.
One concern with trying to examine age effects in these experiments is that the age
effects typically found using in-person samples may not be found when using online samples
(Zerr et al., 2018; Zerr, Spaventa, & McDermott, 2021), perhaps because older adults in online
sample pools may not be representative of older adults in general. Given the lack of finding age
effects in our past work, and because age seems to be a small or inconsistent effect in forgetting
research, age is not expected to have much of an effect on forgetting. However, because every
study listed above has grouped age (e.g., younger versus older adults) rather than included it as a
continuous variable, age will still be examined to see if any patterns emerge across the lifespan.
Sex
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Women outperforming men is a rather robust finding in episodic recall, particularly for
verbal materials (Herlitz, Airaksinen, & Nordström, 1999; Herlitz, Nilsson, & Bäckman, 1997),
and it is hypothesized these sex differences in recall are driven by differences in learning rather
than differences in retrieval (Krueger & Salthouse, 2010). Past studies have found that women
both learned more quickly (Derwinger et al., 2005; Zerr et al., 2018; Zerr, Spaventa, &
McDermott, 2021) and forgot more slowly than men (Rubin, Hinton, & Wenzel, 1999; Zerr &
McDermott, 2021). Therefore, an additional goal in Experiment 2 is to more closely examine the
relationship of sex to learning and forgetting performance. If sex effects are replicated, can such
sex differences be attributed to differences in cognitive measures, in particular verbal fluency?

1.3 Methodological issues in forgetting studies
1.3.1 Forgetting measured in a single session
The primary difficulty with further synthesizing individual difference results across
forgetting studies is the use of disparate procedures in measuring forgetting from long-term
memory. The traditional way to measure individual differences in forgetting is to use a multisession longitudinal design where some form of encoding occurs and then retention is tested at
multiple delays after encoding. This kind of design is classically referred to as a “discrete”
procedure because encoding and retention occur separately in temporally distinct blocks or
phases (e.g., Atkinson & Shiffrin, 1968; Murdock, 1974; Underwood, 1977).
In contrast to a discrete long-term procedure is the aforementioned continuous (or
running) procedure where encoding and retrieval are intermixed within a single session to
approximate what long-term performance would look like across multiple sessions. Rubin,
Hinton, and Wenzel (1999) used 10 different lags, with 10 word-pairs tested at each lag for a
total of 100 word-pairs studied and tested. A “lag” is defined as the number of intervening items
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between when a word is first studied (e.g., DOG–CAT) and when it is tested (e.g., DOG-?). A
lag of 0 means the word is tested directly after it is studied. A lag of 1 means one item (either a
study or test trial) intervenes between when an item is studied and when it tested. A lag of 99—
the longest lag—means 99 items intervene between when an item is studied and when it is tested
(all of the lags were 0, 1, 2, 4, 7, 12, 21, 35, 59, and 99). Average cued-recall performance can
then be plotted as a function of lag as shown in Figure 1.3.

Figure 1.3. Recall using the continuous cued-recall paradigm in two different studies. (A): The
probability of correctly recalling a word as a function of the number of intervening items since its
presentation. Figure is from Rubin, Hinton, and Wenzel (1999). (B): Proportion of correct recall
as a function of lag and high or low working memory capacity (WMC). Error bars represent one
standard error of the mean. Figure is from Unsworth, Brewer, and Spillers (2011).
This continuous cued-recall procedure offers several advantages over the traditional
multi-session long-term forgetting procedure: Data can be collected in a single session, the
retention intervals are identical for each person which allows for simpler types of analyses such
as repeated-measures ANOVA, and 10 delays allows for more precise and complex nonlinear
functions to be applied. It is also an enticing way to investigate individual differences because
each person has recall data for each delay, so individual forgetting curves can be fit to each
person (Rubin, Hinton, & Wenzel, 1999).
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However, the continuous cued-recall procedure has several drawbacks that make it
difficult to reconcile results concerning individual differences in forgetting with other
procedures. Since study and test trials are relatively short (5 s) and are only separated by 1 s, the
shorter lag trials can be completed via a shorter-term working memory store or be recalled
merely because of rehearsal. As Rubin et al. (1999) point out, some of the lag trials “depend
heavily on working memory [and…] the remembering of items [. . .] could be done directly from
working memory without retrieval” (pp. 1172-3). Therefore, the procedure is problematic to use
if the interest is in long-term forgetting (Atkinson & Shiffrin, 1968; Elliott, Isaac, & Muhlert,
2014; Keppel, 1965; Lansdale & Baguley, 2008; Navarro, Pitt, & Myung, 2004; Wickelgren &
Berian, 1971). The procedure also poses obvious confounds if the individual difference measure
of interest is working memory (Bayliss & Jarrold, 2015; Unsworth, Brewer, and Spillers, 2011;
Marevic, Arnold, and Rummel, 2018; Popov, Marevic, Rummel, & Reder, 2019; Towse, Hitch,
& Horton, 2019).
Though some researchers will simply exclude the earliest lags from their analysis to
remove the confounds at the earlier lags (Lansdale & Baguley, 2008; cf. Postman & Phillips,
1965; Unsworth, Brewer, and Spillers, 2011; Wickelgren, 1972), it does not account for another
potential drawback which is that the intermixing of short and long study and tests trials has been
shown to impact how some people strategically approach the task—specifically, given the
temporal uncertainty (cf. Pashler, 1994) of when recall occurs for each particular studied item,
some participants seek to maximize short-term recall (the earliest lags) at the expense of longterm recall by implementing strategies such as rehearsal (Hinrichs & Grunke, 1975; Restle,
1970) rather than attempt to encode them into long-term memory for later retrieval. Ultimately,
Murdock (1974) noted that “the type of retention functions obtained with a continuous task
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seems quite different [. . .] there seem to have been no experimental attempts to unravel the
differences between a discrete and a continuous task procedure” (p. 117; see also Atkinson &
Shiffrin, 1968; Underwood, 1964, 1977). Therefore Experiment 1 will seek to experimentally
compare the continuous cued-recall procedure to a more traditional long-term forgetting
procedure.

1.3.2 Forgetting measured across multiple sessions
Multi-session long-term forgetting studies also contain several methodological concerns
that should be considered when interpreting their findings. The study by MacDonald et al. (2006)
(described in section 1.2) had a number of flaws that limit the validity of their specific
conclusions. For example, participants learned very few items (only six 4-digit numbers) and
completed free recall tests on the same items at each retention interval, so retrieval practice
presumably altered forgetting rates. Most problematically, they did not collect an immediate
baseline measure of retention; the first retention test participants took was after a 30-min delay.
Their claim was that baseline performance would be at 100% for all three groups (old, middleage, and young) because each item had been recalled once during acquisition, but this incorrect
assumption of perfect baseline retention likely created an artifactually steep forgetting slope that
drove some of their effects between baseline and 24 hr. Indeed, they reveal that many of their
effects observed from baseline to 24 hr completely disappeared when examining forgetting from
24 hr to 8 months. The study by Derwinger et al. (2005) suffered from the same limitations.
Other concerns from individual differences studies include using too few retention
intervals and modeling forgetting linearly (e.g., Slamecka & McElree, 1983; Slamecka &
Katsaiti, 1988; Wheeler et al., 2003). Though it is more straightforward to interpret and analyze,
and limits participant attrition, such a design is more susceptible to floor effects at later intervals
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and ceiling effects at early intervals (Rubin & Wenzel, 1996; Wickens, 1998). Likewise, in the
absence of crossover interactions (Loftus, 1978; Wagenmakers, Krypotos, Criss, & Iverson,
2012), interaction effects observed from forgetting studies with a simple slope could disappear if
a slightly different retention interval is used, and results from an ANOVA will not always agree
with a more formal analysis of forgetting functions (see Carpenter et al., 2008 for a discussion).
Keeping these concerns in mind, Experiment 2 will measure forgetting across 5 retention
intervals in order to properly measure the forgetting curve (Rubin & Wenzel, 1996), different
subsets of the material will be tested via cued-recall at each delay to minimize retrieval practice
confounds and baseline measures of retention will be collected rather than inferred (Derwinger et
al., 2005; MacDonald et al., 2006).

1.4 The current experiments
As described throughout the introduction, the goal of Experiment 1 of this dissertation is
examine two important questions concerning individual differences in forgetting: (1) Is WMC
related to long-term forgetting across delays up to a week, or is it dependent upon a singlesession procedure and (2) do forgetting estimates obtained in a single-session forgetting
procedure approximate those obtained in a traditional long-term multi-session forgetting
procedure? If WMC influences the size of the search set at retrieval, then in both forgetting
procedures higher WMC is hypothesized to be related to better recall performance. However,
whether or not WMC is related to forgetting is hypothesized to be dependent upon the type of
procedure. Specifically, WMC is hypothesized to relate to forgetting in the single-session
forgetting procedure using continuous cued-recall, but WMC is hypothesized to be unrelated to
forgetting at a longer timescale in the long-term forgetting procedure when working memory
confounds are avoided. Outcomes of Experiment 1 will inform the procedure for Experiment 2.
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Specifically, if WMC is related to forgetting rate in the long-term procedure and is not dependent
upon using a single-session procedure, then WMC will be included in Experiment 2 with several
other measures of interest. In addition, if single-session forgetting approximates forgetting as
measured from a long-term procedure, it may be worth implementing a single-session forgetting
procedure to make the task shorter in length and reduce participant attrition.
Experiment 2 seeks to build upon Experiment 1 and prior work (particularly Zerr &
McDermott, 2021) by examining the candidate cognitive and demographic variables discussed
throughout the introduction, as well as whether they primarily exhibit their effect at encoding, at
retrieval, or both. These variables include fluid intelligence, verbal fluency, learning rate,
learning strategies, pre-encoding sleep quality, and demographic variables including age and sex.
WMC will also be measured if it is related to long-term forgetting in Experiment 1 to further
characterize its relation to forgetting in the context of other cognitive variables. If the predictions
for Experiment 1 are accurate, then Experiment 2 will not include WMC and will measure
forgetting via long-term multi-session forgetting procedure. Learning rate is hypothesized be the
best predictor of forgetting rate, and quicker learning rates are hypothesized to be driven by
greater fluid intelligence and verbal fluency, in part due to more effective self-reported strategy
use during learning. Verbal fluency is also hypothesized to mediate potential sex differences in
learning and forgetting such that women show quicker learning and slower forgetting relative to
men. Although age has not been examined as a continuous variable across the lifespan in prior
forgetting studies, age is hypothesized to have no effect on forgetting rates. Finally, although it is
an exploratory variable, better self-reported pre-encoding sleep quality should be related to
slightly faster learning and slower rates of forgetting.
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Chapter 2: General Methods
2.1 Procedure
Both experiments were within-subjects, longitudinal approaches comprised of 5 total
sessions across one week. The first session of each experiment was originally planned to occur
in-person in the laboratory due to its length and the type of measures, but the inability to conduct
in-person experiments during COVID-19 caused both experiments to occur exclusively online.
Because online studies can introduce variance and delays into response time measures (AnwylIrvine, Dalmaijer, Hodges, & Evershed, 2020; Bridges, Pitiot, MacAskill, & Peirce, 2020),
individual difference variables and constructs that rely on response times (attentional control,
processing speed) were not assessed.
Long-Term Forgetting
Each experiment first collected demographic information (age, sex, ethnicity, race, years
of education, learning disabilities, first language, and other languages spoken) followed by
studying 100 English-English paired associates (and in Experiment 2, learning the pairs via a
multi-trial dropout procedure). Session 1 concluded with an “immediate” final test on a subset of
20 items to get an immediate baseline measure of retention. Each of the four follow-up sessions
tested a different 20-item subset to produce five retention measures used to estimate a forgetting
rate measure for each person. The set of 20 word pairs tested at each delay was the same for
every participant, partly because we have found that forgetting rates did not differ across
counterbalanced word lists (Zerr & McDermott, 2021), and because of recommendations to keep
experiment parameters consistent for each person in individual differences research (Goodhew &
Edwards, 2019). Each set of words were matched for different lexical characteristics, including
forward cue strength, cue and target frequency, and target length. Participants were encouraged
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to complete each session within several hours of it being posted, though they were allowed to
complete the session for compensation as long as it was still available on Sona (Experiment 1) or
Prolific (Experiment 2).
Single-Session Forgetting
Experiment 1 also included another task to measure forgetting, which was a continuous
cued-recall task that measured forgetting as a function of intervening items between study and
test trials as opposed to across time delay in the long-term forgetting procedure. The singlesession forgetting procedure either took place at the beginning or at the end of the Experiment 1
procedure, and the goal was to compare how forgetting or its relationship to individual
differences changes as a result of the procedure used to measure forgetting. Because this singlesession forgetting occurred only in Experiment 1 it is described more fully in Chapter 3.

2.2 Analysis
2.2.1 Missing data and imputation methods
Missing data is typically classified into one of three categories, each of which impacts
how to handle the missing data (Little & Rubin, 2019; Rubin, 1976): missing completely at
random (MCAR), missing at random (MAR), and missing not at random (MNAR). MCAR
implies the pattern of missing data is due entirely to randomness (i.e., missingness is unrelated to
other observed and unobserved variables), so data can typically be analyzed by using completecase analysis (listwise deletion), which simply excludes those with missing data on the variables
of interest. MAR implies the pattern of missing data is systematically related to other observed
variables (e.g., if slower learners show greater attrition than faster learners), in which case
imputation of the missing data is preferable because complete-case analysis can produce biased
results (Schafer & Graham, 2002). MNAR implies the pattern of missing data is unknown to us
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because it is systematically related to unobserved variables (i.e., the probability of missing data
is related to the values of the missing data themselves), which requires further assumptions about
the mechanisms behind the missing data and distributional assumptions of the missing values to
decide how to best handle the missing data. Tests were conducted to examine if MAR or MCAR
could be determined from the missing data, as MNAR cannot be determined. Little’s (1988) test
for MCAR uses a chi-squared test to examine whether the data are MCAR (null hypothesis) or
not, and this result was significant in Experiment 1 and Experiment 2 (both p < .05) suggesting
data were not MCAR. The assumption was made the data were MAR as other covariates
predicted the likelihood of missing data (such as age and tests to criterion). Because the data
were not MCAR, using listwise deletion of variables could produce biased results (Schafer &
Graham, 2002), and so missing data were imputed rather than removing participants with
partially missing data.
To impute missing data, multiple imputation by chained equations (MICE; Van Buuren
& Groothuis-Oudshoorn, 2011) and predictive mean matching (PMM; Little, 1988) were used.
This method of imputation has been shown to be favorable to other imputation approaches by
producing the least-biased estimates and better model performance (Marshall, Altman, & Holder,
2010). Under assumptions of MAR, missing outcome measures do not need to be imputed (i.e.,
recall and forgetting), and longitudinal multilevel models allow for more flexibility with missing
outcome variables in repeated-measures data (Gelman & Hill, 2007). In addition, missing test
scores are time-dependent (and time was also unknown), non-normally distributed, and
forgetting estimates could still be obtained from those with at least 2 test scores. Therefore, data
imputation was only used for working memory capacity in Experiment 1 and for fluid
intelligence and verbal fluency tasks in Experiment 2 as those were time invariant measures. An
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overview of the missing data in the sample and additional information and figures related to the
data imputation are available in the Appendix (Figure A1).

2.2.2 Calculating composite factor scores
Working memory capacity, fluid intelligence, and verbal fluency are all considered to be
latent factors, and the measures that are used to infer these latent factors are highly
intercorrelated and are shown to reliably load onto their respective factors (e.g., Conway et al.,
2005; Shipstead et al., 2016). In addition, a factor score increases convergent validity by pooling
the common variance across the measures and reducing measurement error. Therefore, an overall
latent factor score was computed for each person for working memory capacity (WMC) in
Experiment 1 and for fluid intelligence (gF) and verbal fluency (VF) in Experiment 2. To
calculate each person’s factor scores, a factor analysis was conducted on imputed observed
scores for each set of measures to produce an overall WMC, gF, and VF latent factor (the KaiserMeyer-Olkin or KMO statistic for WMC = 0.78, gF = 0.72, and VF = 0.65, all of which were
above the suggested factorability threshold of KMO ≥ 0.60; Kaiser, 1974). The correlation
between the latent factor and each observed measure produced a set of factor score coefficients
or weights (correlations between the factor and each measure), and the standardized imputed
observed scores were multiplied by these factor score coefficients to obtain the estimated latent
factor scores (Grice, 2001; Thurstone, 1935).

2.2.3 Estimating forgetting rates
The primary dependent measure of interest for each experiment is the rate of forgetting.
For each person in each experiment, a 2-parameter forgetting function was fit to the five
longitudinal retention points. A forgetting function is a mathematical description of the observed
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data and is used to estimate the rate of forgetting for each person. The primary parameter of
interest from each forgetting function is a forgetting rate parameter, which best describes the
decrement in memory performance over time. This forgetting rate parameter can then be
compared across persons and correlated with other variables of interest (e.g., fluid intelligence,
verbal fluency, age). An overview of the most common forgetting functions is in Table 2.1, and
examples of how these forgetting functions appear when fit to data are depicted in Figure 2.1 on
the long-term forgetting data for both experiments in this dissertation.
Table 2.1. Common 2-parameter functions used in fitting forgetting data.
Function Name

Equation

Power

!(#) = &# !"

Exponential

!(#) = &' !"#

Exponential-Power†

!(#) = &' !"√#

Logarithmic

!(#) = & − ) × +,-(#)

Linear

!(#) = & − )#

R(t) represents retention at time t. The estimated a parameter represents initial retention at time
zero and is also referred to as the degree of learning. The estimated b parameter represents the rate
of forgetting. t represents the retention interval in time units (e.g., min, hr, days). The power
function is often re-written as !(#) = &(# + 1)!" because as # → 0 it predicts infinite retention.
†

Exponential-Power is sometimes referred to as the Exponential-Square Root. It was initially
!
conceived of by Wickelgren (1972) and is actually a 3-parameter function !(#) = &' !"# , where
c represents resistance to decay. However, Wickelgren (1972, 1973, 1974) found across a wide
range of conditions that the best-fitting “c” parameter was consistently fixed at c = 0.5, thus making
it a 2-parameter function because only “a” and “b” need to be estimated. Hence the exponential".$
power function is typically written as !(#) = &' !"# or !(#) = &' !"√# .
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Figure 2.1. The five most common two-parameter forgetting functions fit to all data points overall
(light gray dots) and overlaid with mean recall performance at different delays to show how
forgetting functions approximate the average trend of the data over time.

Although there is much debate in the literature about which function is best (e.g., Rubin
& Wenzel, 1996; Loftus, 1985a, 1985b; Wixted, 2004b), we have previously found the power,
exponential, and exponential-power functions fit the data closely (all pseudo-R2 > .90 or higher
for non-linear least square fits), with the exponential-power function providing the overall best
fit to the data (both for non-linear least square fits and the highest log-likelihood and lowest AIC
values for maximum likelihood estimates; e.g., Myung, 2003). To provide an example of how
the single forgetting rate parameters capture performance on the 5 retention tests, forgetting data
from Zerr and McDermott (2021) for the 5 fastest and 5 slowest forgetting rate estimates are in
Figure 2.2.
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Figure 2.2. Forgetting curves for 10 different participants, specifically the 5 slowest forgetting rate
parameters (black) and 5 fastest forgetting rate parameters (gray). This figure provides an example
of how a single measure for forgetting rate is a sensitive index for multiple retention tests. Data
were fit with exponential-power functions and are depicted as black and gray thick lines; the thin
light gray interpolation lines simply connect the 5 data points for each person.
Forgetting functions are typically fit to the observed data either via (1) maximum
likelihood estimation (MLE) that assumes a binomial distribution (Averell & Heathcote, 2011;
Lee, 2004; Myung, 2003; Navarro, Pitt, & Myung, 2004) or (2) non-linear least squares (NLS)
that minimizes the residuals between a predicted line and observed values but can predict recall
probabilities outside of the 0 to 1 range (Rubin & Wenzel, 1996; Rubin, Hinton, & Wenzel,
1999; Wixted, 1990; Wixted & Ebbesen, 1997).
The distinction between these two procedures is important to make because it is common
for memory or recall data to be comprised of proportions between 0 and 1, which are simply
overall averages of individual discrete correct (remembered) or incorrect (forgotten) trials (for a
review, see Murdock & Ogilvie, 1968). Therefore, memory data as proportions follow a
binomial distribution as opposed to a normal distribution, and failure to account for this
distribution difference by relying on NLS can produce recall estimates that occur outside of the
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possible range of 0 and 1 (Lee, 2004; Navarro, Pitt, & Myung, 2004)1. Therefore, MLE is used
here and goodness-of-fit was assessed via log-likelihood, AIC, and pseudo-R2 values. Likewise,
where appropriate, analyses that allow for binomial distributions are conducted on the raw recall
data (e.g., generalized models). The exponential-power functions fit to the data in both
experiments produce two estimates per person, including initial retention at a time of zero (the
“a” parameter in Table 2.1) and of primary interest a forgetting rate or decay rate parameter (the
“b” parameter in Table 2.1). The initial retention estimate (a) is sometimes referred to as the
degree of learning (e.g., Carpenter et al., 2008; Rubin & Wenzel, 1996; Wixted, 2004a) because
it reflects memory performance directly following learning and is sometimes used to try to model
“overlearning” by extending beyond 100% retention based on NLS fits (e.g., Rubin & Wenzel,
1996). In the current experiments, because we had a baseline measure of retention after
approximately 1-2 mins, the initial retention (or degree of learning) parameter is closely related
to scores on the first delayed test and is less necessary. To provide perspective for the two
parameters estimated by the forgetting function (a, or initial retention or degree of learning; b, or
rate of forgetting), an example of how each parameter alters the forgetting curves is depicted in
Figure 2.3. Plots of fitted versus observed values for each person are available at the end of the
Appendix (exponential-power fits of forgetting data in both experiments as well as asymptotic
exponential fits to learning curves in Experiment 2).

1

The forgetting rate estimates (b) can and do extend outside of the 0 to 1 range. The boundary is for the predicted
values of recall as a result of the forgetting rate.

30

Figure 2.3. A hypothetical example of how the two estimated parameters in the exponential-power
function alter the forgetting curve. Left: Different “a” parameters, which represent (theoretical)
initial recall at time of zero or the degree of learning, plotted as a function of the same “b”
parameter (i.e., forgetting rate) arbitrarily fixed at 0.05. Right: Different “b” parameters plotted as
a function of the same “a” parameter arbitrarily fixed at 0.95. The values of “b” for forgetting are
arbitrary and their magnitude will vary based on the time scale (e.g., hours, days, weeks) used to
estimate them.

2.2.4 Multilevel modeling of longitudinal data
The individual forgetting rate parameters described in the prior section are one
straightforward, coarse approach to examining forgetting rates, so forgetting was also examined
using multilevel longitudinal models. For proportion data (i.e., recall performance), generalized
linear mixed models (GLMM) were used assuming a binomial distribution and logit link
function and weighted by the number of observations (i.e., the recall proportion was out of how
many binary trials). As mentioned in the previous section, proportion data can only take values
between 0 and 1, and failure to account for these bounded values can result in models producing
biased or nonsensical predictions or estimates. The general equation for the primary GLMMs is
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below, which specifies recall has a binomial distribution for n trials (100 total words) with some
probability 12 of total success (number of correctly recalled words).
3'4&++%& ~ 678,97&+(8, ;3,)'()*++,- = 12)
+,-7# ; = log ?

12
@ = A&[%] + B-&[%] CDEFG& H
1 − 12

Because probability values are bounded between 0 and 1, a logit linking function is applied to
the probability which allows it to take on values from -∞ to +∞. Using the logit linking function
also changes the interpretation of the coefficients, so the intercept term (A) represents the log
odds of successful retrieval at baseline or time zero, and the slope term (B- ) represents the
change in log odds of successful recall as a function of time. The resulting log odds coefficients
are converted to odds ratios by exponentiation (' +01 0334 ) to aid in interpretation of effects from
the GLMM models. An odds ratio is simply the odds of successful recall relative to the odds of
unsuccessful recall, or in these experiments more specifically, the odds of recalling to the odds of
forgetting. Odds ratios cannot be negative, but values less than 1 can be thought of as having a
negative effect (as some value increases, the odds of recall decrease) and values greater than 1
can be thought of as having a positive effect (as some value increases, the odds of recall
increase). An odds ratio of 1 suggests the odds of recall are equal to the odds of forgetting (i.e.,
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50% recall). Odds ratios can also be converted back into probability values J- 7 56K to be
interpreted as proportion recall, but due to the logit conversion the probability values are nonlinearly related to the predictors and so cannot be properly interpreted. Therefore, odds ratios
will be the primary coefficients used in GLMM reporting. For all models, participants were
treated as random effects (Level 2) to assess how each person’s forgetting trajectory progressed
over time as a function of Level 1 variables (e.g., cognitive abilities, demographic variables).
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Time was not centered because an intercept at zero is meaningful in that it represents each
person’s predicted probability of baseline recall immediately following learning. Time-invariant
predictors (e.g., working memory capacity, verbal fluency, fluid intelligence) were grand-mean
centered (L − L̅ ) at Level 1 to ease interpretation (e.g., intercepts reflect the expected odds of
recall at baseline for someone with average performance on the cognitive measures). Intraclass
correlations (ICCs) and coefficients of determination (pseudo-R2) were calculated using the
approach from Nakagawa, Johnson, and Schielzeth (2017). Models were analyzed in R using the
lme4 package (the glmer function; Bates, Mächler, Bolker, & Walker, 2015) and glmmTMB
package (Brooks et al., 2017), the latter of which can account for zero-inflation and
autocorrelation between recall probability and time in GLMMs (specifically the OrnsteinUhlenbeck covariance structure for unequally spaced measurements). Model checking and
diagnostics of the multilevel models were performed using the DHARMa package (Hartig, 2021),
and linear contrasts were performed using the glht function from the multcomp package
(Hothorn, Bretz, & Westfall, 2008). Maximum likelihood estimates of forgetting rates were
calculated using the bbmle package (Bolker, 2020).
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Chapter 3: Experiment 1
Experiment 1 had two primary goals: (1) whether WMC is related to forgetting in the
SSF and LTF procedures, and (2) whether the SSF and LTF procedures produce comparable
forgetting rate estimates for individuals (e.g., is a person’s relative position in one procedure
comparable to their relative position in the other procedure?). Several studies have reported a
relation between WMC and forgetting when measured in a sngle session over relatively short
timescales (Bayliss & Jarrold, 2015; Sense, Meijer, & Van Rijn, 2018; Towse, Hitch, & Horton,
2019; Unsworth et al., 2011; Zimprich & Kurtz, 2013), whereas longer-term forgetting studies
have produced mixed evidence concerning the relation of WMC to forgetting (MacDonald et al.,
2006; Sense et al., 2018; Zimprich & Kurtz, 2013). In addition, no evidence exists that forgetting
rates as measured by the SSF and LTF procedures are comparable across procedures (e.g.,
Murdock, 1974). In Experiment 1, WMC is hypothesized to only be related to forgetting as
measured in the SSF procedure but not the LTF procedure, as the SSF procedure includes
confounds of working memory at the shortest delays but the LTF procedure does not. Forgetting
rate estimates are hypothesized to be slightly to moderately correlated across the two procedures
(r and rs between .20 and .40).
As a reminder, the SSF procedure attempts to measure forgetting from long-term memory
in approximately 45 min within the same session. However, no work exists that demonstrates
forgetting estimates measured in a single session across a 45-min span will provide a close
approximation to forgetting that occurs across multiple follow-up sessions that span hours, days,
or weeks. The lack of comparability between these two procedures is further supported by the
fact that forgetting functions that consistently fit long-term forgetting data well often do not fit
forgetting data from the SSF procedure, particularly because the earliest lags are reliant on short34

term memory as opposed to long-term memory (Navarro, Pitt, & Myung, 2004; Rubin, Hinton,
& Wenzel, 1999; Wickelgren & Berian, 1971). The intermixing between study and test trials in
the SSF has also been shown to impact how some people approach the task such that they focus
on maximizing short-term recall via rehearsal rather than encoding and storage of information
for long-term recall (Hinrichs & Grunke, 1975; Restle, 1970).

3.1 Method
3.1.1 Participants
An estimated minimum sample size of approximately 82 participants was calculated for a
moderate effect size (r = .3 for the correlation between forgetting estimates across the two
procedures) with at least 80% power. Based on previous attrition and removal rates from our
prior studies, data were collected online from a total of 158 Washington University
undergraduates recruited through the Sona research participation portal. Informed consent was
obtained from all participants in accordance with standard Washington University human
research practices, and participants were compensated with course credit.
Data from approximately 20 of the 158 enrolled participants were lost due to a server
crash. Of the unaffected participants, a total of 120 completed the single-session forgetting
procedure, and of these an additional 4 participants were excluded for restarting the study
portion, 2 for redoing the test after it had already started, and 2 for admitting to cheating on one
or more tasks. The final sample included 112 participants (76.9% female) with a mean age of
20.2 years (SD = 1.6) and mean of 13.9 years of education (SD = 1.4).

3.1.2 Materials
Learning materials consisted of 2 lists of 100 English-English word pairs for each of the
two forgetting procedures (see Appendix Tables A1 and A2). The 100 weakly-associated
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English-English word pairs were selected from the 180 pairs used by Gilmore et al. (2018) who
in turn had selected them from norms by Nelson, McEvoy, and Schreiber (2004). The 100 word
pairs in this forgetting experiment were also subsetted into 5 equated lists of 20 word pairs each;
each list of 20 word pairs was matched for diﬀerent lexical characteristics (e.g., forward cue
strength, cue and target frequency, cue and target length) to ensure lists were as equal as
possible. This matching procedure was implemented to ensure each test of 20 subsets of items
was roughly equivalent at each retention interval for each person.
Working Memory Capacity
The 3 working memory capacity (WMC) measures in this experiment were the operation
span task, reading span task, and symmetry span task. All WMC tasks were coded in JavaScript
according to methodological guidelines (Conway et al., 2005), and each task included practice
trials prior to the main task. To shorten experiment time, the short forms of all three span tasks
were used; these versions remove the lowest set size from each of the three tasks yet still
maintain reliability comparable to the long form versions (see Model 1 in Oswald et al., 2015;
see also Foster et al., 2015). We also asked participants after each span task whether they had
written down or noted any letters or square positions to aid in recall, making it clear that their
answers in no way impacted their participation credit.
Operation span task. The operation span task (OSpan; Unsworth, Heitz, Schrock, &
Engle, 2005) requires participants to solve a math equation followed by the presentation of a
letter that participants must try to encode. In the shortened version, the set size of math-letter
elements ranged from four (four math problems interspersed with four letters) to seven. After
each set size, participants attempted to recall all the letters from that particular set size in the
correct order. Each set size was administered three times for a total of 66 letters (3
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administrations for set sizes 4, 5, 6, and 7). Each participant’s score was the proportion of letters
recalled in the correct order.
Reading span task. The reading span task (RSpan; Daneman & Carpenter, 1980) is
similar to the operation span task, except in place of a math problem participants instead read a
sentence and judge whether or not it makes sense (e.g., “Because she gets to knife early, Amy
usually gets a good parking spot” is an example of a non-sensical sentence). As with OSpan,
there were three administrations of each set size ranging from four (four sentences interspersed
with four letters) to seven for a total of 66 items. Each participant’s score was the proportion of
letters recalled in the correct order.
Symmetry span task. The symmetry span task (SSpan; Shah & Miyake, 1996) presents
participants with an 8 x 8 matrix with various black and white squares and asks whether or not
each matrix is vertically symmetrical. After each symmetry judgment, participants are presented
with a 4 x 4 matrix of almost all white squares with one square colored red. At the end of the set,
participants are shown an empty 4 x 4 matrix and have to click on the appropriate squares that
are colored red in the order of prior presentation. Set sizes range from three to five sets with 3
administrations each for a total of 36 items. Each participant’s score was the proportion of
squares recalled in the correct order.
Each span task yielded four primary measures, including an absolute score, a total score2,
a partial score, and an accuracy score for the processing component. The total and partial scores
are often higher than the absolute scores it represents the total number of correct letters or square
2

Total score is also referred to as a partial score, but total is used here to reduce confusion. The total score is a
weighted partial score (what Conway et al., 2005 refer to as partial-credit load scoring or PCL) that takes the total
number of correct and partially correct responses out of the total set size. The partial score referred to in-text is a
non-weighted partial score (what Conway et al., 2005 refer to as a partial-credit unit scoring or PCU) so each set
size is equally weighted as a proportion. For example, if someone recalled 3 items in a set size of 3 and 3 items in a
set of size of 6, their total score would be 6 total items correct out of 9 for a score of 0.67, whereas their partial (nonweighted) score would be the average of 3 out of 3 (100%) and 3 out of 6 (50%) for a score of 0.75.
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positions recalled regardless of the rest of the set, whereas for the absolute score the entire set
has to be correct to be counted. For example, if a set of four letters in operation span were “T K
H Q” and a participant typed a partially correct response of “T K H,” they would receive 3 points
toward their total score (because the first 3 letters were correct and in the correct order) but 0
points toward their absolute score (because the entire set was not correct). Partial non-weighted
scores are preferred to absolute scores in individual differences research because they provide
more sensitivity for individual performance and have more favorable psychometric properties
including less skew and higher internal reliability (Conway et al., 2005; Redick et al., 2012).
Finally, the accuracy score on the processing component for each task (solving math problems in
OSpan, judging symmetry in SSpan, and judging sentences in RSpan) is often used to indicate
the participant was engaged in the processing portion and not merely rehearsing or trying to
remember the letters or square positions to be recalled. Some researchers exclude an entire
participant if any of their accuracy scores fall below either 80% (Unsworth & Engle, 2007) or
85% (Conway et al., 2005), but it has been demonstrated that removing participants based on
processing accuracy is unnecessary (Đokić, Koso-Drljević, & Đapo, 2018; Unsworth et al.,
2009). Therefore, the 3 participants who scored below the traditional 85% accuracy cutoff in this
experiment (72.2% on SSpan; 75.6% and 81.8% on RSpan) were not excluded from the dataset.

3.1.3 Procedure
Session 1: Long-term forgetting procedure
Participants first provided demographic information before studying the first set of 100
word pairs for 5 sec each (with an intertrial interval of 1 sec) one time through. Participants were
also asked whether they noted down any words to aid them on the test. An “immediate” cuedrecall test at approximately a 1-min delay tested participants on a random subset of 20 of the
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word pairs and concluded the first session. Automated emails were scheduled to be sent at each
of the 4 remaining delays at approximately 3 hr, 1 day, 2.5 days, and 1 week3. Each delayed
retention test tested a different subset of 20 previously untested word pairs to ensure each person
was tested on each of the 100 word-pairs only once and avoid testing effect confounds on
forgetting measurements. An overview of the procedure is shown in Figure 3.2.

Figure 3.2. The procedure for Experiment 1. Participants first studied 100 word pairs for the longterm forgetting session followed by the 5 delayed cued-recall tests. Working memory capacity
tasks were completed at the end of sessions 2, 3, and 4. After the final long-term forgetting test in
session 5, participants completed the continuous cued-recall single-session forgetting procedure.

Session 2: Test 2 and Operation span task (3 hr delay)
Session 2 took place approximately 3 hr following Session 1. Participants first completed
Test 2, which consisted of a different subset of 20 word pairs than Test 1. Participants then
completed the operation span task.
Session 3: Test 3 and Symmetry span task (1 day delay)

3

These delays were calculated using a standard conversion formula to maintain the ratio of time points between the
continuous cued-recall single-session forgetting procedure. The formula is: NewValue = (((OldValue – OldMin) *
(NewMax – NewMin)) / (OldMax – OldMin)) + NewMin. Thus, to find the appropriate delays for a long-term study
ranging from 1 min to 10,080 mins (i.e., 1 week) to make them comparable to the continuous cued-recall procedure
ranging from 0.017 mins (i.e., Lag 0) to 9.9 mins (i.e., Lag 99), the formula would be: NewValue = (((OldValue –
0.017) * (10,080 – 1)) / (9.9 – 0.017)) + 1
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Session 3 took place approximately 1 day following Session 1. Participants first
completed Test 3 followed by the symmetry span task.
Session 4: Test 4 and Reading span task (2.5 day delay)
Session 4 took place approximately 2.5 days following Session 1. Participants first
completed Test 4 followed by the reading span task.
Session 5: Test 5 and Single-session forgetting procedure (1 week delay)
Session 5 took place approximately 1 week following Session 1 and began with the last
test for the long-term forgetting procedure. Participants were then given instructions about the
final task, which was the continuous cued-recall procedure to measure single-session forgetting
(SSF). The SSF procedure used a different set of 100 English-English word pairs matched for
different lexical characteristics (e.g., forward cue strength, cue and target frequency, cue and
target length) for the 100 word pairs in the long-term forgetting procedure. Consistent with other
studies using this procedure (Rubin, Hinton, & Wenzel, 1999; Unsworth, Brewer, & Spillers,
2011), the 100 pairs were split into comparable sets of 10 word pairs each for each of the 10 lags
and the same order was used for every participant. As with the long-term forgetting procedure,
study and test trials were 5 sec each with an intertrial interval of 1 sec. The ten total lags were lag
0, 1, 2, 4, 7, 12, 21, 35, 59, and 99, and the task required 43 mins to complete.
Counterbalancing
The single-session forgetting procedure and long-term forgetting procedure were initially
counterbalanced across participants, either completing the single-session forgetting procedure
first at the beginning of the first session or completing it last at the end of the fifth session.
However, because the single-session forgetting procedure was the longest task and thus worth
the most course credit, the same procedure was later used for all participants (described above)

40

where the single-session forgetting procedure was at the end to incentivize completion of the
final session. Approximately one-quarter (24.1%) of the final sample received SSF first whereas
the majority (75.9%) received SSF last. However, the two procedures did not produce
significantly different recall in either procedure (Mann-Whitney U = 1165.6, mean p = .729, all
ps > .527), variances in recall were not significantly different (Levene’s mean F = 0.243, mean p
= .711, all ps > .463), and Kruskal-Wallis tests were not different in SSF (KW statistic = .525, p
= .469; ANOVA: F = 0.436, p = .510) or LTF (KW statistic = .687, p = .407; ANOVA: F =
0.021, p = .885). All reported results are therefore collapsed across counterbalance type.

3.2 Results
3.2.1 Delays
The 5 target delays for the long-term forgetting procedure were approximately 1 min, 3
hr, 1 day, 2.5 days, and 1 week. The actual delays for each session for the overall sample are
shown in Table 3.1. Some of the delays had fairly wide ranges, which was typically due to a
handful of participants with long delays. With the exception of the first test, which should be as
close to baseline as possible, long delays were not a reason for participant exclusion for several
reasons: what is “too long” of a delay is somewhat arbitrary; each person’s particular delays are
included in the analysis of their forgetting rate; and excluding participants on the basis of longer
delays could bias results (e.g., if longer delays were related to other participant characteristics,
such as having lower WMC). Any results or analyses that do not account for an individual’s
specific delay, such as retention performance by test number, are more susceptible to delay
differences, and such caveats are acknowledged when reporting relevant results.
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Table 3.1. Target and actual delays for each of the five sessions in Experiment 1.
Session
1
2
3
4
5

Units
mins
hr
days
days
days

Delays
M (SD)
0.67 (0.63)
12.53 (11.50)
1.48 (0.98)
3.24 (1.66)
6.07 (1.93)

Target
1.0 min
3.0 hr
1.0 day
2.5 days
7.0 days

Median
0.54
7.11
1.12
2.77
5.32

Range
0.31 - 04.04
0.38 - 46.76
0.71 - 07.06
1.13 - 12.14
3.78 - 16.06

3.2.2 Recall in each forgetting procedure
The overall mean and median recall scores throughout each procedure are shown in Table
3.2 and displayed in Figure 3.3. In the LTF procedure, recall performance was quite low overall,
even at the earliest delay. We previously found Washington University students (N = 148) had
much better recall for the same word lists (M = .93 proportion recall at the immediate delay, and
M = .12 recall at Test 5 a month later) after learning the word pairs to a criterion of 1 correct
recall for each word (Zerr & McDermott, 2021). In this experiment participants instead studied
each item once to be as comparable as possible to the single-session forgetting procedure but
recall performance was lower than expected. In the SSF procedure, recall was consistently higher
than in the LTF even at the longest delay of lag 99. Whereas floor effects may be a concern in
the LTF data, ceiling effects in the SSF data (particularly at the earliest lags, such as lag 0 with a
median recall of 100%) may limit the generalizability of forgetting estimates.
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Table 3.2. Recall performance for each long-term test and single-session lag.
Procedure
Long-Term
Forgetting

Single-Session
Forgetting

Test/Lag
1
2
3
4
5
0
1
2
4
7
12
21
35
59
99

Median
Delay
0.5 min
7.1 hr
1.1 days
2.8 days
5.3 days
0.02 min
0.10 min
0.20 min
0.40 min
0.70 min
1.20 min
2.10 min
3.50 min
5.90 min
9.90 min

Proportion Recall
M (SD)
Median
.37 (.26)
.35
.19 (.16)
.15
.13 (.12)
.10
.09 (.08)
.05
.05 (.06)
.05
.88 (.17)
1.00
.75 (.25)
.80
.70 (.24)
.80
.68 (.26)
.70
.65 (.28)
.70
.65 (.25)
.70
.64 (.30)
.70
.52 (.29)
.50
.47 (.22)
.50
.42 (.24)
.40

Figure 3.3. Recall by test in the long-term procedure (left) and single-session procedure (right),
The black connecting line represents mean performance.

The individual recall data for the long-term forgetting procedure when including
individual delay times for the retention intervals are shown in Figure 3.4. The amount of
variability in both recall and delays are visible, and most noticeable is the steep drop in

43

performance after the initial recall test approximately 1 min after studying the items. The
common negatively accelerated curve associated with forgetting is evident as recall appears to
drop less over time. One potential concern for these data are the potential presence of floor
effects, particularly for small subsets of participants at the earliest delays. Floor effects pose
artificial constrictions on forgetting rates because someone who is already at floor performance
early on cannot forget more over time. Floor effects are relatively common occurrences in
forgetting studies (e.g., Anderson & Tweney, 1997; Elliot, Isaac, & Muhlert, 2014; Joinson &
Runquist, 1968; Krueger, 1929; Loftus, 1985a; Slamecka & McElree, 1983; Wixted, 1990;
Wixted & Ebbesen, 1997) but how best to handle them is unclear, as is identifying the point of
onset of floor effects (Wixted, 1990). Slamecka and McElree (1983), for instance, determined
the presence of floor effects primarily by examining figures of the data are arbitrarily deciding if
floor effects were or were not present, and advocated for excluding participants at floor.
Removing participants could also bias results, however (e.g., Schafer & Graham, 2002),
particularly because removal of lower-performing participants could be related to the other
variables of interest, namely WMC. Instead, all data will be kept and fit to individual curves with
the caveat that potential floor effects and their artificial constraint of forgetting rates needs to be
considered when interpreting the results. Another point to note about the individual data in the
SSF procedure is that they are much noisier than in the LTF procedure. Most notably, as shown
in Figure 3.4, most people did not have a monotonic decrease in recall performance as lag
increased, whereas long-term forgetting procedures typically do at both the individual and group
levels. The variability in recall across people at each lag was also high.
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Figure 3.4. Individual forgetting trajectories for each participant in each procedure (left) and the
same data overlaid with mean performance (right).

3.2.4 The relation of working memory capacity to recall and forgetting
Summary data for the 3 working memory tasks (operation span, reading span, and
symmetry span) are shown in Table 3.3 and performance was somewhat better than past studies
using the shortened forms of the WMC tasks (Foster et al., 2015; Oswald et al., 2015; Redick et
al., 2016). In addition, although past studies have suggested partial or total scores are favorable
to use in individual differences work because such scores are typically less skewed and more
normally distributed (Conway et al., 2005; Redick et al., 2012), the partial and total scores in the
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current Washington University undergraduate sample were skewed towards the maximum values
and closer to ceiling, whereas the absolute scores were normally distributed. In other words, the
Washington University students as a group may have performed better on the WMC tasks than
might be typical in other individual difference studies. Partial scores were still used however to
maintain consistency with Unsworth et al. (2011). Though the authors did not report descriptive
statistics for the raw WMC measures, they did report them for WMC z-scores of the high- (M =
0.95, SD = 0.21) and low-WMC (M = -1.06, SD = 0.53) groups; the current sample by
comparison (high WMC z-score group: M = 1.01, SD = 0.18; low WMC z-score group: M = 1.50, SD = 0.56) suggests there may have been more variability and range in the current WMC
scores, however. Performance on the three scores for each WMC task was also still highly
correlated (all rs > .92, p < .001), and performance between the different WMC tasks was
significantly correlated (mean r = .33, all ps < .05).
Table 3.3. Summary outcome measures for the working memory tasks.
Measure
M (SD)
Median
Range
Partial Scores
OSpan
.79 (.16)
.83
.28-1
RSpan
.81 (.18)
.85
.14-1
SSpan
.79 (.18)
.83
.12-1
Total Scores
OSpan
.76 (.16)
.79
.27-1
RSpan
.79 (.18)
.83
.15-1
SSpan
.77 (.18)
.81
.11-1
Absolute Scores
OSpan
.53 (.25)
.55
.06-1
RSpan
.59 (.26)
.61
.00-1
SSpan
.55 (.27)
.61
.00-1
Processing Accuracy
OSpan Math
.97 (.02)
0.98
.88-1
RSpan Sentence
.95 (.04)
0.95
.76-1
SSpan Symmetry
.98 (.04)
1.00
.72-1
Note—OSpan=Operation Span; RSpan=Reading Span; SSpan=Symmetry Span. Operation Span
and Reading Span had maximum possible values of 66; Symmetry Span had a maximum
possible value of 36.
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Analyzing WMC as quartiles. Unsworth, Brewer, and Spillers (2011) used a 2 (high vs.
low WMC) X 10 (lag) mixed-factorial analysis of variance (ANOVA) with WMC as a betweensubjects factor and lag as a within-subjects factor. They found a significant main effect of lag
(people recalled less as lag increased) and WMC (the high-WMC group recalled more than lowWMC group) and found a significant interaction between them (the low-WMC group “forgot”
more quickly than the high-WMC group). To replicate their analysis, WMC factor scores were
split into 4 equal group quartiles. Analyses were conducted on the high-vs-low WMC quartile
and all 4 quartiles and interpretations remain unchanged, so only the 4-quartile result is reported.
Consistent with the finding of Unsworth et al., there was a large main effect of lag on
recall, F(9, 990) = 100.52, p < .001, ηp2 = 0.22, 90% CI [0.18, 0.25], suggesting that participants
overall recalled fewer word pairs as the lag increased (Tukey posthoc tests on lag differences
found significant differences for all but the following lags: 1 vs 2 || 2 vs 4,7,12 || 4 vs 7,12,21 || 7
vs 12,21 || 12 vs 21 || 35 vs 59 || 59 vs 99). There was also a small main effect of WMC quartile,
F(3, 990) = 19.10, p < .001, ηp2 = 0.05, 90% CI [0.03, 0.08], with Tukey posthoc tests indicating
only the top and bottom quartiles were significantly different (p = .046) from one another.
Inconsistent with their findings, however, there was no interaction of lag and WMC quartile,
F(27, 990) =1.25, p = 0.180; ηp2 = 0.004, 90% CI [0.00, 0.007]), suggesting that WMC does not
produce differential rates of forgetting even in a paradigm that could be confounded by working
memory at the earliest lags (see left side of Figure 3.5).
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Figure 3.5. Left: Mean proportion recall as a function of lag and high or low working memory
capacity (WMC) in the single-session forgetting procedure. Right: Mean proportion recall as a
function of high or low WMC for the long-term memory procedure. Groups are the top and bottom
25% quartiles for the WMC composite factor. Only the first and fourth quartiles are plotted to
make the graphs more interpretable. Error bars represent standard error.

Analyzing WMC continuously. A more appropriate analysis for comparing WMC and
time on recall is to examine the effect of continuous WMC on recall using generalized linear
mixed models (GLMMs) described in Chapter 2. Briefly, the Level 1 equation below represents
each person’s change in probability of recall over time (i.e., forgetting) based on their own
baseline recall (A&[%] ) and slope of change (B-&[%] ) over time. The fixed effects (N) in Level 2
represent the average baseline recall when WMC is zero (N88 ) and how much baseline recall
changes as a result of adding WMC as a predictor (N8- ). The same interpretation applies to the
slopes (N-8 = average slope of recall when WMC=0; N-- = average difference in slopes based on
WMC). The N9- effect represents the cross-level interaction between WMC and Time, which is
the primary index of whether WMC impacts forgetting in either procedure.
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Level 1

(within-person
change)

Level 2

(between-person
change)

Composite
Model

+,-7# ; = log ?

12
@ = A&[%] + B-&[%] DEFG&[%]
1 − 12

A&[%] = N88 + N8- (SFT& ) + U%
B-&[%] = N-8 + N-- (SFT& ) + V%
_,-7# ;(3'4&++) = N88 + N8- (SFT& ) + U% + N-8 + N-- DEFG&[%]
+ N9- (SFT& × DEFG&[%] ) + V%

Participants were treated as Level 2 random effects, and time was systematically assessed
as a fixed or random effect prior to including WMC. Time for the SSF procedure was coded as
log-transformed lags, whereas time for the LTF was assessed with an exact delay (linearized by
taking the square-root of days; Singer & Willett, 2003). For both the LTF and SSF data, fully
unconditional models (without predictors; Model 0) were constructed first to calculate intraclass
correlations (ICC), which represent the proportion of variance in the data due to between-person
variance relative to within-person variance. ICC’s were small for both the LTF (ICC = .009) and
SSF (.032) procedures, suggesting very little variance in recall was attributable to differences
between people (~3.2% and 0.9% in either procedure) and was instead due to variation within
people in recall performance across time. Time was then added to the models (Model 1) with
several different transformations (linear, linear plus polynomial time, orthogonal polynomials,
log time, square root time) to find the best characterization of the data via smaller AIC, BIC, and
log-likelihood values. LTF Models were also compared with fixed slopes or intercepts relative to
random slopes and intercepts, and in each case random slopes and random intercepts provided
the best fit to the data. Continuous WMC was then added as a fixed main effect (Model 2)
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followed by a model with a cross-level interaction of WMC ´ Time (Model 3). The cross-level
interaction term in Model 3 indicates the degree to which WMC impacts forgetting slopes.
Models 1, 2, and 3 for the LTF and SSF procedures are presented in Table 3.4 and coefficients
are expressed as odds ratios (OR). A straightforward way to interpret the reported GLMM
coefficients is:
bc < e → Odds successful recall < unsuccessful recall
bc = e → Odds successful recall = unsuccessful recall
bc > e → Odds successful recall > unsuccessful recall
The intercept represents the odds of successful recall relative to unsuccessful recall at
time equal to zero (baseline) for someone with an average WMC score because the measure was
grand-mean-centered. For the LTF procedure, the OR for all intercepts was < 1 which indicates
the odds of not recalling were higher than the odds of recalling (the probability of baseline recall
for someone with average WMC for Model 1 was .53/(1 + .53) = 34.6%). The WMC main effect
represents the effect of WMC on the intercept (recall at time equal to zero), whereas the
interaction of WMC and time reflects the effect of WMC on forgetting slopes.
Table 3.4. Results from generalized linear mixed models examining the effect of time and WMC
on recall probabilities in the long-term (top) and single-session forgetting (bottom) procedures.
Model 1
OR [95% CI]

Model 2
OR [95% CI]

Model 3
OR [95% CI]

Long-Term Forgetting
(Intercept)

0.53 [0.42; 0.66]*

0.49 [0.39; 0.62]*

0.49 [0.39; 0.62]*

Time

0.32 [0.29; 0.37]*

0.32 [0.29; 0.37]*

0.32 [0.28; 0.37]*

1.41 [1.13; 1.76]*

1.40 [1.01; 1.93]*

Predictors

WMC
Time ´ WMC
Conditional R2
AIC/LogLik

1.01 [0.84; 1.21]
.251

.261

.261

1846.8/-918.4

1389.5/-913.7

1841.5/-913.7
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Single-Session Forgetting
(Intercept)
2.11 [1.66; 2.67]*

1.92 [1.52; 2.42]*

1.89 [1.50; 2.38]*

Time

0.65 [0.62; 0.68]*

0.65 [0.63; 0.68]*

1.58 [1.16; 2.15]*

1.77 [1.29; 2.44]*

0.65 [0.62; 0.68]*

WMC
Time ´ WMC
Conditional R2
AIC/LogLik

0.94 [0.89; 1.00]*
.193

.208

.223

3505.0/-1747.5

3498.6/-1743.3

3496.4/-1741.2

Note—Fixed effects estimates and 95% confidence intervals are expressed in odds ratios (OR).
Model 1 includes time as a random intercept and slope; Model 2 adds WMC as a main fixed
effect; Model 3 adds an interaction between WMC and time. Model 2 was the best overall model
for the long-term forgetting procedure whereas Model 3 was the best overall model for the
single-session forgetting procedure. 95% confidence intervals and p-values were computed using
the Wald approximation *p < .05. Conditional R2 reflects the variance explained by the entire
model.
For the LTF procedure, a main effect of WMC significantly improved estimates of recall
probability than just using time as a predictor (Model 2 was better than Model 1; c2 = 9.27, p =
.002), but WMC did not interact with time (i.e., forgetting was not different) and the model that
included the interaction (Model 3) was not different from the model only including WMC as a
main effect (Model 2; c2 = 0.01, p = .919). Put another way, WMC was a significant predictor
of recall performance but did not relate to forgetting. For the SSF procedure, including an
interaction of WMC and time in predicting recall probabilities was the best overall model (Model
3), and was significantly better than including WMC only as a main effect (Model 2; c2 = 4.16, p
= .041) or including only time as a predictor (Model 1; c2 = 12.64, p = .002). A significant
interaction between WMC and time in the SSF procedure, as well as a significant improvement
in model fit, suggests WMC did relate to forgetting; however, the contribution of WMC in
accounting for forgetting is not particularly strong as the model becomes more complex and the
improvement is quite small (AIC of 3496.4 with an interaction of WMC x Time relative to
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3498.6 with only main effects of WMC and Time). To examine the effect of WMC on forgetting
slopes more closely, a set of linear contrasts directly comparing the slopes between WMC
quartiles found only the extreme quartiles (top and bottom 25%) had significantly different
slopes (OR estimate = 1.21, OR SE = 1.08, z = 2.48, Holm-correct p = .033). Therefore, finding
an effect of WMC on forgetting in the SSF appears to require the extreme differences between
the highest and lowest performers.
Referring back to Table 3.4, it is clear between the LTF and SSF odds ratios that there
were much higher odds of successful baseline recall in the SSF procedure. The odds ratios for
each additional predictor reflect the change in odds relative to baseline for a 1-unit change in the
predictor. For example, all other things being equal, someone with a z-score WMC of 1 has 1.41
higher odds of recall relative to someone with a z-score WMC of 0. Likewise, for each 1-unit
increase in time (square root of days for LTF), the odds of recall all other things being equal
become less likely (0.32). For the interaction term in the LTF procedure, as time increases there
is almost no added benefit to recall odds based on WMC (OR = 1.01). Somewhat paradoxically,
in the SSF procedure, higher WMC is associated with lower odds of recall as time increases (OR
= 0.94), so on average higher WMC is related to lower odds of recall relative to those with lower
WMC as the delay grows. One way to try to make sense of this pattern of results (lower odds of
recall for higher WMC as time increases) is to visually compare recall performance between the
WMC quartiles at the beginning and ending lags in Figure 3.6.
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Figure 3.6. Individual recall performance (light gray lines) overlaid with mean performance (dark
black lines with standard error) for different WMC quartiles in the SSF procedure. The left side is
the earliest lags (0, 1, 2, 4, 7) whereas the right side is for the latest lags (21, 35, 59, 99).

The left half of the figure represents individual recall performance (light gray lines)
overlaid with mean performance (dark black lines) for the earliest lags in the SSF (0, 1, 2, 4, and
7) split by WMC quartiles. Those with lower WMC show shaper decreases in performance from
a lag of 0 (1-s delay) to lags of 1 (6 s) and 2 (12 s) relative to those with higher WMC. Many
high WMC participants remained close to ceiling throughout the first half of the lags, but the
general trend was for higher WMC participants to come down from ceiling near the latest lags
(21, 35, 59, 99; right half of Figure 3.6). The trend of steeper decreases in recall for low WMC at
the beginning and steeper decreases for high WMC at the end is likely why the GLMM results
suggested higher WMC is associated with greater forgetting with time.
WMC and estimated forgetting rate parameters. A final way to test the relationship
between WMC and forgetting is to compare continuous WMC to the estimated forgetting rate
parameters obtained from each procedure by fitting exponential-power functions to each
person’s recall probability over their particular time delays. Assuming the estimated forgetting
rate parameters are close approximations of the trajectories of longitudinal recall in each
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procedure, then the results from a simple regression should align with the interaction terms in the
previous analyses, namely that greater WMC is (weakly) related to slower forgetting only for the
SSF procedure. There was a small but significant relation between WMC scores and forgetting
rate parameters for the SSF procedure, F(1,110) = 4.14, p = .045, R2 = .04, b = -0.14, 95% CI
[0.05, 0.33], but not for the LTF procedure, F(1,110) = 1.32, p = .253, R2 = .01, b = 0.11, 95% CI
[-0.08, 0.30] (see Figure 3.7).

Figure 3.7. Relationship between working memory capacity (WMC) and forgetting rate estimates
as measured by the long-term forgetting (LTF) procedure (Left) and the single-session forgetting
(SSF) procedure (right). WMC was only related to forgetting in the SSF procedure.

The hypotheses for Experiment 1 have thus far been mostly supported. The results across
both the SSF and LTF procedures align with the prediction that higher WMC would be related to
better retention, and this was observed when analyzing the data several different ways (repeatedmeasures ANOVAs, GLMMs, and correlations with estimated forgetting rates). WMC was also
not related to forgetting in the LTF, which was also consistent with the hypothesized pattern of
results due to the limited support WMC has received in influencing forgetting rates in longer54

term forgetting studies. However, fairly low recall performance in the LTF procedure likely
made it extremely difficult to observe any effects of WMC if they were indeed present. WMC
was also slightly related to forgetting rates in the SSF procedure, albeit a smaller relation than
was anticipated. Although a significant interaction was found between lag and WMC in a
GLMM analysis of SSF recall, the interaction did not provide a substantially better fit to the
recall data than simply including lag and WMC as main effects only. In addition, the lack of
agreement between the repeated-measures ANOVA result (no interaction detected) and the other
analyses (interaction detected) highlights some of the challenges in the field of forgetting where
the primary measure of interest typically depends upon interactions, as well as the myriad of
different ways researchers can analyze such interactions (Carpenter et al., 2008).

3.2.5 Forgetting rates across procedures
As described in the general method section, the primary dependent variable for each of
the forgetting procedures is the rate of forgetting derived from fitting functions to individual
participants’ recall data. Unfortunately, the individual recall data from the single-session
forgetting procedure were especially noisy and were often not monotonically decreasing as lag
increased. As a result, individual curve fits across those recall data were poor and unreliable
(consistent with others; McBride & Dosher, 1997; Navarro et al., 2004; Rubin, Hinton, &
Wenzel, 1999). In an effort to produce more reliable forgetting parameters for each individual,
each person’s recall for the 2 closest lags were averaged together: lags 0 and 1, lags 2 and 4, lags
7 and 12, lags 21 and 35, and lags 59 and 99 (these estimates were the ones used in the previous
section comparing forgetting rates and WMC). This approach produced 5 mean recall scores
rather than 10, and the lag values themselves were also averaged together to produce lags of 0.5,
3, 9.5, 28, and 79 (the mean of the 2 lags averaged together). Combining lags to produce more
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reliable estimates has been done before (Unsworth et al., 2011), but to check whether the
combined lag recall scores affected the shape of the forgetting function, the best-fitting function
was fit to the average recall for the 10 lag data and the averaged 5 lag data. Using the
exponential-power function, !(#) = &' !"√# , the averaged data were fit using maximum
likelihood estimation assuming a binomial distribution. The overall degree of learning and
forgetting rate parameters across the 10- and 5-lag recall data remained highly similar (10-lag
degree of learning = 0.81; 5-lag degree of learning = 0.81; 10-lag forgetting rate = 0.07; 5-lag
forgetting rate = 0.07), as did proxies for goodness-of-fit (10-lag pseudo-R2 = .93, 5-lag pseudoR2 = .96). Because the overall average was minimally affected, exponential-power forgetting
functions were fit to each person’s 5-lag recall data in an effort to produce more reliable
forgetting rate estimates for the single-session forgetting procedure. The mean goodness-of-fit
for the individual forgetting functions increased from pseudo-R2 = .56 in the 10-lag procedure to
pseudo-R2 = .90 in the 5-lag composite. The same exponential-function function was also used to
fit the individual recall data in the 5-session long-term forgetting procedure, yielding an average
goodness-of-fit of pseudo-R2 = .88. A comparison of individual fits to the 10-session lag and 5session lag data are available at the end of the Appendix section. Each participant therefore had 2
exponential-power forgetting rate parameters, one for each forgetting procedure, and these rates
were z-scored to make them more interpretable across different timescales. These z-scores are
used in the subsequent analysis, and in both cases, a higher positive z-score indicates faster
forgetting whereas a higher negative z-score indicates slower forgetting (this is because the
forgetting rate is raised to the negative power, so higher values reflect steeper forgetting.
Each person’s forgetting rate estimated via exponential-power functions was not
significantly correlated between the procedures (rs = -.16, p = .112) as shown in Figure 3.8.
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Similar correlations were found between procedures for forgetting rates estimated with other
functions as well, including power functions, rs = -.15, p = .127, and exponential functions, rs = .12, p = .227. That is, the SSF procedure did not produce comparable forgetting rate performance
relative to the LTF procedure, which calls into question how generalizable forgetting estimates
are when obtained from within a single-session.

Figure 3.8. Individual forgetting rates across the long-term (x-axis) and single-session (y-axis)
procedures were not related. The blue line represents the simple linear regression line, gray bands
represent the standard error, and the dashed diagonal line represents the line of identity where y =
x (i.e., where identical forgetting rates across procedures would be located). Values below the line
of identity imply faster forgetting in the LTF relative to the SSF procedure.
As outlined in the introduction, the SSF procedure has advantages and disadvantages for
use in individual difference studies of forgetting. For example, the SSF could be viewed as
favorable (in theory) for several reasons: Estimating forgetting within a single session is easier
than requiring multiple sessions over time, each person has 10 complete retention intervals so
attrition or missing retention data is less of a concern, and each person has the same retention
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intervals, all of which can allow for less complicated analyses. In addition, because each person
has 10 data points, more complicated forgetting functions that require additional degrees of
freedom can be fit to the dataset or allow for more detailed comparison of different forgetting
functions. Such advantages make it clear why continuous cued-recall tasks had been used to
estimate forgetting in the 1960s and 1970s (e.g., Atkinson & Shiffrin, 1968; Hinrichs & Grunke,
1975; Murdock, 1974; Restle, 1970; Shepard & Teghtsoonian, 1961; Wickelgren & Berian,
1971) and why such a procedure has made a resurgence in recent years (Lansdale & Baguley,
2008; Popov, Marevic, Rummel, & Reder, 2019; Rubin, Hinton, & Wenzel, 1999; Sense et al.,
2018; Unsworth, 2011). Another potential advantage for the SSF procedure that could be viewed
as favorable for individual differences studies is that, because the experiment occurs within the
same general context (time, place, etc.), it could allow for more “pure” individual differences in
forgetting that are not tied to drastically different contexts in long-term multi-session studies that
are harder to control for (Shepard & Teghtsoonian, 1961). Had the forgetting estimates been
significantly related between the procedures, the SSF procedure could have been a compelling
measure of forgetting to use in Experiment 2 of this dissertation given the upsides of the task.
However, the SSF produces several practical and theoretical drawbacks that—when
coupled with the lack of consistency with the LTF procedure—make it an impractical tool for
studying individual differences in forgetting. Although more complicated functions can be fit to
individual data, functions that actually fit the data well have been difficult to come by (McBride
& Dosher, 1997; Navarro, Pitt, & Myung, 2004; Rubin, Hinton, & Wenzel, 1999; Shepard &
Teghtsoonian, 1961; Wickelgren & Berian, 1971), particularly because the procedure includes
the influence of short-term and working-memory at earlier lags and because individual data were
typically not monotonically decreasing (both of which are rarely concerns in long-term forgetting
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studies). Additionally, because the earliest lags are more likely to produce ceiling effects,
particularly driven by individual differences that are of interest in forgetting (e.g., WMC), it
could produce artificial differences at the later lags as groups begin to perform below ceiling. In
addition, the same analysis in the current experiment did not produce results aligning with that of
Unsworth et al. (2011), who found a significant interaction between WMC and lag on recall with
a medium effect size (ηp2 = 0.05, Richardson, 2011), whereas the current experiment observed
only a very small effect size (ηp2 = 0.004). Although this may not directly suggest the SSF
procedure lacks replicability because significance or non-significance alone is not sufficient
enough to conclude studies disagree (Amrhein, Greenland, & McShane, 2019), the different
effect sizes for the interaction of WMC and lag on recall do offer sufficient cause for concern in
using the SSF procedure to estimate forgetting from long-term memory.
Floor Effects. A notable caveat to these interpretations is that potential floor effects in
the LTF procedure likely artificially reduced forgetting rates because people who recalled zero
items (or close to it) at shorter delays could not forget as much as people who had higher recall at
earlier delays since performance is bounded at zero. Someone who recalled zero at each delay
would then have the same forgetting rate estimate (zero forgetting, or b = 0) as someone who
recalled 100% at each delay. The potential floor effects are somewhat visible in the right side of
Figure 3.9 where more points are clustered under the dashed diagonal line of identity, suggesting
more people had slower forgetting rate estimates in the LTF procedure than the SSF procedure.
One way to visualize this is to correlate forgetting rates and recall at each delay (Figure 3.9).
Recall on the first delayed test (test 1) is positively correlated with forgetting rates, suggesting
higher initial recall was related to faster forgetting estimates. This is not typical as most
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forgetting estimates are independent of retention, suggesting performance near floor at the
earliest delays could be an explanation as to why.

Figure 3.9. Individual forgetting rate z-scores (x-axis) plotted against proportion recall (y-axis) for
each of the 5 tests. Initial recall (test 1 performance) relates to forgetting rate estimates because
those already at floor cannot decrease over time (e.g., the slowest forgetting rates in the bottom
left of test 1 are all close to 0% recall, so their forgetting rate cannot be steeper than a flat horizontal
line).
Forgetting rate estimates for the single-session forgetting procedure were also compared
to each recall in the original 10 lags. In this procedure, the forgetting rate estimates are most
strongly tied to the later lags, in particular the longest lag of 99 (Figure 3.10). When individual
forgetting functions are fit to each person’s recall data, higher performance on the latest lag(s)
would potentially cause some forgetting rate parameters to be higher in order to account for
higher values near the end, regardless of the early or middle lag values. This issue is often not a
concern in long-term forgetting paradigms, as long-term forgetting is a monotonically decreasing
function with time.
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Figure 3.10. Individual forgetting rate z-scores (x-axis) plotted against proportion recall (y-axis)
for each of the 10 lags in the single-session forgetting procedure. The latest lags increasingly
influence forgetting rate estimates the most. Correlations are Spearman’s rho (r).
Both of these issues (early floor effects in long-term forgetting, and non-monotonic
decreases in single-session forgetting) are what likely resulted in a negative (though nonsignificant) relation between forgetting rates across the two procedures. Another way to visualize
this is to compare initial recall in the long-term procedure with lag 99 recall in the single-session
procedure (Figure 3.11), which shows the two are positively correlated. This could partially
explain why the two forgetting rates were not positively correlated across the procedures (faster
forgetting in the LTF was related to higher initial recall, whereas faster forgetting is the SSF was
related to lower final recall at lag 99) aside from the SSF procedure not being a good
representation of the LTF procedure.
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Figure 3.11. Recall on the initial test in the long-term procedure correlates with recall on lag 99 in
the single-session procedure, which may contribute to the lack of a positive correlation in
forgetting rates between the two procedures.

3.3 Discussion
Experiment 1 aimed to assess whether working memory capacity was related to
individual differences in forgetting, as well as whether this relationship differed as a result of two
disparate procedures used to measure forgetting: a continuous cued-recall task (“single-session
forgetting” or SSF) and a multi-session longitudinal procedure (“long-term forgetting” or LTF).
Working memory has garnered increasing support as a factor that contributes to individual
differences in forgetting (MacDonald et al., 2006; Sense, Meijer, & Van Rijn, 2018; Unsworth,
2007; Unsworth, Brewer, & Spillers, 2011; Unsworth, & Engle, 2007; Zimprich & Kurtz, 2013),
primarily by supporting a more targeted, refined search set at retrieval to facilitate recall and
discourage cue-overload (Lansdale & Baguley, 2008; Shiffrin, 1970; Unsworth & Engle, 2007;
Unsworth & Spillers, 2010). However, much of the support has been found using the SSF
procedure, which could confound results by allowing for short-term and working memory to

62

influence performance on early lags. Even though studies have acknowledged the SSF procedure
may not be as representative of long-term forgetting (e.g., Murdock, 1974; Wickelgren & Berian,
1971), the procedure has continued to be used and yet to be shown to generalize in its measure of
forgetting from long-term memory.
It was hypothesized that WMC would be related to higher recall performance in both the
SSF and LTF procedures, but that an interaction between WMC and lag (delay) to imply
differential forgetting rates for WMC would only be found in the SSF procedure due to its
inclusion of short-term and working memory and due to past results (Rubin, Hinton, & Wenzel,
1999; Unsworth et al., 2011). It was also hypothesized that individual forgetting rates would be
slightly to moderately correlated across the two forgetting procedures (r ranging from .30 to .50).
Results produced mixed support for the hypotheses: higher WMC was related to higher recall in
both procedures, consistent with predictions arising from the theory that higher WMC allows for
smaller search sets at retrieval, which should produce better recall but not necessarily differ as a
function of delay (i.e., produce less forgetting). It was also the case that WMC was not related to
forgetting rates in the LTF procedure but WMC was somewhat related to forgetting rates in the
SSF procedure, albeit by different kinds of analyses (e.g., Unsworth et al., 2011) and not
substantially better than main-effects-only models. As discussed earlier in this chapter, the lack
of a significant relationship between forgetting rate estimates for the SSF and LTF procedure (rs
= -.16, p = .112) was also unexpected but calls into question whether the SSF procedure is an
appropriate replacement for the LTF in estimating forgetting from long-term memory. In
addition, the tendency for SSF recall to not monotonically decrease over time, and the difficulty
in fitting forgetting functions to individual data, suggest that SSF does not appear to be a viable
replacement for LTF in the context of individual differences research. As such, Experiment 2
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will use the LTF procedure to measure forgetting and will include several improvements that
build on Experiment 1.
The LTF procedure in Experiment 1 only consisted of a single study trial for each word
pair in order to make it comparable to the single study trial per word pair in the SSF procedure.
Such limited exposure to the word pairs resulted in lower recall than we had expected, even at
the earliest delays, and floor effects for some individuals made it difficult to properly evaluate
forgetting over time. Therefore, Experiment 2 will instead increase the degree of learning for
participants by using a multitrial recall with dropout procedure where participants study and take
cued-recall tests with feedback until all 100 word pairs are correctly recalled exactly once each
(Zerr et al., 2018; Zerr & McDermott, 2021). Implementing more extensive encoding of the word
pairs during encoding will minimize the likelihood of floor effects, particularly at earlier delays,
but also affords several other advantages. At a basic level, ensuring each word pair is recalled by
each participant satisfies Tulving’s (1974) definition of forgetting as “the inability to recall
something now that could be recalled on an earlier occasion” (p. 74). Therefore, any items that
are not retrieved on delayed tests can be classified as “forgotten” because evidence exists that it
was encoded and able to be retrieved at least once. Another important reason for using a more
extensive encoding procedure is that it will provide a measure of each person’s learning rate,
which is a stable characteristic (Zerr et al., 2018) that exhibits domain-general properties across
different kinds of learning material (Zerr, Spaventa, & McDermott, 2021), and has been shown
to be strongly related to forgetting rate (Derwinger et al., 2005; Kyllonen & Tirre, 1988;
MacDonald et al., 2006; Zerr & McDermott, 2021).
Finally, including learning rate in Experiment 2 will provide a more extensive way to
examine the contribution of other cognitive variables and individual differences to the entire
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memory process. Specifically, we can assess whether variables such as fluid intelligence and
verbal fluency exert their influence primarily at encoding, primarily at retrieval, across both
encoding and retrieval, or whether they mediate the relation between learning rate and forgetting
rate. Because working memory was not related to forgetting in either procedure in Experiment 1,
it will not be examined in Experiment 2. Fluid intelligence will be included in the place of
working memory; even though the two measures are strongly correlated (Chuderski, 2013;
Unsworth, 2019; Unsworth & Engle, 2005; Wiley et al., 2011), fluid intelligence is hypothesized
to be more influential in learning rate because it is thought to emphasize cognitive flexibility in
solving novel problems and allows for disengagement of ineffective strategies while learning
(Minear et al., 2018; Shipstead, Harrison, & Engle, 2016). Thus, fluid intelligence may exert its
effect on forgetting through more effective encoding. Verbal fluency will also be examined
because it has been shown to be related to faster learning (Rast, 2011) and, because women tend
to outperform men on such tasks (Hyde & Linn, 1988; Weiss et al., 2006), may account for why
women demonstrated slower rates of forgetting than men in our previous study (Zerr &
McDermott, 2021). Since both fluid intelligence and verbal fluency are thought to influence
learning rate, particularly through strategy use, learning strategies will also be assessed in
Experiment 2. Participants will be obtained through an online sample to be more representative
and potentially less range-restricted on individual difference variables than the undergraduate
students in Experiment 1, and such a sample will also allow for examining the effects of age on
forgetting.
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Chapter 4: Experiment 2
The motivation for Experiment 2 was to further target potential individual differences
that may play a role both in the rate at which information is learned as well as the rate at which it
is forgotten over time. In contrast to Experiment 1, this experiment included a non-undergraduate
online sample and had participants learn word pairs to a criterion of one-correct recall, both to
provide an index of learning rate as well as limit the presence of floor effects at longer delays.
Individual difference variables of interest included age, sex, fluid intelligence, verbal fluency,
pre-encoding sleep quality, and learning strategies. As described in the previous section, fluid
intelligence is hypothesized to allow for more flexible problem solving during the encoding
phase, particularly by allowing one to disengage from ineffective strategies to instead switch to
more effective ones (Minear et al., 2018; Shipstead, Harrison, & Engle, 2016). Likewise, verbal
fluency and vocabulary ability have been shown to be an important contributor to quicker
learning of verbal materials (Kyllonen, Tirre, & Christal, 1991; McDermott & Zerr, 2019; Rast,
2011; Zerr et al., 2018), so part of the expected relation between learning rate and forgetting rate
could be mediated by verbal fluency. In addition, because verbal fluency tends to be sensitive to
sex differences (Hyde & Linn, 1988; Weiss et al., 2006), it may account for our previous
observation of sex differences in forgetting rates (Zerr & McDermott, 2021). Retrospective
learning strategy ratings were also collected to observe if any cognitive variables were related to
differences in strategy usage.
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4.1 Method
4.1.1 Participants
Data were collected online using Prolific (https://www.prolific.co/) and eligibility criteria
required participants to have English as their first language, currently reside in the United States,
and have a Prolific approval rate of at least 95 out of 100.
A total of 263 participants completed the first session, and of those 18 were excluded for
the following reasons: 7 participants completed only Session 1 so forgetting estimates could not
be obtained, nor could reliable imputation be done for fluid intelligence and verbal fluency
measures; 3 participants did not reach 100% criterion during the learning phase because they
surpassed the maximum allowable number of 25 tests to criterion (upon examination of the data
there was a very low response rate suggesting low effort or minimal attempt to actually learn the
items); 3 participants restarted the first session after the study and learning phase had begun; 2
participants admitted to cheating during the learning phase and on the tests; 2 participants did
sessions 2 through 5 consecutively on the last day the experiment was available; 1 participant
was not fluent in English and despite reporting being located in the US was using an IP address
and time zone located outside of the United States.
Of the remaining 245 participants, a total of 242 completed session 2; 243 completed
session 3; 232 completed session 4; and 219 completed session 5. The final sample of 245
featured 217 participants with 5 test scores, 16 with 4 test scores, 10 with 3 test scores, and 2
with 2 test scores. The final sample of 245 participants had a mean age of 32.2 years (SD = 9.97,
median = 31, range = 18-65, Q1 = 24, Q3 = 37) with a mean of 15.4 years of education (SD =
2.68, range=9-25). A total of 147 (57.6%) participants were female and 104 (42.4%) were male.
Finally, 220 participants indicated they spoke only English (89.8%), 21 were bilingual (8.6%),
and 2 were trilingual (0.8%).
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4.1.2 Materials
Learning materials consisted of the same 100 English-English word pairs used in the
long-term forgetting procedure of Experiment 1 (see Appendix Table A1).
Fluid Intelligence
The 3 fluid intelligence (gF) measures were the matrix reasoning item bank, the number
series test, and the letter sets test. All gF tasks were coded in JavaScript according to
methodological guidelines and each task included practice trials prior to the main task.
Matrix reasoning item bank. The matrix reasoning item bank (MaRs-IB; Chierchia et
al., 2019) is a new and validated task similar to Raven’s progressive matrices (Raven, Raven, &
Court, 1998) but is free and open-access. Each item in the MaRs-IB features a 3x3 matrix
containing abstract shapes in the first eight of nine cells, and a pattern must be deduced across
the shapes that can vary across color, size, shape, and position. Colors were color-blind friendly.
Participants had 30 sec to select one of four options that best completed the pattern. The task
began with 5 practice items, and participants had 8 mins to complete as many of the 80 items as
they could. The primary dependent variable was accuracy defined as the number of items correct
out of number of items completed.
Number series. The number series test (Thurstone, 1938) presents a series of numbers
and participants must select the most logical number that follows in the sequence. There were 3
practice problems followed by 15 total items, and participants had a total of 4.5 mins to respond
to as many items as they could. Items were presented all at once so did not have to be completed
in order. The primary dependent measure is the number of items correct out of 15.
Letter sets. The letter set test (Ekstrom, French, Harman, & Dermen, 1976) presents five
4-letter strings at once and participants must select the one that does not follow a specific rule.
Participants need to discern the rule and select the string that does not follow it. Participants had
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7 mins total to complete as many of the 30 problems as they could, and the primary dependent
measure is the number of items correct.
Verbal Fluency
Verbal fluency tasks require efficient, self-initiated retrieval of verbal information, as
well as self-monitoring of what has been retrieved and inhibiting information that has already
been retrieved or that is inconsistent with the task (Henry & Crawford, 2004). Verbal fluency
was measured with three tasks that required participants to type as many words as possible for 1
min that fulfilled particular categories: types of animals, types of occupations, and words that
start with the letter ‘C’ (Rosen & Engle, 1997; Shipstead et al., 2016). The first two categories
(types of animals and occupations) represent semantic fluency, whereas the latter (words that
start with ‘C’) represent phonemic fluency (Batty et al., 2015). Responses were first spellchecked using the hunspell dictionary (Németh et al., 2004) and obvious misspellings were
corrected (e.g., “elephatn” to “elephant”) whereas other misspellings were dropped. Repetitions,
proper names, and slang were also dropped (Harrison, Buxton, Husain, & Wise, 2000). The
primary dependent measure for each of the three tasks was the total number of items retrieved.
Sleep Scales
Consistent with prior work (e.g., Mazza et al., 2016; Murre, Kristo, & Janssen, 2013),
self-reported sleep was collected using the Pittsburgh Sleep Quality Index and Epworth
Sleepiness Scale.
Pittsburgh sleep quality index. The Pittsburgh Sleep Quality Index (PSQI; Buysse et
al., 1989) is a self-report questionnaire that asks about sleep quality over the past month. It
features 19 items that can be scored into an overall composite PSQI score and provides
information about three factors: sleep efficiency (time to fall asleep and duration), perceived
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sleep quality, and daily disturbances. The composite PSQI score could range from 0 to 21 with a
higher score indicating poorer sleep quality, and a score of 5 or higher categorizing someone as a
“poor sleeper.”
Epworth sleepiness scale. The Epworth Sleepiness Scale (ESS; Johns, 1991) asks
participants to rate the likelihood of dozing in 8 situations (e.g., watching TV) on a scale from 0
(no chance) to 3 (high chance), resulting in a possible range of scores from 0 to 24. Those who
score between 0 and 10 are in the normal range of daytime sleepiness (score of 0-5 = Low
Normal; score of 6-10 = High Normal), between 11-15 are in the mild to moderate range of
excessive daytime sleepiness, and between 16-24 are in the severe range of daytime sleepiness.

4.1.3 Procedure
The procedure for Experiment 2 was similar to that of Experiment 1. There were 5 total
sessions, with delays of 1 min, 3 hr, 1 day, 2 days, and 1 week. Participants first provided
demographic information and completed the PSQI and ESS sleep scales.
Learning Rate
In order to overcome floor effects and to ensure the delayed recall tests represent
forgetting of information as opposed to failure to encode information, each the 100 EnglishEnglish word pairs were learned to a criterion of one correct recall. Specifically, participants first
studied all 100 pairs once through before taking a cued-recall test on all of the items. Any
correctly recalled pairs were dropped out and considered “learned,” whereas items that were
incorrect were tested again until correctly recalled. Each test provided immediate correct-answer
feedback. Once all 100 items were correctly recalled once, participants studied the word pairs
once more and then answered retrospective questions about learning strategies. The learning
strategies consisted of 8 questions and participants were asked to provide ratings (1 through 5,
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with 1 indicating “Never” and 5 indicating “Always”) concerning the overall frequency each
strategy was used when learning the word pairs. Strategy questions were adapted from prior
work (Dunlosky & Hertzog, 2001; McDaniel & Kearney, 1984) and consisted of 4 general
questions about efficacy in using strategies (1 - how often did your strategies succeed, 2 - how
often did you have difficulty coming up with a strategy, 3 - if a strategy did not work, how often
did you continue using the same strategy, and 4 – if a strategy did not work, how often did you
switch to a different strategy) and 4 questions about specific types of strategies including rote
repetition, interactive imagery, sentence generation, and relating to a personal experience or
memory. The session concluded with the first delayed cued-recall test on a subset of 20 word
pairs, which occurred after approximately a 1 min delay.
Sessions 2 through 5 all began with a cued-recall test on a different subset of 20 items. In
Sessions 2, 3, and 4 the test was followed by a verbal fluency measure (types of animals, types of
occupations, and words that begin with the letter ‘C’) and then a fluid intelligence measure
(matrix reasoning, letter sets, and number series). An overview of the Experiment 2 procedure is
depicted in Figure 4.1.
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Figure 4.1. Procedure for Experiment 2. Online participants provided demographic and sleep
information, then studied and learned the word pairs to a criterion of one correct recall with
feedback and dropout, followed by questions about strategy usage and the first delayed test. The
follow-up sessions all began with taking a test. Sessions 2, 3, and 4 concluded with verbal fluency
(VF) and fluid intelligence tasks.
As a reminder, the main questions for Experiment 2 were to examine whether verbal
fluency, fluid intelligence, sleep quality, and demographic variables (age, sex) were related to
learning rate, forgetting rate, or both. Verbal fluency and fluid intelligence are hypothesized to
both be related to faster learning rates and potentially to slower forgetting rates. Both measures
are also hypothesized to be related to some of the strategy questions: verbal fluency may be
related to a higher frequency of sentence or phrase generation to associate the word pairs, and
fluid intelligence may be related to a greater tendency to switch strategies when a particular
strategy fails. Based on our previous results (Zerr & McDermott, 2021), women are hypothesized
to show quicker learning rates and slower forgetting rates, but this difference is predicted to be
mediated by differences in verbal fluency. Also, age will likely not be strongly related to
learning rates or forgetting rates due to a tendency to find no age effects using online samples
(Zerr et al., 2018; Zerr, Spaventa, & McDermott, 2021), as well as to the vast amount of studies
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that suggest age has little to no effect on forgetting rates (Davis et al., 2003; Elliott, Isaac, &
Muhlert, 2014; Giambra & Arenberg, 1993; Hulicka & Weiss, 1965; MacDonald et al., 2006;
Mary, Schreiner, & Peigneux, 2013; Meeter, Murre, & Janssen, 2005; Rubin & Wenzel, 1996;
Salthouse, 1991; Squire, 1989; Tombaugh & Hubley, 2001; Wheeler, 2000; Wickelgren, 1975;
Wimer, 1960; Wimer & Wigdor, 1958).

4.2 Results
4.2.1 Long-term recall and delays
The 5 target delays for each test were approximately 1-2 min, 3-4 hr, 1 day, 2 days, and 1
week. The actual delays for each session for the overall sample are shown in Table 4.1 along
with recall performance. As was the case in Experiment 1, some of the delays had fairly wide
ranges which was typically due to a handful of participants with longer delays. As before,
participants were not excluded on the basis of longer delays because of the potential for biasing
results and because each person’s particular delays are accounted for in longitudinal models and
estimation of their forgetting rates.
Table 4.1. Actual delays and recall performance across the five sessions in Experiment 2.
Delays

Proportion Recall

Session

n

1

245

2.2 min (1.0)

2.03

1.1 – 8.1

.88 (.14)

.90

.25 – 1

2

242

9.8 hr (9.9)

5.47

0.1 – 55

.81 (.17)

.85

.10 – 1

3

243

1.1 days (0.6)

0.93

0.5 – 4.8

.74 (.20)

.80

.05 – 1

4

232

2.3 days (1.0)

1.96

1.5 – 8.2

.60 (.23)

.62

.00 – 1

5

221

6.3 days (1.3)

5.94

4.8 – 15

.42 (.23)

.40

.00 – 1

M (SD)

Median

Range

M (SD)

Median

Range

The distribution and interrelation of recall performance for each test are depicted in Figure 4.2.
As expected, performance across all of the delayed tests was positively correlated. There were no
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floor effects in delayed recall as was the case for Experiment 1, though there were potential
ceiling effects at the earliest delays as evidenced by the left-skewed distribution for tests 1 to 3.

Figure 4.2. Score distributions, correlations, and scatterplots for the 5 delayed tests.

Individual cumulative learning rates and forgetting rates are depicted in Figure 4.3.
Consistent with our past findings (Zerr et al., 2018; Zerr, Spaventa, & McDermott, 2021),
learning rate tends to be relatively skewed towards the first several tests to criterion, but a
handful of participants stand out on the right side of the learning curves as being noticeably
slower (this pattern can also be seen in Figure 1.1 in the introduction). Part of why this might
occur could be due to attrition during the learning phase, as people who take longer to learn the
pairs may quit the task early or reach the maximum number of tests allowed and be excluded
from the analyses. Also noticeable is just how much variability exists in recall in the right side of
Figure 4.3, even after just an approximately 1-min delay (see also Zerr et al., 2018). One notable
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reason for acknowledging this variability even at baseline is to reiterate the confound introduced
by Derwinger et al. (2005) and MacDonald et al. (2006) who had participants learn six 4-digit
strings to a criterion of two successive recalls. Rather than collect retention at baseline, they
input 100% retention for every participant as their baseline value and did not collect measures of
retention until a delay of approximately 30 mins. They argued that baseline retention would be
perfect for everyone because material had been learned to criterion, but the dramatic variability
in actual recall scores after a delay of only 1 min in Figure 4.3 make clear that assuming perfect
recall for everyone would be erroneous. Clearly many people would have dramatic rates of initial
forgetting if they went from an inferred 100% to 30%, rather than an actual baseline of
something much lower like 40%. Such artificially steep initial forgetting rates likely biased many
of Derwinger et al. (2005) and MacDonald et al. (2006)’s reported results, particularly because
most of their effects were only found in the first 24 hr.

Figure 4.3. Individual learning curves and forgetting data overlaid with mean performance.
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Figure 4.4. Individual forgetting trajectories faceted and colored by learning rate (tests to
criterion). The fastest learners are in the top left (3 tests to criterion) and the slowest learners are
in the bottom right (21 tests to criterion). Each plot is overlaid with an exponential-power curve.
Figure 4.4 portrays individual forgetting trajectories grouped by learning rate. What is
clear across the different groups is how consistent the overall trajectories are in terms of general
shape (steeper drops early on followed by a leveling-off), and how the curves appear to shift
downwards along the y-axis (i.e., different levels of retention) when transitioning from the faster
learners in the top row to the slower learners in the bottom row. The fastest learner group in the
top-left appears to have less forgetting compared to the others and hovers closer to ceiling,
whereas the slowest learners trend closer towards floor performance across the week. A final
observation is how much variability appears to exist within each learning rate group, which may
indicate prevalent intragroup differences within as well as between learning rate groups.
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4.2.3 Individual difference measures
Due to the large number of variables in Experiment 2, the reporting of results will be
divided into more manageable sections. Specifically, the predictor variables (gF, VF, strategies,
pre-encoding sleep) will be discussed in relation to each other and to demographic variables
(effects of age, sex, and years of education). These variables will then be jointly discussed in
relation to learning rate and forgetting rate.
Fluid Intelligence and Verbal Fluency
An overview of performance on the fluid intelligence and verbal fluency measures is
presented in Table 4.2, and distributions of performance and relation between the fluid
intelligence and verbal fluency measures are available in the Appendix (Figure A3 and Figure
A4, respectively). Consistent with prior work (e.g., Henry & Phillips, 2006; Shao, Janse, Visser,
& Meyer, 2014; Shipstead et al., 2016; Unsworth, 2019), verbal fluency and fluid intelligence
were significantly related to one another—verbal fluency accounted for 14% of the variance in
fluid intelligence (and vice versa), R2 = 0.14, F(1, 243) = 40.92, p < .001. A one-unit increase in
verbal fluency was related to a one-third unit increase in fluid intelligence scores, b = 0.33, 95%
CI [0.23, 0.43], t(243) = 6.40, p < .001.
Table 4.2. Performance on the fluid intelligence (gF) and verbal fluency (VF) measures.
Measure
M (SD)
Median
Range
Fluid Intelligence
MaRs-IB
0.53 (0.2)
0.53
.21 - .91
Number Series
9.97 (2.9)
10
3 - 15
Letter Sets
13.68 (4.9)
13
3 - 26
Verbal Fluency
Types of animals
16.2 (6.4)
16
0 - 32
Types of occupations
12.2 (4.8)
12
0 - 26
Words that start with ‘C’
14.9 (4.5)
15
3 - 28
Note—MaRs-IB refers to accuracy (correct trials / total trials completed). Number series and
letter sets are both total correct trials. The maximum number of trials was 15 for number series
and 30 for letter sets.
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Sex differences in gF and VF. There was no difference between men and women in
composite gF, mean difference = 0.01, 95% CI [-0.22, 0.20], t(213.32) = -0.12, p = .905; Cohen's
d = -0.02, 95% CI [-0.27, 0.24]. There was however a difference in two of the fluid intelligence
tasks that made up the composite measure: Men performed better on the number series task
relative to women, with men scoring a mean of 10.46 relative to a mean of 9.70 for women,
mean difference = 0.76, 95% CI [-1.50, -0.03], t(196.13) = -2.05, p < .05; Cohen's d = -0.28,
95% CI [-0.55, -0.01]. Women outperformed men on the letter sets task, scoring a mean of 14.35
relative to 12.89, mean difference = -1.46, 95% CI [0.17, 2.75], t(209.01) = 2.24, p < .05;
Cohen's d = 0.30, 95% CI [0.04, 0.56]). Better letter set performance for women is consistent
with the tendency for women to outperform men on verbal tasks (Hyde & Linn, 1988; Weiss et
al., 2006), and such a relationship was also present for the verbal fluency measures. Women had
higher verbal fluency composite scores relative to men (mean VF z-score of 0.15 relative to 0.21), mean difference = -0.36, 95% CI [0.12, 0.60], t(202.25) = 3.00, p < .01; Cohen's d = 0.40,
95% CI [0.13, 0.66]. Women scored better on all 3 of the verbal fluency tasks relative to men,
listing more types of animals (M = 17.03 relative to M = 14.96), more types of occupations (M =
13.07 relative to M = 11.04), and more words that start with the letter “c” (M = 15.47 relative to
M = 14.14).
Age and education effects in gF and VF. Increasing age is typically related to decreases
in gF (e.g., Salthouse, Atkinson, & Berish, 2003), but age effects are less common in VF (Park et
al., 2002) and may interact with education level (Mathuranath et al., 2003; Shao, Janse, Visser, &
Meyer, 2014). Neither age nor education (or the interaction between them) were related to gF or
VF (all R2 < .01, all ps > .419). Although we tend not to find many effects of age when using
online samples (e.g., Zerr, Spaventa, & McDermott, 2021) it is still somewhat surprising that

78

fluid intelligence was not related to age, and the lack of an otherwise common relationship is
worth acknowledging because null age effects for other variables or outcomes in this experiment
may not generalize to an in-person sample.
Learning Strategies
In order to assess potential influences of age, fluid intelligence, and verbal fluency on
learning strategies, participants were asked retrospective questions about their strategy use at the
end of the learning phase prior to the first delayed test. Participants were asked to rate how
frequently they used 8 different strategies on a 1 (“Never” ) to 5 (“Always”) scale. The full list of
strategies and summaries for the overall ratings are in the Appendix (Table A3). It is worth
emphasizing that these strategy questions are self-reported at the end of the learning phase so are
a rough estimate of how often someone did or not use a general strategy during acquisition.
Age, education, and sex differences in retrospective strategy reports. Age was related
to more frequent reporting of difficulty in coming up with strategies (rs = .18, p = .004) and less
frequency in applying strategies successfully (rs = -.14, p = .032). Those with more years of
education tended to report using more elaborative strategies (imagery: rs = .13, p = .041;
personal: rs = .17, p = .009) and not using non-elaborative strategies as often (repetition: rs = .15, p = .032). Surprisingly, men and women did not differ in self-reports of any of the learning
strategies (all Mann-Whitney ps > .05). We had previously found men used less effective
strategies more often (rote repetition) than women (Zerr & McDermott, 2021), so differences in
strategy use were thought to be one of the ways in which women’s verbal advantage facilitated
quicker learning and slower forgetting. It could be that such a finding is not reliable, that it does
not generalize between the undergraduates from the previous study and the online participants in
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this study, or it could be that the strategy questions are not sensitive enough to pick up on small
differences.
gF and VF. Most notable, fluid intelligence was predicted to be especially important for
helping learners disengage from ineffective strategies so they could more flexibly apply different
strategies to increase their likelihood of successfully encoding the word pairs. As predicted,
higher fluid intelligence was most strongly related to the Failed Switch strategy, which means
those with higher gF were more likely to switch to a different strategy when a particular strategy
failed to work for them (rs = .28, p < .001). Verbal fluency was related to less difficulty in
coming up with strategies (rs = -.19, p = .003), although it was unexpectedly unrelated to
sentence strategies (rs = -.01, p = .902) and negatively related to imagery (rs = -.18, p = .004).
Although the strategy questions asked were rough approximations of overall strategy use,
they still revealed patterns that are consistent with past work (e.g., Dunlosky & Hertzog, 2001;
Wang, 1983) concerning their relation to age, education, fluid intelligence, verbal fluency, but
sex effects were not present (Zerr & McDermott, 2021). Because the strategy questions were
ordinal scales that had very high occurrences of values in the middle (people tended to rate
strategies as 3 on the 1 to 5 scale), the strategy questions themselves are not including in models
of the other individual variables later in this chapter. However, the zero-order relations between
learning strategies and age, verbal fluency, and fluid intelligence provide support for how such
individual differences may facilitate learning.
Sleep. Obtaining information about pre-encoding sleep quality was an exploratory
variable that was included primarily because of prior work suggesting pre-encoding sleep can
impact learning and forgetting (Cousins, Sasmita, & Chee, 2018 ; Murre, Kristo, & Janssen,
2013; Van Der Werf et al., 2009 ; Yoo et al., 2007), as well as the prevalence of poor sleep
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quality in online samples, particularly during the pandemic (Blume, Schmidt, & Cajochen, 2020;
Coiro et al., 2021; Kocevska, Blanken, Van Someren, & Rosler, 2020; Petrov et al., 2021).
Overall summary data of the sleep scale data are shown in Table 4.3. The PSQI is clinically
validated for collecting information about overall sleep amount and quality across a month. The
PSQI ranges from 0 to 21 with higher values representing poorer sleep, and traditionally a cutoff
score of 5 or greater classifies a person as a “poor sleeper.” Using this criterion, 149 participants
would be classified as “poor sleepers” relative to 89 classified as “good sleepers.”
Table 4.3. Summary data for the PSQI and ESS sleep scales.
Sleep Scales
PSQI
Sleep latency (mins)
Sleep amount (hr)
Global score
ESS
ESS Total

M (SD)

Median

Range

27.1 (25.9)
7.3 (1.4)
6.0 (3.6)

15
7.5
5

0 - 120
3.5 - 13
0 - 17

6.1 (3.5)

6

0 - 22

PSQI = Pittsburgh Sleep Quality Index; ESS = Epworth Sleepiness Scale The Global PSQI score
has a range of 0 to 21 with higher values representing poorer sleep. The traditional cutoff to be
classified as a “poor sleeper” is value of 5 or greater. The ESS ranged from 0 to 24 with higher
values representing greater daytime sleepiness.
The Epworth Sleepiness Scale ranges from 0 to 24 with higher scores indicating greater
daytime sleepiness. Almost all of the participants (219) were classified as “normal” daytime
sleepiness (scores of 0 to 10), 24 were classified as “moderate” daytime sleepiness (scores of 11
to 15), and only 1 was classified as “severe” (scores of 16 or greater). The normal range is
sometimes split into “low normal” (scores of 0 to 5) and “high normal” (scores of 6 to 10). If
using this additional category, 112 participants were considered “low normal” and 107 were
considered “high normal” for daytime sleepiness. Higher ESS scores were related to higher
global PSQI month scores (rs = .32, p < .001) suggesting those with self-reported greater daytime
sleepiness tended to report also having poorer overall sleep quality. Women reported poorer
sleep quality compared to men (U = 8341.0, p = .008), and reported greater sleep latency (U =
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8166.5, p = .029) and more sleep disturbances (U = 8315.0, p = .004). Older participants tended
to report sleeping less (rs = -.15, p = .023), requiring more time to fall asleep (rs = -.16, p = .012),
and higher rates of daytime sleepiness (rs = -.14, p = .034), whereas those with higher education
levels tended to report poorer sleep quality (rs = -.24, p < .001).
The predictive power of these measures (gF, VF, sleep, and demographics) for learning
and forgetting rates will be considered next. To briefly summarize how the demographic
variables related to cognitive and behavioral variables, age was not related to gF or VF but older
adults did report lower sleep amounts, more time to fall asleep, and greater daytime sleepiness.
Likewise those with higher education did not differ on measures of gF or VF but reported poorer
sleep quality. Sex differences were particularly prevalent: women had better VF relative to men
and outperformed men on one of the three gF subtests (letter sets), whereas men performed better
on the other two gF subtests. Women also reported poorer sleep quality relative to men. Men and
women did not differ, however, on any of the retroactive self-reported strategies used during
learning, whereas other characteristics did differ—increased age was related to more difficulties
with devising strategies, education was related to more elaborative strategies, gF was related to a
greater tendency to switch strategies when the current strategy was ineffective, and VF was
related to less subjective difficulty in coming up with strategies. Taken together, the prevalent
differences between demographics for different cognitive and behavioral measures may make it
difficult to tease apart the source of potential differences in learning and forgetting rates (e.g.,
sleep is related to age and sex, sex is related to differences in gF and VF but not strategy usage,
education level is related to sleep and elaborative strategies, etc.).
A correlation matrix for the individual difference variables in Experiment 2 is shown in
Table 4.4. Some of the patterns between demographic variables and other variables become
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apparent, such as sex (women coded as 1, men as 0) driving the significant correlation between
verbal fluency and poorer sleep measures on the PSQI. The estimate of forgetting rate (described
more in-depth in section 4.2.5) is also correlated with a number of learning rate measures (faster
learning related to slower forgetting) and a value of 1 for sex (indicating women) is related to
slower rates of forgetting.
Table 4.4. Spearman’s rho correlation matrix between individual difference measures.
Age Sex YoE PSQI ESS

gF

VF

TTC1 TTC Gamma Tests5

Age
1
Sex .00
1
YoE .21 -.07
1
PSQI -.07 .19 -.18
1
ESS -.14 .03 -.01
.32
1
gF .01 .01 .09
.04 .01
1
VF -.06 .23 -.03
.24 .01 .38
1
TTC1 -.02 .15 .00 -.03 -.07 .22 .17
1
TTC .18 -.20 .04 -.10 -.04 -.22 -.34
-.75
1
Gamma -.18 .18 -.07
.11 .02 .28 .33
.79 -.91
1
Tests5 -.06 .24 -.03
.05 -.06 .22 .21
.63 -.61
.63
1
Forge .08 -.17 .01 -.01 .09 -.10 -.06
-.48
.45
-.47
-.81
Correlations with an absolute value of .13 or larger are significant (p < .05). Age = Age in years;
Sex was coded as 1 = Women, 0 – Men; Education = Years of education PSQI = Pittsburgh
Sleep Quality Index (higher values indicate poorer sleep); ESS = Epworth Sleepiness Scale; gF =
Fluid intelligence factor; VF = Verbal fluency factor; TTC1 = score on the first test to criterion
(i.e., initial test score); TTC = tests to criterion (learning rate; lower is faster); Gamma =
exponential estimate of learning rate (higher values represent faster learning, described in the
next section); Tests5 represents the total overall proportion correct for the 5 delayed cued-recall
tests; Forge = Forgetting Rate as estimated by exponential-power functions (higher values
indicate faster forgetting).

4.2.4 Individual differences related to learning rate
There were several indices of learning rate collected for each individual. The first is the
proportion correct on the initial test to criterion (referred to as initial test), and it reflects how
well people could recall the word pairs they had just studied once. Therefore, initial test scores
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are sensitive to the most immediate learning rate differences. In prior work we have found the
best predictor of these scores were IQ scores derived from matrix reasoning and vocabulary
measures (Zerr et al., 2018), so gF and VF are likely to influence initial test scores here.
Likewise, anecdotally it makes sense that those who had poorer sleep quality prior to studying
the word pairs might show greater deficiencies early on in the learning phase. The other indices
of learning rate are the rates themselves. The primary measure is the tests required to reach
criterion (referred to as tests to criterion or TTC), with more tests representing slower learning.
The TTC measure can also be broken down into items to criterion, which is simply the sum of all
of the items they completed across all of the tests to criterion. Items to criterion is highly
correlated with tests to criterion (r = .93) but can be useful since many people have the same
TTC value but different items to criterion.
Finally, both the initial test score and the learning rate can be estimated via an asymptotic
exponential equation (n(#) = A − (A − B)exp(−(# − 1)N)), where t refers to the specific test to
criterion, A reflects the upper asymptote of learning (fixed at 1 in this experiment), B reflects
initial learning performance, and N reflects the nonlinear learning rate (higher values represent
faster or steeper learning). The primary advantage of the gamma (N) parameter is that it captures
the nonlinearity of learning rates and so may be useful for further delineating relationships to
other variables that is not as readily captured in the tests or items to criterion measures. Although
any of the previously discussed demographic and cognitive variables are reasonable candidates
for predicting learning rates, verbal fluency and fluid intelligence should be most predictive.
Better verbal fluency has been tied to better learning of materials, particularly in regard to the
growth or increased rate of acquisition while learning verbal materials (Alexander & Smales,
1997; Kyllonen, Tirre, & Christal, 1991; Rast, 2011), and may account for our past findings that
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women learn more quickly than men on average. Fluid intelligence, too, has been shown to be
related to quicker learning (Primi, Ferrão, & Almedia, 2010; Tschentscher, Mitchell, & Duncan,
2017), and seems to be especially important for more difficult items or trials (Minear et al., 2018;
Neubauer & Fink, 2009), which could suggest fluid intelligence may be more critical as learning
progresses and the remaining words left to learn become more subjectively difficult.
To build models of learning rates and forgetting rates, the primary approach was to first
include the primary cognitive variables as predictors (gF, VF) to assess their main effects and
interaction. Once the best model was defined (in terms of AIC, BIC, deviance, and overall
complexity), demographic variables (age, sex, education level) were added to assess their impact
(if any) on the cognitive variables’ ability to account for the data. Finally, because it was
exploratory and is not tied strongly to any predictions, self-reported sleep quality was included to
see if it provided any additional explanatory power to the predictors or the model itself.
Initial test (learning after a single study trial for each item) and tests to criterion (the total
number of tests to learn the words) were used as outcome variables in separate generalized linear
models (GLMs), so model outcomes are reported with likelihood ratio tests. The first set of
models included main effects and an interaction of gF and VF in predicting learning rates as
these were theorized to be most predictive of learning performance. Verbal ability in particular
has been strongly (and sometimes uniquely) tied to the growth or gain in learning as acquisition
progresses (Alexander & Smales, 1997; Kyllonen, Tirre, & Christal, 1991; Rast, 2011), so it
should be strongly related to tests to criterion more so than initial test scores.
A model including main effects and an interaction between gF and VF significantly
predicted initial test scores, c2(3) = 30.0, p = .011, but only gF was a significant predictor, b =
0.16, 95% CI [.02, .29], t(241) = 2.28, p = .023. The opposite was true for modeling tests to
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criterion (learning rate; c2(3) = 30.0, p < .001)—VF was a significant predictor, t(241) = -5.90, p
< .001, but gF was not, t(241) = -1.47, p = .142, which is consistent with aforementioned past
work finding VF to be tied to the gains made during learning. A more thorough representation of
the relation between initial test (starting point during learning), tests to criterion (gains made
during learning), VF, and gF, is depicted as a path diagram in Figure 4.5. The overall mediation
model accounted for approximately half of the variance in learning rate, R2 = .51, F(3, 241) = 85,
p < .001, and reiterates the pattern of results described earlier with gF having the strongest effect
on how many words someone recalls after a single study opportunity, b = .16, t(242) = 2.28, p =
.023, but VF having a stronger effect on the gains made during learning, b = -.33, t(242) = -6.87,
p < .001. Better initial recall was most strongly related to faster learning rates, b = -.59, t(242) =
-13.0, p < .001, primarily because more tests correct early on meant fewer words left to learn
during the learning phase.

Figure 4.5. Path diagram of a mediation model depicting the relationship between fluid intelligence
(gF), verbal fluency (VF), initial test score, and tests to criterion. Fluid intelligence was more
strongly tied to initial test scores, but the rate of learning over time (tests to criterion) was more
strongly related to verbal fluency. Numbers are standardized path coefficients (bootstrapped
regression beta weights) representing direct effects.
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To summarize, gF appears to be more influential in where someone starts (better
performance after a single exposure to the word pairs), whereas VF is more influential in how
quickly they progress (how much they improve over subsequent exposures). Such a finding
suggests that verbal abilities become more influential once the easiest items (on the first test to
criterion) are encoded, perhaps because the more difficult test items that failed to be learned
require more effective strategies or mediators and therefore more of a reliance on one’s
proficiency with vocabulary and verbal abilities. However, it could also be hypothesized that
fluid intelligence should have been more influential as learning progressed as items became more
subjectively difficult and could require greater flexibility in the approach used to learn the
material. To further examine variables driving gains in learning rates, demographic information
(age, sex, education, sleep quality) were systematically added as main effects and interactions to
models with VF and initial test scores followed by combinations of these variables. Because
some of the measures are right-skewed (e.g., tests to criterion, age), GLMs (Gamma family with
an inverse link) fit the models the best. However, to make interpretation of the results easier,
Box-Cox transformations4 (Box & Cox, 1964) were made on the skewed variables (tests to
criterion and age) and linear regression was used which generated the same pattern of results. For
the sake of brevity, only the best overall models are reported, but the other candidate models that
included main effects and interactions are available in Table A4 of the Appendix.
Although sex (coded as women = 1, men = 0) was a significant predictor of learning rates
on its own, b = -0.44, t(243) = -3.51, p < .001, the effect of sex on learning rates was no longer
significant when verbal fluency, b = -0.33, t(237) = -2.97, p = .003, and initial test scores, b = -

The Box-Cox transformation takes the form 3(4) = (3 % − 1)/4 and seeks to maximize the log-likelihood of the
transformed variable to approximate a normal distribution. For all transforms 4 = 0.5 was the most optimal.
4
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0.53, t(237) = -3.95, p < .001 were added to the model (this general pattern is evident in models
1-3 in Table A4 of the appendix). There was, however, a main effect of older age relating to
slower learning, b = 0.13, t(240) = 3.38, p < .001, even when controlling for initial test scores,
gF, VF, sex, years of education, and self-reported sleep quality (overall model: F(6, 233) =
76.36, p < .001, R2 = .66, R2ADJ = .65). Age, like VF, was not influential in determining how well
learners performed on the first test following a single study opportunity (the initial test score; b
= -0.01, t(243) = -0.21, p = .836) but was related to the gain in learning rates following the first
test (tests to criterion) after controlling for other demographic and cognitive differences.
In an ad hoc attempt to more closely examine the association between age and learning
rates, I calculated mean and median response times for correct trials for each person during each
test to criterion. Response time (RT) in this case is the time between when the word-pair cue was
presented and when the participant first pressed a key to begin typing their response. Although
the age sample in this experiment did not show typical age deficits in performance on other
cognitive measures, RTs during the learning phase could be more sensitive to the slowing of
perceptual and general processing speed with age (Park et al., 1996; Salthouse, 1996; Salthouse
& Babcock, 1991), particularly in the current learning situation where the remaining word pairs
left to learn become increasingly difficult. A longitudinal multilevel model of RTs during the
learning phase revealed an interaction between age and test number, even when controlling for
overall learning rate, suggesting older adults became increasingly slower in their RTs as learning
progressed (a slowing of 10.27 ms for each standard deviation increase in age [or 1.05 ms per
year of age] × test number, 95% CI: 2.78 – 17.77 ms, p = .007). Disproportionate slowing for
older adults during more difficult trials is consistent with prior work (Archambeau, Forstmann,
Van Maanen, & Gevers, 2020; Konkel, Selmeczy, & Dobbins, 2015; Manard, Carabin, Jaspar, &
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Collette, 2014), particularly given the limited time participants are afforded to encode and
retrieve the word pairs (Grady & Craik, 2000; Salthouse, 1996). To assess whether the age effect
on learning rates was accounted for by the disproportionate slowing of RTs, the same GLM as
earlier was conducted with tests to criterion as the outcome and RT was added to the original set
of predictors (initial test, VF, gF, age, education, and sex). The inclusion of RT was significant in
accounting for learning rate, t(238) = -9.76, p < .001, and only age became a non-significant
predictor as a result, t(238) = 1.84, p < .001, suggesting slower learning rates for older
participants can partially be attributed to disproportionately slower responding as the remaining
word pairs left to learn became increasingly more difficult (or as overall time on the task
increased).
To summarize the contributions of individual differences to learning rates, fluid
intelligence was more influential in the level someone started out at during learning (the initial
test to criterion), whereas verbal fluency was primarily responsible for the growth that occurred
following the initial test. Thus, verbal fluency was more important for the encoding of more
difficult word pairs relative to fluid intelligence as the easiest items to learn for each person were
dropped out following successful recall on the initial criterion test. Women also demonstrated
quicker rates of learning relative to men even in the absence of differences on the initial criterion
test, and this learning rate advantage appears to be due to better verbal fluency in women relative
to men. The only other individual characteristic related to differences in learning rates were
slower learning with increasing age, which was primarily driven by increasingly slower rates of
responding as learning progressed. The next question, then, is do these differences in learning
rates translate into differences in forgetting?
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4.2.5 Estimation and Analysis of Individual Forgetting Rates
As a preliminary examination of forgetting rates, individual forgetting curves were fit to
each participant using exponential-power functions (!(#) = &' !"√# ) and the same procedure
described in Chapter 2 and used in Experiment 1. The raw retention data for each participant is
plotted in the left of Figure 4.6 as well as how their estimated ‘a’ (initial retention or degree of
learning) and ‘b’ (forgetting rate) parameters appear when plotted (right of Figure 4.6).

Figure 4.6. Left: Raw forgetting data for each participant across one week. Data are colored by
their eventual forgetting rate (‘b value’) estimates to demonstrate how the raw data are ultimately
represented. Right: The exponential-power functions for each participant again colored by the
forgetting rate (‘b value’) estimate. Smaller forgetting rates (darker shades) indicate a slower rate
of forgetting whereas larger values (lighter shades) represents quicker forgetting.
The predicted forgetting curves on the right are obviously an idealized version of the data
on the left, but the two-parameters that went into creating them is a straightforward
characterization of the noisy individual data and what the individual parameters actually
represent. The distributions of the two estimated forgetting curve parameters (available in Figure
A5 in the Appendix) were skewed left for the initial retention or degree of learning (parameter
‘a’), which is reflective of potential overlearning in our sample as many participants were at or
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near ceiling at the earliest delays. The individual forgetting rate estimates, however, were
approximately normally distributed even though overlearning was likely, which reflects the idea
that overlearning (and degree of learning in general) does not seem to impact forgetting rates
(Carpenter et al., 2008; Rubin & Wenzel, 1996; Wixted, 2004a).
A series of regression models were also constructed for the estimated forgetting rate
parameter to examine which individual difference variables were most related to the rate of
forgetting. These variables included learning rate (initial test score, tests to criterion), VF, gF,
overall sleep quality in the past month (PSQI), daytime sleepiness (ESS), and demographic
information including age, sex, and years of education. The overall two best predictors of
forgetting rates were the two learning rate measures, including score on the initial test to criterion
(the number of items correct after only a single study of the word pairs) and the overall learning
rate or tests to reach criterion. The single best predictor of forgetting rate was the initial test score
following a single study of the word pairs, b = -0.28, 95% CI [-0.34, -0.22], t(243) = -9.15, p <
.001, which accounted for approximately a quarter of the variance in forgetting rates, R2 = .26,
R2ADJ = .25, F(1, 243) = 83.64, p < .001. Tests to criterion was also a significant predictor of
forgetting rates, but to a lesser degree, t(243) = 7.52, p < .001, R2 = .19, R2ADJ = .19, F(1, 243) =
56.57, p < .001, and both variables together resulted in slightly more variance accounted for in
forgetting rates, F(2, 242) = 46.46, p < .001, , R2 = .28, R2ADJ = .27. The more complex model
was not significantly different from the individual models (p = .332), so initial test score alone
resulted in the best and most parsimonious model of forgetting rates. The relationship between
initial test scores and eventual forgetting rates is depicted in Figure 4.7.
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Figure 4.7. Scatterplot between initial test scores (the proportion of items recalled after studying
the items once) and exponential-power forgetting rate estimates. Higher initial recall (x-axis)
represents faster learning, and a higher forgetting rate (y-axis) represents faster forgetting. The line
represents the best-fitting regression line.
It is worth reemphasizing that the individual forgetting rate parameters can be imprecise
and may be (and likely are) biased by recall performance (e.g., overall test performance and
forgetting rates are highly correlated at rs = -.81 in the bottom right of the correlation matrix in
Table 4.4). Assuming the estimated forgetting rate parameters are capturing at least some of the
variance in actual forgetting trajectories, then at a basic level it is not particularly surprising that
performing well on an initial test after a single study opportunity is reflective of less forgetting
over time (or, at the very least, better overall long-term retention). The most obvious reason for
the relation between initial performance and forgetting is that it may be a reflection of subjective
difficulty for this task and the learning materials used. Recalling more words after studying them
once implies more items were subjectively easier to remember and reproduce relative to
someone who performed worse on the initial test, and easier items are retained better at longer
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delays across learners relative to more difficult items (Joinson & Runquist, 1968; Vaughn,
Rawson, & Pyc, 2013; Woodworth, 1914; Zerr et al., 2018). Thus, faster learners can be thought
of as simply having more easy items (better initial test scores) relative to slower learners and
these easier items may translate into slower rates of forgetting for a given person over time.
Similarly, whatever processes allow someone to perform better on an initial test of learning, or
cause more items to be subjectively easy, are likely to be useful for long-term retrieval as well
and potentially preserve against forgetting. The problem with such an account is that initial test
scores were most strongly driven by fluid intelligence, yet fluid intelligence was not significantly
related to forgetting rate estimates (rs = -.10, p = .133). Of course, forgetting rate estimates likely
lack the precision to tease apart such relationships, so the full longitudinal data will be analyzed
to better approximate the relationship between individual difference variables and forgetting over
time.

4.2.6 Longitudinal Multilevel Modeling of Forgetting
Results thus far have made it apparent that the most likely predictor of forgetting is
learning rate, either initial learning (initial test scores) or the overall rate of learning (tests to
criterion). Not only because learning was related to single forgetting rate estimates, but also
because the majority of the other individual difference variables in this experiment—including
gF, VF, age, and sex—have been the primary drivers of learning performance. What is unclear is
whether learning rate will be the only informative variable left in models of longitudinal
forgetting, or whether individual difference measures will account for additional variability
above and beyond that of learning rate contributions made at encoding.
Generalized linear mixed models (GLMMs) assuming a binomial distribution and logit
link function were used to model binary recall trials within-persons across an approximate week
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of time. A fully unconditional longitudinal model (an empty means, random intercept model)
was first constructed and the intraclass correlation (ICC) was calculated to determine the
proportion of variance in the data due to between-person variance ("#$%##& ()*+)&,#/
("#$%##& + %+$ℎ+& ()*+)&,#)). An ICC ranges from 0, which implies participants do not differ

from one another in their average levels of recall so time predictors would be more important, up
to 1, which implies all of the variability in recall is between-participants and so inter-individual
differences would be more important (Hoffman, 2015). The ICC for the unconditional model
was 0.149, which suggests that approximately 14.9% of the observed variance in recall was
attributable to between-persons, whereas the majority (85.1%) of the variation in recall occurred
within people and across time (i.e., most people produced a similar forgetting trajectory).
Time was then added to the unconditional model (random intercept, fixed slope) in several
different forms to produce the best characterization of the data. Time as the delay in days was
examined along with transformations of time (log, square root, quadratic, cubic, and quartic
polynomials), and the best fit was the square root of time in days (AIC = 5439.1 / BIC = 5484.7)
followed by linear time in days with a quadratic term (days + days2; AIC = 5446.5 / BIC =
5492.1). The square root of time in days was used for all models reported here, though the final
models were also tested with the linear and quadratic time terms (days + days2) to assess if
interactions with time were altered. As a reminder, coefficients are reported as odds ratios, so OR
< 1 represent a negative effect (higher predictor value results in lower recall odds), OR = 1
represents no effect (the predictor does not change the odds of successful recall), and OR > 1
represents a positive effect (higher predictor value results in higher recall odds). If the 95%
confidence intervals next to the OR estimates do not contain 1 then the predictor is significant,
and these are denoted by an asterisks within the tables.
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Separate models were first constructed for each individual predictor (initial test, tests to
criterion, verbal fluency, fluid intelligence, age, sex, years of education, and self-reported sleep
quality) included with time (square root of delay days) consistent with the initial approach by
MacDonald et al. (2006). A full table of the individual predictor models is in the Appendix in
Table A6. When considering each predictor separately, the only predictor without a significant
main effect or interaction with forgetting slopes was years of education (yoe: OR = 0.96, z = 1.52, p =.128; yoe × time: OR = 1.01, z = 1.16, p = .247), whereas fluid intelligence had a
significant main effect on recall (OR = 1.33, z = 3.10, p = .002) but did not impact forgetting
(OR = 0.92, z = -1.92, p = .055). The other individual predictors all had main effects and
interactions with forgetting slopes (specific values in Table A6) and all had significantly better
fits relative to a model only including time when tested via likelihood ratio tests (tests to criterion
c2 = 181.1, p < .001; initial test c2 = 132.6, p < .001; VF c2 = 52.0, p < .001; sex c2 = 24.3, p <
.001; sleep quality c2 = 8.9, p = .012).
Models were built by adding pairs of related variables first as main effects followed by
adding interactions with time as the cross-level interaction was of most interest. A subset of the
overall models are included in Table 4.5, and the best overall model is Model 4. The first set of
predictors were the learning rate measures, including initial test performance (TTC1, or
performance on the first test to criterion) and tests to criterion (TTC, or the overall rate of
learning). Though TTC and TTC1 are strongly correlated, they each seem to be characterized by
different cognitive variables (fluid intelligence for TTC1, verbal fluency for TTC). In addition,
those two predictors were added first (after the time variable) as they were the most likely to
account for the other potential predictors, and indeed TTC1 accounted for fluid intelligence when
added to the model and thus it was omitted from subsequent models. Verbal fluency was added
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next as it was most strongly related to learning rate and it was unclear whether VF would
contribute any added variance above that from TTC; VF was a significant predictor and
improved the overall model. Sex (1 = female, 0 = male) was then added as it was strongly
related to VF, and the resulting model was ultimately the best overall model (to be described
shortly) of the other candidates. Age and education level were also added (Model 5) but the
resulting model was not better than the more parsimonious model (Model 4) that excluded them.
Sleep was ultimately not considered in the models primarily because it was difficult to
interpret—poorer sleep scores were more likely to come from those with more years of education
and women relative to men, but because it is self-reported it is impossible to decipher whether
those variables were indeed related to poorer sleep or whether those variables were simply
related to a higher likelihood of reporting poorer sleep.
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Table 4.5. A subset of Generalized Linear Mixed Model (GLMM) results for longitudinal recall over time.
Model 1

Predictors
(Intercept)
Time
TTC
TTC1
VF
Sex
Age
YoE
Time × TTC
Time × TTC1
Time × VF
Time × Sex

+ TTC
+ TTC1
OR
10.25
0.32
0.65
1.39

95% CI

[9.3 – 11.4]*
[0.30 – 0.34]*
[0.58 – 0.72]*
[1.25 – 1.55]*

Model 2

Model 3

+ TTC x Time
+ TTC1 x Time
OR
95% CI

+ VF
+ VF x Time
OR
95% CI

10.42
0.32
0.53
1.29

10.42
0.32
0.59
1.35
1.20

[9.4 – 11.6]*
[0.30 – 0.34]*
[0.47 – 0.60]*
[1.13 – 1.48]*

1.30 [1.21 – 1.41]*
1.10 [1.01 – 1.19]*

[9.4 – 11.5]*
[0.30 – 0.34]*
[0.51 – 0.67]*
[1.18 – 1.54]*
[1.07 – 1.34]*

1.21 [1.12 – 1.32]*
1.07 [0.98 – 1.16]
0.89 [0.83 – 0.95]*

Model 4
+ Sex
- Time x TTC1
OR
95% CI
8.87
0.32
0.62
1.43
1.18
1.33

[7.7 – 10.2]*
[0.30 – 0.34]*
[0.55 – 0.70]*
[1.28 – 1.59]*
[1.06 – 1.32]*
[1.13 – 1.57]*

1.16 [1.09 – 1.24]*
0.88 [0.82 – 0.94]*

Model 5
+ Age
+ YoE
OR
8.63
0.33
0.61
1.36
1.17
1.38
0.93
0.98
1.21
1.07
0.89
0.97

95% CI
[7.4 – 10.0]*
[0.30 – 0.36]*
[0.53 – 0.69]*
[1.19 – 1.55]*
[1.05 – 1.30]*
[1.13 – 1.68]*
[0.86 – 1.01]
[0.90 – 1.06]
[1.12 – 1.32]*
[0.99 – 1.16]
[0.83 – 0.95]*
[0.86 – 1.10]

1.84
1.82
1.79
1.75
1.74
SD (Intercept)
1.50
1.40
1.38
1.39
1.38
SD (Time)
Random Effects
ρ01
-.42 id
-.35 id
-.29 id
-.29 id
-.28 id
2
Marg R
.293
.291
.294
.296
.297
2
Cond R
.298
.296
.298
.301
.302
Deviance
5283.4
5237.2
5222.8
5214.2
5207.9
AIC
5297.4
5255.2
5244.8
5236.2
5237.9
logLik
-2641.7
-2618.6
-2611.4
-2607.1
-2603.9
TTC = Tests to criterion (learning rate), TTC1 = score on initial test to criterion; VF = Verbal Fluency; Sex is coded as 1 = women, 0
= men; Age is Box-Cox transformed age in years; YoE = Years of education; Time is the square-root transform of delay in days.
*p<0.05
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Main Effects
The best overall model in accounting for recall over time and for forgetting slopes (recall
× time interactions) was Model 4, which roughly accounted for 30% of the variance in recall
performance (conditional R2 = .301). The addition of sex (1 = female, 0 = male) to the model
greatly impacted baseline recall estimates (intercepts decreased from >10 OR to 8.87 OR) to
reflect men demonstrating lower baseline and overall recall performance relative to women. The
intercept OR of 8.87 represents the predicted baseline recall odds for men who were average on
!"

the other grand-mean centered predictor variables—converting the OR into a probability $!" $ %%
indicates men were expected to have a baseline recall of 89.86%, whereas women had an added
%.'' $ (.()

OR of 1.33, which reflects an expected baseline recall for women at 91.07% $%.'' $ (.() $ % =
.9107%. Fewer tests to criterion was also related to better recall odds (OR = 0.62; because TTC is
inversely related to recall the OR is < 1), better initial test scores were related to better recall
odds (OR = 1.43), and higher verbal fluency also had positive effects on predicted recall odds
(OR = 1.18). Longer delays were also associated with poorer recall odds (OR for time = 0.32).

Figure 4.8. Main Effects for Initial test scores and sex. Higher initial test score performance (left)
was related to better long-term memory performance across a week, and women remembered
better than men across one week (right).
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Interactions with Time
Model 4 includes two significant interactions with time, including time by learning rate
(Time × TTC; OR = 1.16, 95% CI [1.09, 1.24]) and time by verbal fluency (Time × VF; OR =
0.88, 95% CI [0.82, 0.94]). These interactions represent the average degree to which the
predictor (TTC or VF) impacts the slope of forgetting across square-root days. However, the
interactions are in the opposite direction than predicted: the time by learning rate interaction (OR
= 1.16) implies that slower learners (those with more TTC) show improved recall odds as the
delay increases and therefore slower forgetting. The time by verbal fluency interaction (OR =
0.88) implies the opposite: higher levels of VF show decreased odds of recall as delay increases
and therefore faster forgetting. To try to make sense of this opposite pattern of results, the
interactions are explained more in-depth and accompanied by interaction figures.
Learning Rate × Time. The significant interaction between learning rate (tests to
criterion) and time suggested that slower learning (more tests to criterion) was related to slower
forgetting (higher likelihood of recall for slower learners relative to faster learners as time
increased). This interaction is depicted in Figure 4.9, and what is notable is that the faster
learners demonstrate very little forgetting over the first couple of days relative to slower learners,
but after approximately 2-3 days the faster learners begin to show increased forgetting. For
comparison, mean recall data and forgetting curves for the top and bottom learning rate quartiles
are shown in Figure 4.10. When considering the entire one week span, faster learners forgot
more slowly relative to slower learners. Slower learners also forgot more in an absolute and
proportional sense (Wixted, 1990; see Figure 4.11).
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Figure 4.9. The interaction between learning (tests to criterion; TTC) and delay on recall. Quicker
learners (blue line) show very little forgetting across the first few days but eventually appear to
show increased rates of forgetting later relative to slower learners (yellow line).

Figure 4.10. Mean recall performance and exponential-power forgetting curves for the top and
bottom learning rate quartiles. The forgetting rate parameter (labeled ‘b’) for each group is shown
to the right. Across the entire one week span, slower learners forgot at a faster rate (b = .327)
relative to faster learners (b = .230).
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Figure 4.11. Across the one week span, the slowest learning quartile forgot more than the faster
learning quartile. The left figure shows median absolute forgetting, which is the simple difference
in recall performance between tests (e.g., test 1 – test 2). The right figure shows median
proportional forgetting, which takes baseline performance into account (e.g., [test 1 – test 2] / test
1). Slower learners forgot more than faster learners by both metrics.

The most obvious question is whether the apparent slowing of forgetting for slower
learners as delay increased was due to testing effects at longer delays. That is, because slower
learners received many more tests on the material during acquisition, perhaps the benefits of
those additional tests did not appear until the 2-day to 1-week delay (Karpicke & Roediger,
2008). However, testing effects do not appear to be present at the later delays for any group of
learners. Between tests 4 and 5, word pairs that received fewer tests during acquisition (and were
therefore easier) had better odds of being recalled relative to words that received additional tests
(OR = 0.87, 95% CI = [.83 - .91], p < .001) and this was true across the spectrum of learning
rates (non-significant interaction between tests per item during learning and overall learning rate
in predicting recall; OR = 1.01, 95% CI = [0.99 – 1.04], p = .192). Collapsing across learners,
easier items that were tested less in total during learning were better recalled (Figure 4.12 and
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Figure 4.13). The apparent discrepancy between the GLMM interaction and other analyses
concerning whether quicker learners forget more slowly could suggest the advantages quicker
learning provides to slower forgetting only last for 1-2 days. It could also be the case that slower
learners appear to forget more slowly from 2 days to 1 week because they approached their lower
asymptote of recall performance earlier than faster learners, as was the case in our prior study
(Zerr & McDermott, 2021) where faster learners still showed better performance after 1 month
relative to slower learners.

Figure 4.12. Individual word pairs (collapsed across learners) were better recalled at each delay if
they required fewer tests to criterion to learn.

Figure 4.13. Items that were learned on earlier tests to criterion (collapsed across learners) and
therefore tested less demonstrated better recall and less forgetting across one week.
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Verbal Fluency × Time. The verbal fluency interaction suggests higher verbal fluency is
related to faster forgetting, and this difference appears to start after the third test at a 1 day delay.
The most dramatic difference occurs between 1 to 2 days and continues up to 1 week (see Figure
4.14).

Figure 4.14. The interaction between verbal fluency (VF) and delay on recall. Higher verbal
fluency was associated with better retention at baseline and after the 3-hour delay, but from 1 day
and beyond higher verbal fluency was predictive of faster rates of forgetting, potentially due to
greater interference at longer delays for those with higher VF.
The initial interpretation of this could be that, because lower verbal fluency was
associated with more tests to criterion during the learning phase, that additional testing benefitted
the lower VF participants. However, this appears not to be the case. There were no significant
interactions between VF and TTC with time, and the effect of lower VF relating to better
memory was present within each TTC group as well as between them. To clarify, even within the
fastest learning group (3 TTC), higher VF was associated with faster forgetting than lower VF.
Similarly, at the item-level, the VF pattern was still present when examining items learned on the
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first TTC (items tested once) or items tested multiple times (2, 3, 4, or 5 TTC, as well as any
items tested more than once). An examination of the response latency data demonstrates that RT
followed this pattern—as recall probability decreased, RT increased (Murdock, 1974) for all but
the lowest VF participants. That is, the lower VF participants showed no dramatic increase in RT
from 2 days to 1 week whereas the other VF groups did.
One of the reasons in the introduction that verbal fluency was hypothesized to aid in
slowing forgetting was that it could allow for better integration of the paired associates into an
existing knowledge structure and organized mental lexicon, as past work has found such
integration to aid in memory consolidation and slow forgetting (Nadel, Hupbach, Gomez, &
Newman-Smith, 2012; Van Kesteren, Ruiter, Fernández, & Henson, 2012). The caveat to these
findings is that integration into existing knowledge may be dependent upon (1) semantically
meaningful information and (2) may apply primarily to items themselves and not to the
association between them (James, Gaskell, Weighall, & Henderson, 2017; Van Kesteren et al.,
2013). Because the learning material consists of common low-associate English words that are
arbitrarily paired, those with higher VF may find it more difficult to remember the association
itself between the word pairs over time. The RT data seem to suggest that higher VF required
more time to search competing associations in memory at the 2-day and 7-day delays, whereas
the lower VF groups showed no difference between those time periods (see Figure 4.15). That is,
the higher VF individuals appeared to demonstrate a “fan effect” (Anderson, 1974) where more
associations with an item can slow retrieval and is thus indicative of higher amounts of
interference (Thomson, Harrison, Trafton, & Hiatt, 2017). Whether VF would be related to faster
forgetting for materials other than arbitrary paired associates is unclear, particularly for
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semantically meaningful ones or material where the items themselves are the information to be
remembered as opposed to the link between pairs of items.

Figure 4.15. Mean response time (RT) in milliseconds by verbal fluency quartiles (1 = lowest 25%
in verbal fluency; 4 = highest 25% in verbal fluency). Only the lowest verbal fluency quartile
demonstrated no slowing in mean RTs from a 1-day delay (session 3) to a 7-day delay (session 5),
suggesting lower verbal fluency was related to less interference at longer delays.

4.3 Discussion
The most notable change from Experiment 1 to Experiment 2 was the inclusion of a
multitrial dropout procedure in which word pairs had to be learned to a criterion of one correct
recall each. Long-term recall was substantially higher at each of the delays as compared to
Experiment 1 and floor effects were not a concern, although some participants may have had
ceiling effects at the earliest delays. An important observation (evident in Figure 4.3) is that
initial baseline recall was highly variable even after “equating” learning, which suggests studies
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that have inferred perfect baseline retention due to the use of a criterion procedure during
acquisition did so erroneously (Derwinger et al., 2005; MacDonald et al., 2006). In contrast to
Experiment 1, additional cognitive variables were added including fluid intelligence, verbal
fluency, learning strategies, learning rate, and pre-encoding sleep quality. Additionally, because
this experiment used a non-undergraduate online sample, the wider age range and more equal sex
distribution of participants more readily allowed for examining demographic variables as well.
Although the GLMM interaction suggested slower learners had better odds of recall as
time increased relative to faster learners, the other analyses suggested quicker learners tended to
forget less (both absolutely and proportionally) over the one week span relative to slower
learners. This finding between faster learning and slower forgetting is consistent with prior work,
particularly when learning is “equated” by using the same criterion level of recall for each person
but allowing the number of tests or trials to vary (Kyllonen & Tirre, 1988; MacDonald et al.,
2006; Zerr & McDermott, 2021). In addition, different measures of learning rate including scores
on an initial test following a single study opportunity, as well as the total number of tests to reach
criterion, were strongly related to each other but accounted for by different cognitive and
demographic characteristics. Scores on the initial test during learning were most strongly related
to fluid intelligence, whereas the overall rate of learning was more closely tied to verbal fluency.
In turn, verbal fluency was stronger in women relative to men, and the importance of verbal
fluency in accounting for learning rates lends support for the hypothesis that verbal fluency is a
potential driver of quicker learning in women on average, at least in the context of verbal
materials (Zerr & McDermott, 2021). In addition to verbal fluency, age was also a predictor of
learning rates such that older adults tended to learn more slowly even though initial test score
performance did not differ by age. An ad hoc analysis of response times during learning trials
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suggested age was positively related to disproportionately slower responding as learning
progressed, suggesting older adults were differentially affected by the increasingly difficult tests
to criterion, yet there were no noticeable effects of age on forgetting rates. The lack of age
effects on forgetting was not an unexpected finding given our previous lack of finding age
effects with online samples and the tendency for forgetting studies to find little to no effect of
age on forgetting (e.g., Salthouse, 1991), however it is surprising that—given the relationship
between learning rate and forgetting rate—older adults tended to learn more slowly but showed
no noticeable deficits in forgetting.
Surprisingly, although verbal fluency in particular was a better predictor of learning rate
than the other cognitive measures, higher verbal fluency was related to faster rates of forgetting.
In particular, verbal fluency was related to better retention at the first and second delays across a
span of hours, but at delays longer than a day higher verbal fluency was related to faster rates of
forgetting. An analysis of the RT data for the VF quartiles suggested interference was more
prevalent in those with higher VF as only the lowest quartile of VF demonstrated no slowing in
RTs at delays of longer than a day. Specifically, higher VF may be a detriment to retaining
arbitrarily paired words at longer delays, as the RT data suggest greater VF required greater
search time to attempt to retrieve the proper target for a given cue. To receive a bewnefit of VF
on forgetting it may be necessary to use materials that are more semantically meaningful (e.g.,
vocabulary, definitions) or a greater focus on individual items rather than associations between
items.
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Chapter 5: General Discussion
The goals of Experiments 1 and 2 were to assess the extent to which cognitive variables
and demographic characteristics were related to individual differences in forgetting, as well as to
use methodology that improved upon prior forgetting studies. Experiment 1 examined whether
working memory capacity (WMC) was related to forgetting rate across two commonly employed
procedures, a continuous cued-recall task (or single-session forgetting; SSF) and a multi-session
longitudinal procedure (or long-term forgetting; LTF). Theories concerning the influence of
WMC on forgetting have predominantly revolved around the strategic search process that occurs
at retrieval, and how higher WMC can allow for more a restrained and targeted search to
increase the likelihood of retrieving the correct information over time (Lansdale & Baguley,
2008; Moscovitch, 1992; Unsworth & Engle, 2007). Such an account is consistent with the
finding that, in both the SSF and LTF procedures, higher WMC was related to better recall. The
SSF procedure also produced a significant but weak effect of WMC on forgetting rates (an
interaction between WMC x Time on recall probabilities), but the effect was only found for
extreme groups (WMC scores in the top and bottom 25%) and no such relation was found
between WMC and forgetting rates in the LTF procedure. Although it had been hypothesized
that WMC would not relate to LTF based primarily on theoretical grounds, the prevalence of low
recall success and potential floor effects in the LTF data make it challenging to draw strong
conclusions concerning the role of WMC in LTF.
The other primary goal of Experiment 1 was to compare whether forgetting estimates
obtained within a single-session would correlate with forgetting estimates obtained across a week
delay in a long-term multi-session forgetting procedure. The two forgetting estimates were
hypothesized to be moderately and positively correlated (rs ~ .30-.40), however the two
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forgetting rates were non-significant and negative (rs = -.16, p = .112) and reinforces concerns
about how generalizable results are across studies measuring forgetting in distinctively different
ways. The direct comparison between the LTF and SSF procedures in Experiment 1 is also the
first direct comparison of the procedures to my knowledge, even though SSF procedures have
been used since the late 1960s and discrepancies between the procedures have been
acknowledged in the literature several times (Atkinson & Shiffrin, 1968; Begg & Wickelgren,
1974; Elliott, Isaac, & Muhlert, 2014; Lansdale & Baguley, 2008; Navarro, Pitt, & Myung, 2004;
Sadeh, Ozubko, Winocur, & Moscovitch, 2014; Wickelgren & Berian, 1971). Other studies may
need to also compare the two procedures before a firm conclusion can be reached, but the lack of
any relation in forgetting between the two procedures brings into question the extent to which
findings obtained from the SSF can be assumed to also be observed in the LTF procedure. One
potential compromise between the SSF and LTF procedures is to integrate the two together by
including a continuous cued-recall task in the first session using fewer, more distant lags (e.g., 1
min, 2 min, 5 min, 20 min, 60 min) and subsequently also testing participants at later follow-up
sessions (e.g., hours, days, or weeks). Combining the two procedures has yielded results more
consistent with traditional long-term multi-session procedures assuming earlier lags are
sufficiently delayed enough to reduce contamination from short-term or working memory
(Averell & Heathcote, 2009, 2011; Begg & Wickelgren, 1974; Wickelgren, 1972). Combining
the SSF and LTF procedures could yield more data per person than solely using an LTF
procedure, yet the results would likely generalize beyond solely using an SSF procedure. The
drawback to combining the two procedures, however, is more lengthy sessions (e.g., 2.1 - 3.5 hr
in the prior studies mentioned) and including many more filler trials that are removed in order to
accommodate the desired lags and within-session delays.
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Since Experiment 1 did not find the SSF and LTF measures to align and combining the
two procedures was not practical in terms of experiment length, an LTF procedure was used to
measure individual differences in forgetting in Experiment 2. We also sought to reduce the
potential for floor effects by having participants learn the materials to a criterion of one correct
recall each, which provided evidence that word pairs were encoded (and could thus be
“forgotten”; Tulving, 1974) and more importantly also provided a measure of learning rate.
Whereas Experiment 1 focused on the forgetting process alone, Experiment 2 broadened the
focus to both acquisition and forgetting to evaluate the relative contributions of additional
cognitive variables at both encoding and retrieval. It was hypothesized that fluid intelligence and
verbal fluency would primarily exert their effects on the acquisition of material, potentially
through strategy use, and potentially mediate our prior finding that quicker learners tended to
forget more slowly (Zerr & McDermott, 2021). In addition, verbal fluency was hypothesized to
account for sex differences in learning rate and forgetting rate. Self-reported sleep quality was an
exploratory measure to examine whether pre-encoding sleep quality was related to learning rate,
forgetting rate, or other cognitive variables, and it was thought that poorer pre-encoding sleep
would be related to a slower learning rate and quicker rate of forgetting.
The key take away from Experiment 2 was the strong relationship between learning rate
and forgetting, such that quicker learners forgot less over the one week span than slower
learners. Although overall forgetting curves suggested slower learners forgot more quickly
overall, what is less clear is whether their forgetting slowed between the two day and one week
span more so than quicker learners (as per the GLMM interaction). Ultimately, the finding that
quicker learners did not forget more despite being exposed to the material for less time is
consistent with past studies using a similar approach in measuring learning rate (Kyllonen &
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Tirre, 1988; MacDonald et al., 2006; Zerr & McDermott, 2021; more nuanced discussion of this
is in section 5.2).
The primary cognitive variables in Experiment 2 hypothesized to relate to learning rate
were fluid intelligence and verbal fluency. Both fluid intelligence and verbal fluency were
related to more self-reported effective strategy use and flexibility in switching from ineffective
strategies. Verbal fluency did not relate to more effective or elaborative strategies such as using
imagery or forming sentences with word pairs to remember them, but participants with higher
verbal fluency did indicate they less frequently had difficulties in coming up with learning
strategies during the encoding phase. Ultimately, the rate of learning overall was driven
primarily by verbal fluency, and this relation seemed to predominantly account for why women
demonstrated quicker learning relative to men. Fluid intelligence was predicted to also be related
to learning rate, but its contribution to any gains made during learning were subsumed by verbal
fluency, which accounted for approximately 17% of the variance in tests to criterion relative to
5% from fluid intelligence. Fluid intelligence was, however, most strongly related to
performance on the first cued-recall test following a single study trial for each word pair. In
some sense this is the quickest index of learning in the acquisition phase as it reveals how well
someone can recall the items after a single short exposure. But it had been hypothesized that
fluid intelligence would be more related to learning rate throughout the procedure, as it would
allow for greater disengagement from ineffective strategies and more flexibility in applying
elaborative strategies. It has also been shown that fluid intelligence is relied upon more for more
difficult items (Minear et al., 2018), but items retrieved on the first test are subjectively the
easiest items to recall for each person. However, because the learning procedure was a new task
for participants, fluid intelligence could have been particularly relied upon in the context of not
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only learning and retrieving novel pairs of words, but also in the paradigm itself which was a
new situation. It could be worth examining if providing a set of practice trials or another task in
order to acclimate participants to the format of the task would reduce the contribution of fluid
intelligence to first test performance or if the relationship remains in spite of greater familiarity
with the task and learning context.
Verbal fluency was the best predictor of learning rate, which is not surprising when
considering what drives verbal fluency performance—typical high-performers will have a strong
ability to produce many words for each category, but they also tend to be proficient in inhibiting
responses they already provided or that do not fit the category. Those with better verbal fluency
are also thought to possess a more organized mental lexicon (e.g., Sunila, Rajashekhar, &
Guddatuu, 2018), and so it was hypothesized that verbal fluency would be amenable to quicker
learning of verbal paired associates, but that it would also be related to better consolidation and
less overall forgetting. Counter to predictions, however, better verbal fluency proved to be a
hindrance to maintaining memory at delays longer than 1-2 days. Although better VF was related
to better memory at the earliest delays (1 min and 3 hr), at longer delays VF was related to faster
rates of forgetting. The response time data suggested that only those in the lowest quartiles for
VF performance were able to maintain the arbitrary pairs of words at longer delays without
increased interference, potentially because verbal fluency may not aid in maintaining weak
associations between items but is instead more relevant for the items themselves or more
semantically meaningful information in general (e.g., James, Gaskell, Weighall, & Henderson,
2017; Van Kesteren et al., 2013).
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5.1 What underlies individual differences in forgetting?
A consistent finding in individual differences research is that of positive manifold
(Spearman, 1904; Jensen, 1986) or “the Matthew effect” (Merton, 1968), in which better
performance on one cognitive measure coincides with better performance on other cognitive
measures or “the rich get richer.” Such findings can make it difficult to distill cognitive processes
down to a handful of mechanisms, particularly because there is a limit on the number of possible
variables that can be included or accounted for in any within-subjects individual differences
study. It is also worth emphasizing again that factors that are important for either encoding or
retrieval or both may not be influential in the rate of forgetting, and as was evident for verbal
fluency in Experiment 2, characteristics that aid encoding or memory at earlier delays may
subsequently be related to faster forgetting. This latter finding in particular can make it
challenging to predict what individual differences might be important in forgetting, since many
memory studies do not include particularly long delays and so relationships between cognitive
variables and memory performance may only exist for relatively short timescales.
Individual differences that are important in forgetting are likely going to act either by
reducing interference in the hours and days following learning, or by aiding consolidation of the
learned information at longer delays. The most influential mechanisms would be ones that could
reduce interference at early delays but then subsequently facilitate newly learned information
into neocortical regions in the brain to reduce further interference (Wixted & Cai, 2013). Prior
work has suggested that information can be better consolidated early on and therefore forgotten
less if the newly learned information is relevant and meaningful to oneself and can therefore be
incorporated into one’s prior knowledge base (Frankland & Bontempi, 2006; Tse et al., 2007).
Therefore, it may be challenging to find variables related to individual differences in forgetting
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using more artificial laboratory stimuli as opposed to more real-world, personally meaningful
kinds of material. For example, we find quicker learners show almost no forgetting at all across
delays of 1 to 2 days, but forgetting inevitably increases after that point, potentially because the
artificial laboratory stimuli simply cannot be consolidated as well as more relevant or meaningful
material.
What continues to be surprising about forgetting is that it is relatively resilient to variables
that strongly impact learning and retention. Age and sex were both implicated in learning rates in
Experiment 2, yet they only produced noticeable differences in how much someone remembered
overall and not in the rate at which that information was lost overtime. Similarly, differences
across people in forgetting were relatively minimal in both experiments given the low intraclass
correlations in forgetting data. Aside from learning rate, the most important characteristic of
determining whether forgetting was quicker or slower was the difficulty of the items. Across all
learners, easier items were remembered better and forgotten less, even when the more difficult
items were tested multiple times with correct-answer feedback in a spaced fashion, all of which
should translate into less forgetting (McDermott, 2021). The best determinant of forgetting rates,
then, is likely whatever characteristics allow certain items to be easier for given participants.
Though some items were consistently easy (e.g., “NINE – AGE”), some were much harder
overall (e.g., “CELERY – TUNA”) , yet were easy for some participants. Were such items easier
because of a particular strategy they came up with during learning, or its relevant to a particular
prior memory they had? Focusing on idiosyncratic differences for particular items will likely
provide more information about what affects forgetting rates than broad comparisons of general
cognitive abilities can pick up on.
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5.2 Learning rate and forgetting rate
“Differences in the rate at which associations are formed represent a fundamental individualdifference variable” (p. 418, Underwood, Boruch, & Malmi, 1978)
The most robust predictor of individual forgetting rates was learning rate, operationalized
as the number of tests required to correctly recall each word pair once and also the proportion
correct on the initial test following a single study session. Although the gap between quicker and
slower learners may narrow after only one week, as per the GLMM analysis, quicker learners
forgot less than slower learners and demonstrated overall slower rates of forgetting. The finding
that quicker learning coincides with slower forgetting replicates results from our prior studies
(Zerr, 2017; Zerr & McDermott, 2021) and is consistent with a long history of psychology
experiments. More than 100 years ago, Lyon (1917) reviewed the available literature and
concluded “those who learn quickest forget the least” (p. 137), as did Strayer and Norsworthy
(1917), describing the relation between acquisition and forgetting as “quickly come, slowly go.”
Woodworth (1914) noted the relation between quicker learning and slower forgetting at the level
of individual word pairs, and in fact he used the same learning procedure as was used in the
second experiment here. The pattern of findings continues and there are countless examples of
them. Underwood (1949) noted that “when learning is rapid, forgetting will be slow” and
McGeoch (1942) echoed such sentiments, too. More recent work, too, has supported the notion
that quicker learning is more durable learning (Kyllonen & Tirre, 1988; MacDonald et al., 2006;
McDermott & Zerr, 2019; Zerr et al., 2018).
Is learning rate just another measure of forgetting?
One obvious criticism of concluding learning rate is predictive of forgetting rate is
whether they are representing the same thing. McGeoch (1942) argued learning and forgetting
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are a continuous process and their distinction was primarily in timescales—that is, we refer to
learning as occurring in the tests to criterion procedure, but it could also be thought of as
measuring forgetting in-between study and test opportunities between each criterion test. Those
who forget less from trial-to-trial are by definition faster learners, so perhaps the finding that
quicker learning relates to slower forgetting is merely representing two sides of the same coin.
The problem with such an argument is the prevalence of findings that produce asymmetrical
effects on either learning or forgetting (Howe & Courage, 1997; Wickelgren, 1972).
Overlearning or additional study trials, for instance, produces higher levels of learning but does
not impact forgetting rates, whereas additional testing or retrieval practice during learning can
produce identical learning curves but have substantial impacts on forgetting (Karpicke &
Roediger, 2008). Similarly, experimenter-induced strategies during learning can make
acquisition faster but have no effect on forgetting (Barrett, Maier, Ekstrand, & Pellegrino, 1975;
Underwood, Shaughnessy, & Zimmerman, 1974).
(Un)Desirable difficulties?
From a desirable difficulties perspective (Bjork, 1994), it could be argued that slower
learners should be more likely to show slower rates of forgetting because they receive more tests
with feedback on the items and thus more retrieval practice, and they ultimately succeed in their
retrieval attempts for all of the items once learned to criterion. More retrieval practice at the
condition-level is beneficial for slowing forgetting (Karpicke & Roediger, 2008). Therefore, one
might expect a trend to exist across individuals such that more retrieval practice would ultimately
slow individual rates of forgetting, so it is somewhat surprising the opposite is found when
examining individual performance. However, this opposite pattern of results is not necessarily
inconsistent with the desirable difficulties framework if one considers how slower and faster
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learners could be differentially impacted by such difficulties. For example, McDaniel and Butler
(2011) provide a framework for when difficulties during learning are desirable, with the two
most important aspects being (1) the characteristics of the individual learner, and (2) how well
the difficulty stimulates processing that overlaps or matches the demands of the criterial task.
This second aspect is met in these experiments because retrieval practice of the target for each
cue during learning should facilitate retrieval of the target for each cue during delayed testing.
The first aspect, characteristics of the learner, could potentially account for slower learners not
benefitting from additional retrieval practice if the slower learners are unable to implement the
type of processing required by the difficulty. Specifically, if slower learners could not produce
effective strategies for the more difficult words in order to properly encode and later recall them,
then the difficulty (i.e., retrieval practice) is unlikely to benefit the slower learners and may be
more akin to an undesirable difficulty (Bjork & Bjork, 2020). It is worth noting that more
retrieval practice during the learning phase is confounded with subjective difficulty of the
learning material (i.e., items that are harder to learn are tested more), so desirable difficulties in
this task are difficult to tease apart.
Issues in equating learning
Second, the procedure used in Experiment 2 to equate learning across people has been
controversial since Underwood (1954, 1964) claimed this criterion-based dropout procedure
produces unequal learning across faster and slower learners. Underwood (1954) reasoned that
faster learners benefit more from each subsequent recall of an item relative to slower learners,
and that reaching 100% criterion does not mean faster and slower learners have reached the same
ceiling. Therefore, in Underwood’s (1964) view, learning is only equated if the learning curves
are the same, and only when the learning curves were the same could any conclusions be reached
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about forgetting rate differences—otherwise differences in the degree of learning would bias
forgetting. Underwood’s solution, however, requires treating slow and fast learners differently
during the learning phase by having slower learners overlearn the material, which is not a
convincing alternative solution. Performance differences are also not the same thing as
underlying learning differences (Soderstrom & Bjork, 2015), so which method is used to equate
learning is largely a matter of opinion (Wixted, 1990). Additionally, Underwood (1964)
acknowledged that different learning curves or differences in the degree of learning are only
problematic in forgetting studies if degree of learning does impact forgetting (see also Loftus.
1985a, 1985b), yet the current consensus is that degree of learning does not impact forgetting
(e.g., Bäuml, 1996; Rose, 1992; Siler & Benjamin, 2020; Slamecka, 1985; Slamecka & McElree,
1983; Wixted, 2004a).

5.3 Limitations and Future Directions
There are a number of important limitations to consider about the current experiments. In
particular, the potential presence of floor and ceiling effects in Experiment 1 made it difficult to
compare the long-term and single-session forgetting procedures. Such effects are a broader
example of the difficulty in measuring forgetting by proportion correct recall: performance is
bounded between 0 and 1, is an average of multiple individual items (which may each differ in
their memorability, Kahana & Adler, 2017), and are rarely normally distributed so require more
sophisticated modeling techniques or transformations of the data. If forgetting curves shift too
much in either direction it makes conclusions much more difficult, and a monotonically
decreasing function bounded by 0 and 1 may make variability in forgetting that much more
difficult to observe and to produce. Thus, a large individual difference study in forgetting that
uses different dependent measures, such as d-prime in recognition or a continuous index of error
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in identifying the location of objects in visuospatial learning may be beneficial relative to
averaging binary outcome measures of correct or incorrect (Zerr, Spaventa, & McDermott,
2021). In addition, cued-recall may remove differences that exist in studies of free recall by
providing a retrieval cue rather than participants relying on their particular retrieval cues to recall
entire lists of words (Tulving & Pearlstone, 1966; Roediger & Guynn, 1996). The use of paired
associates for low-associate English words may also limit the generalizability of the finding
concerning higher verbal fluency relating to faster forgetting, as higher VF may be related to
slower forgetting if the learning material consisted of more semantically meaningful information
or if the focus was on the items themselves and not on the association between items (James,
Gaskell, Weighall, & Henderson, 2017; Van Kesteren et al., 2013).
Another limitation is the way in which participants learned material in Experiment 2. As
noted in the introduction, testing and retrieval practice change the shape of the forgetting curve
(Carpenter et al., 2008; Roediger & Karpicke, 2006) and make it more linear over time. Using
multiple tests to criterion may have reduced the variability between people in forgetting rates,
meaning the effect of important variables or individual differences in altering forgetting were
harder to observe. In addition, our learning rate measure was a cumulative one. Therefore, our
index of how quickly people learned the material did not account for individual differences in
forgetting that occur throughout the learning phase (e.g., such as an ACT-R theory of learning;
Anderson & Schunn, 2000).
Finally, an important point to consider in researching forgetting is the distinction between
availability and accessibility of memories over time (Tulving & Pearlstone, 1966). The forgetting
curve represents a psychological variable that is not modeling the actual degradation or absolute
loss of information over time, but instead the degradation of the access to that information. In
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other words, the information may still be available but falls below some retrievability threshold
in which to access it. We know this in part because the same information “forgotten” as
measured by recall can sometimes be remembered if instead measured by recognition or savings
(Green et al., 2008; MacLeod, 1988). Ultimately forgetting remains a remarkably consistent
phenomena across materials, procedures, individuals, and studies, which brings to mind
Underwood’s lamenting of a lack of differences in forgetting: “Do these facts mean what they
appear to mean, namely, that a wide variety of mechanisms used in establishing memories,
memories that must be encoded differently, have no consequence for long-term retention? Or
does it mean that underlying all of these memories there is one, powerful, common constituent
that is responsible for the observed constant rate of forgetting and that remains uninfluenced by
particular manipulations suggested by extant theory? One cannot but conclude that the problem
is of critical centrality” (Underwood, 1972, p. 21).
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Appendix
Experiment 1

Experiment 2

Figure A1. Missing data in Experiments 1 (top) and 2 (bottom). The left side shows counts of
missing data and the right depicts the pattern of missing data (missing data are in red, non-missing
data are in blue) across participants with counts of the observed patterns on the right
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Table A1. Word pairs used in the long-term forgetting portion of Experiments 1 and 2.
Test 1

Test 2

Test 3

Test 4

Test 5

PLAN - LIFE

RACK - SURF

GIFT - HORSE

PHOTO - MAT

BISHOP - KING

SCENE - CRIME

HOSPITAL - PAIN

PARADE - DRUM

CIRCUS - WHEEL

PLUM - SUGAR

COUNTRY - FLAG

PENDULUM - DEATH

SILK - PURSE

PICNIC - GRASS

DUST - WIND

GRATE - CHOP

PASSAGE - TRAVEL

CASHEW - HUT

CLIFF - ROCK

SYMPTOM - CLUE

SCRAP - JUNK

ITCH - LICE

LAB - MICE

BLUEPRINT - SHOP

CELERY - TUNA

PLAZA - BENCH

MILDEW - SCRUB

SALARY - FEE

ANGEL - HEART

KNIT - WOOL

SWORD - STONE

MOON - WHITE

PERSONALITY - EGO

SERVICE - SMILE

MESS - ROOM

PORTION - MEAT

NINE - AGE

DESK - PAPER

LOBSTER - OCEAN

MEDIUM - PAINT

MOSS - PLANT

MATTRESS - BACK

LADDER - LUCK

STOPPER - LID

GATE - FENCE

HORNET - CAR

CHAIN - LINK

FAITH - SONG

EXPENSE - FOOD

ABSENCE - KIDS

PARSLEY - PLATE

MILE - WALK

BARLEY - GRAIN

PAIL - SAND

CLOAK - SCARF

LODGE - SLEEP

HAT - SUN

FOUNTAIN - PENNY

NERVES - SPINE

LIGHT - LAMP

PIT - DEEP

FLOWER - DAISY

PECAN - BIRD

GULLY - SHIP

CARDBOARD - TABLE

CARPET - HOUSE

LAWYER - JUDGE

LOFT - STAIR

CINEMA - FUN

CREATURE - WOLF

POUCH - DOG

HELMET - MASK

HORIZON - EVENT

CRUST - TOAST

PEBBLE - BEACH

HATCH - TRUNK

POSITION - SHAPE

CROOK - JAIL

ROOF - RAIN

MEASUREMENT - BODY

FURY - STORM

EXAM - TEXT

DART - POINT

EXCITEMENT - BIKE

GLANDS - MOUTH

AMOUNT - PILE
HAVEN - NEST
SCALES - GRAPH

GEESE - WINTER
BUS - CITY
HIKE - BOOTS

APRON - WORK
PIRATE - CAVE
GAZELLE - ZEBRA

RAG - DISH
GRIP - TAPE
DISC - LASER

CONCERT - SMOKE
CODE - ARMY
POND - LILY
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Table A2. Word pairs used in the continuous cued-recall procedure (single-session forgetting) in Experiment 1.
Lag 0

Lag 1

Lag 2

Lag 4

Lag 7

BRIGHT - DIM

DIAMOND - GEM

FLOOR - RUG

GLOBE - MAP

HANDLE - CUP

ACID - SOUR

BABY - DOLL

BEND - DOWN

BEE - BUZZ

DEAL - SELL

HAWK - DOVE

HEAD - TAIL

HOME - AWAY

INK - SPOT

IRON - LEAD

LIVE - REAL

LONDON - TOWN

LOW - SALT

MAILBOX - POST

METER - FOOT

RADIO - DIAL

RIOT - FIRE

RISK - GAME

ROBE - WARM

SANDWICH - COLD

TEST - TUBE

TOW - BOAT

VALUE - TRUE

WALL - FLAT

YARN - BALL

MICROSCOPE - SLIDE

ABOVE - CLOUD

ACT - DRAMA

ADULT - GROWN

ARENA - PLACE

COMPUTER - BRAIN

DICTIONARY - WORDS

DROP - LEAVE

ENJOY - PARTY

ESSAY - STORY

JEWEL - PEARL

JOURNAL - WRITE

KIN - CHILD

LUMP - GRAVY

MARS - SPACE

SELF - IMAGE

STUDENT - PUPIL

UNDER - WATER

VALLEY - GREEN

VEGETABLES - STEAM

Lag 12

Lag 21

Lag 35

Lag 59

Lag 99

HOTEL - INN

PAGE - ONE

PEACH - PIE

WHEAT - RYE

YELLOW - CAB

DICE - ROLL

GARDEN - ROSE

GIANT - SIZE

GOAT - MILK

HAIR - WASH

IVY - VINE

JEANS - BLUE

JOB - TASK

JURY - CASE

KEY - RING

MINT - COIN

MYTH - TALE

PAIR - TWIN

PEACE - SIGN

PLASTIC - WRAP

SCAR - FACE

SEAT - BELT

SEW - SEAM

STAMP - CARD

TEETH - CHEW

YEAR - LEAP

FREEWAY - SPEED

FROZEN - SOLID

PORCUPINE - SPIKE

ELECTRICITY - SHOCK

BADGE - SCOUT

BANANA - GRAPE

BISCUIT - DOUGH

CHEESE - BREAD

CLASS - GRADE

FLAME - BROIL

FOAM - SHAVE

FOREST - DENSE

HAY - STRAW

JAZZ - BLUES

NEPTUNE - SALAD

PLIERS - NAILS

PUZZLE - SOLVE

ROAD - BRICK

SAP - MAPLE

WAND - STICK

WEEK - MONTH

ZEST - CLEAN

ELEVATOR - BUTTON

PRODUCER - WRITER
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Figure A2. Distributions, pearson correlations, and scatterplots for each of the four learning rate
measures. Initial.test = initial recall score after studying the items once. ttc = tests to criterion
(fewer is faster); items = total number of items that had to be studied until criterion was reached
(fewer is faster); gamma = an estimate of learning rate based on an asymptotic exponential fit to
the learning curves (higher is faster as it reflects a steeper learning slope, i.e., reaching criterion
quicker). Each of these are strongly monotonically related but gamma is nonlinearly related to ttc
and items to criterion, whereas gamma is linearly related to initial test scores.
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Figure A3. Distributions, pearson correlations, and scatterplots for each of the primary dependent
measures of the three fluid intelligence (gF) tasks, as well as their relationship to the overall latent
factor score (gF.Factor). Mars = MaRs-IB accuracy; NumSer = Number Series correct items;
LetSet = Letter Set correct items.
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Figure A4. Distributions, pearson correlations, and scatterplots for each of the primary dependent
measures of the three verbal fluency (VF) tasks, as well as their relationship to the overall latent
factor score (VF.Factor). Animals = Types of animals; Occupations = Types of occupations; Letter
C = Words that begin with the letter ‘C’.
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Table A3. Retrospective strategy questions asked at the end of the learning phase.
Strategy
label

M (SD)

Median

Mode

Strategy description. How often did
you(r):

Succeeded

3.44 (0.72)

3

4

strategies successfully helped remember

Struggled

3.00 (0.73)

3

3

struggle or have difficulty trying to come
up a strategy

Failed
Switch

2.99 (0.97)

3

3

switch to a different strategy if a
previous strategy did not work

Failed
2.91 (0.99)
Perseverance

3

3

continue using the same strategy even if
it did not help to remember a word pair

Repetition

3.54 (1.21)

4

5

repeat the two words together over and
over (either in your head or out loud)

Imagery

3.05 (1.21)

3

4

form a picture or image in your mind of
both words

Sentence

3.03 (1.17)

3

3

generate a sentence or phrase using both
words

Personal

2.56 (1.03)

3

3

relate both words to a personal
experience or memory

Note—Strategies were rated for general frequency from 1 “Never” to 5 “Always”
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Table A4. A subset of candidate regressions models with tests to criterion or learning rate (Box-Cox transformed) as the outcome
measure. These represent the best-fitting, most parsimonious models.

Predictors
Intercept

Model1

Model2

Model3

Model4

Model5

Model6

Model7

std. Beta

std. Beta

std. Beta

std. Beta

std. Beta

std. Beta

std. Beta

0.03

0.02

0.02

-0.00

-0.00

0.00

0.00

InitialT

-0.74 ***

-0.74 ***

-0.74 ***

-0.74 ***

-0.74 ***

-0.73 ***

-0.73 ***

VF

-0.22 ***

-0.21 ***

-0.21 ***

-0.21 ***

-0.23 ***

-0.22 ***

-0.24 ***

gF

0.00

0.00

-0.05

-0.03

-0.03

Age

0.13 ***

0.13 ***

0.13 ***

0.13 ***

0.13 ***

0.15 ***

0.15 ***

YoE

0.06

0.05

0.05

0.05

0.06

-0.07

-0.07

-0.07

240

240

240

240

240

245

245

.663 / .654

.667 / .657

0667 / .659

.667 / .660

.662 / .657

.664 / .658

.657 / .653

2.470

2.438

2.438

2.439

2.474

2.560

2.610

-400.612

-401.636

-403.795

-405.781

-404.512

-409.853

-407.247

208.618

210.209

210.209

210.132

208.436

211.103

208.749

Sex (1=Fem)

PSQI
Observations
R2 / R2adjusted
Deviance
AIC
log-Likelihood

-0.08 *

InitialT = Initial tests to criterion, VF = Verbal Fluency, gF = Fluid intelligence, Sex is coded as 1 = women, 0 = men, Age is BoxCox transformed age in years, YoE = Years of education, and PSQI = Pittsburgh Sleep Quality Index as an index of sleep quality the
past month (higher values indicate poorer sleep). * p<0.05 ** p<0.01 *** p<0.001
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Figure A5. Distributions of the initial recall or degree of learning parameter (a) and the rate of
forgetting parameter (b) for exponential-power (expow) functions, as well as their relation. Initial
recall was left skewed suggesting performance near ceiling whereas forgetting rates were
approximately normally distributed. The lack of correlation between the two is common as most
studies agree that degree of learning and rate of forgetting are not significantly related. In other
words, how much someone remembers at baseline is not related to their eventual rate of forgetting.
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Figure A6. Observed versus fitted values for each participant’s exponential-power forgetting rate
in the long-term forgetting procedure in Experiment 1.
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Figure A7. Observed versus fitted values for each participant’s exponential-power forgetting rate
in the single-session forgetting procedure with 10 lags in Experiment 1. The fits were much less
precise relative to the long-term forgetting estimates.
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Figure A8. Observed versus fitted values for each participant’s exponential-power forgetting rate
in the single-session forgetting procedure with 5 lags in Experiment 1 after combining lags. The
fits were much more precise relative to the 10 lag fits.
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Figure A9. Observed versus fitted values for each participant’s exponential-power forgetting rate
in the long-term forgetting procedure in Experiment 2.
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Figure A10. Observed versus fitted values for each participant’s learning rate in Experiment 2.
Cumulative learning performance was modeled using an asymptotic exponential function.
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Table A6. Single-predictor entry for individual difference variables added to models with time.

Predictors

TTC

TTC1

VF

Odds Ratios
Sex
gF
(1=F)
10.43*
6.85*
0.32*
0.35*
2.81
2.71
1.5
1.5
0.58
0.58
2.72
2.72

Age

PSQI

YoE

(Intercept)
10.21*
10.5* 10.41*
10.5*
7.48*
20.67*
t
0.32*
0.32*
0.32*
0.32*
0.37*
0.25*
SD (Int)
1.87
2.23
2.57
2.86
2.83
2.84
SD (t)
1.41
1.49
1.43
1.5
1.49
1.48
Cor (Int~id)
0.78
0.56
0.65
0.57
0.58
0.58
SD (Obs)
2.72
2.72
2.72
2.72
2.72
2.72
ttc
0.83*
t * ttc
1.05*
ttc1
27.92*
t * ttc1
0.64*
vf
1.68*
t * vf
0.80*
gf
1.33*
t * gf
0.92
sex
2.07*
t * sex
0.84*
age
0.98*
t * age
1.01*
psqi
1.06*
t * psqi
0.97*
yoe
0.96
t * yoe
1.01
Random Effects
3.29
3.29
3.29
3.29
3.29
3.29
3.29
3.29
σ2
0.39 id
0.64 id
0.89 id
1.07 id
0.99 id
1.11 id
1.08 id
1.09 id
τ00
0.12
id.t
0.16
id.t
0.13
id.t
0.17
id.t
0.16
id.t
0.17
id.t
0.16
id.t
0.15
id.t
τ11
-0.25 id
-0.58 id -0.43 id -0.55 id -0.54 id -0.56 id
-0.55 id
-0.54 id
ρ01
23540
23540
23540
23540
23540
23440
23540
23040
Obs
2
.277
.284
.238
.226
.234
.224
.223
.226
Marginal R
5279.67
5328.1
5408.7
5451.4
5436.4
5433.9
5451.8
5304.2
Deviance
5293.7
5342.1
5422.8
5465.4
5450.4
5447.9
5465.8
5318.2
AIC
-2639.8
-2664.1 -2704.4 -2725.7 -2718.2 -2717.0 -2725.9
-2652.1
log-Lik
t = time delay (sqrt days), ttc = tests to criterion (learning rate), ttc1 = initial test, vf = verbal
fluency, gf = fluid intelligence, sex (1 = female), psqi = self-reported sleep quality (higher
represents poorer quality), yoe = years of education. Estimates are odds ratios. Confidence
intervals (CI) were omitted for space but asterisks denote estimates whose CI did not include 1.0.
Predictors are all grand-mean-centered.
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