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La notion de platitude a e´te´ bien de´ﬁnie et largement e´tudie´e pour les syste`mes
dynamiques de dimension ﬁnie.
Une des conse´quences marquantes de cette proprie´te´ est de permettre la pa-
rame´trisation des trajectoires (e´tat et commande) par des fonctions libres et leurs
de´rive´es, rendant ainsi aise´e la solution d’un proble`me important en controˆle des
syste`mes dynamiques: la planiﬁcation de trajectoires.
Pour les syste`mes line´aires de dimension ﬁnie, on a co¨ıncidence exacte entre
platitude et commandabilite´, via la mise sous forme de Brunovsky.
La possibilite´ de de´ﬁnir une notion convenable de platitude en dimension inﬁnie,
et d’e´tendre la notion de forme de Brunovsky a` certaines classes de syste`mes de
dimension inﬁnie est examine´e, et une de´ﬁnition de la platitude est propose´e pour
ces syste`mes.
L’e´tude de la platitude de l’e´quation ge´ne´rale de diﬀusion a` une variable d’es-
pace est comple`tement traite´e. Une me´thode d’obtention d’une parame´trisation
d’une famille dense de trajectoires est propose´e, et la canonicite´ de la repre´sentation
de ces trajectoires est de´montre´e. Divers cas d’e´tude sont propose´s, avec des appli-
cations a` la planiﬁcation de trajectoires.
L’e´tude comple`te de l’e´quation de Korteweg-De Vries mono-dimensionnelle
line´aire est re´alise´e, ainsi que celle d’un proble`me de diﬀusion a` deux variables
d’espace, montrant les possibilite´s d’extension de la me´thode a` un cadre beaucoup
plus ge´ne´ral.
Abstract
Flatness has been already well deﬁned and widely studied for ﬁnite dimensional
dynamical systems.
One of the remarquable consequences of this property is to allow parametriza-
tion of trajectories (both state and control) by free functions and their derivatives.
It therefore provides an easy solution to an important problem in control theory :
motion planning.
For linear ﬁnite dimensional systems, ﬂatness is exactly equivalent to control-
lability, via the Brunovsky canonical decomposition.
This work proposes a deﬁnition of ﬂatness for a class of inﬁnite dimensional
systems and extends Brunovsky canonical decomposition to inﬁnite dimension. Fol-
lowing this new deﬁnition, the problem of ﬂatness for a general linear 1-D diﬀusion
equation is completely studied. A method allowing the eﬀective computation of ﬂat
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La notion de platitude pour un syste`me dynamique commande´ a e´te´ abondam-
ment e´tudie´e dans le cas des syste`mes dynamiques de dimension d’e´tat ﬁnie (voir
par exemple [16],[36],[17]).
En eﬀet, elle permet, localement ou globalement, la re´alisation eﬀective de la
planiﬁcation de trajectoire et de la line´arisation par bouclage, avec une grande
simplicite´ de mise en œuvre. Elle trouve donc des applications dans de nombreux
proble`mes de controˆle applique´ ([6],[39],[22],[2], [56],[8],[31][26],[30],).
Outre son inte´reˆt pratique e´vident, la platitude des syste`mes dynamiques en di-
mension d’e´tat ﬁnie est un domaine d’e´tude the´orique tre`s riche et encore largement
ouvert: malgre´ des avance´es certaines (voir par exemple [25],[24],[7],[58],[57],[38],
[51],[37]), le proble`me de la caracte´risation des syste`mes plats reste encore un
proble`me ouvert.
Depuis plusieurs anne´es l’inte´reˆt pour le controˆle des syste`mes de dimension in-
ﬁnie de´crits par des e´quations aux de´rive´es partielles est alle´ en croissant. Lorsqu’on
veut controler de tels syste`mes, on se trouve confronte´ a` des proble`mes nouveaux
par rapport a` la situation en dimension ﬁnie. En eﬀet, il faut de´ﬁnir dans quel
espace d’e´tat (espace de fonctions de une ou plusieurs variables) le proble`me est
bien pose´ au sens de Cauchy, et avec quelles conditions sur la commande. Une ap-
proche maintenant classique et quasi-incontournable reposant sur des techniques
d’e´tude du proble`me stationnaire par formulation variationnelle et la the´orie des
semi-groupes (voir par exemple [5]) permet dans de nombreux cas de re´pondre a`
ce proble`me.
Il se pose ensuite des proble`mes de controˆle proprement dit, et en particulier
le tre`s important proble`me de la commandabilite´ de tels syste`mes. Une me´thode
de´sormais classique et eﬃcace pour obtenir des re´sultats de commandabilite´, lorsque
c’est possible, est la ce´le`bre me´thode HUM (Hilbert Uniqueness Method), mise au
point par J.L Lions (voir [32]), fonde´e sur l’obtention d’ine´galite´s d’observabilite´
pour le proble`me adjoint.
On en trouve de nombreuses applications (voir par exemple [4],[46],[50]). De
fac¸on ge´ne´rale, les re´sultats de commandabilite´ exacte concernant les syste`mes
de´crits par des e´quations aux de´rive´es partielles non line´aires sont diﬃciles a` obte-
nir.
Une nouvelle diﬃculte´, qu’on ne rencontre pas en dimension ﬁnie, est que cer-
tains syste`mes, comme les e´quations de type diﬀusion, ne permettent pas, a` cause
de leurs proprie´te´s re´gularisantes, d’ obtenir une formulation satisfaisante, dans un
cadre fonctionnel ou` il soit bien pose´, du proble`me de la commandabilite´ exacte.
C’est notamment le cas des e´quations qui seront e´tudie´es dans les chapitres 2 et 4
de cet ouvrage.
2 INTRODUCTION
On peut cependant obtenir des re´sultats de commandabilite´ approche´e pour une
tre`s large classe de ces syste`mes. Ainsi, la commandabilite´ approche´e de l’e´quation
de la chaleur line´aire et semi-line´aire a e´te´ e´tudie´e dans un cadre tre`s ge´ne´ral par
Fabre, Puel et Zuazua (voir [14]), par dualite´ en s’appuyant sur un re´sultat de
continuation unique pour le proble`me adjoint (voir [40]) dans le cas line´aire et en
rajoutant un argument de point ﬁxe dans le cas semi-line´aire.
Paralle`lement, dans le cadre des syste`mes line´aires de dimension inﬁnie, les
bases d’une approche visant a` ge´ne´raliser a` la dimension inﬁnie les concepts familiers
de l’automatique line´aire en dimension ﬁnie, et en particulier ceux d’une approche
fre´quentielle de la commande des syste`mes, tels que par exemple les notions de
poˆle, de fonction de transfert et de robustesse (voir [20] et plus re´cemment [11]).
On trouve par exemple dans [11] un cite`re de commandabilite´ approche´e pour une
certaine classe de syste`mes tout a` fait analogue a` la version modale du crite`re
de Kalman en dimension ﬁnie. Tout ceci a motive´ le de´sir d’e´tendre les concepts
ge´ne´raux sous-jacents a` la notion de platitude, a` savoir la caracte´risation d’un
syste`me par l’ensemble de ses trajectoires, la parame´trisation de trajectoires par des
fonctions libres, l’e´quivalence des syste`mes, la notion d’endoge´ne´ite´, aux syste`mes de
dimension inﬁnie. On espe`re ainsi be´ne´ﬁcier en dimension inﬁnie de la simplicite´ de
la synthe`se de lois de commande qu’apporte la platitude, ce qui est un atout certain
par rapport aux approches mentionne´es ci-dessus. Parmi les travaux de´ja` eﬀectue´s a`
ce jour, on peut citer [19] pour une approche alge´brique tre`s inte´ressante, [45],[18]
pour des e´quations de type e´quation des ondes et [42],[41] pour des syste`mes a`
retard, et enﬁn [12] pour l’e´quation de Burgers.
L’objectif du pre´sent travail est d’e´tudier, pour des syste`mes de dimension in-
ﬁnie line´aires de´crits par une e´quation aux de´rive´es partielles d’e´volution (ordre de
de´rivation en temps e´gal a` 1), l’extension des notions mentionne´es ci-dessus, et de
proposer une me´thode syste´matique de construction d’une loi de commande pour
la planiﬁcation de trajectoire. Dans le cas des syste`mes line´aires de dimension ﬁnie,
la notion de parame´trisation par platitude est intrinse`quement lie´e a` la comman-
dabilite´ et a` la forme de Brunovsky. C’est donc la de´marche de mise sous forme de
Brunovsky que nous essayons, dans une certaine mesure, de ge´ne´raliser au cas de
la dimension inﬁnie.
Les re´sultats propose´s concernent essentiellement les syste`mes a` une variable
d’espace, et a` une seule commande. Une e´tude comple`te des e´quations d’ordre 2
en espace est eﬀectue´e, et il est montre´ sur un exemple que les notions expose´es
et la me´thode ope´ratoire de synthe`se de la loi de controˆle pour la planiﬁcation de
trajectoires s’e´tendent sans diﬃculte´ a` des proble`mes line´aires d’e´volution mono-
dimensionnels d’ordre plus grand que 2.
Un exemple de proble`me en dimension d’espace supe´rieure a` 1 est e´galement
propose´.
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CHAPITRE 1
Syste`mes plats en dimension ﬁnie et inﬁnie
1.1. La platitude
1.1.1. Equivalence de trajectoires. La notion de parame´trisation des tra-
jectoires d’un syste`me dynamique de dimension d’e´tat ﬁnie, et donc l’ide´e de ca-
racte´riser un syste`me par l’ensemble de ses trajectoires a donne´ lieu a` l’e´tude de la
notion d’e´quivalence entre syste`mes dynamiques (voir [17] et [36] pour un expose´
complet et une formalisation ade´quate dans le cadre de la ge´ome´trie diﬀe´rentielle
de dimension inﬁnie), et a` une formulation tre`s ge´ne´rale de la proprie´te´ de platitude
pour un syste`me dynamique de dimension ﬁnie.
Nous rappelons brie`vement les notions qui interviennent dans cette de´ﬁnition.
Soit un syste`me dynamique commande´
x˙ = f(x,u)
ou` f est un fonction de classe C∞ sur un ouvert X × U ⊂ Rn × Rm, x ∈ X,
u ∈ U ; nous conside´rons les trajectoires re´gulie`res (c’est a` dire de classe C∞) de
ce syste`me
t → (x(t),u(t)) ∈ X × U
ou` x(t) et u(t) ve´riﬁent
x˙(t) = f(x(t),u(t)).
Nous de´ﬁnissons alors la fonction a` valeurs dans X×U×Rℵm ou` Rℵm de´signe l’espace
des suites de´nombrables d’e´le´ments de Rm
t → ξ(t) = (x(t),u(t),u˙(t), . . .)
On a
ξ˙(t) = (f(x(t),u(t)),u˙(t),u¨(t), . . .) = F (ξ).
ξ(t) peut donc eˆtre conside´re´e comme une trajectoire du champ de vecteurs de
dimension inﬁnie F (mais dont chaque composante ne de´pend que d’un nombre ﬁni
de variables).
Re´ciproquement, a` tout champ de vecteurs de dimension inﬁnie, mais dont
chaque composante ne de´pend que d’un nombre ﬁni de variables, on peut associer
un syste`me dynamique classique.
L’espace Rℵm est muni d’une topologie convenable (voir [36]), ce qui permet de
parler d’ensemble ouvert et de fonction re´gulie`res, et de donner la de´ﬁnition d’un
syste`me dynamique.
De´finition 1.1.1. Un syste`me dynamique est la donne´e d’une paire (O,F ), ou`
O est un ouvert de Rℵm et F est un champ de vecteurs re´gulier de X × U × Rℵm.
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Dans cette de´ﬁnition, la notion de dimension d’e´tat disparaˆıt d’une certaine
fac¸on, comme le prouve l’exemple suivant:
Exemple 1.1.1. Les deux syste`mes dynamiques usuels, ou` f est un fonction
de classe C∞ sur un ouvert X × U ⊂ Rn × Rm, x ∈ X, u ∈ U de´crits par
x˙ = f(x,u)




ont la meˆme repre´sentation en terme de champ de vecteur de dimension inﬁnie, par
le champ de vecteur:
F (ξ) = (f(x,u),u˙,u¨, . . .).
Le rajout d’inte´grateurs sur lesm entre´es du syste`me disparait dans la repre´sentation
par des champs de vecteurs inﬁnis.
L’exemple qui suit s’ave`rera tre`s important.
Exemple 1.1.2 (Le syste`me trivial dans Rℵm). Il s’agit du syste`me (R
ℵ
m,S) ou`
S est de´ﬁni par
S(u0,u1,u2, . . .) = (u1,u2,u3, . . .).
Il de´crit n’importe quel syste`me fait de m chaines de longueur arbitraire ﬁnie
d’inte´grateurs.
On peut alors de´ﬁnir la notion d’e´quivalence entre syste`mes
De´finition 1.1.2. Deux syste`mes dynamiques ξ˙ = F (ξ) et ζ˙ = G(ζ), ou` F
et G sont des champs de vecteurs de dimension inﬁnie de classe C∞, sont dits
e´quivalents si
– il existe une transformation Φ re´gulie`re telle que Φ : Rn×Rℵm → Rp×Rℵm
a des composantes qui ne font intervenir qu’un nombre ﬁni de termes, et
pour toute trajectoire re´gulie`re t → (ξ(t)) du premier syste`me,
ζ(t) = Φ(ξ(t))
soit une trajectoire du deuxie`me.
– et re´ciproquement, il existe une transformation Ψ re´gulie`re telle que Ψ :
Rp × Rℵm → Rn × Rℵm et pour toute trajectoire suﬃsamment re´gulie`re
t → (ζ(t)) du deuxie`me syste`me,
ξ(t) = Ψ(ζ(t))
soit une trajectoire du premier.
Une transformation Φ pour laquelle Ψ existe est dite endoge`ne.
De´finition 1.1.3. Le syste`me dynamique ξ˙ = F (ξ), ou` F est un champ de
vecteur inﬁni de classe C∞ de Rn × Rℵm, est dit “plat” lorsqu’il est e´quivalent par
transformation endoge`ne au syste`me trivial de Rℵm, c’est a` dire a` la donne´e de v,
forme´ de m fonctions re´gulie`res libres. Ces fonction re´gulie`res libres sont appele´es
sorties plates du syste`me.
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Remarque. On peut donner une de´ﬁnition locale de la platitude (voir [36])
qui est souvent celle qu’on utilise en pratique.
Remarque. L’appellation sortie plate vient du fait que les fonctions libres
s’expriment en fonction de l’e´tat et de la commande du syste`me d’origine et de ses
de´rive´es, elle a donc le statut de sortie du syste`me, dont l’e´tat est e´ventuellement
augmente´ d’un certain nombre d’inte´grateurs sur les entre´es.
Un syste`me (localement) plat au sens de cette de´ﬁnition est ne´cessairement
(localement) commandable.
De nombreux syste`mes me´caniques, e´lectriques, ou issus du domaine du ge´nie
des proce´de´s ve´riﬁent la proprie´te´ de platitude (voir [36] et [17] pour un recueil
d’exemples).
1.1.2. Planiﬁcation de trajectoire pour les syste`mes plats. La notion
de platitude permet de re´soudre un proble`me tre`s important de la the´orie du
controˆle : la planiﬁcation de trajectoires.
L’objectif de la planiﬁcation de trajectoire est de fabriquer une loi de commande
en boucle ouverte pour amener un syste`me donne´ d’un certain e´tat initial, suppose´
connu, a` un e´tat ﬁnal connu. On peut imposer ou non le temps mis pour eﬀectuer
ce changement d’e´tat.
Pour un syste`me plat, l’ide´e permettant de re´soudre le proble`me de la pla-
niﬁcation est de faire la planiﬁcation pour le syste`me line´aire e´quivalent, puis de
revenir au syste`me de de´part graˆce au changement de coordonne´es endoge`ne. En
eﬀet, le syste`me e´tant plat, il est e´quivalent au syste`me trivial forme´ de k chaines
d’inte´grateurs
y1,y˙1,y¨1 . . . d’entre´e yn11
...
yk,y˙k,y¨k . . . d’entre´e ynkk .
Nous notons Y le vecteur d’e´tat de ce syste`me, donc
Y = (y1,y˙1,y¨1, . . . yn1−11 , . . . yk,y˙k,y¨k . . . ,y
nk−1
k )
et V le vecteur des entre´es, donc
V = (yn11 , . . . y
nk
k ).
Si nous traduisons en projection sur les deux premie`res coordonne´es la de´ﬁnition
d’un syste`me plat, l’ existence de Φ nous garantit qu’il existe (au moins localement)
un entier i et une transformation φ re´gulie`re tels que φ : Rn×(Rm)i+1 → Rp×Rm)
et pour toute trajectoire suﬃsamment re´gulie`re t → (x(t),u(t)) du premier syste`me,
(Y (t),V (t)) = φ(x(t),u(t),u˙(t), . . . ,u(i)(t))
soit une trajectoire du deuxie`me. En particulier, si on ﬁxe un e´tat initial, un e´tat
ﬁnal et un instant ﬁnal T , aux instants 0 et T on peut calculer les valeurs de
Y (0),V (0) et de Y (T ),V (T ).
Re´ciproquement, il existe un entier j et une transformation ψ re´gulie`re tels que
ψ : Rp × (Rm)j+1 → Rn × Rm) et pour toute trajectoire suﬃsamment re´gulie`re
t → (Y (t),V (t)) du deuxie`me syste`me,
(x(t),u(t)) = ψ(Y (t),V (t),V˙ (t), . . . ,V (j)(t))
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soit une trajectoire du premier.
On raccorde alors les deux e´tats et les deux commandes Y (0),V (0) et Y (T ),V (T )
en prenant pour chaque ym(t), m variant de 1 a` k, un polynoˆme de degre´ 2nm + 1
dont les valeurs des de´rive´es au de´part et a` l’arrive´e co¨ıncident avec celles du vecteur
Y . On note Y˜ (t) et V˜ (t) les fonctions obtenues.
La loi de commande de´sire´e s’obtient alors en revenant au syste`me initial par
(x˜(t),u˜(t)) = ψ(Y˜ (t),V˜ (t), ˙˜V (t), . . . ,V˜ (j)(t)).
Remarque. Il faut bien sur tenir compte en pratique du fait que les pa-
rame´trisations Φ et Ψ ne sont souvent que locales et ge´rer le passage de singularite´s
du syste`me.
Remarque. En pratique, le fait pour un syste`me dynamique, d’avoir des tra-
jectoires parame´trables par des fonctions libres et leurs de´rive´es, meˆme on n’a pas
e´quivalence entre ce syste`me et le syste`me trivial parce que le syste`me n’est pas
commandable, est en soi tre`s inte´ressant dans bien des applications.
1.1.3. Line´arisation par bouclage dynamique. Outre les proble`mes de
planiﬁcation de trajectoire en boucle ouverte, il faut aussi re´soudre, dans les ap-
plications de controle industrielles, le proble`me de l’asservissement du syste`me
sur la trajectoire planiﬁe´e, aﬁn de corriger les erreurs dues aux erreurs dans la
mode´lisation du syste`me qui a servi a` e´laborer la commande en boucle ouverte et
l’eﬀet des perturbations, et d’optimiser les temps de re´ponse. Il s’agit de proble`mes
de suivi de trajectoires (ou “tracking”) et donc controˆle en boucle ferme´e pour les-
quels la notion de platitude joue aussi un roˆle par le biais de la line´arisation par
bouclage. On pourra consulter [36] pour un expose´ tre`s complet de l’utilisation de
la line´arisation par bouclage pour le controˆle en boucle ferme´e de syste`mes non
line´aires. La line´arisation par bouclage se de´ﬁnit de la fac¸on suivante
De´finition 1.1.4. Un syste`me dynamique
(1.1.1) x˙ = f(x,u), ou` (x,u) ∈ Rn × Rm,
ou` f est C∞, f(0,0) = 0 et rang(∂fu)(0,0) = m, est line´arisable par bouclage
dynamique si il existe un bouclage dynamique re´gulier
z˙ = a(x,z,v)
u = b(x,z,v) ou` z ∈ Rq, v ∈ Rm
avec e´quilibre en (0,0,0) tel que le syste`me “augmente´”
x˙ = f(x,b(x,z,v))
z˙ = a(x,z,v)
puisse devenir, par un changement de coordonne´es (donc un diﬀeomorphisme) note´
ξ = Ξ(x,z), ou` ξ ∈ Rm+q un syste`me line´aire ξ˙ = Aξ +Bv.
Il de´coule donc de cette de´ﬁnition que
Proprie´te´ 1.1.1 ( [36], section 2.1, th.2 et cor.2 ). Un syste`me dynamique plat
au sens de la de´ﬁnition par e´quivalence est line´arisable par bouclage dynamique.
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On de´ﬁnit alors la notion de bouclage endoge`ne par
De´finition 1.1.5. Le bouclage
z˙ = a(x,z,v)
u = b(x,z,v) ou` z ∈ Rq, v ∈ Rm
est dit endoge`ne si le syste`me en boucle ouverte (1.1.1) est e´quivalent (au sens de
l’e´quivalence des trajectoires de´ﬁnie pre´cedemment) au syste`me en boucle ferme´e
x˙ = f(x,b(x,z,v))
z˙ = a(x,z,v).
Re´ciproquement, la proprie´te´ d’eˆtre line´arisable par bouclage endoge`ne en un
syste`me commandable entraˆıne la platitude. En eﬀet, par de´ﬁnition d’un bouclage
endoge`ne, le syste`me de de´part est e´quivalent au syste`me boucle´, qui est lui meˆme
e´quivalent par changement de coordonne´es statique au syste`me line´aire ξ˙ = Aξ+Bv
commandable: c’est la de´ﬁnition de la proprie´te´ d’eˆtre line´arisable par bouclage.
Mais, par bouclage statique et changement de coordonne´es, le syste`me line´aire










ou` les coeﬃcients b1, . . . ,bm sont non nuls, qui est le syste`me trivial donne´ dans
l’exemple 1.1.2. Le syste`me de de´part est donc e´quivalent au syste`me trivial, et
nous avons
Proprie´te´ 1.1.2. Un syste`me dynamique de dimension d’e´tat ﬁnie est plat si
et seulement si il est line´arisable par bouclage dynamique endoge`ne en un syste`me
line´aire commandable.
L’hypothe`se d’endoge´ne´ite´ a, la` encore, garanti que le bouclage dynamique n’a
pas rajoute´ d’e´tat ve´ritable au syste`me, si ce n’est un nombre ﬁni d’inte´grateurs
sur les entre´es des chaˆınes de la forme de Brunovsky.
Cette hypothe`se est ne´cessaire pour se´lectionner parmi les bouclages dyna-
miques re´guliers une classe de transformations qui assure une correspondance bi-
jective entre des fonctions arbitraires libres t → y(t) suﬃsamment de´rivables et
les trajectoires suﬃsamment de´rivables du syste`me, et qui conserve la proprie´te´ de
commandabilite´.
1.2. Platitude des syste`mes line´aires de dimension ﬁnie
1.2.1. Equivalence entre platitude et commandabilite´. Dans le cas des
syste`mes line´aires, graˆce a` la forme canonique de Brunovsky, il est aise´ de voir
que tous les syste`mes commandables ayant le meˆme nombre de commandes sont
e´quivalents par bouclage statique, et donc qu’ils sont plats. Les sorties plates
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peuvent eˆtre choisies comme e´tant les sorties des chaˆınes d’inte´grateurs de la forme
canonique de Brunovsky du syste`me. Re´ciproquement, dans sa de´ﬁnition meˆme,
un syste`me plat voit ses trajectoires parame´tre´es par des fonctions y libres et leurs
de´rive´es. L’hypothe`se d’endoge´ne´ite´ revient a` aﬃrmer qu’a` tout instant, y et ses
de´rive´es peuvent eˆtre reconstruites a` partir de x et de u et ses de´rive´es. Il est
donc possible (voir [16]) de construire une trajectoire reliant n’importe quel e´tat
de de´part a` n’importe quel e´tat e´tat d’arrive´e, et le syste`me est commandable.
Dans le cas des syste`mes line´aires, on a donc co¨ıncidence exacte entre la notion
de commandabilite´ et celle de platitude, et le lien se fait par l’interme´diaire de la
forme de Brunovsky.
1.2.2. Le cas des syste`mes line´aires a` une commande: platitude et
de´composition de Brunovsky.
1.2.2.1. Le cas ge´ne´ral. Soit un syste`me line´aire de dimension ﬁnie comman-
dable a` une commande
x˙ = Ax+Bu,
ou` A est une matrice (n,n), B est un vecteur de dimension n, et pour tout t, u(t)
est un scalaire et x(t) un vecteur de dimension n.
Les notions expose´es dans les paragraphes pre´ce´dents se re´duisent alors a` re-






ou` ici et dans toute la suite, y(i) designera la de´rive´e a` l’ordre i en temps de la
fonction y(t), et (e1, e2, . . . , en) est un base de l’espace d’e´tat a` de´terminer. Notons




y(i)(t)(ei−1 −A(ei))− y(t)A(e0) + y(N+1)(t)eN = Bu(t).
Comme cette e´galite´ doit avoir lieu pour toutes les fonctions y de´rivables N fois,
nous obtenons que ne´cessairement:
∃(a0, . . . ,aN+1) ∈ RN+2 /
eN = aN+1B,
eN−1 −A(eN ) = aNB,
...
e0 −A(e1) = a1B,
A(e0) = −a0B,
d’ou`:
ei = aN+1AN−iB + . . .+ ai+2AB + ai+1B,
et
(1.2.2) A(e0) = aN+1AN+1B + aNANB . . .+ a2A2B + a1AB = −a0B.
A cause du crite`re de commandabilite´ de Kalman, de`s que le coeﬃcient aN+1 est
non nul, on doit avoir N ≥ n − 1, sinon (1.2.2) ne peut pas avoir lieu. De plus,
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les vecteurs eN ,eN−1, . . . ,eN−n+1 forment une base de l’espace d’e´tat, et l’existence
des coeﬃcients a0, . . . ,aN+1 est assure´e par la condition de rang.
Nous prenons aN+1 = 1, et nous obtenons alors l’expression de u en fonction
de y et de ses de´rive´es par
(1.2.3) u = a0y + a1y˙ + a2y¨ + . . .+ aNy(N) + y(N+1).
Or, si nous e´crivons la dynamique du syste`me en coordonne´es dans la base eN−n+1,
eN−n+2, . . . ,eN (prise dans cet ordre) ou` c1,c2, . . . ,cn sont les coordonne´es de eN−n














c1 1 . . . 0 0




cn−1 0 . . . 0 1





















Il est alors clair que la premie`re coordonne´e dans cette base, x1 est un sortie plate
pour le syste`me. En eﬀet d’apre`s l’expression de la dynamique, la coordonne´e xi
dans cette base s’exprime en fonction des i− 1 premie`res de´rive´es de x1 et u s’ex-
prime en fonction des n premie`res de´rive´es de x1:
x2 = x˙1 − c1x1
x3 = x˙2 − c2x1 = x¨1 − c1x˙1 − c2x1
...
xn = x˙n−1 − cn−1x1 = x(n−1)1 − c1x(n−2)1 − . . .− cn−1x1
u = x(n)1 − c1x(n−1)1 − . . .− cn−1x˙1
+ (aN−n+2 − cn)x1 + aN−n+3x2 + . . .+ aNxn−1 + xn
= x(n)1 + kn−1x
(n−1)
1 + . . .+ k0x1
Re´ciproquement, x1 se de´duit de x par bouclage statique.
Supposons que N > n − 1, nous montrons alors que y ne peut pas eˆtre une
sortie plate endoge`ne du syste`me. En eﬀet, si elle l’e´tait, nous pourrions e´crire
y = l1x1 + . . .+ lpx
(p)
1 , ou` p ≥ 0 et lp = 0
et en injectant cette relation dans (1.2.3)
u = lpx
(N+p+1)
1 + des de´rive´es d’ordre < N + p+ 1 de x1.
Mais nous avons e´tabli ci-dessus que
u = x(n)1 + kn−1x
(n−1)
1 + . . .+ k0x1,
d’ou`, comme N + 1 > n et lp = 0, une relation du type
x
(N+p+1)
1 = combinaison line´aire de de´rive´es d’ordre < N + p+ 1 de x1,
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ce qui contredit le fait que x1 est une sortie plate du syste`me, c’est a` dire une
fonction libre.
Ainsi, pour avoir une parame´trisation endoge`ne, il faut que N = n − 1. Dans
ce cas, comme la relation (1.2.2) est ve´riﬁe´e, les coeﬃcients ci n’ont plus lieu
d’eˆtre et la matrice dynamique du syste`me est sous forme compagne dans la base
e1, e2, . . . ,en−1. En calculant le polynoˆme caracte´ristique de cette matrice, on voit
que le seul choix possible pour les coeﬃcients ai est celui des coeﬃcients du po-
lynoˆme caracte´ristique normalise´ de A.
1.2.2.2. Forme de Brunovsky lorsque la matrice dynamique est inversible. Si A
est inversible d’inverse K le terme de plus bas degre´ du polynoˆme caracte´ristique
de A est non nul. Notons ce polynoˆme
P (X) = p0 + p1X + . . .+ pn−1Xn−1 +Xn,
on peut alors re´e´crire l’algorithme de calcul des ei sous la forme:
e0 = −p0KB
e1 = K(e0)− p1KB = K(e0) + p1
p0
e0,
(1.2.4) . . .
en−1 = Ken−2 − pn−1KB = K(en−2) + pn−1
p0
e0,
K(en−1) = − 1
p0
e0
Cette version de l’algorithme s’ave`rera extre`mement utile en dimension d’e´tat inﬁ-
nie, ou` le polynoˆme caracte´ristique de A est remplace´ par une fonction analytique
qui n’a donc pas de terme de plus haut degre´.
1.2.3. Interpre´tation modale de la platitude. Si de plus A est diagona-
lisable, nous notons (d1, . . . , dn) une base diagonalisante de A (ou base modale).
λi de´signe la valeur propre associe´e a` di, et (b1, . . . , bn) sont les coordonne´es de B
dans la base diagonalisante. La matrice de commandabilite´ de Kalman s’y e´crit:





























































Si l’un des coeﬃcients bi est nul, la matrice ne peut pas eˆtre de rang plein car elle
contient une ligne de ze´ros. De meˆme, si deux des valeurs propres de la matrice
sont e´gales, la matrice pre´sente deux lignes proportionnelles, et elle n’est pas de
rang plein. Re´ciproquement, le de´terminant de cette matrice est un de´terminant
de Vandermonde, donc sa nullite´ entraˆıne l’e´galite´ entre deux λi ou la nullite´ d’au
moins un des bi.
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Ceci fournit donc une caracte´risation modale de la commandabilite´ (et de la
platitude) dans le cas d’un syste`me a` une commande:
Proprie´te´ 1.2.1. Pour qu’un syste`me dynamique de dimension n a` une com-
mande, a` dynamique A diagonalisable soit commandable (ou plat), il faut et il suﬃt
que
– A ait n valeurs propres distinctes,
– et le vecteur de commande B ait une projection non nulle sur chaque
sous-espace propre de A.
Revenons dans ce cas a` la parame´trisation (1.2.1), e´ventuellement non endoge`ne
des trajectoires du syste`me, nous avons la proprie´te´ de minimalite´ suivante
Proprie´te´ 1.2.2. Si le syste`me est commandable et la matrice A est diagona-






u = c0y + c1y˙ + c2y¨ + . . .+ cNy(N) + y(N+1)






















est le polynoˆme caracte´ristique de A.














et se re´aliser comme la mise en se´rie de deux syste`mes (voir ﬁgure 1).
De´monstration. Nous projetons la relation (1.2.2) e´crite avec les coeﬃcients







k = P (λk) = 0.
Donc tous les λk sont des racines de ce polynoˆme.





donc D divise P , ce qui est la premie`re assertion de la proprie´te´.
















Fig. 1. De´composition de la parame´trisation.
Posons P = DQ; la deuxie`me assertion vient de la relation (1.2.3) qui s’e´crit



















d’ou` x1 = Q( ddt )(y), qui est le re´sultat annonce´. 
1.2.4. Planiﬁcation de trajectoires. Nous de´taillons ici la me´thode in-
dique´e pre´ce´demment.
Il s’agit de construire une loi de commande u(t) qui ame`ne le syste`me de l’e´tat
initial x(0) a` l’instant 0 a` l’e´tat ﬁnal x(T ) a` l’instant T . Nous appelons ici y la
sortie plate endoge`ne qui est la premie`re coordonne´e dans la base de Brunovsky
construite par l’algorithme de la section pre´ce´dente sous sa forme directe ou inverse
si c’est possible; nous avons y = Mx, ou` M est la premie`re ligne de la matrice de
changement de base.
Les valeurs de y(0), y˙(0), . . . , y(n−1)(0) sont donc des combinaisons line´aires
des composantes de x(0), elles sont connues a` l’instant 0. On les note d0, d1, . . . , dn−1.
La valeur de y(n)(0) est e´galement connue, comme combinaison des valeurs x(0) et
u(0), on la note dn.
De meˆme, les valeurs de y(T ), y˙(T ), . . . , y(n−1)(T ), y(n)(T ) sont connues a`
l’instant T . On les note f0, f1, . . . , fn−1, fn.
On choisit alors de spe´cialiser y en lui donnant la valeur de la fonction po-
lynoˆmiale p de degre´ 2n+ 1 qui ve´riﬁe:
p(0) = d0, p(T ) = f0,
p˙(0) = d1, p˙(T ) = f1,
...
p(n−1)(0) = dn−1, p(n−1)(T ) = fn−1,
p(n)(0) = dn, p(n)(T ) = fn.






u = a0y + a1y˙ + a2y¨ + . . .+ an−1y(n−1) + y(n),
ou` les ei sont les vecteurs de la base de Brunovsky et les ai sont les coeﬃcients
du polynoˆme caracte´ristique de A, de´ﬁnissent une trajectoire du syste`me allant de
x(0) en 0 a` x(T ) en T .
En particulier, la loi de commande
u(t) = a0p(t) + a1p˙(t) + a2p¨(t) + . . .+ an−1p(n−1)(t) + p(n)(t)
re´pond au proble`me pose´.
1.3. Extension de la notion en dimension inﬁnie: exemple introductif
L’e´tude de cet exemple a e´te´ commence´e dans [28] en utilisant une approche a`
base de de´veloppements en se´rie formelle des trajectoires. Elle a e´te´ ensuite reprise
dans [29], dans un cadre plus ge´ne´ral. Nous en donnons maintenant une version
plus acheve´e faisant apparaˆıtre les diﬀe´rentes approches possibles pour traiter le
proble`me de la parame´trisation des trajectoires.
Conside´rons la tige mono-dimensionnelle:
∂xθ(0, t) = 0
θ(1, t) = uθ(x, t)
x0 1
Fig. 2. Tige chauﬀe´e a` une extre´mite´, isole´e a` l’autre.
On commande la tempe´rature en x = 1, alors que l’extre´mite´ x = 0 est parfai-
tement isole´e. Ce syste`me est mode´lise´ par
∂tθ(x,t) = ∂xxθ(x,t), x ∈ [0,1](1.3.1)
∂xθ(0,t) = 0(1.3.2)
θ(1,t) = u(t),(1.3.3)
ou` θ(x,t) est la re´partition de tempe´rature le long de la tige et u(t), la tempe´rature
en 1, est la commande.
Nous allons montrer, en nous inspirant de la dimension ﬁnie, que ce syste`me
est “plat” avec
y(t) := θ(0,t)
comme sortie plate. En d’autres termes, nous allons montrer qu’il existe (dans un
certain sens) une correspondance entre des fonctions arbitraires t → y(t) et un
ensemble suﬃsamment “grand” de trajectoires de (1.3.1)-(1.3.3).
En eﬀet, pour un syste`me de dimension d’e´tat ﬁnie la proprie´te´ de platitude
consiste a` demander que toutes les trajectoires au sens classique du syste`me soient
(au moins localement au voisinage de l’e´tat de de´part) parame´trables par une fonc-
tion arbitraire et un nombre ﬁni de ses de´rive´es. En dimension inﬁnie, nous nous
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contenterons de demander que les points de de´part et d’arrive´e des trajectoires pa-
rame´tre´es (ou trajectoires “plates”) forment une partie dense, au sens d’une norme
convenable, de l’espace d’e´tat du syste`me, de telle sorte que comme en dimension
ﬁnie, on conserve le lien:
platitude⇔ commandabilite´ (approche´e)
1.3.1. De´termination de l’espace d’e´tat: le proble`me est bien pose´
dans L2(0,1). D’apre`s les de´ﬁnitions et les re´sultats donne´s dans l’annexe B, il
s’agit d’un proble`me de controle bien pose´ dans L2(0,1). En eﬀet, par rapport
aux syste`mes dynamiques de dimension ﬁnie, ou` le the´ore`me de Cauchy garantit
toujours un proble`me bien pose´, dans le cas des syste`mes de dimension d’e´tat inﬁnie
de´crits par des e´quations aux de´rive´es partielles avec conditions aux bords nous
devons nous assurer de l’existence, l’unicite´ des solutions et leur re´gularite´ au sens
d’une norme convenable vis a` vis de la condition initiale et de la loi de commande.
Pour ce proble`me, les re´sultats de l’annexe B prouvent que si la loi de commande
u est dans C1(0,T ) et l’e´tat initial est dans L2(0,1), nous obtenons une trajectoire
unique solution au sens faible du proble`me. En prenant un e´tat initial plus re´gulier
et une loi de commande compatible avec l’e´tat initial, on obtient une solution forte
(ou classique) du proble`me.
1.3.2. Solution par des de´veloppements en se´rie. Une premie`re approche




est sous forme de Cauchy-Kovalevsky. Nous cherchons donc tout d’abord une solu-




i! , ou` les ai sont des fonctions













La loi de commande formelle est donne´e par:






Nous donnons alors un sens a` cette solution formelle en imposant a` t → y(t)
d’eˆtre d’un ordre Gevrey σ convenable. La de´ﬁnition ainsi que plusieurs proprie´te´s
importantes des fonctions Gevrey sont donne´es dans l’annexe C. Ce qui nous
inte´resse ici est que ce sont des fonctions C∞ dont la croissance des valeurs ab-
solues des de´rive´es est localement borne´e par un terme en Kn(n!)σ pour la de´rive´e
d’ordre n.
On obtient le re´sultat qui suit, qui sera prouve´ dans un cadre plus ge´ne´ral dans
le chapitre 3.
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Proprie´te´ 1.3.1. Si y(t) est de classe Gevrey σ < 2, la solution formelle (1.3.7)
est Gevrey d’ordre σ en t et deux fois continuˆment de´rivable en x (en particulier,
la loi de commande formelle (1.3.8) est Gevrey d’ordre σ).
Lorsque σ = 2, on a le meˆme re´sultat en prenant R > 1 (R est le “rayon de
y(t) dans la de´ﬁnition C.1.5.
Nous avons donc e´tabli, graˆce a` cette proprie´te´, que toute fonction Gevrey y(t)




de (1.3.1)-(1.3.3) qui soit
Gevrey d’ordre σ en t et 1 en x. Re´ciproquement, toute trajectoire de (1.3.1)-(1.3.3)
qui est deux fois continuˆment de´rivable en x et Gevrey d’ordre σ en t de´ﬁnit de
fac¸on e´vidente une unique fonction Gevrey y(t) := θ(0,t) d’ordre σ. De plus, y
s’exprime directement, c’est a` dire sans aucune inte´gration en temps, en fonction
de θ: notre parame´trisation n’a pas rajoute´ d’e´tat au syste`me, on dira donc par
analogie avec la dimension ﬁnie qu’elle est endoge`ne.
Pour σ = 2, cette bijection a lieu entre les fonctions Gevrey y(t) d’ordre 2
et de rayon R > 4 et les trajectoires qui sont Gevrey d’ordre 2 en t et deux fois
continuˆment de´rivables en x.
1.3.3. Solution par une mise sous forme de Brunovsky. Nous propo-
sons dans ce paragraphe une autre approche pour traiter la parame´trisation des
trajectoires. L’ide´e directrice est de rechercher une trajectoire formelle non plus
sous la forme d’une se´rie de puissances de x aﬀecte´es de coeﬃcients qui de´pendent













ou` y est une fonction inde´ﬁniment de´rivable. Nous tentons donc d’eﬀectuer une
“mise sous forme de Brunovsky” du syste`me, qui pourra me´riter ve´ritablement ce
nom lorsque nous aurons prouve´ qu’elle est, en un certain sens, “canonique”, ce qui
sera fait par la suite au 4.4.
Reprenons donc le proble`me de de´part, et posons:
v(x,t) = θ(x,t)− u(t).
Il se transforme alors en un proble`me de dimension inﬁnie, tre`s semblable dans sa
forme au proble`me line´aire ge´ne´ral de´crit dans la section 1.1. Nous conside´rons v
comme une fonction du temps, a` valeurs dans L2(0,1) et nous obtenons:
∂tv = A(v)−Bu˙,(1.3.11)
v(1,t) = 0, ∂tv(0,t) = 0,
ou` l’ope´rateur A est de´ﬁni sur D(A) a` valeurs dans L2(0,1) par A(v) = v′′, avec :
D(A) = {v ∈ L2(0,1)/v′ ∈ L2(0,1), v′′ ∈ L2(0,1),
v(1) = 0, v′(0) = 0},
et le vecteur B est la fonction constante qui vaut 1 sur [0,1]. Nous prenons u˙ comme
nouvelle variable de commande. En de´rivant formellement et en substituant dans




















Nous voulons que (1.3.12) soit ve´riﬁe´e au moins pour toute fonction polynoˆmiale
y, ce qui entraˆıne que
e0 = a0B,
A(ek+1 − ak+1B) = ek.
Nous utilisons alors le re´sultat classique suivant (voir la section A): A est inversible,
et K = A−1 est un ope´rateur inte´gral auto-adjoint compact de L2(0,1); A est donc









DA, qui n’est autre que le de´terminant de Fredholm de K, joue le roˆle du polynoˆme
caracte´ristique en dimension ﬁnie. Nous obtenons donc:
e0 = a0B,
ek+1 = K(ek) + ak+1B.
L’algorithme de Brunovsky fournit un choix naturel des coeﬃcients ak: ce seront
les coeﬃcients du de´veloppement en se´rie de DA. Nous utilisons la forme (1.2.4) de
l’algorithme comme ci-dessus, puisque B n’appartient pas a` D(A) et qu’il n’y a pas
de “dernier” vecteur de base dans notre suite inﬁnie.
Le calcul eﬀectif donne :
e0(x) = B(x) = 1




















Nous avons donc retrouve´ le re´sultat obtenu par un de´veloppement en se´rie pose´
a` priori, et la proprie´te´ de convergence des trajectoires formelles est alors identique
a` celle obtenue pre´ce´demment.
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1.3.4. Densite´. Il nous faut maintenant pour pouvoir qualiﬁer ce syste`me de
“plat”, ve´riﬁer que les e´tats de de´part et d’arrive´e du syste`me qu’il est possible de
raccorder par une trajectoire plate sont denses dans L2(0,1). C’est une conse´quence
directe du the´ore`me de Stone-Weierstrass, qui aﬃrme la densite´ des polynoˆmes de
degre´ pair dans C(0,1) pour la norme uniforme (voir [52]), et donc dans L2(0,1)
pour la norme L2.
Cette proprie´te´ de densite´ va entraˆıner, comme nous allons le voir dans la
section qui suit, la commandabilite´ approche´e du syste`me dans L2(0,1): nous re-
trouvons bien, comme en dimension ﬁnie, le lien e´troit entre commandabilite´ et
platitude. Cet aspect sera de´veloppe´ par la suite.
1.3.5. Application a` la planiﬁcation de trajectoire. La proprie´te´ de pla-
titude ainsi de´ﬁnie fournit une solution simple et constructive au proble`me de la
planiﬁcation de trajectoire approche´e.
En eﬀet, supposons que le proﬁl de tempe´rature initial de la tige est
∀x ∈ [0,1], θ(x,0) = Θ0(x), Θ0 ∈ L2(0,1).
Nous voulons trouver une loi de commande en boucle ouverte [0,T ]  t → u(t) telle
qu’a` l’instant T le proﬁl de tempe´rature ﬁnal soit “arbitrairement proche” de
∀x ∈ [0,1], θ(x,T ) = ΘT (x), ΘT ∈ L2(0,1).
Bien sur, Θ0 ainsi que ΘT n’ont pas, en ge´ne´ral, un de´veloppement en une se´rie de
Taylor convergente de puissances paires de x a` l’origine. Mais a` cause de la densite´
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est Gevrey d’ordre ≤ 2 lorsque γ ≥ 1 et satisfait a`:
Y (i)(0) = pi, Y (i)(T ) = qi, i = 0, . . . ,n
Y (i)(0) = 0, Y (i)(T ) = 0, i > n.







, t ∈ [0,1].
Nous conside´rons e´galement une loi de commande approche´e U¯ ∈ C2(0,T ) telle que
sup
t∈[0,T ]
∣∣U¯(t)− U(t)∣∣ ≤ 	 et sup
t∈[0,T ]
∣∣∣ ˙¯U(t)− U˙(t)∣∣∣ ≤ 	.







obtenue en tronquant U a` un ordre N suﬃsamment grand (on peut eﬀectivement
trouver un tel N , puisque la se´rie qui de´ﬁnit U , ainsi que toutes ses de´rive´es, est
uniforme´ment convergente sur [0,T ] en vertu de la proprie´te´ de convergence des
trajectoires formelles).
Graˆce a` ces lois de commande nous obtenons le re´sultat qui suit, dont la
de´monstration sera donne´e au paragraphe 2.6
Proprie´te´ 1.3.2. La loi de commande [0,T ]  t → U(t) conduit le syste`me
(1.3.1)-(1.3.3) de l’e´tat initial Π0 a` l’instant 0 a` l’e´tat ﬁnal ΠT a` l’instant T , ceci
de fac¸on exacte.
La loi de commande approche´e [0,T ]  t → U¯(t) conduit le syste`me (1.3.1)-
(1.3.3) de l’e´tat initial Θ0 a` l’instant 0 a` l’e´tat ﬁnal ΘT a` l’instant T , ceci de fac¸on
approche´e: il existe K > 0, inde´pendant de T tel que
‖θ(.,T )−ΘT ‖ ≤ K	.
Nous avons donc prouve´ en utilisant des arguments e´le´mentaires et construc-
tifs la commandabilite´ approche´e en un temps T quelconque de (1.3.1)-(1.3.3), en
utilisant une loi de commande tre`s re´gulie`re (C∞ par exemple).
La ﬁgure 3 montre l’e´volution de la tempe´rature avec une loi de commande
ge´ne´re´e par Y (t) = Φ1(t), conc¸ue pour amener le syste`me de l’e´tat stationnaire θ =
0 a` l’instant t = 0 a` l’e´tat stationnaire θ = 1 a` l’instant t = 1 (la loi de commande
approche´e est U tronque´e a` l’ordre 10).
1.3.6. Proposition de de´ﬁnition de la platitude en dimension inﬁnie.
Au vu de l’exemple du syste`me (1.3.1)-(1.3.2), nous proposons d’adopter pour la
de´ﬁnition de la platitude d’un syste`me de dimension inﬁnie line´aire a` une commande
de´crit par une e´quation d’e´volution la de´ﬁnition qui suit.
L’ide´e, sous-jacente a` la de´ﬁnition de platitude en dimension ﬁnie, de pouvoir
parame´trer les trajectoires du syste`mes par une fonction libre et ses de´rive´es est
bien sur conserve´e.
Par contre la notion d’e´quivalence endoge`ne est beaucoup plus diﬃcile a` re-
transcrire en dimension inﬁnie. Puisque nous sommes dans le cadre des syste`mes

























Temperature profile (y Gevrey 2)
Fig. 3. Planiﬁcation de trajectoire avec une fonction Gevrey d’ordre 2.
line´aires pour lesquels, en dimension ﬁnie, la platitude e´quivaut a` la commandabi-
lite´, nous essayons de la remplacer par une exigence de densite´ des e´tats joignables
par des trajectoires parame´tre´es. Cette exigence correspond, nous le verrons par la
suite, a` une exigence de commandabilite´ approche´e du syste`me.
Remarque. Dans le cas des syste`mes de dimension inﬁnie, la proprie´te´ de
commandabilite´ approche´e s’ave`re parfois eˆtre la seule proprie´te´ qu’on puisse obte-
nir. C’est le cas, par exemple, pour les e´quations de diﬀusion, ou` l’eﬀet re´gularisant
de l’ope´rateur en espace ne permet d’atteindre exactement que des e´tats deux fois
continuˆment de´rivables en espace.
De´finition 1.3.1. Un syste`me comme ci-dessus sera dit “plat” si il existe une
parame´trisation des trajectoires du syste`me, c’est a` dire une famille de fonctions






converge normalement sur [0,1]× [0,T ] vers une trajectoire au sens classique (c’est
a` dire suﬃsamment continuˆment de´rivable en temps et en espace), et si de plus
le sous ensemble D de l’espace d’e´tat H du syste`me, forme´ des e´tats de de´part et
d’arrive´e joignables par des trajectoires de la parame´trisation, est dense dans H,
ou` H est suppose´ eˆtre un espace de Hilbert.
Nous allons e´tudier diverses e´quations, toujours avec la meˆme de´marche dicte´e
par cette de´ﬁnition.
Les chapitres 2, 3 et 4 sont consacre´s a` l’e´tude de l’e´quation de diﬀusion line´aire.
Dans le chapitre 2 sont regroupe´es les e´tapes pre´paratoires (changements de
coordonne´es, transformations par bouclages statiques sur les termes de bords)
ne´cessaires a` l’e´tude du de´veloppement en se´rie au chapitre 3 aussi bien qu’a` la
construction de la parame´trisation des trajectoires du chapitre 4.
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La me´thode des de´veloppements en se´ries, qui est e´tudie´e au chapitre 3, corres-
pond a` une classe particulie`re de proble`mes a` coeﬃcients analytiques et a` conditions
aux bords particulie`res ou` les fonctions αi sont analytiques, et la se´rie (1.3.13) peut
eˆtre resomme´e en une se´rie normalement convergente de puissances de x. Cet aspect
sera aborde´ dans la section 4.2.4.
Le chapitre 4 est ensuite consacre´ a` la construction eﬀective de la famille
(αi)i∈N, et a` la preuve de la platitude au sens de la de´ﬁnition ci-dessus pour une
tre`s large classe d’e´quations de diﬀusion line´aires. Des exemples sont donne´s au
chapitre 5.
Le chapitre 6 suit la meˆme de´marche, applique´e a` un syste`me ou` l’ordre de
de´rivation en espace est supe´rieur a` 2, et le chapitre 7 esquisse ce qui pourrait eˆtre
fait dans un proble`me de ge´ome´trie simple ou` la dimension en espace est de deux.
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CHAPITRE 2
Equations aux de´rive´es partielles de type diﬀusion
Soit le proble`me d’e´volution line´aire avec une commande au bord, ou` (x,t) ∈
[0,1]× [0,T ]:
∂ty(x,t) = ∂xxy(x,t) + c1(x)∂xy(x,t) + c0(x)y(x,t)(2.0.14)
l11y(0,t) + l12∂xy(0,t) + l13y(1,t) + l14∂xy(1,t) = u(t)(2.0.15)
l21y(0,t) + l22∂xy(0,t) + l23y(1,t) + l24∂xy(1,t) = u(t)(2.0.16)
Les fonctions c0 et c1 sont suppose´es eˆtre C∞ sur un voisinage ouvert de [0,1]
dans R, a` valeurs re´elles, et les lij sont des constantes re´elles. La loi de commande
t → u(t) sera en ge´ne´ral au moins dans C1(0,T ), si elle n’est pas dans C∞(0,T ).
Nous allons, dans la section 2.1, transformer le syste`me par changement de
coordonne´es pour le mettre sous une forme standard, puis nous assurer dans la
section 2.2 qu’il s’agit d’un proble`me bien pose´.
Nous le transformons ensuite par bouclage des termes de bord de fac¸on a` nous
ramener a` une forme de syste`me pre´sentant des proprie´te´s inte´ressantes lorsqu’on
de´sire parame´trer les trajectoires: c’est l’objet du paragraphe 2.3. Il n’est pas tou-
jours possible d’eﬀectuer ces transformations: dans la section 2.4 nous eﬀectuons
un examen de ces situations particulie`res.
Nous terminons ce chapitre par deux sections ou` sont regroupe´s des re´sultats
ge´ne´raux concernant le proble`me (2.0.14)-(2.0.16); dans la section 2.5 sont e´tablies
des proprie´te´s utiles de l’ope´rateur en espace du proble`me mis sous forme standard,
alors que dans la section 2.6 sont donne´s des re´sultats ge´ne´raux concernant la
commandabilite´ approche´e de ce meˆme proble`me.
2.1. Mise sous forme standard du syste`me
Tout d’abord, en combinant les deux conditions aux bords, on peut toujours
ramener un proble`me d’e´volution line´aire avec une commande au bord de la forme
(2.0.14)-(2.0.16) ci-dessus a`:
∂ty(x,t) = ∂xxy(x,t) + c1(x)∂xy(x,t) + c0(x)y(x,t)(2.1.1)
l11y(0,t) + l12∂xy(0,t) + l13y(1,t) + l14∂xy(1,t) = 0(2.1.2)
l21y(0,t) + l22∂xy(0,t) + l23y(1,t) + l24∂xy(1,t) = u(t)(2.1.3)
ou` la commande n’apparaˆıt que dans une seule des deux conditions aux bords.
L’e´quation (2.1.2) sera de´signe´e par la suite sous le nom d’“e´quation de contrainte”,
et l’e´quation (2.1.3) sous le nom d’“e´quation de commande”.
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(il s’agit l’e´quivalence de geauge d’un ope´rateur du second ordre quelconque a` un
ope´rateur de Schro¨dinger, voir [43]) le proble`me (2.1.1)-(2.1.3) se transforme tout
d’abord en
∂tθ(x,t) = ∂xxθ(x,t) + q(x)θ(x,t)(2.1.4)
a11θ(0,t) + a12∂xθ(0,t) + a13θ(1,t) + a14∂xθ(1,t) = 0(2.1.5)
a21θ(0,t) + a22∂xθ(0,t) + a23θ(1,t) + a24∂xθ(1,t) = u(t)(2.1.6)
ou` on a pose´:
a11 = l11 − c1(0)2 l12 a12 = l12
a13 =
(






2 dξ a14 =
c1(0)
2 l14e
− ∫ 10 c1(ξ)2 dξ
a21 = l21 − c1(0)2 l22 a22 = l22
a23 =
(






2 dξ a24 =
c1(0)
2 l24e
− ∫ 10 c1(ξ)2 dξ







Il suﬃt donc d’e´tudier les proble`mes de la forme (2.1.4)-(2.1.6) et de transpo-
ser les re´sultats obtenus: le changement de coordonne´es eﬀectue´ est extre`mement
re´gulier, puisqu’il s’agit d’une multiplication par une fonction de x qui est C∞ et
non nulle sur un voisinage de [0,1] .
2.2. Proble`me bien pose´
Nous donnons ici des conditions suﬃsantes pour que le proble`me (2.1.4)-(2.1.6)
soit bien pose´. Nous utilisons les concepts de´veloppe´s dans [11] (chap.3, sec.3) dans
un cadre ge´ne´ral, en les adaptant au cas particulier du proble`me.
De´finition 2.2.1. Le proble`me avec commande au bord (2.1.4)-(2.1.6) est un
proble`me bien pose´ si l’ope´rateur diﬀe´rentiel en espace:
E : D(E)→ L2(0,1)
E(f) = f ′′ + q(x)f
ou` D(E) = {f ∈ H2(0,1)/ a11f(0) + a12f ′(0) + a13f(1) + a14f ′(1) = 0,
a21f(0) + a22f ′(0) + a23f(1) + a24f ′(1) = 0},
est le ge´ne´rateur inﬁnite´simal d’un semi-groupe fortement continu, et si on peut
trouver une fonction F dans C∞(0,1) telle que
a11F (0) + a12F ′(0) + a13F (1) + a14F ′(1) = 0,
a21F (0) + a22F ′(0) + a23F (1) + a24F ′(1) = 1
Si c’est le cas, lorsque u est dans C2(0,T ), le proble`me
(2.2.1) z˙(t) = E(z)(t)− Fu˙(t) +Gu(t)
ou` z est conside´re´ comme une fonction de t a` valeurs dans D(E), et G = F ′′ + qF ,
(qui est obtenu en posant formellement z(t) = f(t)− Fu(t)), est bien pose´ au sens
de´ﬁni dans l’annexe B et on a:
Proprie´te´ 2.2.1 ([11] th. 3.3.3). Supposons que u est dans C2(0,T ), et qu’en
t = 0 on ait z0 = f0 − Fu(0) ∈ D(E). Alors la solution au sens classique du
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proble`me avec commande au bord de la de´ﬁnition et celle du proble`me (2.2.1) sont
relie´es par
(2.2.2) z(t) = f(t)− Fu(t).




est mal pose´, puisqu’il l’ope´rateur en espace associe´ a une suite de valeurs propres
re´elles positives tendant vers l’inﬁni: il ne ge´ne`re donc pas un semi-groupe continu,
par application du the´ore`me de Hille-Yosida B.3.1.
Remarque. Dans le cas des proble`mes a` une variable d’espace, la fonction F
existe toujours (il suﬃt de la choisir polynoˆmiale de degre´ suﬃsamment e´leve´).
En vertu des re´sulats donne´s dans l’annexe B, le proble`me sera bien pose´ de`s
que E est par exemple Riesz-spectral, ou maximal dissipatif. Nous montrons le
re´sultat plus ge´ne´ral suivant, ou` comme dans l’annexe A, nous avons pose´
Aij =
∣∣∣∣ a1i a1ja2i a2j
∣∣∣∣ .
Proprie´te´ 2.2.2. Si l’ope´rateur E est tel que:
– A24 = 0,
– ou A14 = A23,
– ou A12 = A34,
– ou A13 = 0 et tous les autres Aij sont nuls,
alors le proble`me est bien pose´.
De´monstration. La premie`re, deuxie`me et quatrie`me condition entraˆınent,
graˆce aux proprie´te´s A.2.5 et A.2.8 que l’ope´rateur E ve´riﬁe la caracte´risation du
the´ore`me de Hille-Yosida B.3.1, d’ou le re´sultat. La troisie`me condition nous dit
que E est autoadjoint, et que son spectre est re´el et admet une borne supe´rieure
positive, donc le the´ore`me B.3.1 s’applique. 
La transformation permettant de passer d’un proble`me de controˆle au bord
a` un proble`me a` commande re´partie (de forme particulie`re) a rajoute´ un e´tat au
syste`me, la variable u. Or nous avons la proprie´te´ suivante
Proprie´te´ 2.2.3. Si l’ope´rateur E est inversible, alors il existe une unique
fonction B solution de
B′′ + q(x)B = 0
a11B(0) + a12B′(0) + a13B(1) + a14B′(1) = 0(2.2.6)
a21B(0) + a22B′(0) + a23B(1) + a24B′(1) = 1.
De´monstration. Par contraposition, si B n’existe pas, il s’ensuit que toutes
les solutions de:
f ′′ + q(x)f = 0(2.2.7)
a11f(0) + a12f ′(0) + a13f(1) + a14f ′(1) = 0(2.2.8)
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ve´riﬁent
f ′′ + q(x)f = 0
a11f(0) + a12f ′(0) + a13f(1) + a14f ′(1) = 0
a21f(0) + a22f ′(0) + a23f(1) + a24f ′(1) = 0.
Or le proble`me (2.2.7)-(2.2.8) a au moins une solution. Donc l’ope´rateur E admet
0 comme valeur propre, avec un sous espace propre associe´ de dimension ≥ 1, et
n’est pas inversible. 
Dans le cas particulier ou` E est inversible, on peut donc choisir F = B et
obtenir un proble`me se´pare´ en un inte´grateur et un proble`me a` commande re´partie
u˙(t) = e(t)
z˙(t) = E(z)(t)− Fe(t).
Pre´cisons bien qu’il ne s’agit pas d’un bouclage que nous eﬀectuons re´ellement sur le
syste`me, mais d’une simple transformation que nous introduisons pour des raisons
purement techniques de facilite´ de parame´trisation. Nous verrons au chapitre 4 qu’il
est inte´ressant de travailler avec des syste`mes de la forme ci-dessus, et donc avec
des ope´rateurs inversibles.
2.3. Transformation par bouclages
Nous allons maintenant e´tudier les transformations par des bouclages sur les
termes de bords de (2.1.4)-(2.1.6). Nous supposons le proble`me bien pose´, et nous
proscrivons les bouclages pour lesquels l’ope´rateur d’arrive´e ne satisfait aucune des
conditions de 2.2.2.
Il est fondamental de remarquer que si nous eﬀectuons un bouclage par des
termes de bord sur (2.1.4)-(2.1.6) pour avoir une parame´trisation de θ(x,t), nous en
de´duirons ne´cessairement une parame´trisation de u(t), puisque u(t) = a21θ(0,t) +
a22∂xθ(0,t) + a23θ(1,t) + a24∂xθ(1,t). Nous pouvons donc transformer par bou-
clage a` notre guise (modulo le fait que le proble`me reste bien pose´) les coef-
ﬁcients de l’e´quation de commande (2.1.6), en conservant intacte l’e´quation de
contrainte (2.1.5).
2.3.1. Bouclage des termes de bords. De meˆme que nous avons associe´
au proble`me de de´part son ope´rateur diﬀe´rentiel en espace E de´ﬁni au paragraphe
pre´ce´dent, nous associons a` chaque proble`me obtenu par bouclage a` partir de (2.1.4)-
(2.1.6) son ope´rateur diﬀe´rentiel A de´ﬁni par:
A : D(A)→ L2(0,1)
A(f) = f ′′ + q(x)f,
ou`:
D(A) = {f ∈ H2(0,1)/ a11f(0) + a12f ′(0) + a13f(1) + a14f ′(1) = 0,
a˜21f(0) + a˜22f ′(0) + a˜23f(1) + a˜24f ′(1) = 0},
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et, si elle existe, une fonction B solution de
B′′ + q(x)B = 0
a11B(0) + a12B′(0) + a13B(1) + a14B′(1) = 0(2.3.1)
a˜21B(0) + a˜22B′(0) + a˜23B(1) + a˜24B′(1) = 1.
L’action des tranformations par bouclages des termes de bords sur les syste`mes
induit donc une relation d’e´quivalence sur les ope´rateurs associe´s. Nous allons exa-
miner l’orbite de E, l’ope´rateur associe´ au proble`me de de´part, sous l’action de ces
bouclages. Nous se´lectionnerons dans cette orbite un ou des ope´rateurs pre´sentant
des caracte´ristiques inte´ressantes pour la future parame´trisation des trajectoires.
Au vu de ce qui a e´te´ dit dans la section pre´ce´dente, nous recherchons dans
l’orbite de E un ope´rateur A inversible. Nous demandons aussi a` A d’eˆtre Riesz-
spectral, car nous verrons au chapitre 4 que nous savons parame´trer des trajec-
toires du syste`me pour ces ope´rateurs. Comme il a e´te´ remarque´ dans la section
pre´ce´dente, l’inversibilite´ de A assure l’existence de la fonction B. Nous obtenons
le re´sultat suivant
Proprie´te´ 2.3.1. Soit l’espace vectoriel (de dimension 1 ou 2) E de´ﬁni par:
E = {f ∈ C∞(0,1)/f ′′ + qf = 0,a11f(0) + a12f ′(0) + a13f(1) + a14f ′(1) = 0}.
Nous savons trouver dans l’orbite de E un ope´rateur A comme ci- dessus, sauf dans
le cas ou`:
– E est de dimension e´gale a` 2,
– ou E est de dimension e´gale a` 1, l’e´quation de contrainte du proble`me a
la forme
f(0)± f(1) = 0
et tout ge´ne´rateur non nul B de E ve´riﬁe B(0) = B(1) = 0.
Les cas ou` A ne peut pas eˆtre construits sont examine´s dans le paragraphe
2.4. Retenons pour l’instant que sauf cas particulier, l’ope´rateur A introduit pour
parame´trer les trajectoires du syste`me peut toujours eˆtre choisi inversible et Riesz-
spectral.
demonstration de 2.3.1. Nous discutons de l’allure de l’orbite de E selon
la dimension de E .
Si dim(E) = 2, il contient ne´cessairement le syste`me de solutions fondamentales
en ze´ro de f ′′+qf = 0, note´ (e1,e2). Nous montrons qu’alors E contient une fonction
propre de E associe´e a` la valeur propre 0; nous cherchons donc f = ce1 + de2 telle
que a21f(0) + a22f ′(0) + a23f(1) + a24f ′(1) = 0. c et d ve´riﬁent donc:
c(a21 + a23e1(1) + a24e′1(1)) + d(a22 + a23e2(1) + a24e
′
2(1)) = 0.
Nous en de´duisons donc que soit a21 + a23e1(1) + a24e′1(1) = 0, ce qui signiﬁe que
e1 est une valeur propre de E associe´e a` la valeur propre 0, soit a21 + a23e1(1) +
a24e
′
1(1) = 0, auquel cas on peut prendre:
f = − (a22 + a23e2(1) + a24e
′
2(1))
(a21 + a23e1(1) + a24e′1(1))
e1 + e2
E n’est donc pas inversible, et la meˆme de´monstration vaut e´videmment pour n’im-
porte quel ope´rateur dans l’orbite de E. Il n’y a donc pas de possibilite´, par bouclage
des termes de bord, de remplacer E par un ope´rateur Riesz-spectral inversible.
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Si dim(E) = 1, nous de´signons par B un ge´ne´rateur (non nul, par de´ﬁnition)
de E .
(1) si l’e´quation de contrainte ne fait intervenir qu’un seul bord, c’est a` dire si
|a11|+|a12| = 0 ou bien |a13|+|a14| = 0, alors si par exemple |a13|+|a14| =
0, il existe (a,b) = (0,0) tel que
aB(1) + bB′(1) = 1 (car B est non nul)
et nous choisissons le bouclage:
a˜21 = 0, a˜22 = 0, a˜23 = a, a˜24 = b.
Dans l’orbite de E, nous se´lectionnons donc l’ope´rateur A dont les condi-
tions aux bords sont
a11f(0) + a12f ′(0) = 0,
a˜23f(1) + a˜24f ′(1) = 0}.
Il est inversible, a` conditions aux bords se´pare´es, donc Riesz-spectral au-
toadjoint, et B est son vecteur associe´.
Le cas ou` |a11|+|a12| = 0 est syme´trique, et conduit aussi a` se´lectionner
un ope´rateur A inversible, a` conditions aux bords se´pare´es, donc Riesz-
spectral autoadjoint, avec B comme vecteur associe´.
(2) si l’e´quation de contrainte fait intervenir les deux bords, c’est a` dire si
|a11|+ |a12| = 0 et |a13|+ |a14| = 0, alors
(a) si a12 = 0 ou a14 = 0, on choisit a˜22 et a˜24 de telle sorte que
(2.3.2) A24 = a12a˜24 − a14a˜22 = 0.
On ajuste les coeﬃcients a˜21 et a˜23 de telle sorte que:
(2.3.3) a˜21B(0) + a˜22B′(0) + a˜23B(1) + a˜24B′(1) = 0.
D’ apre`s le the´ore`me A.2.3, ceci garantit le choix d’un ope´rateur
Riesz -spectral a` condition que les poˆles de la fonction de Green de A
soit simples, et que les valeurs propres de A soient simples. De plus,
l’ope´rateur ainsi construit est inversible, puisque nous supposons que
dim(E) = 1.
(b) si a12 = a14 = 0 alors ne´cessairement:a13 = 0 et a11 = 0: nous
appliquons en core les re´sultats du the´ore`me A.2.3 en choisissant a˜22
et a˜24 de fac¸on a` ce que
A12 +A34 = 0,(2.3.4)
E = A14 −A23 = 0.(2.3.5)
Un calcul e´le´mentaire montre que c’est possible de`s que le rapport
α = a13a11 ne ve´riﬁe pas:
(2.3.6) α = ±1.
Les deux autres coeﬃcients peuvent alors eˆtre ajuste´s de fac¸on a` ce
que (2.3.3) soit ve´riﬁe´e, si bien que nous obtenons un ope´rateur A
Riesz-spectral inversible.
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(c) si a12 = a14 = 0, et α = ±1, c’est a` dire a13 = ±a11 = 0, alors nous
pouvons conside´rer que a11 = 1. Nous appliquons encore les re´sultats
du the´ore`me A.2.3 en choisissant par exemple a˜22 = a˜24 = a˜21 = 0
et a˜23 = 0 de telle sorte que
A13 = a˜23 = 0,
alors que tous les autres coeﬃcients Aij sont nuls. Cela garantit le
choix d’un ope´rateur A Riesz-spectral (car il est a` conditions aux
bords se´pare´es), et inversible si le ge´ne´rateur de E ne ve´riﬁe pas
(2.3.7) B(0) = ±B(1) = 0.
Dans le cas particulier ou` E est de dimension e´gale a` 1, l’e´galite´
(2.3.6) est vraie et B ve´riﬁe 2.3.7 cette construction ne fournit pas
un ope´rateur inversible.

Remarque. A peut eˆtre choisi a` conditions aux bords se´pare´es le plus sou-
vent, ce qui garantit qu’il est Riesz-spectral autoadjoint. En eﬀet, pour choisir les
coeﬃcients a˜ij de fac¸on a` satisfaire aux relations (2.3.2) ou (2.3.4)-(2.3.5) (selon le
cas) et a` la condition d’inversibilite´ qui garantit que la proprie´te´ (2.2.3) est ve´riﬁe´e,
nous pouvons essayer le bouclage
a13θ(1,t) + a14θ(1,t) = u(t),
qui correspond au choix a˜21 = a˜22 = 0, a˜23 = a13 et a˜24 = a14, si ce bouclage
convient, c’est a` dire si l’ope´rateur obtenu est inversible et la proprie´te´ (2.2.3) est
ve´riﬁe´e.
Remarque. Le fait d’eˆtre Riesz-spectral n’est pas invariant par bouclage des
termes de bords, car les bouclages peuvent changer totalement la structure du
spectre d’un ope´rateur. Ainsi, l’ ope´rateur autoadjoint a` conditions aux bords
se´pare´es
E1 : D(E1)→ L2(0,1)
E1(f) = f ′′,
ou`:
D(E1) = {f ∈ H2(0,1)/ f(0) = 0,f ′(1) = 0},
est e´quivalent par bouclage des termes de bord a` l’ope´rateur
E1 : D(E1)→ L2(0,1)
E1(f) = f ′′,
ou`:
D(E1) = {f ∈ H2(0,1)/ f(0) = 0,f ′(0) + f ′(1) = 0},
qui correspond a` un proble`me bien pose´, mais dont tous les sous-espaces caracte´risti-
ques sont de dimension e´gale a` 2, tous les sous-espaces propres sont de dimension
e´gale a` 1, et tous les poˆles de la fonction de Green sont doubles (voir [9]).
28 2. EQUATIONS AUX DE´RIVE´ES PARTIELLES DE TYPE DIFFUSION
Exemple 2.3.1. Mettons en application les re´sultats du paragraphe pre´ce´dent
sur un exemple acade´mique, qui est le syste`me
∂tθ = ∂xxθ




2∂xθ(0) + θ(1) = u(t)
En vertu de la proprie´te´ 2.2.2, comme A24 = 1, il s’agit d’un proble`me bien pose´,
d’ope´rateur
E : D(E)→ L2(0,1)
E(f) = f ′′
ou`
D(E) = {f ∈ H2(0,1)/ f(0) + f(1) + 1
2
f ′(1) = 0,
2f ′(0) + f(1) = 0}.
En appliquant le the´ore`me A.2.3 de l’annexe A, comme la quantite´ A24 est non
nulle, E est Riesz-spectral si sa fonction de Green a des poˆles simples, et si ses
valeurs propres sont de multiplicite´ 1.








+ 2 cos(σ)− σ sin(σ),
ou` λ = −σ2.
Nous montrons que DE et ddλDE n’ont pas de ze´ro commun, ce qui prouvera

































3 + 4σ2 + σ4
,
et donc ne´cessairement
9((1 + 3σ2)2 + σ2(1− σ2)2) = (6 + 8σ2 + 2σ4)2,
c’est a` dire
9((1− 3λ)2 − λ(1− λ)2) = (6− 8λ+ 2λ2)2 = 0.
Nous obtenons donc une e´quation de degre´ 4 en λ, dont on ve´riﬁe que les valeurs
(nume´riques approche´es) des racines ne satisfont pas les deux relations en sin et
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cos, ce qui contredit l’hypothe`se de de´part. Donc E est a` spectre simple et Riesz-
spectral.
On ve´riﬁe aise´ment que l’espace vectoriel E est de dimension 1, et que la fonction
B de´ﬁnie par B(x) = 4x− 3 est un ge´ne´rateur de E .
Comme on a 2B′(0) + B(1) = 9, on en de´duit que B9 est solution de (2.3.1)
pour l’ope´rateur E, ce qui ache`ve de montrer que le proble`me est bien pose´.
En appliquant la de´marche expose´e au paragraphe pre´ce´dent, nous pouvons ne
pas boucler le syste`me et l’utiliser tel quel. Nous pouvons aussi, dans le cas ou` nous
aurions su que le proble`me est bien pose´ sans pouvoir e´tudier de fac¸on exacte la
simplicite´ des valeurs propres de E, eﬀectuer un bouclage et choisir l’ope´rateur A
de´ﬁni par:
A : D(A)→ L2(0,1)
A(f) = f ′′




f ′(1) = 0},
On montre sans peine qu’il est inversible et Riesz-spectral, car a` conditions aux
bords se´pare´es.





Notons que ce choix nous e´vite les calculs pe´nibles qui pre´ce`dent.
2.4. Cas particuliers
Nous revenons ici aux situations particulie`res mises en e´vidence dans la section
2.3, situations ou` nous ne savons pas construire un ope´rateur A qui nous permette
par la suite de parame´trer des trajectoires du syste`me.
Les notations sont celles de la section 2.3.
2.4.1. Le cas ou` (2.3.6) est ve´riﬁe´e. Nous nous plac¸ons dans le cas ou`
l’espace vectoriel E est de dimension 1, engendre´ par un ge´ne´rateur B qui ve´riﬁe
B(0) = B(1) = 0, ou` a12 = a14 = 0, et a13 = ±a11 = 1.
Les de´marches de´crites ci dessus ne s’appliquent pas, il faut donc se livrer
a` un e´tude directe de l’ope´rateur E (voir [9],chap. 12) pour savoir s’il est Riesz-
spectral inversible, ou si on peut trouver par bouclage un ope´rateur A Riesz-spectral
inversible dans l’orbite de E.
Nous n’avons pu trouver aucun exemple de syste`me satisfaisant a` ces conditions.
Il semble qu’aucun des cas usuel de diﬀusion line´aire ne rentre dans cette cate´gorie
de proble`me.
2.4.2. La dimension de l’espace E est e´gale a` 2. Nous proposons un
exemple pour illustrer ce qui peut se produire dans cette situation. On y voit que le
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syste`me, dans ce cas particulier, correspond a` un syste`me non commandable, mais
dont on peut malgre´ tout parame´trer certaines trajectoires.
Exemple 2.4.1. L’exemple propose´ est le suivant
∂tθ(x,t) = ∂xxθ(x,t)
∂xθ(0,t)− ∂xθ(1,t) = 0(2.4.1)
∂xθ(1,t) = u(t).
Il s’agit d’un proble`me bien pose´. En eﬀet, on ve´riﬁe sans peine que l’ope´rateur
E est Riesz-spectral donc qu’il ge´ne`re un semi-groupe continu. Mais E n’est pas
inversible: l’espace vectoriel E est engendre´ par la fonction constante e´gale a` 1, et
par la fonction B(x) = x.
Graˆce au changement de variable z = θ−Bu on peut transformer le proble`me
en:
∂tz(x,t) = ∂xxz(x,t)−Bu˙
∂xz(0,t)− ∂xz(1,t) = 0
∂xz(1,t) = 0
Les fonctions propres de l’ope´rateur E sont donne´es par: φn(x) = cos(nπx), et
on a:








0 si n est pair,
−2
n2π2 sinon.
B est donc orthogonal aux fonctions propres d’ordre pair. Donc, en appliquant le
crite`re de commandabilite´ approche´ donne´ dans [11], on trouve que le syste`me n’est
pas commandable. D’apre`s notre de´ﬁnition de la platitude en dimension inﬁnie, le
syste`me ne peut donc pas eˆtre plat: ce re´sultat sera de´montre´ de fac¸on rigoureuse
au chapitre 4.
Il est cependant possible de parame´trer certaines trajectoires de la fac¸on sui-
vante: nous re´e´crivons le proble`me (2.4.1) comme un proble`me a` deux commandes;
les trajectoires seront donc donne´es, puisque le proble`me est line´aire, par la super-
position des trajectoires de deux proble`mes a` une commande. Nous retrouverons le
proble`me initial en prenant des valeurs oppose´es pour ces deux commandes.
Mettons en œuvre cette de´marche: (2.4.1) s’e´crit
∂tθ(x,t) = ∂xxθ(x,t)
∂xθ(0,t)− ∂xθ(1,t) = u1(t) + u2(t)(2.4.2)
− ∂xθ(1,t) = u2(t),
et on retrouve bien (2.4.1) en faisant u1(t) + u2(t) = 0.
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et de celles de
∂tθ2(x,t) = ∂xxθ2(x,t)
∂xθ2(0,t) = 0(2.4.4)
− ∂xθ2(1,t) = u2(t).
Nous parame´trons les trajectoires de (2.4.3) en bouclant de fac¸on a` avoir u˜1 =
θ1(0,t), ce qui revient a` utiliser l’ope´rateur A1 de´ﬁni par:
A1 : D(A1)→ L2(0,1)
A1(f) = f ′′,
avec:
D(A1) = {f ∈ H2(0,1)/ f ′(1) = 0, f(0) = 0}
pour parame´trer les trajectoires de (2.4.3). Apre`s un calcul tout a` fait analogue a`


















De meˆme, nous parame´trons les trajectoires de (2.4.4) en bouclant de fac¸on a` avoir





















(x)2i + (1− x)2i
(2i)!
,







Le proble`me qui se pose alors est celui de la densite´ des e´tats de de´part et d’ar-
rive´e compatibles avec cette parame´trisation, autrement dit celui de la commanda-
bilite´ approche´e du syste`me. Il est clair dans cet exemple que si a12 = a14 = 1, les
trajectoires obtenues pre´sentent une syme´trie par rapport au point x = 12 a` tout
instant t. En particulier, a` t = 0 et a` t = T , tout les e´tat de de´part et d’arrive´e que
l’on peut raccorder par de telles trajectoires pre´sentent cette meˆme syme´trie: on ne
pourra donc pas approcher n’importe quel e´tat de L2(0,1) par de telles fonctions :
on retrouve le re´sultat de non commandabilite´ annonce´ plus haut.
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Nous avons par contre de´termine´ un “sous espace commandable” plat du syste`me,
et nous pouvons par exemple faire de la planiﬁcation de trajectoire arreˆt-arreˆt: cette
simple proprie´te´ s’ave`re utile dans bien des applications pratiques.
2.5. Proprie´te´s de l’ope´rateur en espace
Nous regroupons dans cette section des re´sultats simples, mais essentiels dans
toute la suite, qui concernent l’ope´rateur en espace de l’e´quation de diﬀusion line´aire.
On peut en re´sumer brie`vement le contenu par ces deux re´sultats: le de´terminant
de Fredholm de l’ope´rateur inverse est une fonction entie`re d’ordre de Weierstrass
(voir par exemple [55]) 12 exactement, et les coeﬃcients de son de´veloppement en
se´rie de Taylor admettent une majoration en MK
n
(2n)! .
2.5.1. Quelques proprie´te´s des solutions fondamentales de l’e´quation
line´aire d’ordre 2. Nous de´signons par e1(x,λ) et e2(x,λ) les solutions respectives
de:
y′′ + q(x)y = λy
y(0) = 1, y′(0) = 0
et
y′′ + q(x)y = λy
y(0) = 0, y′(0) = 1.
Elles forment un syste`me de solutions fondamentales de l’e´quation y′′+ q(x)y = λy
au point ze´ro. A λ ﬁxe´ dans C, e1 et e2 sont des fonctions C∞ sur un voisinage de
[0,1] dans C, et a` x ﬁxe´ dans [0,1], e1 et e2 sont des fonctions entie`res de λ (voir
par exemple [9]).
On de´signera de la meˆme fac¸on par f1 et f2 un syste`me de solutions fondamen-
tales de l’e´quation y′′ + q(x)y = λy au point un. De meˆme que e1 et e2, f1 et f2
sont des fonctions C∞ sur un voisinage de [0,1] dans C, et a` x ﬁxe´ dans [0,1], f1 et
f2 sont des fonctions entie`res de λ.
V0 et V1 de´signeront les ope´rateurs inte´graux de Volterra de´ﬁnis sur L2(0,1)
par:




y′′ + q(x)y = v
y(0) = y′(0) = 0
et:




y′′ + q(x)y = v
y(1) = y′(1) = 0.
Il est aise´ de ve´riﬁer que les noyaux de V0 et V1 ont pour expressions respectives:
Z(x,ξ) = χ(x− ξ)(e1(ξ,0)e2(x,0)− e1(x,0)e2(ξ,0)),
U(x,ξ) = χ(ξ − x)(−f1(ξ,0)f2(x,0) + f1(x,0)f2(ξ,0)),
ou` la fonction χ est la fonction caracte´ristique de R+.
Z et U sont des fonctions C∞ par morceaux sur [0,1] × [0,1] qui ve´riﬁent la
proprie´te´ suivante:
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Proprie´te´ 2.5.1.
∃L > 0 / ∀(x,ξ) ∈ [0,1]× [0,1],
|Z(x,ξ)| ≤ χ(x− ξ)L(x− ξ),
|U(x,ξ)| ≤ χ(ξ − x)L(ξ − x).
De´monstration.
∀(x,ξ) ∈ [0,1]× [0,1],
|Z(x,ξ)| ≤ χ(x− ξ) (|e2(x,0)e1(ξ,0)− e2(ξ,0)e1(ξ,0)|
+ |e2(ξ,0)e1(ξ,0)− e2(ξ,0)e1(x,0)|)










x−ξ si x = ξ,
e′1(x,0) sinon,
est de´ﬁnie continue sur [0,1]× [0,1], donc borne´e. Il en est de meˆme pour h2 (de´ﬁnie
de fac¸on analogue a` h1), ainsi que pour les fonctions e1 et e2 sur [0,1]. La grande
parenthe`se du membre de droite de la dernie`re ine´galite´ est donc majore´e par une
constante L > 0. Le meˆme raisonnement s’applique a` U , et donc quitte a` augmenter
sa valeur, on peut trouver une valeur de L pour laquelle le re´sultat annonce´ est
vrai. 
On en de´duit la proprie´te´:
Proprie´te´ 2.5.2. L e´tant la constante obtenue au lemme 2.5.1, on a les ma-
jorations suivantes:
∃M > 0 / ∀x ∈ [0,1], ∀i ∈ N,∣∣V i0 (e1(.,0))(x)∣∣ ≤MLi x2i(2i)! ,∣∣V i0 (e1(.,0))′(x)∣∣ ≤MLi−1 x2i−1(2i− 1)! ,∣∣V i0 (e1(.,0))′′(x)∣∣ ≤MLi−2 x2i−2(2i− 2)! ,∣∣V i1 (f1(.,0))(x)∣∣ ≤MLi (1− x)2i(2i)! ,∣∣V i1 (f1(.,0))′(x)∣∣ ≤MLi−1 (1− x)2i−1(2i− 1)! ,∣∣V i1 (f1(.,0))′′(x)∣∣ ≤MLi−2 (1− x)2i−2(2i− 2)! .
Quitte a` ajuster la valeur de la constante M , les meˆmes majorations sont valables
pour e2.
De´monstration. Graˆce au lemme 2.5.1, si nous posons:












































Pour obtenir une majoration pour V i0 (e1(.,0))
′(x) et V i1 (f1(.,0))
′(x), on part des
l’e´galite´s (qui re´sultent de la de´ﬁnition de V0 et de V1):














Posons Mq = sup
x∈[0,1]
|q(x)|. En faisant y = V i0 (e1(.,0)) et en utilisant la majoration
qui pre´ce`de nous obtenons donc pour i ≥ 1:
∣∣V i0 (e1(.,0))′(x)∣∣ ≤ ∫ x
0
∣∣V i−10 (e1(.,0))(ξ)∣∣ dξ + ∫ x
0











Le meˆme calcul s’applique pour V1 et f1, d’ou` le re´sultat en posant:
M = sup(Me,Me(1 +MqL).
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Le calcul de majoration pour V1 et f1 est analogue.
Les meˆmes calculs s’appliquent aussi a` e2 et f2. 
Proprie´te´ 2.5.3. Les fonctions e1(x,λ) et f1(x,λ) admettent le de´veloppement























De´monstration. D’apre`s le lemme 2.5.2, a` λ ﬁxe´ quelconque dans C, les se´ries
de fonctions de x (2.5.1),(2.5.2),(2.5.3) et (2.5.4) sont normalement convergentes
sur [0,1], ainsi que les se´ries des de´rive´es premie`res et secondes terme a` terme. Ces
se´ries de´ﬁnissent donc des fonctions C2(0,1) qui ve´riﬁent trivialement les e´quations
diﬀe´rentielles avec conditions initiales de´ﬁnissant e1,f1,e2 et f2, d’ou` le re´sultat. 
2.5.2. Proprie´te´s du de´terminant de Fredholm. Dans le cas ou` l’ope´rateur
en espace A du syste`me mis sous forme standard et e´ventuellement boucle´ est in-
versible, nous savons (voir l’annexe A, section A.2) que l’inverse de A, note´ K, est
un ope´rateur inte´gral compact a` noyau C0 sur [0,1]× [0,1]. C’est donc un ope´rateur
de Fredholm, et l’expression ge´ne´rale de son de´terminant de Fredholm est donne´e
par l’expression (A.2.1).
Les notations employe´es par la suite sont de´ﬁnies dans l’annexe A.
Comme conse´quence directe du lemme 2.5.3 nous obtenons la proprie´te´ sui-
vante:
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Proprie´te´ 2.5.4. Soit DA le de´terminant de Fredholm de K, alors on a, a`
multiplication par une constante pre`s:
DA(λ) =A12 +A34 +
∞∑
i=0
(A23V i(e1(.,0))(1) +A13V i(e2(.,0))(1)
+A42V i(e1(.,0))′(1) +A14V i(e2(.,0))′(1))λi,
et DA est une fonction entie`re d’ordre de Weierstrass infe´rieur a` 12 .
De plus, les coeﬃcients ai du de´veloppement en se´rie entie`re de DA sont tels
qu’il existe deux constantes C et P positives telles que:
|ai| ≤ C P
i
(2i)!
De´monstration. L’expression du de´veloppement en se´rie de DA est une con-
se´quence imme´diate de (2.5.1) et de (2.5.3). Les majorations obtenues dans le lemme
2.5.2 prouvent le re´sultat sur la majoration des ai et l’ordre de Weierstrass de
DA. 
De plus, graˆce aux de´veloppements asymptotiques donne´s dans l’annexe dans
le cas d’ope´rateurs ve´riﬁant les hypothe`ses du the´ore`me A.2.3, on peut aﬃrmer que:
Proprie´te´ 2.5.5. Il existe une constante M > 0 telle que pour toute valeur
propre λi de A on ait: ∣∣∣∣ 1λi
∣∣∣∣ ≤ M(π(i+ 1))2 .
D’ou` la proprie´te´
Proprie´te´ 2.5.6. La fonction entie`re DA(λ) est d’ordre de Weierstrass 12 exac-
tement.
De´monstration. Les ze´ros de DA(λ) sont les valeurs propres de A, et ve´riﬁent
d’apre`s la proprie´te´ imme´diatement pre´ce´dente, ou encore d’apre`s le the´ore`me A.1.3
si A est auto-adjoint a` conditions aux bords se´pare´es








ce qui entraˆıne (voir [55]) que l’ordre de Weierstrass de D est ≥ 12 . D’apre`s la
proprie´te´ 2.5.4, nous savons que cet ordre est ≤ 12 , d’ou` le re´sultat. 
2.6. Commandabilite´ “plate” approche´e
Nous nous inte´ressons a` la proprie´te´ de commandabilite´ approche´e pour un
proble`me du type (2.1.4)-(2.1.6), que nous supposons bien pose´ au sens qui a e´te´
de´ﬁni dans la section 2.2. Apre`s un bref aperc¸u des de´ﬁnitions et re´sultats existants,
nous donnons notre de´ﬁnition de la commandabilite´ “plate”.
2.6.1. Re´sultats ge´ne´raux de commandabilite´. On distingue principale-
ment trois notions de commandabilite´:
– la commandabilite´ exacte en un temps donne´ T : on ﬁxe l’e´tat de de´part
et d’arrive´e, et on cherche une loi de commande ge´ne´rant une trajectoire
dont l’e´tat initial et ﬁnal au temps T co¨ıncident exactement avec les e´tats
ﬁxe´s a` l’avance.
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– la commandabilite´ approche´e en un temps donne´ T : on ﬁxe l’e´tat de de´part
et d’arrive´e, ainsi qu’un voisinage aussi petit qu’on le souhaite de l’e´tat
ﬁnal. On cherche une loi de commande ge´ne´rant une trajectoire telle que,
partant de l’e´tat initial prescrit, l’e´tat ﬁnal au temps T soit dans le voi-
sinage de l’e´tat ﬁnal souhaite´. Cette proprie´te´ e´quivaut a` la densite´ de
l’ensemble des e´tats atteignables au temps T depuis un e´tat de de´part
ﬁxe´, ceci pour chaque e´tat de de´part possible.
– et enﬁn la commandabilite´ a` ze´ro en un temps donne´ T : partant de n’im-
porte quel e´tat initial, on veut pouvoir rejoindre l’e´tat nul, exactement et
au temps T .
Une me´thode classique eﬃcace pour obtenir des re´sultats de commandabilite´
exacte, lorsque c’est possible est la ce´le`bre me´thode HUM (Hilbert Uniqueness Me-
thod), mise au point par J.L Lions (voir [32]), fonde´e sur l’obtention d’ine´galite´s
d’observabilite´ pour le proble`me adjoint. On en trouve de nombreuses applica-
tions: voir par exemple [4] pour l’e´quation des ondes line´aire, et [50] pour une
application assez re´cente a` l’e´quation de Korteweg-De Vries mono-dimensionnelle,
avec un re´sultat en non line´aire. De fac¸on ge´ne´rale, les re´sultats de commandabilite´
exacte concernant les syste`mes de´crits par des e´quations aux de´rive´es partielles non
line´aires sont diﬃciles a` obtenir (voir par exemple [61] pour l’e´quation des ondes
semi-line´aire mono-dimensionnelle , [10] pour l’e´quation d’Euler, ou` le re´sultat est
obtenu par d’autres me´thodes inspire´es des syste`mes en dimension ﬁnie et [23] pour
l’e´quation de Burgers).
Certains syste`mes, comme les e´quations de type diﬀusion, ne permettent pas,
a` cause de leurs proprie´te´s re´gularisantes d’ obtenir une formulation satisfaisante,
dans un cadre fonctionnel ou` il soit bien pose´, du proble`me de la commandabilite´
exacte. C’est notamment le cas des e´quations e´tudie´es dans ce chapitre. On peut
cependant obtenir des re´sultats de commandabilite´ approche´e pour une tre`s large
classe de ces syste`mes. Ainsi, la commandabilite´ approche´e de l’e´quation de la
chaleur line´aire et semi-line´aire a e´te´ e´tudie´e dans un cadre tre`s ge´ne´ral par Fabre,
Puel et Zuazua (voir [14]), par dualite´ en s’appuyant sur un re´sultat de continuation
unique pour le proble`me adjoint (voir [40]) dans le cas line´aire et en rajoutant un
argument de point ﬁxe dans le cas semi-line´aire.
2.6.2. Un crite`re modal de commandabilite´ approche´e. De meˆme, on
trouve dans [11] dans le cas Riesz-spectral un crite`re “modal” de commandabilite´
approche´e, a` mettre en paralle`le avec le crite`re de commandabilite´ (1.2.1) obtenu
en dimension ﬁnie, qui est le suivant dans sa version a` une commande:
Proprie´te´ 2.6.1. Conside´rons le syste`me line´aire de dimension inﬁnie a` 1
commande
z˙ = E(z) +Bu
ou` z est une fonction de t a` valeurs dans un espace de Hilbert X, E est un ope´rateur
Riesz-spectral de X.
Nous de´signons les fonctions propres de E par (φn)n∈(N). Par de´ﬁnition d’un
ope´rateur Riesz-spectral, les sous-espaces propres de E sont tous de dimension e´gale
a` 1. De meˆme, nous de´signons les fonctions propres de E par (ψn)n∈(N).
De plus, nous supposons que B est de´ﬁni sur R, a` valeurs dans X et a la forme
suivante
Bu = ub, b ∈ X.
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Alors le proble`me est bien pose´ et le syste`me est approximativement commandable
si et seulement si
∀n ∈ N, < b,ψn >= 0
2.6.3. Commandabilite´ approche´e “plate”. Nous supposons que nous
avons aﬀaire a` un syste`me plat au sens de la de´ﬁnition propose´e dans 1.3.1: nous
avons donc trouve´ un parame`tre plat y dans un espace fonctionnel ade´quat, un
ensemble D d’e´tats de de´part et d’arrive´e du syste`me (2.1.4)-(2.1.6) joignable par
des trajectoires et une loi de commande parame´tre´e par y et ses de´rive´es, et nous
avons prouve´ que D est dense dans L2(0,1).
Alors nous montrons que:
Proprie´te´ 2.6.2. Si Θ0 est un e´tat initial quelconque dans L2(0,1) du syste`me
(2.1.4)-(2.1.6) et si ΘT est un e´tat ﬁnal quelconque dans L2(0,1) dont on souhaite
rallier un voisinage aussi petit que l’on veut au temps T , si on note Π0 et ΠT deux
e´tats ∈ D, tels que
‖Θ0 −Π0‖2 ≤ 	(2.6.1)
‖ΘT −ΠT ‖2 ≤ 	(2.6.2)
et si U(t) est la loi de commande plate ∈ C∞(0,T ) qui conduit le syste`me (2.1.4)-
(2.1.6) de l’e´tat initial Π0 a` l’instant 0 a` l’e´te´ ﬁnal ΠT a` l’instant T , ceci de fac¸on
exacte, alors il existe une loi de commande approche´e U¯(t) qui est au moins dans
C2(0,T ) et qui conduit le syste`me (2.1.4)-(2.1.6) de l’e´tat initial Θ0 a` l’instant 0 a`
l’e´te´ ﬁnal ΘT a`l’instant T , ceci de fac¸on approche´e: il existe KT > 0, qui ne de´pend
que de T tel que
‖θ(.,T )−ΘT ‖2 ≤ KT 	.
De´finition 2.6.1. La proprie´te´ 2.6.2 sera appele´e commandabilite´ “plate” ap-
proche´e.
Remarque. Comme les lois de commande de la commandabilite´ plate ap-
proche´e sont au moins C2, la commandabilite´ plate approche´e implique la comman-
dabilite´ approche´e usuelle, qui n’impose pas d’autre condition a` la loi de commande
que d’eˆtre dans l’espace des commandes pour lesquelles le proble`me est bien pose´.
preuve de la proprie´te´ 2.6.2. Comme dans la section 2.2, posons v(x,t) =
θ(x,t)−Fu(t), et conside´rons le proble`me transforme´ (2.2.1), et l’ope´rateur diﬀe´rentiel
E associe´. E est par hypothe`se le ge´ne´rateur inﬁnite´simal d’un semi-groupe continu.
Nous en de´duisons (voir annexe B, prop. B.2.3) que, e´tant donne´ une condition ini-
tiale v0 ∈ D(E) et une loi de commande u ∈ C2(0,T ), le proble`me (2.2.1) a une
solution classique unique continuˆment diﬀe´rentiable sur [0,T ] qui co¨ıncide avec la
solution faible du proble`me donne´e par




ou` SE est le semi-groupe fortement continu de ge´ne´rateur inﬁnite´simal E et les
notations sont celles de la section 2.2.
De plus pour tout t ≥ 0,
‖SE(t)‖ ≤Meωt,
ou` ω est la borne de croissance du semi-groupe (voir annexe B, prop. B.1.1).
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Graˆce a` (2.6.3), nous avons






Nous estimons maintenant l’erreur ﬁnale commise lorsque nous appliquons une
loi de commande approche´e U¯ au syste`me (2.1.4)-(2.1.6) en partant de l’e´tat ini-
tial θ˜0 = Θ0− U¯(0). Notons que cet e´tat n’est plus ne´cessairement dans D(E) mais
seulement dans L2(0,1), et donc que, sauf situation exceptionnelle (voir annexe B),
la trajectoire suivie est une solution faible du proble`me.
Posons ∆U := U¯ −U . La loi de commande U¯ sera, nous le verrons par la suite,
obtenue a` partir de U comme une valeur approche´e. Nous supposons qu’elle est







Graˆce a` (2.6.3) puis a` (2.6.4), nous obtenons

















= ΠT − FU(T ) + SE(T )
(






D’ou` on tire que
θ(.,T )−ΠT =
F∆U(T ) + SE(T )
(
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Donc,
‖θ(.,T )−ΘT ‖2 ≤ ‖ΘT −ΠT ‖2 + ‖θ(.,T )−ΠT ‖2
≤ ‖ΘT −ΠT ‖2 +K1 sup
t∈[0,T ]










‖SE(T − τ)‖2 ‖G‖2 dτ
≤ ‖ΘT −ΠT ‖+MeωT























K2 = max(‖F‖2 , ‖G‖2).
La proprie´te´ est donc prouve´e, avec
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CHAPITRE 3
Developpements en se´rie de puissances de x
Cette approche consiste a` rechercher des solutions sous la forme de de´veloppements
en se´rie formelles a` priori. Elle a le me´rite d’une grande simplicite´ de mise en œuvre.
Nous l’avons applique´e dans l’exemple 1.3, ou` l’e´quation de contrainte est localise´e
sur un bord, ce qui permet par bouclage de mettre le proble`me initial sous forme
de Cauchy-Kovalevsky. Cela sera possible, de fac¸on tre`s ge´ne´rale, de`s que toutes les
e´quations de contraintes font intervenir le meˆme bord . Cette me´thode s’applique
pour des syste`mes de´crits par une e´quation aux de´rive´es partielles line´aire dont les
coeﬃcients sont analytiques, de rayon de convergence en ze´ro strictement supe´rieur
a` 1.
Nous conside´rons donc l’e´quation de diﬀusion line´aire :
∂tθ = ∂xxθ + q(x)θ, (x,t) ∈ [0,1]× [0,T ]
γθ(0,t) + δ∂xθ(0,t) = 0
a21θ(0,t) + a22∂xθ(0,t) + a23θ(1,t) + a24∂xθ(1,t) = u(t),
ou` q est une fonction analytique, de rayon de convergence en ze´ro supe´rieur stric-
tement a` 1, γ est un coeﬃcient re´el constant de meˆme que δ.
3.1. Convergence des trajectoires formelles
3.1.1. Le cas : δ = 0. Nous pouvons, quitte a` modiﬁer la valeur de γ, supposer
que δ = 1. Par bouclage, nous nous ramenons a`:
∂tθ = ∂xxθ + q(x)θ, (x,t) ∈ [0,1]× [0,T ]
γθ(0,t) + ∂xθ(0,t) = 0
θ(0,t) = y(t),
Nous montrons qu’alors y(t) := θ(0,t) est une sortie “plate” du syste`me.
Comme dans l’exemple introductif, le syste`me “inverse´”
∂xxθ = ∂tθ − q(x)θ
γθ(0,t) + ∂xθ(0,t) = 0(3.1.1)
θ(0,t) = y(t),





i! , ou` les ai sont des fonctions re´gulie`res.
Nous obtenons le re´sultat suivant:
Proprie´te´ 3.1.1. Il existe R0 > 0 tel que la solution formelle de (3.1.1) soit
convergente sur un voisinage de ze´ro en x lorsque y(t) est une fonction Gevrey
d’ordre 1 ≤ α ≤ 2, de rayon Gevrey R > R0 (R est le “rayon” de y(t) dans la
de´ﬁnition C.1.5 donne´e dans l’annexe C).
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De´monstration. Soit y une fonction Gevrey d’ordre α, ou` 1 ≤ α ≤ 2, telle
qu’il existe M > 0 et R > 0, avec
∀k ∈ N, ∀t ∈ [0,T ]
∣∣∣y(k)(t)∣∣∣ ≤ M(k!)α
Rk




i! , ce qui permet d’obtenir facilement





i!(k − i)!qk−i ai(t)(3.1.2)
a0(t) = y(t)
a1(t) = γa0(t).
Il nous faut alors prouver qu’il existe λ,µ > 0 tels que |ak| ≤ λµk k! sur [0,T ].
La de´monstration est adapte´e de la tre`s classique me´thode des majorants:
nous remplac¸ons d’abord la suite ak par une suite “majorante” Ak (au sens du






Cette suite est initialise´e avec A0 = A1 = A, ou` on a pose´ R
1
α = r, M
1
α = m > 0
et
∀t ∈ [0,r[, A(t) := m
1− tr
,








et ve´riﬁe la proprie´te´ diﬀe´rentielle du lemme 3.1.2.
Nous estimons alors la croissance des quantite´s Ak en terme des de´rive´es de A








ou` ρ est de´ﬁni dans le lemme 3.1.3.
Ici et dans toute la suite, nous de´signons mα,rα, . . . par m˜,r˜, . . .. Nous en
concluons ﬁnalement que |a2k| , |a2k+1| ≤ m˜(r˜ρ˜)k (2k)!, ce qui prouve la proprie´te´
de convergence pour R > R0, et sur l’intervalle [0,r˜ρ˜[. 
Lemme 3.1.1. ∀α ≥ 1,














ou` Q et S sont de´ﬁnis ci-dessous est un proble`me majorant de (3.1.2) au sens ou`
∀k,n ≥ 0,
∣∣∣a(n)k ∣∣∣ ≤ (A(n)k (0))α .
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De´monstration. Par construction de A, la proprie´te´ est vraie au rang 0 et
1. Supposons qu’elle soit vraie jusqu’au rang k + 1, et prouvons qu’elle est vraie
au rang k + 2; en eﬀet, puisque q est analytique de rayon de convergence en ze´ro





























































ou` nous avons utilise´ le fait que
∑
s |Ls|α ≤ (
∑
s |Ls|)α lorsque α ≥ 1, et pose´
w = Q
1
α et s = S
1
α . 




De´monstration. Comme D(t) := 1
1− tr
≤ 1 sur [0,r[,
A(j+n) =
m (j + n)!
rj+nDj+n+1




























,1 + rw + rws).
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De´monstration. La proprie´te´ est e´vidente au rang 0 puisque A0 = A1 = A.








































































































ou` nous avons utilise´ le fait que k → (2k)!
1
α
k! est croissante lorsque α ≤ 2.
La de´monstration est identique pour les termes d’ordre impair A(n)2k+1. 
Nous avons de plus le re´sultat suivant
Proprie´te´ 3.1.2. Il existe R0 > 0 tel que lorsque y(t) est une fonction Gevrey
d’ordre 1 ≤ α ≤ 2, de rayon Gevrey R > R0, la solution formelle de (3.1.1)
de´ﬁnisse une fonction d’ordre Gevrey α en t et 1 en x sur un ensemble de la forme
[0,x0[×[0,T ].
De´monstration. On a, graˆce au lemme (3.1.1), si R > R0
∀k,n ≥ 0,
∣∣∣a(n)k ∣∣∣ ≤ (A(n)k (0))α ,
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La somme de cette se´rie est la de´rive´e partielle de θ, elle ve´riﬁe une estimation en∣∣∣∣ ∂n+m∂tn∂xm θ
∣∣∣∣ ≤ Km!(n!)α2αn,
qui prouve la proprie´te´ annonce´e. 
Remarque. Les rayons de convergence trouve´s dans la proprie´te´ 3.1.1 et dans
3.1.3 de´pendent uniquement de l’estimation des de´rive´es de la fonction q, c’est a`









+ 1 + s)α).
Les techniques de majoration utilise´es ne fournissent qu’un re´sultat relativement
me´diocre de convergence des solutions formelles du proble`me, car nous verrons dans
la section 4.2.4 que moyennant des hypothe`ses sur le rayon gevrey de y, on obtient
une solution analytique du proble`me sur tout l’intervalle [0,1].
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3.1.2. Le cas δ = 0. Nous pouvons donc supposer que γ = 1. Par bouclage,
nous nous ramenons a`:
∂tθ = ∂xxθ + q(x)θ, (x,t) ∈ [0,1]× [0,T ]
θ(0,t) = 0
∂xθ(0,t) = y(t),
Nous montrons qu’alors y(t) := ∂xθ(0,t) est une sortie “plate” du syste`me.
Le syste`me “inverse´”
∂xxθ = ∂tθ − q(x)θ
θ(0,t) = 0(3.1.4)
∂xθ(0,t) = y(t),
est encore sous forme de Cauchy-Kovalevsky, et nous cherchons a` nouveau une




i! , ou` les ai sont des fonctions re´gulie`res.
On a alors:
Proprie´te´ 3.1.3. Il existe R0 > 0 tel que la solution formelle de (3.1.4) soit
convergente lorsque y(t) est une fonction Gevrey d’ordre 1 ≤ α ≤ 2, de rayon
Gevrey R > R0.










i!(k − i)!qk−i ai(t)
a0(t) = 0(3.1.5)
a1(t) = y(t).
La de´monstration faite dans la section pre´ce´dente s’applique donc de fac¸on tout a`
fait identique, et fournit le re´sultat annonce´. 
Remarque. Puisque nous avons a0 = 0, la parame´trisation des trajectoires
prend la forme:






3.2. Retour sur l’exemple introductif
Dans le cas de l’exemple e´tudie´ dans la section 1.3, nous pouvons, e´tant donne´e
la forme particulie`rement simple de la solution se´rie formelle, raﬃner les re´sultats
de la section pre´ce´dente. Nous obtenons
Proprie´te´ 3.2.1. Si y(t) est de classe Gevrey σ < 2, quel que soit son rayon
Gevrey, la solution formelle (1.3.7) est Gevrey d’ordre σ en t et 1 en x (en parti-
culier, la loi de commande formelle (1.3.8) est Gevrey d’ordre σ).
Lorsque σ = 2, on a le meˆme re´sultat si y est de rayon Gevrey > 4.
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∣∣∣∣ ≤ M˜ m!σn!R˜m1n ,
ce qui signiﬁe que θ(x,t) est Gevrey d’ordre 1 en x et σ en t. En particulier, la loi
de commande u(t) deﬁnie par (1.3.8) est Gevrey d’ordre σ, puisque la se´rie entie`re
qui de´ﬁnit θ a un rayon de convergence > 1. 
3.3. Densite´
Il n’est pas aise´ de re´pondre a` la question de la densite´ des e´tats de de´part
exactement raccordables par des trajectoires “se´ries” pour deux raisons.
Les monomes x
i
i! forment une famille dense dans C
0(0,1) pour la norme uniforme
et dense dans L2(0,1) pour la norme L2, mais il se peut que la re´currence qui de´ﬁnit
les ai conduise a` des coeﬃcients formellement nuls a` certains rangs. Le the´ore`me
de Mu¨nz-Szatz (voir [53]) permet alors d’aﬃrmer que si (in)n∈N est la famille des
rangs pour lesquels les coeﬃcients ain ne sont pas formellement nuls, une condition
ne´cessaire et suﬃsante pour la densite´ de la famille (x
in
in!
)n∈N dans C0(0,1) muni de
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la norme uniforme est que la fonction constante e´gale a` 1 soit dans cet ensemble






Dans le cas de l’exemple 1.3, nous avons donc, comme il a e´te´ signale´, la densite´ pour
la norme uniforme et pour la norme L2(0,1) de la famille des monoˆmes ge´ne´rateurs
des trajectoires. Par contre, dans la meˆme situation, mais avec les conditions aux
bords de (3.1.4), un calcul simple montre que les monoˆmes ge´ne´rateurs sont les
monoˆmes d’ordre impair. Nous perdons donc la densite´ pour la norme uniforme,
mais nous conservons la densite´ pour la norme L2(0,1).
La deuxie`me diﬃculte´ re´side dans le fait qu’a` partir de l’approximation en
norme L2 de l’e´tat initial du syste`me, il faut calculer les valeurs initiales des de´rive´e
de la parame´trisation y, via les formules de re´currence (3.1.2) ou (3.1.5); il n’est
pas facile de montrer qu’on arrive toujours a` maˆıtriser l’estimation Gevrey sur y.
3.4. Ge´ne´ralisation des re´sultats pre´sente´s
La me´thode des de´veloppements en se´ries se ge´ne´ralise aux e´quations line´aires
mono-dimensionnelles a` coeﬃcients analytiques d’ordre quelconque, de la forme

∂tθ(x,t) = ∂nx θ(x,t) +
n−1∑
j=0
λj(x) ∂jxθ(x,t), x ∈ [0,1]
∂kxθ(1,t) = u(t), ou` k ∈ {0, . . . ,n− 1}
∂jxθ(0,t) = 0, j = 1, . . . ,n− 1,j = k.
ou` l’ordre de de´rivation en espace, n, est stictement supe´rieur a` 1, l’ordre de
de´rivation en temps. Les calculs et les estimations sont bien entendu plus com-
plexes, mais le point essentiel est que toutes les contraintes sont sur un meˆme bord,
si bien que le proble`me “inverse´”





∂kxθ(0,t) = y(t), k ∈ {0, . . . ,n− 1}
∂jxθ(0,t) = 0, j = 1, . . . ,n− 1,j = k.
est sous forme de Cauchy-Kovalevsky et
y(t) := ∂kxθ(0,t)
est la sortie plate.
Cette me´thode pre´sente aussi l’avantage d’espe´rer avoir des re´sultats en non
line´aire: voir [54] pour un calcul en semi-line´aire.
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CHAPITRE 4
Parame´trisation des trajectoires - Platitude
A l’aide des transformations eﬀectue´es au chapitre 2, nous mettons le syste`me
(2.1.4)-(2.1.6) sous “forme de Brunovsky” de fac¸on a` parame´trer des trajectoires
formelles dans le paragraphe 4.1, et nous e´tudions dans le paragraphe 4.2 la conver-
gence de ces trajectoires formelles.
Nous e´tudions ensuite au paragraphe 4.3 la densite´ des e´tats de de´part et d’ar-
rive´e joignables par une trajectoire parame´tre´e, dans un espace fonctionnel conve-
nable: ce sera ici L2(0,1).
Nous examinons ensuite de fac¸on plus approfondie le proble`me de trouver une
notion se rapprochant de celle d’endoge´ne´ite´ en dimension d’e´tat ﬁnie pour la pa-
rame´trisation des trajectoires du syste`me obtenue a` la section 4.2, avant d’appliquer
ces re´sultats a` la planiﬁcation de trajectoire.
4.1. Forme de Brunovsky
4.1.1. Mise sous forme de Brunovsky. Soit donc l’ope´rateur A inversible
Riesz-spectral tel qu’il a e´te´ de´ﬁni dans le paragraphe 2.3, et la fonction B associe´e.
Nous transformons par bouclage sur les termes de bords le proble`me initial (2.1.4)-
(2.1.6) en un proble`me identique hormis l’e´quation de commande qui devient
a˜21θ(0,t) + a˜22∂xθ(0,t) + a˜23θ(1,t) + a˜24∂xθ(1,t) = u˜(t).
Il est important de remarquer que ce bouclage n’est qu’un artiﬁce de calcul qui va
servir par la suite a` la parame´trisation des trajectoires du syste`me initial. Il n’a
donc pas besoin d’eˆtre eﬀectivement re´alise´.
Nous posons
z(x,t) = θ(x,t)−B(x)u˜(t),
et nous obtenons, sous re´serve que u˜ soit suﬃsamment re´gulie`re:
∂tz(x,t) = ∂xxz(x,t) + q(x)z(x,t)−B(x) ˙˜u(t)
a11z(0,t) + a12∂xz(0,t) + a13z(1,t) + a14∂xz(1,t) = 0(4.1.1)
a˜21z(0,t) + a˜22∂xz(0,t) + a˜23z(1,t) + a˜24∂xz(1,t) = 0,
qui s’e´crit encore en conside´rant z comme une fonction de t a` valeurs dans D(A),
et en posant ˙˜u = e
(4.1.2) z˙ = A(z)−Be.
Par analogie avec les syste`mes dynamiques line´aires d’espace de dimension ﬁnie, et
par analogie avec la terminologie des se´ries formelles de puissances, nous posons la
de´ﬁnition suivante:
De´finition 4.1.1. On appelle trajectoire formelle de (2.1.4) toute solution
formelle donne´e par une se´rie dont le terme ge´ne´ral est le produit des de´rive´es
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successives d’une fonction scalaire y(t) par des coeﬃcients qui sont des fonctions de
x, la fonction associe´e a` la de´rive´e d’ordre 0 de y e´tant non nulle. Une trajectoire















avec α0 = 0.
De´finition 4.1.2. Soit (αi)i∈N une famille de fonctions de L∞(0,1), et G un
espace vectoriel sur C de fonctions, tels que pour toute fonction y dans G, la serie
(4.1.3) est une solution formelle du proble`me qui converge normalement sur [0,1]×





∣∣∣y(i)∣∣∣ ‖αi‖∞ < +∞.
Alors le couple (G,(αi)i∈N) sera appele´ une parame´trisation du syste`me, et
toute fonction y ∈ G sera appele´e parame`tre du syste`me.
Il est naturel de rechercher des conditions sur les (αi)i∈N pour que (4.1.3),(4.1.4)
et (4.1.5) aient un sens pour une classe de fonctions y la plus grande possible, c’est
a` dire pour que la parame´trisation (G,(αi)i∈N) soit maximale au sens de l’inclusion
pour G. On a sans peine la proprie´te´ suivante
Proprie´te´ 4.1.1. Une parame´trisation formelle de (2.1.4) de la forme (4.1.3),
(4.1.4) et (4.1.5) sera valide pour toutes les fonctions y polynoˆmiales si et seulement
si les fonctions (αi)i∈N et les coeﬃcients (ai)i∈N et (bi)i∈N ve´riﬁent:
α0 = a0B, ou` a0 = 0,
A(αi+1 − ai+1B) = αi,
bi = a21αi(0) + a22α′i(0) + a23αi(1) + a24α
′
i(1).










d’ou` en de´rivant formellement:




(αi − aiB − α′′i+1 + ai+1B′′ − q(αi+1 − ai+1B) + aiB)y(i+1),
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+ a12(α′i(0)− aiB′(0)) + a13(αi(1)− aiB(1)) + a14(α′i(1)− aiB′(1)))y(i)




+ a˜22(α′i(0)− aiB′(0)) + a˜23(αi(1)− aiB(1)) + a˜24(α′i(1)− aiB′(1)))y(i),
On veut, en vertu de (4.1.2), que ces trois quantite´s soient nulles lorsque y est une
fonction polynoˆmiale quelconque, donc ne´cessairement, α0 ve´riﬁe:
α0 − a0B ∈ D(A), A(α0 − a0B) = 0,
et pour tous les i ≥ 0, αi+1 ve´riﬁe:
αi+1 − ai+1B ∈ D(A), A(αi+1 − ai+1B) = αi.
Comme nous supposons que 0 n’est pas une valeur propre de A, il s’ensuit le re´sultat
annonce´. 
De´finition 4.1.3. L’espace G d’une parame´trisation (G,(αi)i∈N) du syste`me
qui ve´riﬁe la proprie´te´ pre´ce´dente contient alors au moins l’espace des polynoˆmes,
une telle parame´trisation sera dite “au moins polynoˆmiale”.
Le proce´de´ de construction de la famille de fonctions (αi)i∈N d’une parame´trisation
au moins polynoˆmiale est donc analogue a` l’algorithme d’obtention d’une base de
Brunovsky en dimension ﬁnie. Nous disposons formellement d’un degre´ de liberte´
qui est le choix des coeﬃcients (ai)i∈N. L’espace G associe´ a` la parame´trisation
contient, par construction, au moins les polynoˆmes, puisqu’alors les se´ries (4.1.3)-
(4.1.5) ne sont plus que des sommes ﬁnies, et selon le choix plus ou moins judicieux
des coeﬃcients (ai)i∈N, l’espace G sera plus ou moins “gros”.
Puisque 0 n’est pas une valeur propre de A, d’apre`s A.1, A est inversible et
son inverse K est un ope´rateur inte´gral. Le choix particulier qui consiste a` prendre
les (ai)i∈N e´gaux aux coeﬃcients de la fonction DA(λ), qui est le de´terminent de
Fredholm de K, revient a` transposer exactement en dimension inﬁnie l’algorithme
de Brunovsky (1.2.4) et a` calculer:
α0 = a0B





La parame´trisation correspondant a` ce choix sera par la suite appele´e parame´trisation
de Brunovsky, et la famille (αi)i∈N sera appele´e famille de Brunovsky.
Exemple 4.1.1. Nous continuons les calculs sur l’exemple acade´mique 2.3.1,
en prenant l’ope´rateur A a` conditions aux bords se´pare´es. La mise sous forme
de Brunovsky se fait en calculant les coeﬃcients du de´veloppement en se´rie du
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(4x− 3) = 4
3
x− 1,



























4.2. Convergence des trajectoires formelles
Nous conside´rons un ope´rateur A comme de´ﬁni dans la section 2.3. Il est
donc, par construction, inversible, Riesz-spectral. Son inverse sera note´ K, c’est
un ope´rateur inte´gral compact, autoadjoint lorsque A est a` conditions aux bords
se´pare´es. La famille de Brunovsky associe´e (voir la section 4.1) sera note´e (αi)i∈N.
Nous examinons la convergence des trajectoires formelles dans trois situations
diﬀe´rentes qui ont e´te´ mises en e´vidence dans 2.3:
– Premier cas: l’ope´rateur A qui a servi a` la mise sous forme de Brunovsky
est Riesz-spectral inversible quelconque.
– Deuxie`me cas: le proble`me de de´part pre´sente une e´quation de contrainte
qui ne fait intervenir qu’un seul bord : A est donc “naturellement” a` condi-
tions aux bords se´pare´es.
– Troisie`me cas: bien que l’e´quation de contrainte fasse intervenir les deux
bords, on a pu construire par bouclage un ope´rateur A inversible a` condi-
tions aux bords se´pare´es.
4.2.1. Premier cas: convergence “faible” et classique des trajectoires
formelles.
4.2.1.1. Convergence faible des trajectoires formelles dans C∞([0,T ],L2(0,1)).
Nous supposons seulement dans ce paragraphe que A Riesz-spectral inversible sans
faire d’hypothe`se particulie`re sur l’allure des conditions aux bords.
Nous de´signons par (φi)i∈N une base de Riesz de L2(0,1) forme´e de vecteurs
propres de A; λi est la valeur propre (non nulle, par hypothe`se) associe´e a` φi.





µi est donc la valeur propre de K associe´e a` φi, et on a |µi| ≥ |µi+1|.
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L’expression ge´ne´rale du de´terminant de Fredholm de l’inverse de A est donne´e
dans l’annexe A, section A.2 par l’expression (A.2.1). Les notations employe´es ci-
dessous sont de´ﬁnies dans cette annexe.
La proprie´te´ suivante est alors ve´riﬁe´e:
Proprie´te´ 4.2.1. Si y est dans Gσ(0,T ), ou` 0 < σ ≤ 2, alors (4.1.3) de´ﬁnit
une fonction t → θ(x,t) dans C∞([0,T ],L2(0,1)).



























D’apre`s la de´ﬁnition meˆme d’une base de Riesz, nous avons alors deux constantes




























k le de´veloppement a` l’ordre n deDA(λk).
D’apre`s la proprie´te´ 2.5.4, et en appliquant le the´ore`me de factorisation de Weiers-







et que ce produit est absolument convergent, puisque 2.5.4 entraˆıne que:
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λi1λi2 . . . λil−1λil
.
Donc :
∀k ∈ N  ,




















∀k ∈ N  ,






























et par re´currence :
∀(k,l) ∈ N ×N  ,




































































Il est alors clair que, par des calculs analogues a` ceux de la section 4.2, la se´rie (4.1.3)
de´ﬁnit une fonction de C∞([0,T ],L2(0,1)) lorsque y est une fonction Gevrey d’ordre
σ < 2, et e´galement lorsque y est une fonction Gevrey d’ordre 2, en imposant une
contrainte sur le rayon de y, d’ou` la proprie´te´ annonce´e. 
Malheureusement, ce re´sultat de´ﬁnit une “solution” du proble`me dans un sens
trop faible car il ne permet pas de donner un sens aux expressions formelles (4.1.4)
et (4.1.5).
4.2.1.2. Convergence classique des trajectoires formelles dans C∞([0,T ],C2(0,1)).
Le re´sultat de re´gularite´ suivant est ve´riﬁe´
Proprie´te´ 4.2.2. Si l’ope´rateur A est Riesz-spectral inversible, et si y est dans
Gσ(0,T ), alors (4.1.3) converge normalement dans C∞([0,T ],C2(0,1)); autrement
dit, (Gσ(0,T ),(αi)i∈N) est une parame´trisation de Brunovsky du syste`me.
De´monstration. Par la majoration (4.2.3) et la proprie´te´ 2.5.4, nous savons
que, quitte a` choisir des valeurs suﬃsamment grandes, il existe C,M > 0 tels que









Or nous avons en notant K l’inverse de A: αn = K(αn−1) + anB. Posons v =
K(αn−1). Alors par de´ﬁnition de K:
v′′ + q(x)v = αn−1,
d’ou`, en multiplant les deux membres de l’e´galite´ par la quantite´
f(x,s) = x2(3s− 2x)
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et en inte´grant entre 0 et s:∫ s
0




























Nous appliquons l’ine´galite´ de Schwarz a` cette dernie`re e´galite´ pour obtenir:
s3 |v′(s)| ≤ F ‖αn−1‖2 + (F ‖q‖2 +G) ‖v‖2
≤ F ‖αn−1‖2 + (F ‖q‖2 +G) ‖K(αn−1)‖2
≤ F ‖αn−1‖2 + (F ‖q‖2 +G) ‖K‖2 ‖αn−1‖2
≤ (F + (F ‖q‖2 +G) ‖K‖2) ‖αn−1‖2 ,
ou` nous avons pose´:
F = sup
s,x∈[0,1]
∣∣x2(3s− 2x)∣∣ = 3,
G = sup
s,x∈[0,1]
|6s− 12x| = 6.
Donc, pour s ≥ 12 , nous obtenons
|v′(s)| ≤ C˜ M
2(n−1)
(2n− 1)! ,
ou` nous avons pose´ C˜ = 23(F + (F ‖q‖2 +G) ‖K‖2).
Nous recommenc¸ons pour obtenir une majoration de |v′(s)| sur [0,12 ], en mul-
tipliant cette fois par la fonction
g(x,s) = f(1− x,1− s) = (x− 1)2(−3s+ 2x+ 1).
Nous obtenons que
(1− s)3 |v′(s)| ≤ (F + (F ‖q‖2 +G) ‖K‖2) ‖αn−1‖2
et donc que pour s ≤ 12 nous avons la meˆme majoration
|v′(s)| ≤ C˜ M
2(n−1)
(2n− 1)! .
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Nous en de´duisons que pour tout x ∈ [0,1]
|α′n(x)| ≤ |K(αn−1)′(x)|+ |anB′(x)|
≤ |v′(x)|+ |an| ‖B′‖∞
≤ C˜ M
2(n−1)








La se´rie de fonctions continues
∞∑
n=0
y(i)(t)α′n(x) est donc normalement convergente




























est normalement convergente. Par application du the´ore`me d’inte´gration des se´ries
de fonctions, nous en concluons que la se´rie de fonction (4.1.3) est normalement
convergente sur [0,1]× [0,T ] et qu’elle de´ﬁnit une fonction C1 en x. La convergence
normale de la se´rie des de´rive´es secondes est alors e´vidente, d’ou` le re´sultat de la
proprie´te´. 
4.2.2. Deuxie`me cas: convergence des trajectoires formelles lorsque
a13 = 0 et a14 = 0. Nous supposons que le proble`me (2.1.4) a la forme particulie`re
suivante:
∂tθ(x,t) = ∂xxθ(x,t) + q(x)θ(x,t)
a11θ(0,t) + a12∂xθ(0,t) = 0(4.2.4)
a21θ(0,t) + a22∂xθ(0,t) + a23θ(1,t) + a24∂xθ(1,t) = u(t),
A a donc pour expression: A(f) = f ′′ + q(x)f , ou`:
D(A) = {f ∈ H2(0,1)/ a11f(0) + a12f ′(0) = 0,
a˜23f(1) + a˜24f ′(1) = 0},
A est Riesz-spectral (voir corollaire A.1.1). Les valeurs des coeﬃcients a˜2j ont e´te´
choisies pour que A soit de plus inversible.
La proprie´te´ suivante est ve´riﬁe´e:
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Proprie´te´ 4.2.3. Si y est dans Gσ(0,T ), ou` 0 < σ ≤ 2, alors (4.1.3) de´ﬁnit
une fonction t → θ(x,t) continuˆment de´rivable en temps sur [0,T ] et deux fois
continuˆment de´rivable en espace sur [0,1].
Les se´ries (4.1.4) et (4.1.5) de´ﬁnissent des fonctions u˜ et u qui sont dans Gσ(0,T ).
Les αi sont donne´s par
αi = V i0 (−a12e1(x,0) + a11e2(x,0)),
ou` V0 est l’ope´rateur de Volterra en ze´ro associe´ au syste`me.
De plus on a: y(t) = −a12θ(0,t) si a12 = 0, ou y(t) = a11∂xtheta(0,t) si a12 = 0
De´monstration. L’ope´rateur A est inversible, d’inverse K. Le de´terminant
de Fredholm de K a pour expression (voir (A.2.1)):
DA(λ) = −a˜23a12e1(1,λ) + a11a˜23e2(1,λ)− a˜24a12e′1(1,λ) + a11a˜24e′2(1,λ)
= a˜23(−a12e1(1,λ) + a11e2(1,λ)) + a˜24(−a12e1(1,λ) + a11e2(1,λ))′.
Nous utilisons la proprie´te´ 2.5.3 du paragraphe 2.5.1 pour obtenir un de´veloppement




(a˜23V i(y1)(1) + a˜24V i(y1)′(1))λi,
ou` on a pose´: y1(x) = −a12e1(x,0)+a11e2(x,0). D’autre part, un calcul e´le´mentaire







et que les ope´rateurs K et V0 sont relie´s par la relation:
∀f ∈ L2(0,1), K(f) = V0(f)− (a˜23V0(f)(1) + a˜24V0(f)′(1))B.
Nous en de´duisons que:
α0 = a0B = y1,
α1 = K(α0) + a1B = K(y1) + (a˜23V0(y1)(1) + a˜24V0(y1)′(1))B = V0(y1),
et par re´currence que
αi = V i0 (y1).
Nous pouvons donc utiliser la proprie´te´ 2.5.2 de la section 2.5.1 pour obtenir:










Soient alors P et Q deux constantes re´elles positives telles que:
∀t ∈ [0,T ], ∀i ∈ N, |y(t)| ≤ PQiΓ(σi+ 1).
Le terme ge´ne´ral de la se´rie (4.1.3) est uniforme´ment majore´ en valeur absolue sur
[0,1]× [0,T ] par:∣∣∣y(i)(t)αi(x)∣∣∣ ≤ (PM)(QL)iΓ(σi+ 1)(2i)! .
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De meˆme, ∣∣∣y(i)(t)α′i(x)∣∣∣ ≤ PML (QL)iΓ(σi+ 1)(2i− 1)! ≤ PM1L 2i(QL)iΓ(σi+ 1)(2i)! ,∣∣∣y(i)(t)α′′i (x)∣∣∣ ≤ 2i(2i− 1)PML2 (QL)iΓ(σi+ 1)(2i)! ,
et ∣∣∣y(i+1)(t)αi(x)∣∣∣ ≤ PMQ(QL)iΓ(σ(i+ 1) + 1)(2i)!
≤ (2i+ 1)(2i+ 2)PMQ(QL)iΓ(σ(i+ 1) + 1)
(2(i+ 1))!
.
donc, si σ < 2, ces quatre se´ries sont normalement convergentes et θ ainsi de´ﬁnie est
deux fois continuˆment de´rivable en x et une fois continuˆment de´rivable en t (voir
annexe sur les fonctions Gevrey); si σ = 2, le meˆme re´sultat est vrai a` condition
qu’on ait: QL < 1.
Les fonctions u˜ et u sont dans Gσ(0,T ); en eﬀet si nous posons:
βi = a˜23αi(1) + a˜24α′i(1) pour i ≥ 0,





∣∣∣∣ ≤MP Ln(QL)i(2i)! Γ(σ(i+ n) + 1)




≤MP (2σL)nΓ(σn+ 1)(2σQL)iΓ(σi+ 1)
Γ(2i+ 1)
,
donc la` encore, si σ < 2, la se´rie des de´rive´es d’ordre n est normalement convergente
et u˜(n) ainsi de´ﬁnie ve´riﬁe:
∣∣u˜(n)∣∣ ≤ C(2σL)nΓ(σn + 1), ou` C est une constante
positive; si σ = 2, le meˆme re´sultat est vrai a` condition qu’on ait: QL < 14 . Le
re´sultat pour u en de´coule imme´diatement.
L’expression de y est une conse´quence imme´diate de la de´ﬁnition de l’ope´rateur
V0. 
4.2.3. Troisie`me cas: convergence au sens classique lorsque A est a`
conditions aux bords se´pare´es. Examinons maintenant le cas ou` le proble`me
(2.1.4) a la forme suivante:
∂tθ(x,t) = ∂xxθ(x,t) + q(x)θ(x,t)
a11θ(0,t) + a12∂xθ(0,t) + a13θ(1,t) + a14∂xθ(1,t) = 0(4.2.5)
a21θ(0,t) + a22∂xθ(0,t) + a23θ(1,t) + a24∂xθ(1,t) = u(t),
et ou` nous avons eﬀectue´ un choix particulier, qui est d’imposer a˜23 = a13, a˜24 =
a14, et de ﬁxer les coeﬃcient a˜21 et a˜22 a` ze´ro. Le proble`me (4.1.1) prend donc la
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forme
∂tθ(x,t) = ∂xxθ(x,t) + q(x)θ(x,t)
a11θ(0,t) + a12∂xθ(0,t) = −u˜(t)
a13θ(1,t) + a14∂xθ(1,t) = u˜(t),
L’ope´rateur A est alors de´ﬁni par:
A(f) = f ′′ + q(x)f , ou`:
D(A) = {f ∈ H2(0,1)/ a11f(0) + a12f ′(0) = 0,
a13f(1) + a14f ′(1) = 0},
Nous avons de plus suppose´ que A de´ﬁni comme ci-dessus est inversible. Alors la
proprie´te´ suivante est ve´riﬁe´e:
Proprie´te´ 4.2.4. Si y est dans Gσ(0,T ), ou` 0 < σ ≤ 2, alors (4.1.3) de´ﬁnit
une fonction t → θ(x,t) continuˆment de´rivable en temps sur [0,T ] et deux fois
continuˆment de´rivable en espace sur [0,1].
Les se´ries (4.1.4) et (4.1.5) de´ﬁnissent des fonctions u˜ et u qui sont dans Gσ(0,T ).
Les αi sont donne´s par
αi = V i0 (−a12e1(x,0) + a11e2(x,0)) + V i1 (−a14f1(x,0) + a13f2(x,0))
ou` V0 est l’ope´rateur de Volterra en ze´ro associe´ au syste`me, V1 est l’ope´rateur de
Volterra en un associe´ au syste`me, et les notations sont celles du paragraphe 4.2.1.
Par contre, nous n’avons plus d’expression simple pour le parame`tre y.
De´monstration. Nous conside´rons les fonctions f1(x,λ) et f2(x,λ) de´ﬁnies
au paragraphe 2.5.1. f1 et f2 sont relie´s a` e1 et e2 par les relations:
f1(x,λ) = e′2(1,λ)e1(x,λ)− e′1(1,λ)e2(x,λ),
f2(x,λ) = −e2(1,λ)e1(x,λ) + e1(1,λ)e2(x,λ).
La de´ﬁnition de B est donne´e par (2.2.6). En posant y1(x) = −a12e1(x,0) +









(a11V i1 (z1)(0) + a12V
i
1 (z1)
′(0))λi, en utilisant les proprie´te´s
2.5.1, 2.5.2 et 2.5.3 du paragraphe 2.5.1,
– et enﬁn que: B = 1DA(0) (y1 + z1).
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Des deux expressions deDA ci-dessus, on tire l’e´galite´: DA(0) = a13y1(1)+a14y′1(1) =
a11z1(0) + a12z′1(0). De plus, en notant K l’inverse de A, nous avons facilement:
















Nous en de´duisons donc:
α0 = a0B = y1 + z1,





















= V0(y1) + V1(z1),
et par re´currence que: αi = V i0 (y1) + V
i
1 (z1) La ﬁn de la de´monstration est alors
tout a` fait semblable a` celle de la proprie´te´ 4.2.3. 
4.2.4. Un re´sultat supple´mentaire de convergence. En faisant des hy-
pothe`ses supple´mentaires sur la fonction q, on peut ame´liorer le re´sultat de conver-
gence classique dans le cas du paragraphe 4.2.2 ou` les contraintes du proble`me sont
localise´es sur un seul bord, pour obtenir le re´sultat suivant:
Proprie´te´ 4.2.5. Si y est dans Gσ(0,T ), ou` 1 ≤ σ < 2, et si q est analytique,
de rayon de convergence en ze´ro strictement supe´rieur a` 1, alors (4.1.3) de´ﬁnit
une fonction dans G1,σ([0,1] × [0,T ]), ou` le rayon Gevrey de l’estimation en x est
stictement supe´rieur a` 1. Si σ = 2, le re´sultat est encore vrai lorsque la constante
Q associe´e a` l’estimation Gevrey de y sur [0,T ] est strictement infe´rieure a` 14 .
De l’analyticite´ de la trajectoire en x (puisque son ordre Gevrey est de 1) sur
[0,1], on de´duit le corollaire imme´diat
Corollaire 4.2.1. Dans les conditions de la proprie´te´ 4.2.5, (4.1.3) se de´veloppe
en une se´rie de puissances de x dont les coeﬃcient sont des fonctions Gevrey d’ordre
σ du temps.
Nous retrouvons donc la parame´trisation sous forme de se´rie du chapitre 3.
demonstration de 4.2.5. Comme q est analytique sur [0,1], avec un rayon de
convergence en ze´ro > 1, α0 l’est e´galement et nous pouvons trouver des constantes
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positives K, L et R1, telles que K > 2, L > 0, R1 > 1, et:
∃α > 1/ α(α + 1) = K (car K > 2),
∀x ∈ [0,1] q(x) K
(R1 − x)2 ,
α0(x) L(R1 − x)α .
ou` le symbole  signiﬁe “est domine´e par”. Cette expression signiﬁe que chaque
coeﬃcient du de´veloppement en se´rie de Taylor au point ze´ro du membre de gauche
est majore´ en valeur absolue par le coeﬃcient correspondant du de´veloppement de
Taylor en ze´ro du membre de droite.
Construisons la suite de fonctions (Mi)i∈N telle que:
M0 = L(R1 − x)α ,
et pour i > 0
M′′i =
L
(R1 − x)2Mi +Mi−1
Mi(0) = 0 , M′i(0) = 0.
Par construction, les (Mi)i∈N dominent les (αi)i∈N, et en appliquant le lemme 4.2.1
nous obtenons:
∀i ≥ 0, αi Mi  Lx
2i
(2i)!(R1 − x)α .








 PQi+mΓ(σ(i+m) + 1) Lx
2i
(2i)!(R1 − x)α
 PQmΓ(σm+ 1) Γ(σ(i+m) + 1)
Γ(σm+ 1)Γ(2i+ 1)
QiLx2i


















)∣∣∣∣ P (2σQ)mΓ(σm+ 1)Γ(σi+ 1)Γ(2i+ 1) L(2
σQ)ix2i
(R1 − x)α .
Il faut alors distinguer deux cas:
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est une fonction analytique sur [0,1], dont le nume´rateur est une fonction
entie`re et nous avons:
∀m ∈ N, ∂
m
∂tm
θ  (2σQ)mΓ(σm+ 1)h(x).
Ceci prouve que θ est dans G1,σ([0,1]× [0,T ]).
– si σ = 2 il suﬃt de supposer que Q < 14 pour garantir que h est analytique
sur [0,1] avec un rayon de convergence en 0 strictement supe´rieur a` 1. Il
faut cependant remarquer que graˆce a` (4.2.6), l’hypothe`se Q < 1 conduit
a` une solution C∞ sur [0,1], mais ne garantit plus les estimations Gevrey.
Ceci ache`ve la de´monstration du the´ore`me. 
Lemme 4.2.1.
∀i ≥ 0, Mi  Lx
2i
(2i)!(R1 − x)α .





x2i+k le de´veloppement en se´rie




2i+k le de´veloppement en se´rie de Taylor
de Lx
2i







Le lemme se de´montre par re´currence. La proprie´te´ est vraie au rang ze´ro, graˆce a`
notre choix de la constante L. Supposons qu’elle soit vraie jusqu’au rang i, alors, en
substituant le de´veloppement de Mi+1 dans l’e´quation diﬀe´rentielle qui le de´ﬁnit,
nous obtenons au rang i+ 1:
Pour k=0 ou` 1,
∣∣∣ai+1,2i+2(2i)! ∣∣∣ ≤ ∣∣∣ai,2i(2i)! ∣∣∣ ≤ LRα1 (2i)! (graˆce a` notre hypothe`se de
re´currence), si bien que:∣∣∣∣ai+1,2i+2(2i+ 2)!
∣∣∣∣ ≤ LRα1 (2i+ 2)! = γi+1,2(i+1),
et de la meˆme fac¸on:∣∣∣∣ai+1,2i+3(2i+ 1)!
∣∣∣∣ ≤
∣∣∣∣ ai,2i+1(2i+ 1)!
∣∣∣∣ ≤ LαRα+11 (2i)! ,∣∣∣∣ai+1,2i+3(2i+ 3)!
∣∣∣∣ ≤ LαRα+11 (2i+ 2)! = γi+1,2(i+1)+1.
Si la majoration







le coeﬃcient de xj dans le de´veloppement de Taylor de
K
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Or la somme dans le membre de droite est exactement le coeﬃcient de x2i+n dans
le de´veloppement de Taylor de KLx
2(i+1)


























(2i+ 2)!(R1 − x)α+2 +
2αLx2i+1











(2i+ 2)!(R1 − x)α
))
2i+n
= (2i+ n+ 1)(2i+ n+ 2)γi+1,2(i+1)+n,
ce qui donne ﬁnalement: ∣∣∣∣ ai+1,2i+n+2(2i+ 2 + n)!
∣∣∣∣ ≤ γi+1,2(i+1)+n.
La proprie´te´ est donc vraie a` tout rang n, donc au rang i + 1, ce qui ache`ve la
re´currence. 
Le the´ore`me est aussi valable dans le cas traite´ dans la section 4.2.3.
4.3. Densite´ des e´tats de de´part et d’arrive´e
Nous prenons A et K comme dans la section 4.2, et nous cherchons a` quelles
conditions, conforme´ment a` la de´ﬁnition propose´e pour la platitude des syste`mes de
dimension inﬁnie 1.3.1, nous avons un re´sultat de densite´ pour les e´tats de de´part
et d’arrive´ de notre parame´trisation. Nous allons voir qu’en ﬁn de compte, nous
retrouvons le crite`re de commandabilite´ approche´e 2.6.1.
4.3.1. Densite´ dans L2(0,1) des ite´re´s de K. Nous donnons ici une preuve
e´le´mentaire d’un re´sultat ge´ne´ral de densite´: soit K un ope´rateur borne´, de´ﬁni sur
un espace de hilbert H, Riesz spectral ( comme de´ﬁni dans [11], def. 2.3.4 p. 41
). On note (λn)n∈N les valeurs propres de K, qui sont par de´ﬁnition simples, et
on suppose qu’elles n’ont qu’un seul point d’accumulation, la valeur ze´ro. On a
donc lim
n→∞λn = 0, et on suppose qu’on a ordonne´ les (λn)n∈N de fac¸on a` ce que:
|λn| ≥ |λn+1|.
On note (φn)n∈N une base de Riesz de H forme´e de vecteurs propres de K, et
(ψn)n∈N une base de Riesz de H forme´e de vecteurs propres de K∗ telles que:
∀k ∈ (N), K(φk) = λkφk, K∗(ψk) = λkψk,
et
∀(i,j) ∈ N2, < φk,ψk >= δij





< f,ψk > φk,
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qu’il existe m > 0 et M > 0 tels que:













λk < f,ψk > φk.
On a alors la proprie´te´ suivante:
Proprie´te´ 4.3.1. Si B est un e´le´ment de H qui ve´riﬁe:
∀k ∈ N, < B,ψk >= 0,
alors (Kn(B))n∈N est dense dans H.
Remarque. Nous pouvons e´tablir un paralle`le imme´diat entre ce re´sultat et les
re´sultats en dimension ﬁnie expose´s dans la section 1.2 en matie`re de caracte´risation
modale de la commandabilite´.
En eﬀet, un ope´rateur Riesz-spectral peut eˆtre conside´re´ comme l’analogue
en dimension inﬁnie d’une matrice diagonalisable a` valeurs propres distinctes, et
la densite´ des ite´re´s est l’analogue de la condition de rang des ite´re´s (crite`re de
Kalman) en dimension ﬁnie.
De´monstration. Comme (φk)k∈N est dense dans H, il suﬃt de montrer que:











λk − λi .
C’est le polynoˆme de Legendre qui prend la valeur 1 en λk et 0 en λi, pour i = k,
allant de 1 a` m.
















|λk − λi| .
Donc : ∀n > m, |Pm,k(λn)| ≤ Cm,k.








|λk − λm+1| = 0,
d’ou` on de´duit qu’il existe Nk > 0, inde´pendant de m, tel que: ∀m ∈ N, Cm,k ≤
Nk, si bien que:
∀m ∈ N, ∀n > m, |Pm,k(λn)| ≤ Nk.
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Notons α0, · · · , αm les coeﬃcients du de´veloppement en puissances de λ de Pm,k(λ),
















∥∥∥∥∥φk − φk −
∞∑
n=m+1






|Pm,k(λn)|2 |< B,ψn >|2 ≤MN2k
∞∑
n=m+1
|< B,ψn >|2 .
La dernie`re expression est le reste d’ordre m d’une se´rie convergente: on peut donc,
a` k ﬁxe´, choisir m tel que ce reste soit infe´rieur a` 
MN2k
, ce qui fournit le re´sultat
recherche´. 
Dans le cas ou` l’ope´rateur K est auto-adjoint, notons qu’il s’agit d’un re´sultat
classique (voir [20] et [1]) dont nous rappelons les grandes lignes.
De´finition 4.3.1. Un ope´rateur auto-adjoint K de´ﬁni sur un espace de Hilbert
H est dit a` spectre simple si il existe un vecteur g ∈ H, appele´ e´le´ment ge´ne´rateur
tel que le sous espace vectoriel ferme´ engendre´ par les EK(I)g, ou` EK est la mesure
spectrale associe´e a` K et I de´crit tous les intervalles de R, soit dense dans H.
Remarque. Dans le cas d’un ope´rateur K auto-adjoint compact, le spectre
de K est re´duit a` ses valeurs propres, et les vecteurs propres forment une base






< .,φi,k > φi,kδλi(I).
La densite´ des EK(I)g, parmi lesquels on trouve en particulier toutes les sommes
ﬁnies, e´quivaut donc a` la densite´ des
ni∑
k=1
< g,φi,k > φi,k. Cette densite´ n’est
clairement assure´e que lorsque ni = 1, et < g,φi,1 >= 0 pour tous les indices i
(car les φi,k forment une base Hilbertienne de H). La de´ﬁnition de la simplicite´
ci-dessus rejoint donc la de´ﬁnition classique de la simplicite´ de l’alge`bre line´aire en
dimension ﬁnie, et la condition que doit satisfaire un vecteur de H pour eˆtre un
e´le´ment ge´ne´rateur est de n’eˆtre orthogonal a` aucun vecteur propre de K.
The´ore`me 4.3.1. Si K est un ope´rateur auto-adjoint, a` spectre simple, dont le
domaine est dense dans un espace de Hilbert H et a` valeurs dans H, alors il existe
au moins un e´le´ment ge´ne´rateur g ∈ H tel que
(Ki(g))i∈N = H.
Dans le cas ou` K est autoadjoint compact de´ﬁni sur H, nous pouvons la` encore
aﬃner ce re´sultat: comme signale´ dans [20], p. 105, tout ge´ne´rateur de K posse`de
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la proprie´te´ du the´ore`me 4.3.1. En eﬀet, le support de Ek est alors compact, donc








f(λ)EK(dλ). Supposons que g est un ge´ne´rateur de K, et que h est un
vecteur de H orthogonal a` tous les Ki(g). On de´ﬁnit : Φ(f) =< f(K)(g),h >, et
on se restreint aux fonctions f continues sur ∆ (qui sont bore´liennes borne´es). Il
est imme´diat que Φ de´ﬁnit une forme line´aire continue pour la norme uniforme, qui
s’annule par construction sur tous les polynoˆmes. Par densite´, elle est donc nulle
pour toute fonction f continue sur ∆. Comme les valeurs propres non nulles de K
sont des points isole´s, on peut construire une fonction continue fi qui vaut 1 pour
la ie`me valeur propre non nulle de K et 0 sur toutes les autres, y compris en 0. On
obient alors Φ(fi) = 0 =< g,φi >< φi,h >, d’ou`, comme g est un ge´ne´rateur de K,
< φi,h >= 0. Si K a encore une valeur propre nulle, on voit alors facilement que h
doit eˆtre orthogonal a` la fonction propre associe´e. Ceci montre que h = 0, d’ou` le
re´sultat suivant:
The´ore`me 4.3.2. Si K est un ope´rateur auto-adjoint, compact a` spectre simple,
de´ﬁni sur un espace de Hilbert H et a` valeurs dans H, alors pour tout g ∈ H, tel
que g n’est orthogonal a` aucun vecteur propre de K, on a:
(Ki(g))i∈N = H.
Le meˆme re´sultat est vrai pour des ope´rateurs plus ge´ne´raux: voir [15], [34] et
[35].
4.3.2. Densite´ dans L2(0,1) de la famille (αi)(i∈N). La proprie´te´ ge´ne´rale
suivante est ve´riﬁe´e:
Proprie´te´ 4.3.2. Etant donne´e une fonction B continue sur [0,1] qui ve´riﬁe :
∀n ∈ N, < ψn,B >= 0,
ou` les φn sont les vecteurs propres de K et les ψn sont les vecteurs propres de K,
et e´tant donne´e une famille de nombres re´els quelconques (bi)(i∈N) ou` b0 = 0, la
famille de fonctions (βi)(i∈N) de´ﬁnie par:
β0 = b0B,
βi = K(βi−1) + biB, pour i > 0
est dense dans L2(0,1).
De´monstration. Par de´ﬁnition, A est Riesz spectral inversible, donc K est
Riesz-spectral (et meˆme le plus souvent autoadjoint compact a` spectre simple), et
le seul point d’accumulation de ses valeurs propres est 0. Par hypothe`se sur B, les
proprie´te´s 4.3.1 ou 4.3.2 ci-dessus s’appliquent, et :
⋃
n∈N
vect(B,KB, · · · ,KnB) = L2(0,1)
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Mais on a :
β0 = a0B ⇒ vect(B) = vect(β0),






n−iB ⇒ vect((KiB)i=0→n) = vect((βi)i=0→n),
a` tout ordre n, d’ou`
⋃
n∈N
vect(β0,β1, · · · ,βn) =
⋃
n∈N
vect(B,KB, · · · ,KnB) = L2(0,1)

Applique´e dans le cadre de la construction de la famille de Brunovsky, ou`
l’ope´rateur A, la fonction B et la famille (αi)i∈N ont e´te´ construits dans les sections
2.3 et 4.1, cette proprie´te´ conduit aux trois re´sultats suivants (les notations sont
celles des sections 2.3 et 4.1):
De fac¸on ge´ne´rale nous avons
Proprie´te´ 4.3.3. Si A est Riesz-spectral inversible quelconque, et si (φi)i∈N
de´signent les valeurs propres de A, alors la famille (αi)i∈N est dense dans L2(0,1)
si pour tout i on a:
A24 = 0 et
−φi(0)a14 = −φi(1)a12,
ou A13 = 0 et
φ′i(0)a13 = −φ′i(1)a11,
ou A24 = 0, A13 = 0, A14 = 0 et
φ′i(0)a14 = −φi(1)a11,
ou A24 = 0, A13 = 0, A14 = 0 et
φ′i(1) = 0
les coeﬃcients Aij e´tant de´ﬁnis comme dans l’annexe A.
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De´monstration. Pour toute valeur propre φi deA on a,B e´tant une fonction
re´elle

































(φ′i(1)B(1)− φ′i(0)B(0)− φi(1)B′(1) + φi(0)B′(0))(4.3.1)
car B′′ + qB = 0.
Si A24 = a12a˜24 − a14a˜22 = 0, alors les fonctions propres φi ve´riﬁent les condi-













De meˆme, B ve´riﬁe
a11B(0) + a12B′(0) + a13B(1) + a14B′(1) = 0

















On en de´duit, en reportant ces expressions dans (4.3.1), que
< φi,B > =
1
λi






ce qui entraˆıne le re´sultat annonce´.































< φi,B > =
1
λi







et le re´sultat annonce´.




















< φi,B > =
1
λi





et le re´sultat annonce´.
Enﬁn, dans le cas tre`s particulier ou` A13 = 0, A24 = 0 et A14 = 0, on obtient
que les conditions aux bords sont ne´cessairement de la forme
φi(1)− a14φi(0) = 0
φ′i(0) = 0,
et que B ve´riﬁe
B′(0) + a14B′(1) = 0
B(1) = 1,
d’ou`
< φi,B > =
1
λi






d’ou` le re´sultat annonce´. 
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On en de´duit le corollaire suivant
Corollaire 4.3.1. Si l’e´quation de contrainte du proble`me initial ne fait in-
tervenir des valeurs que sur un seul bord, alors la famille (αi)i∈N est dense dans
L2(0,1).
De´monstration. C’est une conse´quence directe de la proprie´te´ ci-dessus. Sup-
posons que l’e´quation de contrainte ne fasse intervenir que les valeurs en 0. B est
de´ﬁni par l’e´quation (2.2.6), qui s’e´crit
B′′ + q(x)B = 0
a11B(0) + a12B′(0) = 0
a˜23B(1) + a˜24B′(1) = 1.
De plus, A est autoadjoint. Nous avons en supposant que A24 = a12a˜24 = 0:
< φi,B > =
1
λiA24









Or ne´cessairement, a` cause de la forme se´pare´e des conditions aux bords de A, on
a φi(1) = 0, sinon on aurait φ′i(1) = 0 et donc φi = 0.
Si A24 = 0, on reprend le meˆme raisonnement avec la formule valable parmi les
formules donne´es dans la proprie´te´ pre´ce´dente. 
Dans le cas ou` l’e´quation de contrainte fait intervenir les deux bords, nous
avons vu dans la section 2.3 qu’on peut tenter de choisir l’ope´rateur A qui “se´pare”
les conditions aux bords. Si c’est possible, on a la proprie´te´ suivante:
Corollaire 4.3.2. La famille ((αi)(i∈N)) est dense dans L2(0,1) si la condition
∀i ∈ N, y1(x,λi) = z1(x,λi)
est ve´riﬁe´e, ou`
y1(x,λi) = a12e1(x,λi)− a11e2(x,λi)
et
z1(x,λi) = a14f1(x,λi)− a13f2(x,λi).
De´monstration. Dans le cas ou` on a pu choisir l’ope´rateur A de fac¸on a`
se´parer les conditions aux bords, B est de´ﬁni par l’e´quation (2.2.6) qui devient
B′′ + q(x)B = 0
a11B(0) + a12B′(0) = −1
a13B(1) + a14B′(1) = 1,
et A est encore autoadjoint. Nous avons donc en supposant que a14 = 0 et a12 = 0
et en appliquant la formule valable pour A24 = 0
< φi,B > = − 1
λia12a14
(a12φi(1) + a14φi(0)).
72 4. PARAME´TRISATION DES TRAJECTOIRES - PLATITUDE
Apre`s calculs, nous trouvons que:
< φi,B >= 0 ⇔ ∃k ∈ R/
φi(0) = ka12, φ′i(0) = −ka11
φi(1) = ka14, φ′i(1) = −ka13
⇔ φi(x) = ky1(x,λi)
y1(x,λi) = z1(x,λi).
Donc, de`s que y1(x,λi) = z1(x,λi), la famille des αi est dense.
Si A24 = 0 mais A13 = 0, on utilise la formule ade´quate et on obtient






ce qui apre`s calculs conduit au meˆme re´sultat que ci-dessus.
Le cas A24 = 0, A13 = 0, mais A14 = 0 est similaire. 
4.3.3. Exemple: suite. Nous avons choisi de parame´trer les trajectoires avec
l’ope´rateur A de´ﬁni par
A : D(A)→ L2(0,1)
A(f) = f ′′
ou`
D(A) = {f ∈ H2(0,1)/ f(0) = 0,
f(1)− 1
2
f ′(1) = 0}.













Nous appliquons le corollaire 4.3.2, donc nous calculons:



















σi sin(σi)− cos(σi)) sin(σix)
σi
.
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σi sin(σi) + cos(σi)) = −1.














σi = 0 ou σi = ±
√
12.
En reportant ces valeurs dans l’expression de DA, on trouve qu’elles ne conviennent
ni l’une ni l’autre, donc on n’a jamais z1 = f1, et le syste`me boucle´ est comman-
dable.
4.4. Optimalite´ et unicite´ de la parame´trisation de Brunovsky
Les principaux re´sultats que nous e´tablissons dans cette section peuvent s’e´noncer
de la fac¸on suivante.
Plac¸ons nous dans le cas de la section 2.3, ou` on a pu construire un ope´rateurA
qui est Riesz-spectral et inversible. B et (αi)i∈N sont de´ﬁnis avec les meˆmes nota-
tions que dans les sections 2.3 et 4.1, et la famille (αi)i∈N est dense dans L2(0,1).
Le syste`me conside´re´ est donc plat au sens donne´ dans la de´ﬁnition 1.3.1.
De´finition 4.4.1. Si les conditions ci-dessus sont ve´riﬁe´es, alors la parame´trisation
de Brunovsky est appele´e parame´trisation plate de Brunovsky.
Soit une famille de fonctions (βi)i∈N deux fois continuˆment de´rivables sur [0,1],
qui de´ﬁnit une parame´trisation des trajectoires de (2.1.4)-(2.1.6) au moins po-
lynoˆmiales (voir la section 4.1 pour les de´ﬁnitions) .
On de´ﬁnit le nombre σβ par:
σβ = sup{σ ∈ R+/ (Gσ(0,T ),(βi)i∈N) est une parame´trisation du syste`me }
ou` la borne supe´rieure de l’ensemble vide est, par convention, e´gale a` −∞.
On a la proprie´te´ suivante
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De plus
Proprie´te´ 4.4.2. Si (Gσ(0,T ),(βi)i∈N) est une parame´trisation du syste`me,
alors il existe des coeﬃcients (di)i∈N tels que : si z ∈ Gσ(0,T ) est le parame`tre






est le parame`tre plat de Brunovsky de (2.1.4)-(2.1.6) pris dans Gσ(0,T ) de la meˆme
trajectoire.
De plus, la famille (βi)i∈N est dense dans L2(0,1).
Ce re´sultat a une interpre´tation tre`s importante en termes de controˆle: prendre
la parame´trisation en z et βi au lieu de y et αi revient a` mettre en se´rie les deux










Fig. 1. Lien entre les parame´trisations en “y” et “z”.
Corollaire 4.4.1. Soit un syste`me tel qu’on ait trouve´ un bouclage des termes
de bords conduisant a` un ope´rateur A Riesz-spectral inversible, et une fonction
B, tels que la parame´trisation de Brunovsky associe´e (Gσ(0,T ),(αi)i∈N) soit plate.
Alors tout autre bouclage du syste`me conduisant a` un ope´rateur Riesz-spectral in-
versible fournit la meˆme parame´trisation.
4.4.1. Preuve de la premie`re proprie´te´. La proprie´te´ 4.4.1 peut se re-
formuler de la fac¸on suivante: soit une parame´trisation des trajectoires de (2.1.4)
convergente au moins pour des fonctions polynoˆmiales, et soit G son espace fonc-
tionnel associe´. La famille de Brunovsky lie´e a` l’ope´rateur A de´termine la borne
supe´rieure des ordres Gevrey σ admissibles pour que Gσ(0,T ) ⊂ G.
De´monstration. Nous supposons σβ > σα, et nous montrons que nous obte-
nons une contradiction, d’ou` le re´sultat.
D’apre`s les re´sultats de la section 4.2, σα ≥ 2, donc on aurait σβ > 2.
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Il s’agit d’une se´rie Gevrey d’ordre σ−1, et en appliquant le the´ore`me de Ritt (voir
annexe sur les fonctions Gevrey), nous pouvons aﬃrmer qu’il existe une fonction
f holomorphe sur un secteur e´pointe´ de sommet ze´ro, de bissectrice R+, de rayon
T > 0 telle que fˆ soit le de´veloppement asymptotique Gevrey de f . En particulier,
f est Gevrey σ sur [0,T ], et a` l’origine:
∀i ∈ N, f (i)(0) = Γ(σi+ 1)






d’ou` nous tirons qu’il existe deux constantes re´elles positives K0 et R0 < 1 telles
que






D’autre part, (βi)i∈N de´ﬁnit une parame´trisation formelle valable pour toutes
les fonctions y polynoˆmiales, donc en appliquant la proprie´te´ 4.1.1 de la section 4.1,
on obtient que:
∃c0 ∈ R/ β0 = c0B,(4.4.2)





Le noyau G de K est une fonction borne´e en valeur absolue de [0,1]×[0,1]; en notant
N1 = sup
(x,ξ)∈[0,1]×[0,1]
G(x,ξ) nous avons donc:








Γ(σi− σ + 1) ,
d’ou` la majoration des ci :
|ci| ‖B‖∞ ≤ K0(R0 +N1)
Ri−10
Γ(σi− σ + 1) ,











est donc entie`re, d’ordre de Weierstrass infe´rieur ou e´gal a` 1σ .
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Puisque le syste`me est par hypothe`se plat, B n’a de composante nulle sur aucune










































En faisant tendre i vers +∞ dans l’ine´galite´ ci-dessus, on obtient que toute valeur
propre λn de A est un ze´ro de F .
On en de´duit alors en utilisant le the´ore`me de factorisation de Weierstrass pour
les fonctions entie`res d’ordre infe´rieur strictement a` 1, que
(4.4.4) F (x) = D(x)DA(x),
ou`D est une fonction entie`re d’ordre infe´rieur ou` e´gal a` 1, et DA, d’apre`s la proprie´te´
2.5.6 ci-dessous, est d’ordre de Weierstrass 12 exactement. Donc l’ordre de F est
supe´rieur ou` e´gal a` 12 .
Nous obtenons donc : 1σ ≥ 12 , ce qui est la contradiction annonce´e. 
4.4.2. Preuve de la deuxie`me proprie´te´.
De´monstration. Soit z ∈ Gσ(0,T ) et (βi)i∈N une parame´trisation associe´e a`
une trajectoire formelle normalement convergente de (2.1.4)-(2.1.6).
Nous avons prouve´ dans la preuve de la proprie´te´ 4.4.1 que la famille (βi)i∈N






est donc entie`re, d’ordre de Weierstrass infe´rieur ou e´gal a` 1σ . Nous avons e´galement
montre´ qu’elle se factorise en
F (λ) = D(λ)DA(λ) = DA(λ)D(λ).
Or, par de´ﬁnition de K, inverse de l’ope´rateur A et par de´ﬁnition de B, nous
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z ve´riﬁe
















Posons y = D( ddt )(z), y ainsi de´ﬁni est dans G





de´ﬁnit, puisque l’ope´rateur A est le ge´ne´rateur d’un semi-groupe continu, une
unique trajectoire du syste`me, dont nous avons prouve´ dans la section 4.2 qu’elle











soit le parame´tre plat de Brunovsky de (2.1.4)-(2.1.6) pris dans Gσ(0,T ) de la meˆme
trajectoire.
De plus, en resommant la se´rie (qui est normalement convergente) sur les
de´rive´es de z, et en identiﬁant, puisque l’e´galite´ a lieu pour toute fonction z ∈





































On en de´duit que




avec d0 = 0, puisque a0 et c0 ne sont pas nuls.
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La densite´ dans L2(0,1) des αi, qui est par hypothe`se ve´riﬁe´e, entraˆıne donc
celle des βi. 
Nous donnons maintenant la preuve du corollaire 4.4.1.
De´monstration. Nous supposons que (y,(αi)i∈N) soit une parame´trisation
plate du syste`me, valable pour tout y ∈ Gσ(0,T ), obtenue via un bouclage corres-
pondant a` un ope´rateur A Riesz-spectral inversible.
Conside´rons un autre bouclage conduisant a` un autre ope´rateur A˜ Riesz-spectral
inversible. Alors, d’apre`s les re´sultats de la section 4.2, A˜ de´ﬁnit une parame´trisation
de Brunovsky (z,(βi)i∈N) qui fournit des trajectoires normalement convergentes
pour tout z ∈ Gσ(0,T ).
En appliquant la proprie´te´ 4.4.2 ci-dessus, nous obtenons que (βi)i∈N est dense
dans L2(0,1), et donc que (z,(βi)i∈N) est aussi une parame´trisation plate du syste`me.
De plus, par la relation (4.4.5), nous savons que si z est un e´le´ment quelconque






parame´trise la meˆme trajectoire dans (Gσ(0,T ),(αi)i∈N).
Mais, comme (z,(βi)i∈N) est une parame´trisation plate de Brunovsky du syste`me,
nous pouvons appliquer la proprie´te´ 4.4.2 en inversant les roˆles des αi et des βi, ce





ou` C est une fonction entie`re d’ordre de Weierstrass ≤ 1σ . Nous obtenons donc,
puisque ceci est vrai pour toute fonction z, que:
C(λ)D(λ) = 1.
ce qui ne peut se produire, e´tant donne´ l’ordre de Weierstrass de D et C, que si
C et D sont deux fonctions constantes dont le produit vaut 1. Les fonctions z et
y correspondant a` la meˆme trajectoire dans les deux parame´trisations sont donc
proportionnelles, et les αi et βi aussi, ce qui prouve l’unicite´ a` multiplication par
un scalaire pre`s de la parame´trisation plate. 
4.4.3. Endoge´neite´ de la parame´trisation plate de Brunovsky. Par
endoge´ne´ite´, nous entendons la proprie´te´ au sens de la dimension ﬁnie, qui consiste
a` savoir a` tout instant expliciter une fonction qui permette de calculer le parame`tre
plat en fonction de l’e´tat du syste`me et de la commande.
Il y a un cas ou` nous savons re´pondre positivement a` cette question, qui est
celui des proble`mes ou` l’e´quation de contrainte ne fait intervenir qu’un seul bord.
La “sortie plate” (elle me´rite a` ce moment la` eﬀectivement l’appellation de sortie
plate) est une soit la valeur de l’e´tat a` l’autre bord, soit la valeur du ﬂux (voir 4.2.3.
Dans tous les autres cas, nous ne savons pas re´pondre a` cette question, sauf
e´ventuellement si le syste`me pre´sente des syme´tries particulie`res.
4.5. Planiﬁcation de trajectoire et commandabilite´ approche´e
Nous nous plac¸ons de´sormais dans le cas ou` le syste`me e´tudie´ est plat et nous
avons pu construire un ope´rateur A Riesz-spectral et inversible qui ge´ne`re la pa-
rame´trisation de Brunovsky du syste`me.
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Nous souhaitons pouvoir ﬁxer un e´tat initial et un e´tat ﬁnal du syste`me (2.1.4)-
(2.1.6), et trouver une loi de commande u(t) qui conduise le syste`me de cet e´tat
initial a` cet e´tat ﬁnal en un temps T donne´.
Nous obtenons alors deux re´sultats qui s’e´noncent de la fac¸on suivante:









ou` les coeﬃcients di et fi sont re´els, et qu’il existe trois re´els P > 0,Q > 0 et
0 < σ ≤ 2 tels que:
∀i ∈ N, |di| ≤ PQiΓ(σi+ 1)
|fi| ≤ PQiΓ(σi+ 1)
Il existe une loi de commande [0,T ]  t → U(t) dans Gσ(0,T ), ou` σ ≤ 2, qui conduit
le syste`me (2.1.4)-(2.1.6) de l’e´tat initial θini a` l’instant 0 a` l’e´tat ﬁnal θfinal a`
l’instant T , ceci de fac¸on exacte.
et
Proprie´te´ 4.5.2. Si l’e´tat initial θinia` l’instant 0 et l’e´tat ﬁnal θfinal a` l’ins-
tant T sont dans L2(0,1) alors il existe une loi de commande [0,T ]  t → u¯(t) dans
Gσ(0,T ), ou` σ ≤ 2, qui conduit le syste`me (2.1.4) de l’e´tat initial θini a` l’instant 0
a` l’e´tat ﬁnal θfinal a` l’instant T , ceci de fac¸on approche´e.
4.5.1. Preuve de la proprie´te´ 4.5.1. Nous supposons donc que l’e´tat initial









ou` les coeﬃcients di et fi sont re´els, et qu’il existe trois re´els P > 0,Q > 0 et
0 < σ ≤ 2 tels que:
∀i ∈ N, |di| ≤ PQiΓ(σi+ 1)
|fi| ≤ PQiΓ(σi+ 1)
La planiﬁcation de trajectoire est alors the´oriquement possible graˆce a` ce qui








ou` y est une fonction de classe Gevrey σ infe´rieure a` 2, compatible avec l’e´tat
ﬁnal et l’e´tat initial. En eﬀet, puisque le proble`me de commande est bien pose´, les
proprie´te´s des semi-groupes garantissent (voir l’annexe B, th. B.2.3) l’existence et
l’unicite´ de la trajectoire classique ge´ne´re´e par la commande et l’e´tat initial qui est
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fonction y doit donc satisfaire aux conditions de raccord:
(4.5.4) ∀i ∈ N, y(i)(0) = di, et y(i)(T ) = fi
Le proble`me de la planiﬁcation de trajectoire reliant des e´tats ayant la forme par-
ticulie`re ci-dessus est donc re´solu si, e´tant donne´es deux suites de nombres re´els
(di)i∈N et (fi)i∈N qui satisfont une estimation Gevrey comme ci-dessus, on peut
toujours trouver une fonction y de classe Gevrey σ telle que (4.5.4) soit satisfaite.
La re´ponse a` ce proble`me est positive, comme nous l’assure le the´ore`me de Ritt
C.1.1 et son corollaire C.2.1.
4.5.2. Preuve de la proprie´te´ 4.5.2. La platitude du syste`me implique la
densite´ de la famille (αi)i∈N. Nous appliquons donc les re´sultats du chapitre 2,
section 2.6, prop. 2.6.2: nous se´lectionnons deux e´tats de de´part et d’arrive´e de la
forme (4.5.1)-(4.5.2) dans des voisinages aussi petits que l’on souhaite de l’e´tat de
de´part et d’arrive´e (en pratique, on prendra des polynoˆmes pour (4.5.1)-(4.5.2)),
et on conside`re une loi de commande 4.5.3 comme au paragraphe 4.5.1 reliant de
fac¸on exacte (4.5.1) a` (4.5.2). Alors nous savons que toute loi de commande au
moins C2(0,T ) qui ve´riﬁe 2.6.5-2.6.6 re´pond au proble`me.
En particulier, la loi de commande obtenue en tronquant la se´rie (normalement
convergente, ainsi que la se´rie de´rive´e sur [0,T ]) 4.5.3 a` un ordre ade´quat convient.
C’est ce choix qui est eﬀectue´ dans tous les exemples qui suivent.
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CHAPITRE 5
Exemples de planiﬁcation de trajectoire
5.1. Me´thode ope´ratoire de calcul de la loi de commande
Les re´sultats obtenus aux chapitres 2 et 4 nous permettent maintenant de de´ﬁnir
un mode ope´ratoire de calcul d’une loi de commande en boucle ouverte pour la
planiﬁcation de trajectoire. Les diﬀe´rentes e´tapes sont de´taille´es ci-apre`s.
Etape 1. Il faut s’assurer qu’il s’agit d’un proble`me de commande bien pose´
au sens de´ﬁni au paragraphe 2.2.
Etape 2. Il faut ensuite, si le proble`me n’est pas un des cas particuliers men-
tionne´s dans la section 2.4, de´terminer par bouclage un ope´rateur A Riesz-spectral
inversible, et une fonction B. Il semble qu’il soit inte´ressant de se´lectionner lorsqu’on
le peut un ope´rateur A a` conditions aux bords se´pare´es.
Si nous sommes dans le cas particulier ou`, avec les notations de la section 2.3,
l’espace E est de dimension 2, nous savons se´parer le proble`me en deux proble`mes
qui rentrent dans le cadre ci-dessus (voir la section 2.4).
Par contre, si nous sommes dans le cas du premier paragraphe de la section
2.4, nous ne savons pas traiter le proble`me de la planiﬁcation de trajectoire. Nous
supposons donc que nous ne sommes pas dans ce cas.
Etape 3. Il faut maintenant calculer la “forme de Brunovsky” du syste`me, c’est
a` dire la famille de fonctions (αi)i∈N. Notons qu’il suﬃt d’en calculer un nombre
ﬁni puisque la loi de commande eﬀectivement utilise´e est une se´rie tronque´e.
Dans le cas ge´ne´ral, le calcul des fonctions αi ne´cessite tout d’abord le calcul
des premiers coeﬃcients ai du de´terminant de Fredholm de l’inverse de K = A−1.
Ce calcul peut eˆtre fait en utilisant les expressions qui de´coulent du lemme 2.5.4:
a0 =A12 +A34 +A23e1(1) +A13e2(1) +A42e′1(1) +A14e
′
2(1)





′(1) +A14(V i0 (e2))
′(1),
ou` l’ope´rateur de Volterra V0 a e´te´ de´ﬁni au paragraphe 2.5.1, et e1 et e2 sont les
solutions fondamentales en ze´ro de
f ′′ + qf = 0.
Il faut donc nume´riquement calculer e1 et e2 sur [0,1], puis un nombre ﬁni des
ite´re´s V i0 (e1) et V
i
0 (e2). Les valeurs au point 1 de ces fonctions et de leurs de´rive´es
permettent un calcul approche´ des valeurs des ai.
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Une fois les ai calcule´s, on obtient les αi en re´solvant nume´riquement la suite
de proble`mes:
B′′ + q(x)B = 0
a11B(0) + a12B′(0) + a13B(1) + a14B′(1) = 0
a˜21B(0) + a˜22B′(0) + a˜23B(1) + a˜24B′(1) = 1,
α0 = a0B,
v′′i + q(x)vi = αi−1
a11vi(0) + a12v′i(0) + a13vi(1) + a14v
′
i(1) = 0
a˜21vi(0) + a˜22v′i(0) + a˜23vi(1) + a˜24v
′
i(1) = 0,
αi = vi + aiB.
Remarque. Toutefois, dans le cas ou` l’ope´rateur A a pu eˆtre choisi Riesz-
spectral inversible a` conditions aux bords se´pare´es, on peut utiliser les re´sultats
des paragraphes 4.2.2 et 4.2.3. Il a e´te´ montre´ dans ces paragraphes que si f1, f2
de´signent le syste`me de solutions fondamentales en 1 de f ′′+qf = 0, et si V1 de´signe
l’ope´rateur de Volterra qui s’annule au point 1 associe´ a` cette e´quation, alors:
y1(x) = −a12e1(x) + a11e2(x),
et z1(x) = −a14f1(x) + a13f2(x),
alors αi = V i0 (y1) + V
i
1 (z1).
Le calcul des αi se fait donc sans faire intervenir les coeﬃcients du de´terminant de
Fredholm, et en re´solvant nume´riquement la suite de proble`mes
y′′1 + q(x)y1 = 0 z
′′
1 + q(x)z1 = 0
y1(0) = −a12 z1(1) = −a14
y′1(0) = a11 z
′
1(1) = a13,
α0 = y1 + z1,
y′′i + q(x)yi = yi−1 z
′′
i + q(x)zi = zi−1
yi(0) = 0 zi(1) = 0
y′i(0) = 0 z
′
i(1) = 0,
αi−1 = yi + zi.
Etape 4. Nous examinons la commandabilite´ du syste`me boucle´, en utilisant
les re´sultats de la section 4.3.
5.2. TIGE COMMANDE´E PAR UN RE´SERVOIR DE CHALEUR. 83
Sauf dans le cas ou` le proble`me de de´part ne pre´sente des contraintes que sur
un seul bord, ce qui assure la commandabilite´, cette e´tape n’est pas facile a` traiter
nume´riquement, car elle ne´cessite le calcul de toutes les valeurs propres de A.
Cependant, on peut espe´rer pouvoir donner une re´ponse par un calcul the´orique
si on connaˆıt l’expression de la fonction q.
Si on parvient a` re´pondre positivement a` la question de la commandabilite´
du syste`me boucle´ et donc a` celle de la densite´ des αi, alors les αi de´ﬁnissent la
parame´trisation de Brunovsky du syste`me (invariante sous l’action des bouclages
sur les ope´rateurs Riesz-spectraux inversibles) et le syste`me est plat.
Etape 5. Enﬁn nous proce´dons a` l’e´laboration de la loi de commande en sui-
vant la de´marche expose´e dans la section 4.5, ce qui sera toujours possible, meˆme
si la famille des αi n’est pas dense dans L2(0,1), a` condition que l’e´tat de de´part et
d’arrive´e de la planiﬁcation de trajectoire soient dans l’adhe´rence des αi.
Ainsi, il est parfois possible de faire de la planiﬁcation de trajectoire arreˆt-arreˆt,
meˆme avec un syste`me non commandable.
5.2. Tige commande´e par un re´servoir de chaleur.
Il s’agit d’ un proble`me identique a` celui de l’exemple 1.3, a` ceci pre`s que la
variable de commande n’est plus directement la tempe´rature de l’extre´mite´ de la
tige correspondant a` x = 1, mais la tempe´rature d’un re´servoir de chaleur (par
exemple un ge´ne´rateur de vapeur) au contact de cette extre´mite´.
Le mode`le du syste`me est donc maintenant:
∂tθ(x,t) = ∂xxθ(x,t), x ∈ [0,1]
∂xθ(0,t) = 0(5.2.1)
θ(1,t) + k∂xθ(1,t) = u(t).
Nous appliquons les re´sultats du chapitre 4.
Etapes 1 et 2: Le syste`me (5.2.1) correspond a` un proble`me bien pose´, puisque
l’ope´rateur en espace est inversible et a` conditions aux bords se´pare´es. Il peut eˆtre
envoye´ par bouclage des termes de bords sur le syste`me e´tudie´ dans l’exemple 1.3,
qui est plat.
Etapes 3, 4 et 5: Il re´sulte des e´tapes 1 et 2 que (5.2.1) est plat, sa pa-
rame´trisation de Brunovsky est unique et c’est celle de l’exemple 1.3, ou` tous les
calculs ont de´ja` e´te´ faits.
La sortie plate est donc encore y(t) := θ(0,t), et la parame´trisation des trajec-
















Les re´sultats de simulation sont e´videmment identiques a` ceux de l’exemple 1.3,
seule la loi de commande change.
84 5. EXEMPLES DE PLANIFICATION DE TRAJECTOIRE
5.3. Exemple d’un syste`me de parame`tre plat inconnu
Nous reprenons l’exemple acade´mique 2.3.1 qui a e´te´ e´tudie´ dans les pre´ce´dents
chapitres: le proble`me e´tudie´ peut eˆtre vu comme celui d’une barre, chauﬀe´e avec
une loi de chauﬀage complexe, avec des conditions aux bords faisant intervenir les
deux bords. Les e´quations du syste`me sont:
∂tθ = ∂xxθ




θ(1) + 2∂xθ(0) = u(t)
Etapes 1 et 2: elles ont e´te´ de´veloppe´s dans les chapitres pre´ce´dents.
Etape 3: On utilise la remarque 5.1 pour calculer les valeurs des αi.
Etape 4: la commandabilite´ plate approche´e a e´te´ vue dans les chapitres pre´ce´dents.
Etape 5: Nous avons fabrique´ une loi de commande qui conduit le syste`me de
l’e´tat de repos: θi(x) = 4x−39 , correspondant a` une valeur constante e´gale a` 1 de
la commande a` l’e´tat de repos ﬁnal θf (x) = 24x−39 , correspondant a` une valeur
constante e´gale a` 2 de la commande, ceci en 1s..
Les re´sultats de simulation sont illustre´s par les ﬁgures 1,2 et 3. Le fait de ne





























Fig. 1. Planiﬁcation de trajectoire avec une fonction Gevrey d’ordre 2.
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Fig. 2. Etats de de´part et d’arrive´e.





















Fig. 3. Loi de commande en fonction de temps.
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5.4. Anneau a` syme´trie radiale commande´ en tempe´rature a` l’inte´rieur
L’e´tude de ce proble`me a e´te´ faite dans ses grandes lignes dans [27], nous en
donnons une version comple´te´e, avec une de´marche plus syste´matique.






Fig. 4. Anneau a` syme´trie radiale, chauﬀe´ a` l’inte´rieur.
inte´rieurs et exte´rieurs R0 et R (R0 < R), est chauﬀe´ uniforme´ment sur sa frontie`re
interne. De plus, on suppose que la frontie`re externe est parfaitement isole´e. Le
proble`me est donc invariant en θ, ou` r et θ sont les coordonne´es polaires usuelles








Apre`s avoir eﬀectue´ le changement de variable x = R−r,et avoir pose´ R1 = R−R0
nous obtenons:




5.4.1. Synthe`se d’une loi de commande pour une trajectoire arreˆt-
arreˆt. Le proble`me (5.4.2) est exactement de la forme des proble`mes e´tudie´s au
chapitre 4: nous appliquons la de´marche expose´e dans ce chapitre.
Etape 1 :Transformations du proble`me.










4(R− x)2 v + ∂xxv
1
2R
v(0,t) + ∂xv(0,t) = 0(5.4.3) √
R
R−R1 v(R1,t) = c(t)






D(Ξ) = {v ∈ L2(0,R1)/v′ ∈ L2(0,R1),v′′ ∈ L2(0,R1),
v(R1) = 0,v′(0) = 0}.
Le changement de fonction le transforme en E de´ﬁni par:
E(v) =
1
4(R− x)2 v + v
′′
avec




v(0) + v′(0) = 0}
Le proble`me est donc bien pose´. En eﬀet, on montre aise´ment que Ξ n’a pas
de valeur propre nulle; il s’ensuit que E n’en a pas non plus. E est a` conditions
aux bords se´pare´es, et donc il est auto-adjoint, inversible et Ξ est Riesz-spectral
inversible. Ceci entraˆıne (voir annexe sur les semi-groupes) que le proble`me (5.4.2)
est bien pose´.
Etape 2: choix de l’ope´rateur A.






Nous de´signons par K l’inverse autoadjoint compact de A, et par H l’inverse Riesz-
spectral compact de E.
Si nous de´ﬁnissons l’isomorphisme continu de L2(0,1) Φ par









Etape 3: De´composition de Brunovsky
Pour pouvoir faire la de´composition de Brunovsky du syste`me (5.4.2) ou de
fac¸on e´quivalente celle du syste`me (5.4.3), il nous faut calculer les coeﬃcients du
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de´terminant de Fredholm des inverses de E ou de A. Ces de´terminants sont iden-
tiques. En revenant au syste`me de de´part (5.4.1), cela revient aussi a` calculer l’ex-











v(R0) = 0,v′(R) = 0}
Il est bien connu (voir [13]) que les solutions de l’e´quation v′′ + 1rv
′ = −v sont de
la forme: cJ0(r) + dY0(r), ou` J0 et Y0 sont les fonctions de Bessel de premie`re et
de deuxie`me espe`ce. Les fonctions propres de E˜ sont donc les fonctions Gµ de´ﬁnies
par:
Gµ(r) = Y ′0(µR)J0(µr)− J ′0(µR)Y0(µr)
et les valeurs propres associe´es sont les nombres re´els ne´gatifs λ = −µ2, pour les
valeurs de λ qui annulent le de´terminant de Fredholm de K (l’inverse de A) dont
l’expression est donne´e par
DA(λ) = RµY ′0(Rµ)J0(R0µ)−RµJ ′0(Rµ)Y0(R0µ)
= 0
(5.4.4)
J0 et Y0 peuvent toutes les deux eˆtre de´veloppe´es en se´ries de puissances paires deµ,
avec pour Y0 une singularite´ logarithmique a` l’origine. Fort heureusement, cette
singularite´ disparait lorsque nous remplac¸ons J0 et Y0 par leurs de´veloppements
en se´rie dans D(λ),et nous obtenons une fonction entie`re de puissance paires de µ,
c’est a` dire une fonction entie`re de λ, puisque λ = −µ2.
Nous obtenons ﬁnalement pour D(λ) l’expression









































Cependant, selon ce qui a e´te´ dit dans le paragraphe “mode ope´ratoire” ci-
dessus, il n’est pas ne´cessaire de connaˆıtre l’expression du de´terminant de Fredholm
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pour conduire les calculs, et on peut proce´der de fac¸on plus simple. Il suﬃt de













α′n+1(0) = 0, αn+1(0) = 0.









e´tape 4 et 5: Densite´ et synthe`se de la loi de commande.
Nous savons, d’apre`s les re´sultats des sections 4.2 et 4.3 qu’e´tant donne´ y ∈





αn(x) est une trajectoire de notre







et que le syste`me est approximativement commandable dans 2(0,1) sur ce type de
trajectoires.
Aﬁn de conduire le syste`me de l’e´tat de repos initial u0 a` l’e´tat de repos ﬁnal




c0 if t ≤ 0,








if 0 < t ≤ T,
cT sinon.







ou` K est choisi de telle sorte que |u(t)− u˜(t)| soit petite sur l’intervalle [0,T ].
5.4.2. Simulations. Les simulations pre´sente´es dans ce paragraphe, comme
toutes les simulations pre´sente´es dans cet ouvrage, sont obtenues de la fac¸on sui-
vante:
la loi de commande est d’abord ge´ne´re´e, en eﬀectuant les calculs expose´s ci-
dessus. Elle est ensuite injecte´e dans un mode`le semi-discre´tise´ diﬀe´rences ﬁnies en
espace/continu en temps; le calcul de la trajectoire du syste`me se fait en utilisant
un sche´ma d’inte´gration nume´rique de syste`mes d’e´quation diﬀe´rentielles ordinaires
a` pas variables.
Le calcul de la loi de commande et celui de la trajectoire du syste`me sont donc
inde´pendants, et la simulation n’utilise pas la mise sous forme de brunovsky du
syste`me.
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5.4.3. Loi de commande Gevrey 1.5. Nous montrons des re´sultats de si-
mulations obtenus avec les valeurs de parame`tres suivantes: R = 2cm., R0 = 1cm.,
T = 1s., u0 = 25 and uT = 30.
Nous avons utilise´ une fonction Gevrey d’ordre 1.5. La loi de commande est a`
l’ordre K = 10. La ﬁgure 5 montre le comportement en tempe´rature de l’anneau.

































































Fig. 5. Planiﬁcation de trajectoire avec une fonction Gevrey d’ordre 1.5.
mode de commande ge´ne`re un assez fort de´passement, comme on peut mieux le
constater sur la ﬁgure 6, ou` sont trace´es sur un meˆme graphique la tempe´rature de
commande (tempe´rature de la couronne interne) et la “sortie plate” (tempe´rature
de la couronne externe). D’une fac¸on ge´ne´rale, et quel que soit l’ordre de la fonction
Gevrey qui a servi a` ge´ne´rer la loi de commande, on observe que plus T diminue,
plus le de´passement augmente. Il y a donc une limite naturelle a` T (qui, rappelons-
le, peut the´oriquement prendre des valeurs quelconques) qui est l’amplitude du
de´passement autorise´e pour le syste`me.
5.4.4. Loi de commande Gevrey 2. Les re´sultats de simulations qui suivent
sont obtenus avec les valeurs de parame`tres suivantes: R = 2cm., R0 = 1cm.,
T = 0.8s., u0 = 25 and uT = 30.
Nous avons utilise´ pour la ge´ne´ration de la loi de commande une fonction Gevrey
d’ordre 2. La loi de commande est tronque´e a` l’ordre K = 10. On remarque que la
trajectoire en tempe´rature du syste`me obtenue avec cette commande pre´sente un
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Loi de commande/sortie plate Gevrey 1.5
sortie plate   
loi de commande





























































Fig. 7. Planiﬁcation de trajectoire avec une fonction Gevrey d’ordre 2.
de´passement nettement moins important qu’avec une loi de commande ge´ne´re´e par
une fonction Gevrey 1.5, comme on peut le voir sur la ﬁgure 8.
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De plus, il est possible ici de re´aliser une simulation pre´sentant un de´passement
raisonnable sur un horizon de temps de 0.8s., alors qu’avec une loi de commande
Gevrey 1.5, on observe pour cet horizon de temps un de´passement tre`s important.
La ﬁgure 9 compare la re´ponse du syste`me (tempe´rature mesure´e en x = 0) a` un
















Loi de commande/sortie plate Gevrey 2
sortie plate   
loi de commande
Fig. 8. Loi de commande ge´ne´re´e avec une fonction Gevrey d’ordre 2.
e´chelon de cinq degre´s a` la re´ponse a` la commande Gevrey-2. Il faut environ 3s. pour
atteindre l’e´tat de repos ﬁnal, alors qu’avec la commande Gevrey 2, la convergence
est obtenue en moins de 0.8s.















Réponse à un échelon
température en r=0
commande en r=1   
Fig. 9. Re´ponse a` un e´chelon.
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5.5. Meˆme exemple avec commande par un re´servoir de chaleur






u(R0,t) + k∂ru(R0,t) = c(t),
qui devient, apre`s avoir eﬀectue´ comme pre´ce´demment le changement de variable
x = R− r,et avoir pose´ R1 = R−R0 :
∂tu = − 1
R− x∂xu+ ∂xxu
∂xu(0,t) = 0(5.5.2)
u(R1,t)− k∂xu(R1,t) = c(t)
Le syste`me 5.5.2 se transforme en 5.4.2 par bouclage sur les termes de bords, donc















5.6. Synthe`se de loi de commandes par sommation au plus petit terme
Nous mentionnons ici un re´sultat curieux, et encore inexplique´, obtenu en simu-
lation sur plusieurs exemples, dont l’exemple 1.3. C’est la simulation de cet exemple
























Temperature profile (y Gevrey 2.5)
Fig. 10. Planiﬁcation de trajectoire a` partir d’une fonction Gevrey d’ordre 2.5.
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tine´e a` la planiﬁcation de trajectoire arreˆt arreˆt entre 0 et 1 la fonction







qui est Gevrey d’ordre 52 sur [0,T ], et analytique sur ]0,T [.






, t ∈ [0,T ],






Notons que nous n’avons plus la convergence normale de la se´rie sur [0,T ] × [0,1],
mais que, a` cause de l’analyticite´ de y sur ]0,T [, nous avons la convergence uniforme
sur les compacts de ]0,T [×[0,1] de la se´rie qui de´ﬁnit θ, vers une solution analytique
en x. Toutefois, il est clair a` cause des proprie´te´s Gevrey de y que cette convergence
sera tre`s mauvaise, avec des phases transitoires qui semblent diverger, ce qui est
extreˆmement geˆnant pour les calculs.
Or, en ge´ne´ral, ce genre de se´rie divergente ou mal convergente semble converger
tre`s vite dans un premier temps, puis diverge ensuite tre`s vite pour e´ventuellement
reconverger apre`s sommation d’un tre`s grand nombre de termes. Le fait d’e´valuer la
somme de la se´rie en la tronquant a` sa partie “convergente”, c’est a` dire d’eﬀectuer
une “sommation au plus petit terme”, est en ge´ne´ral tre`s eﬃcace nume´riquement
and et conduit a` des erreurs exponentiellement petites. On pourra consulter [48]
pour une e´tude de´taille´e a` ce sujet, d’ou` nous tirons le re´sultat suivant: si nous
supposons que x est petit d’ordre 	 > 0, des estimations simples qui reposent sur
la formule de Stirling montrent que lorsque le nombre de termes n est convena-
blement choisi (typiquement: n ≈ 1/(A	)1/β), nous avons lorsque ai(t) ∼ Ci(i!)β
















La simulation eﬀectue´e (sans justiﬁcation the´orique aucune) montre la plani-
ﬁcation de trajectoire du proﬁl de tempe´rature uniforme θ = 0 at t = 0 au proﬁl
uniforme θ = 1 at t = 1, en utilisant y, comme ci-dessus, c’est a` dire une fonction
Gevrey d’ordre α = 5/2 > 2. La loi de commande en boucle ouverte est obtenue en







ou` nt est de´ﬁni par











La ﬁgure 10 montre l’e´volution de la tempe´rature. Les re´sultats obtenus semblent
nume´riquement corrects, puisque on observe une bosse beaucoup moins importante
dans l’allure de la loi de commande (en x = 1) que ce qu’on obtenait avec la loi de
commande convergente synthe´tise´e a` partir d’une fonction Gevrey d’ordre 2 (voir
ﬁgure 3). Le maximum est d’environ 1.4, a` comparer avec la valeur 2.0 obtenue
dans le cas de la commande Gevrey d’ordre 2. Il semble donc que la sommation au
plus petit terme agisse comme un lissage de la loi de commande, toutefois diﬃcile
a` interpre´ter the´oriquement.
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CHAPITRE 6
Un exemple d’e´quation line´aire d’ordre > 2, de
dimension 1 en espace
6.1. Equation de Korteweg-deVries line´aire
Nous nous inte´ressons ici a` l’ e´quation aux de´rive´es partielles d’e´volution,
line´aire a` coeﬃcients constants, de´ﬁnie sur [0,1] en espace avec conditions aux bords




Cette e´quation (e´quation de Korteweg-De Vries line´aire) a e´te´ e´tudie´e de fac¸on
approfondie dans [50], ou` la commandabilite´ exacte L2 a e´te´ de´montre´e, de meˆme
que la commandabilite´ exacte de l’e´quation de Korteweg-de Vries non line´aire mono
dimensionnelle.
Nous cherchons, en utilisant la meˆme de´marche que celle qui a e´te´ de´crite pour
l’e´quation de diﬀusion line´aire, a` prouver la platitude du syste`me 6.1.1-6.1.4. Nous
allons donc proce´der par les meˆmes e´tapes.
6.2. Le proble`me est bien pose´.
Nous nous assurons qu’il s’agit d’un proble`me a` commande au bord bien pose´,
au sens de la de´ﬁnition 2.2.1.
Conside´rons donc l’ope´rateur E de´ﬁni par:
E : D(E)→ L2(0,1)
f → −f ′′′ − f ′
ou` on a pose´
D(E) = {f ∈ H3(0,1) / f(0) = f(1) = 0, f ′(1) = 0}
La proprie´te´ suivante est vraie:
Proprie´te´ 6.2.1. L’ope´rateur E est le ge´ne´rateur d’un semi-groupe continu
de contractions.
De´monstration. Ce re´sultat sera une conse´quence imme´diate du the´ore`me
B.3.2 de l’annexe B, de`s que nous aurons prouve´ que E est maximal dissipatif.
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Or















ce qui prouve que E est dissipatif.
Soient λ1,λ2 et λ3 les trois racines (distinctes) de l’e´quation : X3 +X + 1 = 0.
On ve´riﬁe sans peine que les trois fonctions
e3(x) =
eλ1x
(λ1 − λ2)(λ1 − λ3) +
eλ2x
(λ2 − λ1)(λ2 − λ3) +
eλ3x




(λ1 − λ2)(λ1 − λ3) +
λ2e
λ2x
(λ2 − λ1)(λ2 − λ3) +
λ3e
λ3x




(λ1 − λ2)(λ1 − λ3) +
(λ22 + 1)e
λ2x
(λ2 − λ1)(λ2 − λ3) +
(λ23 + 1)e
λ3x
(λ3 − λ1)(λ3 − λ2)
forment un syste`me de solutions fondamentales en ze´ro de f ′′′ + f ′ + f = 0.





e3(x− ξ)v(ξ)dξ + ae3(x) + be2(x)
La fonction f ainsi de´ﬁnie est dans H3(0,1) et ve´riﬁe f(0) = 0; pour que f soit
dans D(E), il faut que a et b soient solution de



























de fac¸on a` ce que 6.2.1 de´ﬁnisse f dans D(E). f ve´riﬁe alors (I − E)(f) = v.
Nous en de´duisons que I − E est surjectif, ce qui prouve la maximalite´ de E.
Il en re´sulte la proprie´te´ annonce´e. 
Il nous reste donc a` montrer que
Lemme 6.2.1. La quantite´ D = e3(1)(e1(1)− 1)− e2(1)2 n’est pas nulle.
De´monstration. Posons
Q = (λ1 − λ2)(λ1 − λ3)(λ2 − λ3) = 0
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alors nous avons
Qe3(1) = eλ1(λ2 − λ3) + eλ2(λ3 − λ1) + eλ3(λ1 − λ2)
Qe2(1) = λ1eλ1(λ2 − λ3) + λ2eλ2(λ3 − λ1) + λ3eλ3(λ1 − λ2)





λ1(λ2 − λ3) + λ22eλ2(λ3 − λ1) + λ23eλ3(λ1 − λ2)
)
× (eλ1(λ2 − λ3) + eλ2(λ3 − λ1) + eλ3(λ1 − λ2))
− (λ1eλ1(λ2 − λ3) + λ2eλ2(λ3 − λ1) + λ3eλ3(λ1 − λ2))2
= (λ21 + λ
2
2 − 2λ1λ2)(λ2 − λ3)(λ3 − λ1)eλ1+λ2
+ (λ21 + λ
2
3 − 2λ1λ3)(λ2 − λ3)(λ1 − λ2)eλ1+λ3
+ (λ22 + λ
2
3 − 2λ2λ3)(λ3 − λ1)(λ1 − λ2)eλ2+λ3
= Q
(
(λ2 − λ1)e−λ3 + (λ1 − λ3)e−λ2 + (λ3 − λ2)e−λ1
)
.
Or, les racines de X3 +X + 1 = 0 sont de la forme
λ1 = k


















+ l cos(l))− le−k
)
On ve´riﬁe sans mal en remplac¸ant k et l par leurs valeurs approche´es que D = 0 















est dans D(E), et qu’elle ve´riﬁe E(f) = v. E est donc inversible, et son inverse est
l’ope´rateur inte´gral compact de L2(0,1) dont l’expression est donne´ ci-dessus.
La solution de
−B′′′ −B′ = 0
B(0) = B(1) = 0
B′(1) = 1
est donc unique, et c’est la fonction
B(x) =
sin(1− x) + sin(x)− sin(1)
(cos(1)− 1)
.
Le proble`me est donc bien pose´ au sens de la de´ﬁnition 2.2.1.
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6.3. Bouclage par les termes de bords
Nous cherchons dans l’orbite de E sous l’action des bouclages par des termes
de bord un ope´rateur A dont nous puissions aﬃrmer sans trop de calculs qu’il est
Riesz- spectral inversible.
Etant donne´ que les deux e´quations de contrainte du proble`me, c’est a` dire
6.1.2 et 6.1.3, forment un ensemble invariant lorsqu’on permute 0 et 1 il semble
naturel d’adjoindre au proble`me une e´quation de commande elle-meˆme syme´trique
en 0 et 1, qui est:
u′(0) = u′(1)
On obtient alors l’ope´rateur A de´ﬁni par:
A : D(A)→ L2(0,1)
f → −f ′′′ − f ′
ou` on a pose´
D(A) = {f ∈ H3(0,1) / f(0) = f(1) = 0, f ′(0) = f ′(1)}

































On ve´riﬁe que si v = K(u), alors v ∈ H30 [0,1] et −v′′′ − v′ = u . De plus, on a
v′(0) = v′(1). Enﬁn, h est re´elle et ve´riﬁe : h(ξ,x) = −h(x,ξ). Il en de´coule que:
Proprie´te´ 6.3.1. L’ ope´rateur K est l’inverse de A. Il est compact et anti-
syme´trique, donc normal.
Les valeurs propres de A forment donc une base Hilbertienne de L2(0,1), et ne
pre´sentent pas de point d’accumulation. Pour prouver que A est Riesz-spectral, il
nous reste donc a` prouver que
Proprie´te´ 6.3.2. Les valeurs propres de A sont simples.
De´monstration. Soit λ une valeur propre de A, nous notons λ1,λ2 et λ3 les
racines de X3 +X + λ = 0.
Nous commenc¸ons par montrer que ces racines sont distinctes.
Supposons en eﬀet que X3 +X + λ = 0 ait une racine double. Cela signiﬁerait




. On note λ1 la
racine double, et λ2 = −2λ1 l’autre.





forment un syste`me de solutions inde´pendantes en ze´ro de l’e´quation f ′′′+f ′+λf =
0. Toute fonction propre φ associe´e a` λ doit donc ve´riﬁer: φ = af1 + bf2 + cf3, avec
a,b et c solutions de
a+ c = 0
aeλ1 + beλ1 + ceλ2 = 0
aλ1(eλ1 − 1) + b((1 + λ1)eλ1 − 1) + cλ2(eλ2 − 1) = 0,
soit
c = −a(6.3.1)
a(e3λ1 − 1) + be3λ1 = 0(6.3.2)
aλ1(e3λ1 + e2λ1 + 2) + b((1 + λ1)e3λ1 − e2λ1) = 0,(6.3.3)
Or le de´terminant du syste`me forme´ par les e´quation (6.3.2) et (6.3.3) est non nul,
puisque
(e3λ1 − 1)((1 + λ1)e3λ1 − e2λ1)− λ1(e3λ1 + e2λ1 + 2)e3λ1 = 0
pour λ1 = ± i√3 .
Donc λ ne peut pas eˆtre une valeur propre de A.




forment un syste`me de solutions inde´pendantes en ze´ro de l’e´quation f ′′′+f ′+λf =
0. Toute fonction propre φ associe´e a` λ doit donc ve´riﬁer: φ = ah1+ bh2+ ch3, avec
a,b et c solutions de
a+ b+ c = 0
aeλ1 + beλ2 + ceλ3 = 0
aλ1(eλ1 − 1) + bλ2(eλ2 − 1) + cλ3(eλ3 − 1) = 0,
Le rang de la matrice
(6.3.4)

 1 1 1eλ1 eλ2 eλ3
λ1(eλ1 − 1) λ2(eλ2 − 1) λ3(eλ3 − 1)


de´termine la taille du sous espace propre associe´ a` φ: le rang doit eˆtre e´gal a`
2 pour que la valeur propre soit simple. Mais en calculant les mineurs d’ordre
2 associe´s a` la troisie`me ligne, on trouve qu’ils ne s’annulent simultae´ment que
lorsque eλ1 = eλ2 = eλ3 ,mais si c’est le cas, les mineurs associe´s a` la deuxie`me ligne
ne s’annulent simultane´ment que si λ1 = λ2 = λ3, ce qui est impossible. D’ou` la
simplicite´ de la valeur propre λ. 
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L’ope´rateur A est donc Riesz-spectral antisyme´trique inversible.
La fonction B associe´e a` A est la fonction
(6.3.5) B(x) =
sin(1− x) + sin(x)− sin(1)
1− cos(1) .
6.4. Parame´trisation de Brunovsky: e´tude du de´terminant de Fredholm
Si on note e1(x,λ),e2(x,λ) et e3(x,λ) le syste`me de solution fondamentales en
ze´ro de
f ′′′ + f ′ + λf = 0,
nous pouvons, comme au chapitre 2, donner un de´veloppement en se´rie entie`re de
λ de ces fonctions.
Pour cela, nous commenc¸ons par une majoration des ite´re´s de l’ope´rateur de
Volterra en ze´ro associe´ a` (6.4)
Proprie´te´ 6.4.1. On note V0 l’ope´rateur de Volterra en ze´ro associe´ a` (6.4),
alors
∃(M,Q) ∈ R+ /
∀x ∈ [0,1] ∣∣V i0 (e2(.,0))(x)∣∣ ≤M x3i(3i)!∣∣V i0 (e2(.,0))′(x)∣∣ ≤M x3i−1(3i− 1)!∣∣V i0 (e2(.,0))′′(x)∣∣ ≤M x3i−2(3i− 2)!∣∣V i0 (e3(.,0))(x)∣∣ ≤M x3i(3i)!∣∣V i0 (e3(.,0))′(x)∣∣ ≤M x3i−1(3i− 1)!∣∣V i0 (e3(.,0))′′(x)∣∣ ≤M x3i−2(3i− 2)!
De´monstration. L’ope´rateur V0 est de´ﬁni sur L2(0,1) par
f = V0(v)⇔
{ −f ′′′ − f ′ = v
f(0) = f ′(0) = f ′′(0) = 0





Son noyau admet la majoration suivante
∀(x,u) ∈ [0,1]× [0,1], |cos(x− u)− 1| ≤
∫ |x−u|
0
|sin(ξ)| dξ = (x− u)
2
2
Prenons M = supx∈[0,1](|e1(x,0)| , |e2(x,0)|), et Q = 1. Alors:∣∣V 00 (e2(.,0))(x)∣∣ ≤M∣∣V 00 (e3(.,0))(x)∣∣ ≤M
6.4. PARAME´TRISATION DE BRUNOVSKY: E´TUDE DU DE´TERMINANT DE FREDHOLM103
et par re´currence,
si











Donc a` tout rang i ≥ 0,
∀x ∈ [0,1] ∣∣V i0 (e2(.,0))(x)∣∣ ≤M x3i(3i)! .
Nous injectons cette majoration dans l’expression de V i0 (e2(.,0))
′(x):






























Les meˆmes majorations sont e´videmment valables pour e3. 





















sont ve´riﬁe´s, et de´ﬁnissent des fonctions entie`res de λ d’ordre de Weierstrass ≤ 13 .
De´monstration. Graˆce a` la proprie´te´ 6.4.1, les se´ries de fonctions ci-dessus
sont normalement convergentes en x sur [0,1], et de´ﬁnissent des fonction entie`res
d’ordre de Weierstrass ≤ 13 . 
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D’ou` l’expression du de´terminant de Fredholm de K (a` multiplication par une
constante non nulle pre`s):
DA(λ) = e2(1,λ)e′3(1,λ)− e3(1,λ)e′2(1,λ) + e3(1,λ)
donc, en utilisant la proprie´te´ 6.4.2, nous obtenons
Proprie´te´ 6.4.3. L’expression de de´veloppement en se´rie du de´terminant de















et DA est une fonction entie`re d’ordre de Weierstrass ≤ 13 .








′(1)− V k0 (e3(.,0))(1)V i−k0 (e2(.,0))′(1)
)
+ V i0 (e3(.,0))(1)
sont tels que:
|ai| ≤ 2M 3
i
(3i)!
De´monstration. Comme les produits et sommes de fonctions d’ordre ≤ 13
sont eux meˆmes d’ordre ≤ 13 , le de´veloppement en se´rie et le re´sultat sur l’ordre
de´coulent imme´diatement de la proprie´te´ 6.4.2. La majoration de ai est une conse´quence
imme´diate des majorations de la proprie´te´ 6.4.1. 
Nous construisons la famille de Brunovsky associe´e a` A en faisant
α0 = a0B
αi+1 = K(αi) + ai+1B
6.5. Convergence des trajectoires formelles
Nous suivons la meˆme de´marche que dans la section 4.2.
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6.5.1. Convergence “faible” des trajectoires formelles. Nous commenc¸ons
par montrer la convergence “faible” des trajectoires formelles lorsque le parame`tre
y est une fonction d’ordre Gevrey convenable.











converge vers une fonction de C∞([0,T ],L2(0,1)).
De´monstration. Soit (ui)i∈N une base hilbertienne forme´e de vecteurs propres
de A. Nous notons λi les valeurs propres de A, et µi = 1λi celles de K. Comme A,
ainsi que K sont tous deux antisyme´triques, ces valeurs propres sont imaginaires
pures et conjugue´es deux a` deux.
Nous pouvons donc indicer les valeurs propres de fac¸on a` ce que a` tout indice
i ∈ N soit associe´ les deux valeurs propres λi et λ¯i = −λi, ou` les valeurs |λi| ont
e´te´ ordonne´es de telle sorte que
|λi| < |λi+1|
Grc¸ace a` la proprie´te´ 6.4.3, nous pouvons alors factoriser la fonction DA, et nous




















D’ou` nous de´duisons par identiﬁcation (le produit inﬁni e´tant absolument conver-


















|λi1 |2 |λi2 |2 . . .
∣∣λil−1 ∣∣2 |λil |2(6.5.3)
(6.5.4)

















































k le de´velopement a` l’ordre n de DA.
En utilisant les relations (6.5.1)-(6.5.3), nous obtenons:
∀k ∈ N,




















∣∣∣∣∣∣ ≤ |λk|2 |a2|
de meˆme : ∀k ∈ N,
















1∣∣λ2i1 ∣∣ ∣∣λ2i2 ∣∣
∣∣∣∣∣∣∣ ≤ |λk|
4 |a4|
et par re´currence : ∀(k,l) ∈ N × N,





1∣∣λ2i1∣∣ . . . ∣∣λ2il∣∣
∣∣∣∣∣∣∣∣ ≤ |λk|
2l |a2l|














 ‖α0‖ ≤ |µk| ∣∣∣a2(n2 )∣∣∣


















Or la proprie´te´ 6.4.3 nous fournit une majoration de a2l sous la forme :
|a2l| ≤ 2M 9
l
(6l)!























de´ﬁnit pour tout t ∈ [0,T ] une fonction de L2(0,1).
Lorsque y est dans G3(0,T ), le re´sultat est encore vrai si le rayon R de l’esti-
mation Gevrey pour y est supe´rieur strictement a` 3.
Il en est de meˆme pour toute les se´ries des de´rive´es en temps, ce qui ache`ve la
de´monstration de la proposition. 
6.5.2. Convergence “forte” des trajectoires formelles. Nous montrons
maintenant que cette solution “faible” est en fait une trajectoire au sens classique
du syste`me.











converge vers une fonction de C∞([0,T ],C3(0,1)).
Pour prouver ce re´sultat, il nous faut tout d’abord prouver deux lemmes tech-
niques
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Lemme 6.5.1. Si f est une fonction continue sur [0,1] qui ve´riﬁe:
f(x) = f(1− x)
alors v = K(f) est une fonction continue sur [0,1] qui ve´riﬁe:
v(x) = −v(1− x)
De la meˆme fac¸on, si f est une fonction continue sur [0,1] qui ve´riﬁe:
f(x) = −f(1− x)
alors v = K(f) est une fonction continue sur [0,1] qui ve´riﬁe:
v(x) = v(1− x)
De´monstration. Supposons que f ve´riﬁe f(x) = f(1 − x), alors v = K(f)
ve´riﬁe
v′′′(x) + v′(x) = −f(x)
v(0) = v(1) = 0, v′(0) = v′(1)
Posons g(x) = v(1 − x). Nous avons g′′′(x) = −v′′′(1 − x) et g′(x) = −v′(1 − x),
d’ou`
g′′′(x) + g′(x) = −v′′′(1− x)− v′(1− x)
= f(1− x) = f(x)
g(0) = g(1) = 0, g′(0) = −v′(1) = −v′(0) = g′(1)
Nous en de´duisons que g = K(−f), et donc que v = −g, ce qui est le re´sultat
annonce´.
Le cas ou` f ve´riﬁe f(x) = −f(1−x) se traite de fac¸on tout a` fait similaire. 
Nous en de´duisons le deuxie`me lemme
Lemme 6.5.2. Pour tout k ∈ N, on a:
α2k(x) = α2k(1− x)
α2k+1(x) = −α2k+1(1− x)
De´monstration. Nous avons α0 = a0B, avec B, de´ﬁnie par l’expression 6.3.5,
qui ve´riﬁe B(x) = B(1− x). De plus,
α1(x) = K(α0)(x) + a1B(x)
= K(α0)(x) (car les a2k+1 sont nuls)
= −K(α0)(1− x) (par le lemme 6.5.1)
= −α1(1− x),
et par re´currence, si au rang k nous avons
α2k(x) = α2k(1− x)
α2k+1(x) = −α2k+1(1− x),
alors au rang k + 1 nous aurons
α2(k+1)(x) = K(α2k+1)(x) + a2kB(x)
= K(α2k+1)(1− x) + a2kB(1− x) (par le lemme 6.5.1)
= α2(k+1)(1− x),
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et
α2k+3(x) = K(α2(k+1))(x) + a2k+3B(x)
= K(α2(k+1))(x) (car les a2k+3 sont nuls)
= −K(α2(k+1))(1− x) (par le lemme 6.5.1)
= −α2k+3(1− x),

Nous pouvons maintenant prouver la proprie´te´ 6.5.2.
De´monstration. Posons βi = K(αi−1), et vi = β′i.








De plus, en appliquant successivement les lemmes 6.5.2 et 6.5.1, nous obtenons que:
– si i = 2k, alors αi−1(x) = −αi−1(1 − x), donc βi(x) = βi(1 − x). D’ou`
β′′i (x) = β
′′
i (1− x), et en particulier β′′i (0) = β′′i (1).
vi est donc la solution de










ou` h1 est la fonction de Green du proble`me ci-dessus. h1 est une fonction
C0 donc borne´e de [0,1]× [0,1].
– si i = 2k + 1, alors αi−1(x) = αi(1 − x), donc βi(x) = −βi(1 − x). D’ou`
β′′i (x) = −β′′i (1− x), et en particulier β′′i (0) = −β′′i (1).
vi est donc la solution de
v′′i + vi = −αi−1
vi(0) = vi(1)
v′i(0) = −v′i(1)





ou` h2 est la fonction de Green du proble`me ci-dessus. h2 est une fonction
C0 donc borne´e de [0,1]× [0,1].
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∀i ∈ N, ∀x ∈ [0,1], |vi(x)| ≤ L ‖αi−1‖2
D’ou`, en utilisant la majoration (6.5.5),






= vi + aiB′
d’ou`










est donc normalement convergente sur [0,1]× [0,T ].
Comme dans la section 4.2, nous observons alors que∫ 1
0













est normalement convergente sur [0,T ], et en appliquant le the´ore`me d’inte´gration





converge uniforme´ment (et meˆme normalement) sur [0,1]× [0,T ]. Elle de´ﬁnit donc
une fonction continuˆment de´rivable en x.
Il nous reste a` montrer la convergence normale sur [0,1], uniforme´me´nt en t,
des se´ries des de´rive´es secondes et troisie`mes en x des y(i)(t)αi(x).
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= −vi − αi−1 + aiB′′′
D’apre`s ce qui pre´ce`de, nous en tirons encore une majoration du type
‖α′′′i ‖∞ ≤ C
3i−1
(3i− 3)! ,
ce qui assure la convergence normale de la se´rie des de´rive´es troisie`mes.
Comme ci-dessus, nous e´crivons alors que:∫ 1
0













pour une constante C convenablement choisie. Nous appliquons alors le the´ore`me
d’inte´grations des se´ries uniforme´ment convergentes, ce qui prouve ﬁnalement que
la se´rie des de´rive´es secondes en x converge uniforme´ment et de´ﬁnit une fonction
continue.
La trajectoire formelle u(x,t) converge donc en une trajectoire classique trois
fois de´rivable en espace. 
6.6. Densite´, commandabilite´ approche´e
Comme il a e´te´ prouve´ dans la section 4.3, la densite´ de la famille (αi)i∈N est
acquise si nous avons
∀i ∈ N, < ui,B >= 0
ou` (ui))i∈N est une base hilbertienne de L2(0,1) forme´e de vecteurs propres de K.
Or, la fonction B e´tant a` valeurs re´elles, on a:
< ui,B > =
1
λi







Nous devons donc, pour prouver la densite´ de la famille (αi)i∈N, et donc la com-
mandabilite´ plate approche´e du syste`me, prouver que
Proprie´te´ 6.6.1. Pour toute valeur propre λi de A, pour toute fonction propre
φi associe´e a` λi, on a φ′i(0) = φ
′
i(1) = 0.
Pour prouver 6.6.1, nous allons prouver la proprie´te´ plus ge´ne´rale suivante
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Proprie´te´ 6.6.2. Soit L > 0, alors il existe un nombre complexe λ tel que le
proble`me
− f ′′′ − f ′ = λf(6.6.1)
f(0) = f(1) = 0 f ′(0) = f ′(1) = 0(6.6.2)
ait une solution non nulle si et seulement si il existe deux nombres entiers (k,l) ∈ N2
tels que
(6.6.3) L = 2π
√
k2 + kl + l2
3
Nous en de´duisons imme´diatement que 6.6.1 est vraie, car 6.6.3 ne peut pas
eˆtre ve´riﬁe´e avec L = 1.
La condition 6.6.3 est exactement la condition de commandabilite´ obtenue
dans [50] dans un cadre beaucoup plus ge´ne´ral. nous en donnons ici une preuve
e´le´mentaire.
De´monstration. Soit λ ∈ C. Un calcul e´le´mentaire montre que le proble`me
6.6.1-6.6.2 n’a pas de solution non nulle sur [0,L] lorsque le polynoˆme X3 + X +
λ = 0 a une racine double. Nous supposons donc que ce n’est pas le cas, alors le
proble`me 6.6.1-6.6.2 a une solution sur [0,L] si et seulement si la troisie`me solution
fondamentale associe´e a` λ, c’est a` dire la fonction
e3(x) =
eλ1x
(λ1 − λ2)(λ1 − λ3) +
eλ2x
(λ2 − λ1)(λ2 − λ3) +
eλ3x
(λ3 − λ1)(λ3 − λ2)
=
eλ1x(λ2 − λ3) + eλ2x(λ3 − λ1) + eλ3x(λ1 − λ2)
(λ1 − λ2)(λ1 − λ3)(λ2 − λ3)
ou` λ1, λ2 et λ3 sont les trois racines distinctes de X3 +X + λ = 0, est telle que
e3(L) =
eλ1L(λ2 − λ3) + eλ2L(λ3 − λ1) + eλ3L(λ1 − λ2)
(λ1 − λ2)(λ1 − λ3)(λ2 − λ3) = 0
e′3(L) =
eλ1Lλ1(λ2 − λ3) + eλ2Lλ2(λ3 − λ1) + eλ3Lλ3(λ1 − λ2)
(λ1 − λ2)(λ1 − λ3)(λ2 − λ3) = 0
Ces deux relations sont e´quivalentes par combinaison a`
eλ1L = eλ2L
eλ2L = eλ3L
Donc le proble`me 6.6.1-6.6.2 a une solution non nulle si et seulement si il existe
deux nombres entiers (k,l) ∈ Z2 tels que
(λ1 − λ2)L = 2ikπ(6.6.4)
(λ2 − λ3)L = 2ilπ(6.6.5)
D’autre part, λ1, λ2 et λ3 ve´riﬁent
λ1 + λ2 + λ3 = 0(6.6.6)
λ1λ2 + λ2λ3 + λ1λ3 = 1(6.6.7)
λ1λ2λ3 = −λ.(6.6.8)
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Des relations 6.6.6 et 6.6.7, nous tirons que
λ3 = −(λ1 + λ2)
λ1λ2 − (λ1 + λ2)2 = 1,





















De meˆme, quitte a` permuter les roˆles de λ1, λ2 et λ3, on peut supposer que les
nombres k et l sont positifs, ce que nous faisons par la suite.



































3(k2 + kl + l2)
L = 2π
√
k2 + kl + l2
3
Re´ciproquement, si L et λ1 sont comme ci-dessus, le proble`me 6.6.1-6.6.2 a une
solution non nulle. Ceci prouve la proprie´te´ annonce´e. 
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6.7. Simulation nume´rique
Nous montrons une simulation arreˆt-arreˆt, de l’e´tat d’e´quilibre correspondant
a` une commande constante nulle (c’est a` dire l’e´tat initial nul) a` l’e´tat d’e´quilibre
correspondant a` la commande constante e´gale a` 1 (c’est a` dire a` la fonction B(x) =
sin(1)−sin(x)−sin(1−x)
1−cos(1) .
La simulation est plus de´licate que pour les proble`mes d’ordre 2. Nous utilisons
me´thode classique de re´solution de proble`mes paraboliques, faisant intervenir une
formulation variationnelle du proble`me, puis une projection sur une base spectrale
d’un sous-espace de dimension ﬁnie de L2(0,1) et une re´solution par discre´tisation
totale avec un sche´ma semi-implicite en temps (voir [49], chap 7., sec. 4 et 5.).
Deux cas de simulations ont e´te´ examine´s, le premier sur un horizon de temps
de 0.08s., et la deuxie`me sur un horizon de temps de 0.02s.. Les lois de commande
arreˆt arreˆt, calcule´es en suivant la de´marche expose´e dans les sections pre´ce´dentes,
sont montre´es sur les ﬁgures 1 et 2. Les re´sultats de simulation sont illustre´s par









Fig. 1. Loi de commande obtenue a` partir d’une fonction Gevrey
d’ordre 2(< 3), sur un horizon de 0.08s.
les ﬁgures 3 et 4.
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Fig. 2. Loi de commande obtenue a` partir d’une fonction Gevrey





























commande (pente en 1) 
Fig. 3. Planiﬁcation arreˆt-arreˆt sur un horizon de 0.08s.


























commande (pente au point 1) 
Fig. 4. Planiﬁcation arreˆt-arreˆt sur un horizon de 0.02s.
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CHAPITRE 7
Un exemple en dimension d’espace > 1
7.1. Pre´sentation du proble`me







Fig. 1. Tuyau cylindrique isole´, chauﬀe´ par le couvercle.
teur z0 de rayon externe R1 et de rayon interne R0 est chauﬀe´ par sa face supe´rieure
(z = z0), ou` on impose la tempe´rature; les surfaces late´rales internes et externes,
ainsi que le fond du cylindre sont thermiquement isole´s; l’e´tat initial du tuyau ainsi
que la tempe´rature de commande pre´sentent une syme´trie radiale, de sorte que la
tempe´rature a` tout instant a` l’inte´rieur du tuyau ne de´pend que de r (distance a`
l’axe du point conside´re´), de z (cote du point sur l’axe) et du temps t.
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∀(r,z,t) ∈ [R0,R1]× [0,z0]× [0,T ]
∂tθ = ∂rrθ + 1r∂rθ + ∂zzθ,
∂rθ(R1,z,t) = 0, ∂rθ(R0,z,t) = 0
θ(r,z0,t) = u(r,t), ∂zθ(r,0,t) = 0
7.2. Etude de l’ope´rateur en espace
Posons Ω = [R0,R1] × [0,z0], nous conside´rons l’ope´rateur en espace A du
proble`me, de´ﬁni par:
D(A) = {y ∈ H2(Ω), ∂ry(R0,.) = 0, ∂ry(R1,z) = 0, y(r,z0) = 0, ∂zy(.,0) = 0}
et




De fac¸on classique ( voir par exemple [5] ou [13]), A est un ope´rateur inversible,
dont l’inverse K est un ope´rateur autoadjoint compact sur L2(Ω) muni de la norme













On peut, par la me´thode de se´paration des variables, calculer les vecteurs propres
norme´s de K. Ce sont les fonctions orthogonales pour (7.2.2):
(7.2.3) φkl(r,z) = ak(r)bl(z), (k,l) ∈ N2
ou`:
ak(r) = ck (−Y1(λkR0)J0(λkr)− J1(λkR0)Y0(λkr))
et







Dans ces expressions, les fonctions Ji et Yi sont les fonctions de Bessel de
premie`re et deuxie`me espe`ce d’ordre i. les nombres re´els λk sont de´ﬁnis par:
∀k ∈ N, Y1(λkR0)J1(λkR1)− J1(λkR0)Y1(λkR1) = 0
et
0 = λ0 < λ1 < . . . < λk < . . .




r |Y1(λkR0)J0(λkr)− J1(λkR0)Y0(λkr)|2 dr
) .
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A` chaque vecteur propre correspond la valeur propre re´elle, strictement ne´gative
µkl = − 1







Dans ces conditions, K est un ope´rateur a` spectre simple, d’expression:
















∂rrB + 1r∂rB + ∂zzB = 0,
∂rB(R0,z) = 0, ∂rB(R1,z) = 0,
B(r,z0) = f(r), ∂zB(r,0) = 0
























(−1)ldlfk(l + 12 ) πz0
µk,l
= 0 si fk est non nul
Nous sommes donc dans une situation ou` nous pourrions tenter de reproduire
exactement la de´marche qui a e´te´ de´gage´e au cours des chapitres pre´ce´dents, en
supposant que nous appliquons au syste`me une loi de commande de la forme:
u(r,t) = f(r)u˜(t), ou` u˜ est dans C2(0,T ) .
Mais nous nous heurtons a` une diﬃculte´ de taille : si K est auto-adjoint com-
pact, il est malheureusement de puissance nucle´aire e´gale a` p > 1. On ne peut donc
pas de´ﬁnir de fonction entie`re d’ordre de Weierstrass < 1 qui annule ses valeurs
propres (la ge´ne´ralisation du de´terminant de Fredholm en dimension 1). Un pro-
duit de Weiertstrass (mais il n’a aucun caracte`re d’unicite´) qui annule toutes les
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On ve´riﬁe que B n’est orthogonal a` aucun des sous espaces propres, et donc
que la famille B0 = B, Bi = K(Bi−1)+aiB0 est dense dans L2(Ω), mais on ne peut
plus assurer une de´croissance de la norme L2 des Bi en 1(2i)! ni faire la planiﬁcation
de trajectoire approche´e dans L2(Ω) en utilisant une fonction y de classe Gevrey-2.
7.3. De´composition de proble`me
On peut cependant proce´der de la fac¸on suivante: on “projette” sur chaque









Par le the´ore`me de Fubini, si θ(r,z,t) est dans le domaine de de´ﬁnition de A, alors
chaque vk est dans H2([0,z0]) et ve´riﬁe
∂tvk = ∂zzvk − λ2kvk(7.3.1)
∂zvk(0,t) = 0 vk(z0,t) = uk(t)(7.3.2)
Il s’agit bien maintenant d’un proble`me du type que nous avons de´ja` rencontre´ et
pour lequel nous avons donne´ une parame´trisation dans 1.3 puis 2. Nous appliquons














soit une trajectoire plate C2 du syste`me 7.3.1. Nous allons maintenant examiner a`

















de´ﬁnit une fonction qui a un sens sur un intervalle de temps ﬁxe´ [0,T ].
Nous de´signons par ∣∣∣y(i)k (t)∣∣∣ ≤Mk (i!)σRik
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l’estimation Gevrey pour chaque yk sur [0,T ]. Nous avons alors
∀(r,z,t) ∈Ω× [0,T ],∣∣∣y(i)k (t)αki(z)ak(r)∣∣∣ ≤Mk Cik(i!)σ(2i)!Rik |ak(r)|
d’ou`, les ak e´tant normalise´s:



















est convergente de`s que σ ≤ 2 si les Rk sont tous suﬃ-
samment grands (> Ck), nous notons Ak sa somme, et nous avons par convergence
domine´e:
Proprie´te´ 7.3.1. La parame´trisation (7.3.3)-(7.3.4) de´ﬁnit une trajectoire au




De plus, nous avons le re´sultat e´vident et imme´diat, graˆce aux re´sultats des
chapitres pre´ce´dents que
Proprie´te´ 7.3.2. La parame´trisation (7.3.3)-(7.3.4), si elle ne fait apparaˆıtre
qu’un nombre ﬁni de termes d’indice k de´ﬁnit une trajectoire au sens au sens fort
(c’est a` dire deux fois continuˆment de´rivable en espace et une fois continument
de´rivable en temps), sans aucune condition sur les Ak et les Mk.
7.4. Densite´, commandabilite´ approche´e, endoge´ne´ite´
La proprie´te´ 7.3.2 nous assure, en utilisant la platitude de chaque proble`me









peuvent eˆtre approximativement raccorde´s par une trajectoire (7.3.3)-(7.3.4).
Si nous arrivons a` prouver que
Proprie´te´ 7.4.1. Soient deux e´tats de de´part et d’arrive´e quelconques, alors
dans tout voisinage de ces e´tats, il y a un e´tat de la forme ci-dessus
nous aurons prouve´ la densite´ dans L2(Ω) des e´tats de de´part et d’arrive´e
joignables par des trajectoires parame´tre´es, donc la platitude du syste`me.
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De plus, l’existence du semi-groupe continu de contraction engendre´ par A nous
assurera, en appliquant la proprie´te´ 2.6.2, de la commandabilite´ plate approche´e
du syste`me.
La proprie´te´ 7.4.1 re´sulte imme´diatement de (7.2.3):

























































< f,φkl > φkl
∥∥∥∥∥
Ω
Mais, a` k ﬁxe´, la se´rie
∞∑
l=0

















ce qui prouve la proprie´te´ 7.4.1. L’ endoge´ne´ite´ de la famille de´nombrable de sorties
plates est e´vidente: ce sont les moments de θ(r,0,t) sur les fonctions ai(r).
7.5. Simulation nume´rique
La simulation eﬀectue´e correspond aux valeurs des parame`res suivantes: R0 =
1.cm, R1 = 2.cm, z0 = 1.cm, et T = 0.8s. Le rayon r a e´te´ ramene´ a` des valeurs
entre 0 et 1.
La condition initiale a une seule composante sur a0 (qui est la fonction constante
e´gale a` 1), elle prend la valeur constante de 20 degre´s. La valeur ﬁnale demande´e a
une composante sur a0, de valeur 25 degre´s, et une composante sur a1, de poids 5.
Les re´sultats sont repre´sente´s sur les ﬁgures 2 et 3










































































































Fig. 3. Etat ﬁnal a` T=0.8 s
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Conclusion et perspectives
Nous avons donc propose´ une de´ﬁnition de la platitude pour des syste`mes de
dimension inﬁnie, et donne´ une de´marche algorithmique qui permet, si le proble`me
a controˆler est line´aire et bien pose´ dans un cadre fonctionnel correctement de´ﬁni,
de ge´ne´rer une trajectoire re´pondant au proble`me de la planiﬁcation de trajectoire.
Nous avons e´galement montre´ que pour un proble`me bien pose´ qui contient dans
son orbite sous l’action des bouclages un syste`me “plat” selon notre de´ﬁnition, la
parame´trisation obtenue est inde´pendante du bouclage utilise´ pour l’obtenir, et
que le syste`me de de´part ve´riﬁe la proprie´te´ de commandabilite´ approche´e: en ce
sens, notre me´thode fournit bien un analogue de la de´composition de Brunovsky en
dimension ﬁnie.
Remarquons que tout ce qui a e´te´ fait fonctionne aussi pour des proble`mes
ou` la commande, scalaire, est “re´partie” par multiplication par une fonction B(x).
Enﬁn, notre me´thode de parame´trisation s’adapte sans mal aux syste`mes monodi-
mensionnels d’ordre 1 en temps et n en espace, et nous allons essayer par la suite
de formaliser une the´orie dans ce cas.
Il faut aussi par la suite approfondir le proble`me de l’endoge´ne´ite´ de la pa-
rame´trisation plate, qui reste pour l’instant sans re´ponse, aﬁn d’obtenir un concept
convenable d’e´quivalence de syste`mes.
Nous avons e´galement l’intention de de´velopper l’e´tude des bouclages (pas
ne´cessairement de bords), aﬁn de voir quelles sont les possibilite´s en matie`re de
placement de poˆles.
Il semble aussi tout a` fait envisageable d’e´tendre la me´thode et d’obtenir des
re´sultats the´oriques pour des syste`mes d’e´volution ou` l’ordre de de´rivation en temps
est supe´rieur a` 1, mais reste strictement infe´rieur a` l’ordre de de´rivation en espace.
En eﬀet, si tel n’est pas le cas, la seule classe Gevrey admissible pour les pa-
rame´trisations du syste`me est la classe Gevrey-1 des fonctions analytiques, qui ne
permet pas la construction d’une famille dense de trajectoires plates du syste`me.
Ainsi, notre me´thode est inade´quate en l’e´tat pour traiter l’e´quation des ondes,
dont l’e´tude peut eˆtre faite par d’autres techniques (voir les re´fe´rences cite´es en in-
troduction). Toutefois, une reformulation dans un cadre plus ge´ne´ral devrait rendre
possible le traitement de ce type de proble`mes.
Enﬁn, il faut s’attaquer aux proble`mes line´aires de dimension d’espace > 1,
avec des ge´ome´tries de domaine plus complexes que celle qui ae´te´ e´tudie´e dans
notre exemple.
Reste enﬁn la question des e´quations non line´aires: est il possible, comme en di-
mension ﬁnie sur certaines classes de syste`mes, de caracte´riser les proble`mes de´crits
par une E.D.P. d’e´volution e´quivalents a` un syste`me line´aire plat? La question,
comme en dimension ﬁnie, est encore largement ouverte.
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ANNEXE A
Les proble`mes aux limites d’ordre 2 en dimension
1
Les principales re´fe´rences utilise´es dans ce paragraphe sont [9] et [13].
Nous conside´rons donc sur l’intervalle [0,1] le proble`me aux limites homoge`ne:
y′′ + c1(x)y′ + c0(x)y = v
l11y(0) + l12y′(0) + l13y(1) + l14y′(1) = 0(A.0.1)
l21y(0) + l22y′(0) + l23y(1) + l24y′(1) = 0
Nous supposons que les fonctions c0 et c1 sont dans C∞(0,1); les lij sont des
constantes re´elles, et la fonction v est connue.
Classiquement, tout proble`me de la forme (A.0.1) se rame`ne a` un proble`me de
la forme (dite forme autoadjointe pour l’e´quation):
y′′ + q(x)y = v
a11y(0) + a12y′(0) + a13y(1) + a14y′(1) = 0(A.0.2)
a21y(0) + a22y′(0) + a23y(1) + a24y′(1) = 0




2 dξy(x). Il suﬃt donc d’e´tudier les
proble`mes de la forme (A.0.2) et de tranposer les re´sultats obtenus.
Il nous faut de´ﬁnir le cadre fonctionnel dans lequel nous cherchons a` re´soudre
(A.0.2). Pour cela, on pose:
D(A) = {y ∈ H2(0,1)/ a11y(0) + a12y′(0) + a13y(1) + a14y′(1) = 0,
a21y(0) + a22y′(0) + a23y(1) + a24y′(1) = 0}
et on de´ﬁnit l’ope´rateur A : D(A) → L2(0,1) par A(y) = y′′ + q(x)y. Re´soudre
(A.0.2) e´quivaut donc, e´tant donne´ v ∈ L2(0,1), a` trouver y ∈ D(A) tel que A(y) =
v.
Les proprie´te´s de l’ope´rateur A de´pendent de la nature des coeﬃcients aij : c’est
l’objet des deux sections suivantes.
Nous posons pour toute la suite :
Aij =
∣∣∣∣ a1i a1ja2i a2j
∣∣∣∣
A.1. Les proble`mes autoadjoints
Pour eˆtre autoadjoint, l’ope´rateur A doit ne´cessairement eˆtre syme´trique.Il nous
faut donc distinguer deux cas.
Si A12 = 0 et A34 = 0, les conditions aux bords peuvent se “se´parer”, c’est
a` dire se mettre sous la forme a˜11y(0) + a˜12y′(0) = 0 et a˜23y(1) + a˜24y′(1) = 0,
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(ce qui revient a` supposer que a13 = a14 = a21 = a22 = 0) et A est eﬀectivement
syme´trique.
Sinon, on peut supposer par exemple que A12 = 0, et les conditions aux bords




. Il est alors aise´ de ve´riﬁer que A ne peut eˆtre syme´trique que lorsque:
∀(y,z) ∈ D(A)2,y(1) ¯z′(1)− y(0) ¯z′(0)− y′(1) ¯z(1) + y′(0) ¯z(0) = 0
En remplac¸ant dans l’e´galite´ ci-dessus y(0),y′(0),z(0) et z′(0) par leurs expressions
en fonctions des valeurs au point 1, on obtient que: a˜14a˜23 − a˜13a˜24 = 1. Revenant
aux variables initiales, la condition trouve´e s’e´crit: A12 = A34 = 0 (le cas plus
ge´ne´ral de conditions aux bords a` coeﬃcient complexes est propose´ en exercice
dans [9], chap.7). Les deux cas les plus e´tudie´s dans cette cate´gorie de proble`mes
auto-adjoints sont le cas des conditions aux bords pe´riodiques (y(0) = y(1) et
y′(0) = y′(1)) et antipe´riodiques (y(0) = −y(1) et y′(0) = −y′(1)).
A.1.1. Les conditions aux bords se´pare´es. Nous supposons donc ici que
a13 = a14 = a21 = a22 = 0, et, bien sur, que a211 + a
2





non nuls. A est alors un ope´rateur de Schro¨dinger monodimensionnel syme´trique.
Il est commode pour e´tudier A de construire sa fonction de Green, note´e G(x,ξ,λ).
De´taillons cette construction qui permet de re´soudre le proble`me de Sturm-Liouville
pour A, c’est a` dire le proble`me de la de´termination de ses valeurs propres et
vecteurs propres.
Nous de´signons par e1(x,λ) et e2(x,λ) les solutions de y′′ + q(x)y = λy, y(0) =
1, y′(0) = 0 et y′′ + q(x)y = λy, y(0) = 0, y′(0) = 1 respectivement. Il est clair
qu’a` λ ﬁxe´ dans C, e1 et e2 sont des fonctions C∞ sur un voisinage de [0,1] dans
C et qu’a` x ﬁxe´, ces deux fonctions . Si λ est une valeur propre de A, et y est une
fonction propre, alors y est une combinaison a` coeﬃcients constants de e1(.,λ) et
e2(.,λ), qui doit de plus satisfaire les conditions au bord de´ﬁnissant (D)(A). D’ou`:
y = Ae1(.,λ) +Be2(.,λ)
et:
a11A+ a12B = 0
(a23e1(1,λ) + a24e′1(1,λ))A+ (a23e2(1,λ) + a24e
′
2(1,λ))B = 0
Pour que ce syste`me ait une solution (A,B) = (0,0), λ doit ve´riﬁer:
(A.1.1) D(λ) = −a12a23e1(1,λ)−a12a24e′1(1,λ)+a11a23e2(1,λ)+a11a24e′2(1,λ) = 0
Re´ciproquement, si λ ∈ C annule D(λ), alors ce sera une valeur propre pour A, de
vecteur propre associe´ y = −a12e1(.,λ) + a11e2(.,λ).
Tre`s classiquement, le caracte`re autoadjoint des conditions aux bords permet
d’aﬃrmer que les e´ventuelles valeurs propres de A sont re´elles, et donc que D est
une fonction non nulle. Pour tous les nombres λ tels que D(λ) = 0, il est alors
possible de construire la fonction de Green de A. On ve´riﬁe aise´ment que si on
pose:
y1(x,λ) = −a12e1(x,λ) + a11e2(x,λ), et
y2(x,λ) = (a23e2(1,λ) + a24e′2(1,λ))e1(x,λ),
A.1. LES PROBLE`MES AUTOADJOINTS 129
on obtient deux solutions inde´pendantes de l’e´quation y′′+q(x)y = λy (leur Wrons-
kien est e´gal a` D(λ)) qui ve´riﬁent chacune une des conditions au bord. La fonction




(χ(x− ξ)y1(x)y2(ξ) + χ(ξ − x)y1(ξ)y2(x))






Choisissons donc λ0, tel que λ0 soit re´el et dans l’ensemble re´solvant de A (si
possible λ0 = 0). On a le re´sultat suivant (voir [13], chap.2,§8 ou [9]):
The´ore`me A.1.1.
a) L’ope´rateur A − λ0I est l’inverse d’un ope´rateur inte´gral autoadjoint
compact .
b) Il existe une base Hilbertienne de L2(0,1) forme´e de fonctions propres
de A− λ0I.
c) A− λ0I a une inﬁnite´ de´nombrable de valeurs propres simples, re´elles,
dont le seul point d’accumulation est −∞.
d) Si (µi)i∈N de´signe la suite des valeurs propres de A−λ0I et ψi la fonction
propre norme´e associe´e, alors:




Du the´ore`me qui pre´ce`de, on de´duit aise´ment le the´ore`me suivant:
The´ore`me A.1.2.
a) Il existe une base Hilbertienne de L2(0,1) forme´e de fonctions propres
de A.
b) A a une inﬁnite´ de´nombrable de valeurs propres simples, re´elles, dont
le seul point d’accumulation est −∞.
c) Si (λi)i∈N de´signe la suite des valeurs propres de A et φi la fonction
propre norme´e associe´e, alors:




Remarque. La seule diﬀe´rence entre les the´ore`mes A.1.1 et A.1.2 re´side dans le
fait que A peut avoir une valeur propre (simple) nulle, et donc ne pas eˆtre inversible.
Nous retenons la conse´quence simple suivante du the´ore`me A.1.2:
Corollaire A.1.1. Si A est un ope´rateur a` conditions aux bords se´pare´es,
alors A est Riesz-spectral.
Pour une de´ﬁnition des ope´rateurs Riesz-spectraux, voir l’annexe B.
Pour ce type d’ope´rateur, on a e´galement une estimation de la re´partition
asymptotique des valeurs propres (voir [13], chap.2, §8):
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The´ore`me A.1.3. si a12 = 0 et a24 = 0 alors λn = −σ2n avec


























































si a12 = 0 et a24 = 0 alors λn = −σ2n avec







A.1.2. Les conditions aux bords de type pe´riodique. Le cas des ope´rateurs
syme´-triques a` conditions aux bords de type pe´riodique est plus de´licat. Les re´sultats
des the´ore`mes 1 et 2 restent valables, a` ceci pre`s que les valeurs propres de l’ope´rateur
A ne sont plus ne´cessairement simples, comme le prouve l’exemple suivant:
D(A) = {y ∈ H2(0,1)/ y(0) = y(1), y′(0) = y′(1)}
A(y) = y′′,







. Les valeurs propres
sont donc: λ0 = 0 (valeur propre simple, de vecteur propre associe´ φ0(x) = 1), et
λi = −4π2i2 (valeur propre double, de vecteurs propres -non normalise´s- associe´s
φ1i(x) = cos(2πx) et φ2i(x) = sin(2πx)).
Par contre, l’estimation asymptotique en |λi| ∼i→∞ Ki2 reste valable, bien que
plus diﬃcile a` obtenir.
A.2. Les proble`mes non autoadjoints
On conside`re donc le proble`me (A.0.2), et l’ope´rateur A associe´, sans hypothe`se
particulie`re sur les conditions aux bords. On peut, comme on l’a fait au A.1.1,
donner l’expression de la fonction DA(λ) qui annule toutes les valeurs propres de
A, ainsi que de la fonction de Green de A. On obtient apre`s calculs les expressions
ge´ne´rales suivantes:
(A.2.1) DA(λ) = A12 +A34 +A32e1(1,λ) +A13e2(1,λ) +A42e′1(1,λ) +A14e
′
2(1,λ)
ou` e1 et e2 sont les solutions fondamentales de A(u) = λu.
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De plus, on a les de´veloppement asymptotiques de e1 et e2 pour λ grand (voir
[9], chap.6, sec.5) ou` on a pose´ λ = −ρ2:
























e′2(x,λ) = cos(ρx) +O(
e|v|x
|ρ| )(A.2.5)
donc, en reportant dans (A.2.1):








On en de´duit une estimation asymptotique des valeurs propres.
Proprie´te´ A.2.1. De`s que A24 = 0 ou (A24 = 0 et A14−A23 = 0), les valeurs
propres de A sont asymptotiquement e´quivalentes a` −Kn2
De´monstration. Nous de´taillons les calculs dans le cas ou` A24 = 0. Comme
dans les calculs de´taille´s dans la section consacre´e au cas q = 0, on montre qu’on
peut trouver v0 > 0 tel que a` l’exte´rieur de la bande {ρ ∈ C/ |v| ≤ v0}, l’e´quation
DA(λ) = 0 n’ait pas de solution. En revanche, a` l’inte´rieur de cette bande et
suﬃsamment loin de l’origine, les solutions de cette e´quation (et donc les valeurs
propres de A) sont de la forme: λn = −σ2n avec σn = nπ +O( 1n ) ou` n est un entier
positif. La preuve est la meˆme dans les autres cas. 
Pour la fonction de Green, on a:
G(x,ξ,λ) = χ(x,ξ)(e1(ξ,λ)e2(x,λ)− e1(x,λ)e2(ξ,λ))
− (a13(e1(ξ,λ)e2(1,λ)− e1(1,λ)e2(ξ,λ)) + a14(e1(ξ,λ)e′2(1,λ)− e′1(1,λ)e2(ξ,λ)))
× y1(x,λ)
− (a23(e1(ξ,λ)e2(1,λ)− e1(1,λ)e2(ξ,λ)) + a24(e1(ξ,λ)e′2(1,λ)− e′1(1,λ)e2(ξ,λ)))
× y2(x,λ)
ou` on a pose´
y1(x,λ) =





2(1,λ))e1(x,λ)− (a12 + a13e2(1,λ) + (a11 + a13e1(1,λ) + a14e′1(1,λ))e2(x,λ)
DA(λ)
On en de´duit que A est un ope´rateur ferme´, et que pour tous les nombres complexes
λ tels que DA(λ) = 0, A − λI est inversible et son inverse Kλ est un ope´rateur
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inte´gral de L2(0,1). On ve´riﬁe sans diﬃculte´ que le noyau de cet ope´rateur est, a`
λ ﬁxe´, une fonction continue et borne´e sur [0,1] × [0,1], donc la fonction DA n’est
autre, a` multiplication par une constante pre`s, que le de´terminant de Fredholm
(voir [33]) de K0 si 0 n’est pas une valeur propre de A.
De plus, K est un ope´rateur compact (de Hilbert-Schmidt) de L2(0,1). Nous
en de´duisons qu’il existe λ0 tel que (voir [60], th. 2 chap X) le spectre de Kλ0 est
forme´ d’au plus une inﬁnite´ de´nombrable de valeurs propres, avec un seul point
d’accumulation possible qui est ze´ro, et donc que A est un ope´rateur ferme´ dont le
spectre de est re´duit a`
ρ(A) = {λ ∈ C/ DA(λ) = 0}
La re´solvante de A est de´ﬁnie pour les λ ∈ ρ(A) par




Il est e´videmment de´licat d’utiliser la forme tre`s ge´ne´rale de la fonction de
Green de A pour obtenir plus de pre´cisions sur cet ope´rateur, c’est pourquoi nous
suivons plutoˆt l’approche propose´e dans [9] chap 12 pour pousser plus loin l’e´tude.
Nous en donnons un bref re´sume´: l’e´tude consiste a` e´tudier dans un premier temps
le proble`me correspondant au cas ou` la fonction q est nulle. On sait alors construire
explicitement la fonction de Green du proble`me et en de´duire les proprie´te´s de
l’ope´rateur associe´. On peut ensuite en de´duire les proprie´te´s de l’ope´rateur dans
le cas ge´ne´ral, par perturbation du cas q = 0.
A.2.1. Le cas q = 0: construction de G. On introduit l’ope´rateur A˜ de´ﬁni
par:
D(A˜) = D(A), et : ∀v ∈ D(A˜),A˜(v) = v′′
A.2.1.1. Etude du spectre de A˜. Une e´tude plus de´taille´e du spectre de A dans
ce cas particulier fournira des estimations plus pre´cises que les formules asympto-
tiques donne´es ci-dessus et qui s”ave`reront esentielles pour la suite.
La fonction DA˜(λ) qui annule toutes les valeurs propres de A a pour expression,
avec λ = −σ2:
DA˜(λ) = (A12 +A34) + (A14 −A23) cos(σ) + (A13 + σ2A24)
sin(σ)
σ
Ge´ne´riquement, c’est a` dire sauf dans le cas ou` A24 = 0, A14 = A23, et A13 = 0,
c’est une fonction analytique non constante d’ordre de Weierstrass 12 exactement,
car les fonctions trigonome´triques sont d’ordre de Weierstrass 12 .
Graˆce au the´ore`me de Hadamard ( voir par exemple [55] ) on peut donc aﬃrmer








La formule de Jensen permet d’estimer la re´partition des ze´ros de DA˜. En eﬀet, si
on de´signe par n(r) le nombre de ze´ros de DA˜ contenus dans le disque de rayon
r > 0 dans C, on a ([55], chap VII, §8, lemme 8.3):
∀	 > 0, ∃r0 > 0 / r ≥ r0 ⇒ n(r) ≤ r 12+
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On peut toutefois comme dans [9] estimer plus pre´cise´ment cette re´partition selon
les valeurs de E,B et C, ou` on a pose´ pour simpliﬁer les notations:
E = A14 −A23, B = A13, C = A24, D = A12 +A34
Pour cela, remarquons que:
∀σ ∈ C,
σ = u+ iv ⇒ cos(σ) = cosu cosh v − i sinu sinh v




(cosu)2(cosh v)2 + (sinu)2(sinh v)2 ≥ sinh |v|
et
(A.2.7) sinh |v| ≤ |cos(σ)| ≤ cosh v + sinh |v| ≤ e|v|
de meˆme:
(A.2.8) sinh |v| ≤ |sin(σ)| ≤ cosh v + sinh |v| ≤ e|v|
La boule de centre 0 et de rayon 12 , note´e B(0,
1
2 ), contient un nombre ﬁni de ze´ros
de DA˜. Notons Bv0 la bande forme´e par les σ tels que |v| ≤ v0.
• si C = 0:
Soit v0 > 0, a` l’exte´rieur de Bv0 nous avons:
D + E cos(σ) +B
sin(σ)
σ






D’ou` en utilisant (A.2.7) et (A.2.8):




















Cette dernie`re quantite´ tend vers ze´ro lorsque v0 tend vers l’inﬁni, ce qui contredit
la non nullite´ de C. On peut donc choisir v0 suﬃsamment grand pour que l’e´quation
n’ait pas de ze´ro a` l’exte´rieur de Bv0. v0 e´tant maintenant ﬁxe´, les fonctions cosinus
et sinus sont borne´es sur Bv0 ( d’apre´s (A.2.7) et (A.2.8) ), et:




D + E cos(σ) +B
sin(σ)
σ















Or sur Bv0 \B(0, 12 ), on a:∣∣∣∣BC sin(σ)σ2 + EC cos(σ)σ + DCσ
∣∣∣∣ ≤ Kv0|σ|
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Donc, par de´veloppement asymptotique, les solutions de l’e´quation sont en :
σn = nπ +O(
1
n
), et λn = −n2π2 +O(1)
• si C = 0 et E = 0:
On proce`de de la meˆme fac¸on que dans le cas pre´ce´dent. Soit v0 > 0, a` l’exte´rieur
de Bv0 nous avons:
D + E cos(σ) +B
sin(σ)
σ




D’ou` en utilisant (A.2.7) et (A.2.8):










Cette dernie`re quantite´ tend vers ze´ro lorsque v0 tend vers l’inﬁni, ce qui contredit
la non nullite´ de E. On peut donc choisir v0 suﬃsamment grand pour que l’e´quation
n’ait pas de ze´ro a` l’exte´rieur de Bv0. v0 e´tant maintenant ﬁxe´, les fonctions cosinus
et sinus sont borne´es sur Bv0 ( d’apre´s (A.2.7) et (A.2.8) ), et:






d’ou`, par de´veloppement asymptotique, nous de´duisons que:
– si D = 0, alors les solutions de D + E cos(σ) + B sin(σ)σ = 0 sont en
σn = (n+ 12 )π +O(
1
n ), et nous avons alors λn = −(n+ 12 )2π2 +O(1).
– si D = 0, alors les solutions de D + E cos(σ) + B sin(σ)σ = 0 sont en
σ2n = σ0+2nπ+O( 1n ) et σ2n+1 = −σ0+2nπ+O( 1n ) ou` σ0 est solution de
cos(σ0) = −DE : si
∣∣D
E
∣∣ ≤ 1, alors on prend σ0 = arccos(−DE ) ; si −DE ≤ −1,
alors on prend σ0 = π + i arg cosh(DE ); enﬁn, si −DE > 1, alors on prend
σ0 = i arg cosh(−DE ).
Il est clair dans la dernie`re estimation des σn, et donc des λn qu’il y a des cas ou`
les valeurs propres de A˜ peuvent eˆtre doubles (lorsque σ0 = 0, c’est a` dire lorsque∣∣D
E
∣∣ = 1), alors que ge´ne´ralement elles sont (au moins asymptotiquement) simples.
• si C = 0, E = 0 et B = 0:
La situation est alors nettement plus complique´e: nous avons a` examiner, en sup-





Cette e´quation nous donne
sinu cosh v + i cosu sinh v = Du+ iDv
soit encore:
sinu cosh v = Du, cosu sinh v = Dv
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Donc v ne peut pas rester borne´, sinon u reste borne´ e´galement et on n’obtient
qu’un nombre ﬁni de solutions, et lorsque v tend vers l’inﬁni, on tire de A.2.9 que
u ∼ π2 +nπ et de (A.2.10) que v ∼ ± arg cosh(u) ∼ ± ln(|n|). Le module des valeurs
propres λn reste donc encore e´quivalent a` −n2.
Dans chacun de ces cas, on peut contruire la fonction de Green G(x,ξ,λ) de A˜.
Elle s’obtient par exemple apre`s un calcul e´le´mentaire mais fastidieux fonde´ sur la






































+A24 cosσ(1− ξ) cosσx
)]
C’est donc une fonction me´romorphe en λ, dont les poˆles sont les λn. Si µ est ﬁxe´





est l’inverse alge´brique de A˜ − µI. Comme il a e´te´ mentionne´ plus haut, c’est un
ope´rateur compact de L2(0,1). Ses valeurs propres sont les ( 1λn−µ )n∈N. Les vecteurs
propres associe´s sont aussi des vecteurs propres de A˜ − µI, et donc des vecteurs
propres de A˜, avec les λn comme valeurs propres associe´es.
A.2.1.2. The´ore´mes d’expansion. On peut alors montrer le re´sultat suivant (ap-
pele´ the´ore`me d’expansion). On conside`re pour tout entier n > 0 un contour Cn
qui encercle les n premiers poˆles de G (les estimations asymptotiques obtenues
pre´ce´demment montrent que c’est possible, avec des cercles dont le rayon croˆıt









Proprie´te´ A.2.2. Si C = 0, alors:
∀f ∈ L2(0,1), lim
n→∞ ‖Σn − sn‖∞ = 0




< f, cos(kπ.) >
< cos(kπ.), cos(kπ.) >
cos(kπx) est le de´veloppement en cosinus de
f a` l’ordre n.
De´monstration. voir [9], th. 2.1, chap. 12. 



























Dans le cas ou` C = 0 et E = 0, la situation est plus complexe:
Les coeﬃcients des conditions aux bords peuvent eˆtre pre´sente´s sous la forme d’un
tableau a` deux lignes et quatre colonnes:(
a11 a12 a13 a14
a21 a22 a23 a24
)
Nous supposons, quitte a` e´changer les deux bords 0 et 1, que a12 ou a22 = 0: en
eﬀet, E = 0 entraˆıne qu’au moins un des coeﬃcients qui compose le de´terminant
A24 est non nul.
Quitte a` permuter les deux lignes, nous supposons que c’est a12 qui est non










, et donc que
A14 = αA12 et A34 = αA32.
Supposons que a23 = 0; en utilisant la relation C = A24 = 0 on obtient en
combinant les deux lignes du tableau de de´part:(
A12 0 A32 0
A13 A23 0 A43
)
Dans ces conditions, A32 est ne´cessairement diﬀe´rent de ze´ro, sinon les des relations
qui de´ﬁnissent les conditions aux bords ne sont pas inde´pendantes. Posons: β = A12A32 ,
et γ = A13A23 . Le tableau des coeﬃcients des conditions aux bords devient alors:
(A.2.11)
(
β 0 1 0
γ 1 0 α
)
On peut toujours, en e´changeant les lignes du tableau de de´part, se ramener a` cette
forme sauf dans le cas ou` a23 = a22 = 0. Dans ce cas, on a ne´cessairement a24 = 0,
et le tableau de conditions aux bords s’e´crit:
(A.2.12)
(
0 1 α β
1 0 0 0
)
ou` β = 0.
Nous supposons que nous sommes dans la situation de (A.2.11), le cas (A.2.12)
se traite de la meˆme fac¸on et ne donne aucun re´sultat ite´ressant. La fonction de
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ou` DA˜(λ) a pour expression:
DA˜(λ) = (α + β) + (1 + αβ) cos(σ)− γ
sin(σ)
σ
Les ze´ros de cette fonctions sont les poˆles de la fonction de Green et les valeurs
propres du proble`me; nous excluons le cas des valeurs propres doubles, qui, d’apre`s
l’e´tude mene´e pre´ce´demment, correspond a` σ0 = 0 ou σ0 = π.
On de´ﬁnit la re´gion E du plan complexe forme´e de la re´union de tous les cercles






2 ). A l’exte´rieur de E, on a
en notant σ = u+ iv et σ0 = u0 + iv0:
|(α + β) + (1 + αβ) cos(σ)| = |(1 + αβ)(cos(σ)− cos(σ0)|
= 2 |1 + αβ|
∣∣∣∣sin(σ + σ02 )
∣∣∣∣
∣∣∣∣sin(σ − σ02 )
∣∣∣∣
















On en de´duit, comme dans le cas ou` A24 = 0 (voir [9], chap.12) que la fonction
de Green G(x,ξ,σ2) associe´e a` A˜ ve´riﬁe pour |σ| suﬃsamment grand et a` l’exte´rieur
de E l’ine´galite´:
(A.2.13)
∣∣G(x,ξ,σ2)∣∣ ≤ k e−|v||x−ξ| + e−|v|(1−|x−ξ|)
σ
ou` k est une constante positive qui ne de´pend que des coeﬃcients des conditions
aux bords, et v de´signe la partie imaginaire de σ.
Remarque. Ce calcul est e´galement valable lorsque les conditions aux bords
sont de la forme (A.2.12).
On de´ﬁnit Cn comme e´tant l’image par la fonction carre´e du cercle Un de rayon
(2n + 1)π. Pour n suﬃsamment grand, on montre aise´ment que Un contient les
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β sinσ(x−ξ)σ − sinσ(1−x)σ cosσξ − αβ cosσ(1− x) sinσξσ











α sinσ(ξ−x)σ − sinσ(1−ξ)σ cosσx− αβ cosσ(1− ξ) sinσxσ













β sinσ(x−ξ)σ − sinσ(1−x)σ cosσξ − αβ cosσ(1− x) sinσξσ




α sinσ(ξ−x)σ − sinσ(1−ξ)σ cosσx− αβ cosσ(1− ξ) sinσxσ
(α + β) + (1 + αβ) cos(σ)
)
C’est la fonction de Green de l’ope´rateur Aˆ de´ﬁni comme A˜ mais en faisant γ = 0.
On montre alors (voir [9], chap.12, sec.2) les termes en “O” tendent vers 0 lorsque
n tend vers 0, uniforme´ment en x et donc que:
lim
n→+∞
∥∥∥Σ2n(.)− Σˆ2n(.)∥∥∥∞ = 0
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β sinσ(x− ξ)− sinσ(1− x) cosσξ − αβ cosσ(1− x) sinσξ
(α + β) + (1 + αβ) cos(σ)
f(ξ)dξ +∫ 1
x
α sinσ(ξ − x)− sinσ(1− ξ) cosσx− αβ cosσ(1− ξ) sinσx












β sinσ(x− ξ)− sinσ(1− x) cosσξ − αβ cosσ(1− x) sinσξ










α sinσ(ξ − x)− sinσ(1− ξ) cosσx− αβ cosσ(1− ξ) sinσx









β sinσ2k(x− ξ)− sinσ2k(1− x) cosσ2kξ − αβ cosσ2k(1− x) sinσ2kξ




β sinσ2k+1(x− ξ)− sinσ2k+1(1− x) cosσ2k+1ξ − αβ cosσ2k+1(1− x) sinσ2k+1ξ










α sinσ2k(ξ − x)− sinσ2k(1− ξ) cosσ2kx− αβ cosσ2k(1− ξ) sinσ2kx




α sinσ2k+1(ξ − x)− sinσ2k+1(1− ξ) cosσ2k+1x− αβ cosσ2k+1(1− ξ) sinσ2k+1x
−(1 + αβ) sin(σ2k+1)
)
dξ
Or nous avons par de´ﬁnition:




β sinσ2k(x− ξ)− sinσ2k(1− x) cosσ2kξ − αβ cosσ2k(1− x) sinσ2kξ
−(1 + αβ) sin(σ2k) +
n∑
k=−n
β sinσ2k+1(x− ξ)− sinσ2k+1(1− x) cosσ2k+1ξ − αβ cosσ2k+1(1− x) sinσ2k+1ξ




β sinσ2k(x− ξ)− sinσ2k(1− x) cosσ2kξ − αβ cosσ2k(1− x) sinσ2kξ
−(1 + αβ) sin(σ2k)
=
2
(1 + αβ) sinσ0
n∑
k=−n
((−β − cosσ0) sinσ2kx cosσ2kξ + (β + αβ cosσ0)
sinσ2kξ cosσ2kx+ αβσ0 sinσ2kξ sinσ2kx+ sinσ0 cosσ2kx cosσ2kξ)





α sinσ2k(ξ − x)− sinσ2k(1− ξ) cosσ2kx− αβ cosσ2k(1− ξ) sinσ2kx
−(1 + αβ) sin(σ2k) +
α sinσ2k+1(ξ − x)− sinσ2k+1(1− ξ) cosσ2k+1x− αβ cosσ2k+1(1− ξ) sinσ2k+1x





α sinσ2k(ξ − x)− sinσ2k(1− ξ) cosσ2kx− αβ cosσ2k(1− ξ) sinσ2kx
−(1 + αβ) sin(σ2k)
=
2
(1 + αβ) sinσ0
n∑
k=−n
((−α− cosσ0) sinσ2kξ cosσ2kx+ (α + αβ cosσ0)
sinσ2kx cosσ2kξ + αβσ0 sinσ2kx sinσ2kξ + sinσ0 cosσ2kξ cosσ2kx)
Or, nous avons par de´ﬁnition: (1 + αβ) cosσ0 = −α − β, d’ou`: β + αβ cosσ0 =
−α− cosσ0, et α+αβ cosσ0 = −β− cosσ0. En reportant ceci dans les expressions
pre´ce´demment calcule´es, nous obtenons ﬁnalement:
Σˆ2n(x) =
2






((−α− cosσ0) sinσ2kξ cosσ2kx+ (−β − cosσ0) cosσ2kξ sinσ2kx
+αβσ0 sinσ2kξ sinσ2kx+ sinσ0 cosσ2kξ cosσ2kx)dξ
=
2






(sinσ0 cosσ2kξ − (α + cosσ0) sinσ2kξ)
(sinσ0 cosσ2kx− (β + cosσ0) sinσ2kx)dξ =
n∑
k=−n
< f,φ2k > φ2k




(1 + αβ) sinσ20





(1 + αβ) sinσ02
(sinσ0 cosσ2kx− (α + cosσ0) sinσ2k)
Il est imme´diat de ve´riﬁer que φ2k est le vecteur propre de Aˆ associe´ a` la valeur
propre −σ22k et que φ2k est le vecteur propre de Aˆ associe´ a` la valeur propre −σ2k2,
et que:
∀(i,j) ∈ Z2, < φ2i,φ2j >= δij
Nous retrouvons dons un cas particulier des the´ore`mes 5.1 et 5.2, sec.5 chap.12
de [9]. Il en re´sulte que trivialement, si α = β, ou autrement dit si A12 = A34,
nous savons que Aˆ est autoadjoint et que ses vecteurs propres forment une base
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d’ou`:
lim
n→+∞ ‖f − Σ2n‖2 = 0
Mais on a aussi: si α = −β, alors pour k > 0, σ2k = π2 + 2kπ et σ−2k = −(π2 +










(β sinσ2kξ cosσ2kx− β cosσ2kξ sinσ2kx















(β cosσk(1− ξ) cosσkx− β cosσkξ cosσk(1− x)
− β2 cosσk(1− ξ) cosσk(1− x) + cosσkξ cosσkx)dξ
Mais on sait que les (
√
2 cosσkx)k∈N forment une base Hilbertienne de L2(0,1),
































− β cosσkξ cosσk(1− x)dξ = −βf(1− x)








n→+∞ ‖f − Σ2n‖2 = 0
Il est e´vident que dans les deux cas particuliers e´tudie´s, le re´sultat est aussi valable
avec un contour qui encercle seulement les 4n − 1 premieres valeurs de σk, car on
ve´riﬁe sans peine que dans le cas autoadjoint, σ0 est ne´cessairement un nombre
re´el. Nous avons donc la proprie´te´ suivante:
Proprie´te´ A.2.3. Si C = A24 = 0, E = A23−A14 = 0, et si (D = A12+A34 =
0 ou A12 = A34), alors:
∀f ∈ L2(0,1), lim
n→+∞ ‖f − Σn‖2 = 0
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De meˆme, dans le cas ou` B = 0:
Proprie´te´ A.2.4. Si tous les Aij sont nuls, sauf A13, alors:
∀f ∈ L2(0,1), lim
n→+∞ ‖f − Σn‖2 = 0
A.2.1.3. Comportement a` l’inﬁni de la fonction de Green. Il ressort des estima-
tions asymptotiques e´tudie´es au paragraphe A.2.1.1 que les λn sont dans le demi-
plan complexe gauche lorsque n tend vers +∞. Il existe donc une borne ω > 0 telle
que
∀n ∈ N, an = Re(λn) < ω − 1
Nous de´signons par Dω la demi-droite ouverte forme´ des nombres re´els µ tels que :
µ ≥ ω Nous allons montrer que
Proprie´te´ A.2.5. Si A est tel que:
– C = A24 = 0,
– ou: C = 0, E = A23 −A14 = 0, et
∣∣D
E
∣∣ = 1 avec D = A12 +A34,
– ou: tous les Aij sont nuls, sauf A13,
alors la re´solvante ve´riﬁe pour tout f de L2(0,1) et tout µ ∈ Dω:
‖R(A : µ)p(f)‖2 =
K
(µ− ω)p(A.2.14)
De´monstration. Nous donnons la preuve dans le cas de poˆles d’ordre 2, elle
se ge´ne´ralise sans mal a` l’ordre m > 1 quelconque.







ou` Cn est un contour qui contient les n premiers poˆles de G, µ et 0, et qui ne
rencontre pas E (de´ﬁni dans la section pre´ce´dente).
Nous sommes dans des conditions ou` (A.2.13) est ve´riﬁe´e, donc cette inte´grale
tend vers 0 lorsque n tend vers l’inﬁni.
Nous utilisons les re´sultats de [60],th.1, 2 et p.288. Nous notons:
– N(A − λnI)2 le noyau de (A − λnI)2, il est de dimension ﬁnie infe´rieure
a` 4 (nous regardons des e´quations diﬀe´rentielles d’ordre 2).
– R[(A − λnI)(N(A − λnI)2] l’image par (A − λnI) de N(A − λnI)2. Les
e´le´ments de R[(A− λnI)(N(A− λnI)2] sont les vecteurs propres de (A−
λnI). Il est de dimension infe´rieure a` 2. Nous supposons pour simpliﬁer
qu’il est de dimension 1,alors R[(A−λnI)(N(A−λnI)2] est ne´cessairement
de dimension 2.
– en l’unique valeur propre (a` multiplication par un scalaire pre`s) de A−λnI,
– f1n et f2n une base de N(A− λnI)2
– et nous adoptons les meˆmes notations avec une “” pour A − λ¯nI
Nous appliquons la formule des re´sidus, qui donne, sachant qu’un poˆle est de mul-
tiplicite´ au plus 2 par hypothe`se, et en re´digeant les calculs comme si tous les poˆles
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e´taient doubles:






























ou` nous avons pose´: G(x,ξ,λ) = N(x,ξ,λ)DA(λ) . Or nous savons (voir [60], th.3 p.288) que∫ 1
0
G1n(x,ξ)f(ξ)dξ est a` valeurs dans N(A− λnI)2∫ 1
0
G2n(x,ξ)f(ξ)dξ est a` valeurs dans R[(A− λnI)(N(A− λnI)2]
Nous en de´duisons donc, en appliquant le the´ore`me de repre´setation de Riesz des
formes line´aires continues qu’il existe trois fonctions de L2(0,1), note´es cn, d1n et




























Or, on a de fac¸on triviale si m = n:
< en,e

m > = 0 < en,f

1m > = 0 < en,f

2m > = 0
< f1n,e

m > = 0 < f1n,f

1m > = 0 < f1n,f

2m > = 0
< f2n,e

m > = 0 < f2n,f

1m > = 0 < f2n,f

2m > = 0
On montre de plus en calculant R(A : µ)(en) que: < en,en >= 0, et que
en = < en,f1n > f1n+ < en,f

2n > f2n










∀fn ∈ N(A− λnI)2, [(A− µI) + (µ− λn)I]2(fn) = 0
= (A− µI)2(fn) + 2(µ− λn)(A− µI)(fn) + (µ− λn)2(fn)
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d’ou`
(µ− λn)2R(A : µ)(fn) + 2(µ− λn)fn + (A− µI)(fn) = 0
et
(µ− λn)2R(A : µ)(fn) + (µ− λn)fn + (A− λnI)(fn) = 0
mais (A− λnI)(fn) est coline´aire a` en, donc
∀fn ∈ N(A− λnI)2, ∃M ∈ C
R(A : µ)(fn) = − M(µ− λn)2 en −
1
µ− λn fn
En injectant ceci dans l’expression de R(A : µ)(fn), on obtient qu’il faut que les
fonction f1n et f2n ve´riﬁent
< f1n,f

2n > = 0 < f1n,f

1n > = 1
< f2n,f

1n > = 0 < f2n,f

2n > = 1
On peut alors obtenir l’expression de R(A : µ)p(f):
R(A : µ)2(f) =
∞∑
n=0
2 < f,en >
(λn − µ)3 en+
< f,f1n >
(λn − µ)2 f1n +
< f,f2n >
(λn − µ)2 f2n
R(A : µ)p(f) =
∞∑
n=0
p < f,en >
(λn − µ)p+1 en+
< f,f1n >
(λn − µ)p f1n +
< f,f2n >
(λn − µ)p f2n
Dans le cas d’un poˆle simple, seul le terme en f1n apparaˆıt. Sinon, sachant que





obtenons que pour tout n,
p < f,en >
(λn − µ)p+1 en +
< f,f1n >
(λn − µ)p f1n +
< f,f2n >




p < f,en >








p < f,en >





Nous avons de plus, dans chacun des cas mentionne´s dans l’e´nonce´ de la proprie´te´,
un re´sultat analogue a` celui de la proprie´te´ A.2.7 pour les fin: ils se comportent
comme des combinaisons (par des coeﬃcient e´ventuellement de´pendants de x, mais
inde´pendants de λn) de cos(σn) et sin(σn, perturbe´es par des fonctions de taille 1n ,
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p < f,en >







p < f,en >














p < f,en > (µ− ω)p
(λn − µ)p+1 +







p < f,en > (µ− ω)p
(λn − µ)p+1 +












p < f,en > (µ− ω)p
(λn − µ)p+1 +






p < f,en > (µ− ω)p
(λn − µ)p+1 +
< f,f2n > (µ− ω)p
(λn − µ)p
)2) 12
Or nous avons la majoration, lorsque µ > ω > an + 1:∣∣∣∣ p(µ− ω)p(λn − µ)p+1












2n, et ces vecteurs ve´riﬁent







p < f,en > (µ− ω)p
(λn − µ)p+1 +






p < f,en > (µ− ω)p
(λn − µ)p+1 +





En posant K = MQ, on obtient la proprie´te´ annonce´e. 
A.2.2. Le cas ge´ne´ral q = 0.
A.2.2.1. Construction de G. Ce cas peut se traiter en conside´rant qu’il s’agit
d’une perturbation du cas ou` q = 0. C’est ce qui est fait dans [9], sec.3, chap.12,
d’ou` on tire les re´sultats suivants:
The´ore`me A.2.1 ([9] th. 3.1, sec.3, chap. 12). Si la fonction de Green G(x,ξ,σ2)
associe´e a` A˜ ve´riﬁe pour |σ| suﬃsamment grand et a` l’exte´rieur d’une re´gion E
forme´e d’une re´union de cercles contenant chacun un σk tel que σ2k soit un poˆle
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de G, l’ine´galite´ A.2.13, alors A admet une fonction de Green G(x,ξ,σ2) pour |σ|
suﬃsamment grand, de´ﬁnie et holomorphe en σ a` l’exte´rieur de E.
L’ine´galite´ (A.2.13) est ve´riﬁe´e dans les cas particuliers e´tudie´s dans la partie
pre´ce´dente:
– si A24 = 0: voir [9],
– si A24 = 0, E = 0: c’est e´vident d’apre`s les calculs de majoration eﬀectue´s
dans la partie pre´ce´ente,
– si tous les Aij sont nuls, sauf A13.
The´ore`me A.2.2 ([9], th. 3.2, sec.3, chap. 12). Soit G la fonction de Green
associe´e a` A et G la fonction de Green associe´e a` A˜, dont on suppose qu’elle ve´riﬁe
(A.2.13). Alors on a pour toute fonction f appartenant a` L2(0,1):
(A.2.15) lim
n→+∞ ‖Sn − Σn‖∞ = 0






Nous de´duisons imme´diatement de (A.2.15), graˆce aux re´sultats de la section
pre´ce´dente, que:
Proprie´te´ A.2.6. Si A est tel que:
– C = A24 = 0,
– ou: C = 0, E = A23 −A14 = 0, et A12 = ±A34),
– ou: tous les Aij sont nuls, sauf A13,
alors: pour toute fonction f appartenant a` L2(0,1):
(A.2.16) lim
n→+∞ ‖f − Sn‖2 = 0
Enﬁn nous utilisons le the´ore`me 5.2, sec.5, chap.12 de [9] pour l’interpre´tation
de ce re´sultat:
The´ore`me A.2.3. Si A est tel que:
– C = A24 = 0,
– ou: C = 0, E = A23 −A14 = 0, et A12 = ±A34),
– ou: tous les Aij sont nuls, sauf A13,
et si les poˆles de sa fonction de Green G sont simples, alors pour toute fonction f










ou`: φk est fonction propre de A, associe´e a` λk, φk est fonction propre de A
, associe´e
a` λ¯k et pour tout i,j entiers positifs, on a : < φi,φj >= δij.
De plus l’ope´rateur A est Riesz-spectral.
Nous commenc¸ons par la proprie´te´ technique suivante:
Proprie´te´ A.2.7. Nous supposons que le sous espace propre associe´ a` chaque
λn est de dimension e´gale a` 1, et notons φn un vecteur propres associe´. Alors
∀n ∈ N, φn(x) = A24 cos(nπx) + ψn(x),
ou` les fonctions ψn sont dans C∞(0,1) et telles que: ‖ψn‖∞ ∈ O( 1n ).
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De´monstration. Dans le cas A24 = 0, nous reprenons l’expression gene´rale
de DA(λ) donne´e en (A.2.1), et nous utilisons les estimations asymptotiques A.2.1.
On construit alors un vecteur propre associe´ a` λn : asymptotiquement, le sous
espace propre associe´ a` λn est de dimension e´gale a` 1), et on suppose ici que c’est
vrai pour tous les λn:
φn = A24e1(x,λn)−A14e2(x,λn) +A34(e2(1,λn)e1(x,λn)− e1(1,λn)e2(x,λn))
On a, en remarquant que les σn sont a` partie imaginaire borne´e par v0, et donc que
les termes en O( e
|v|x
|σ2n| ) et O(
e|v|x
|σn| ) sont en O(
1
n2 ) et O(
1
n ):




















≤ |A24| |σn − nπ| ev0 ,
or σn = nπ +O( 1n ), d’ou`:




Les autres cas envisa ge´s dans le the´ore`me A.2.3 se prouvent de manie`re analogue.

Nous prouvons maintenant le the´ore`me:
De´monstration. Il nous reste seulement a` prouver que dans chacun de ces
cas, A est un ope´rateur Riesz-spectral.
Nous savons que A est un ope´rateur ferme´ de L2(0,1), dont les valeurs propres
sont par hypothe`se simples, et forment, d’apre`s le the´ore`me d’expansion A.2.17,
une famille totale. De plus, les valeurs propres de A sont des points isole´s. Il ne
nous reste donc plus pour satisfaire a` la de´ﬁnition 2.3.4 de [11] qu’a` prouver que
les (φn)n∈N forment une base de Riesz de L2(0,1), c’est a` dire que:
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Donc on peut eﬀectivement trouver une constante M = ( |A24|2 +
Kπ2
6 )
2, ou` K est
un nombre positif suﬃsamment grand, telle que:












Pour montrer la deuxie`me ine´galite´, on conside`re l’ope´rateur adjoint A. On montre
sans diﬃculte´ que les λ¯n sont les valeurs propres (simples, par hypothe`se) de A,









+ ψn, avec ‖ψn‖∞ = O( 1n ). De plus, on a: < φiφj >= 0 lorsque i = j




i ). Graˆce au the´ore`me d’expansion A.2.17, nous savons que
< φiφ

i >= 0, donc il existe une constante L > 0 telle que: < φiφi >≥ L.




∀i ≤ n, |αi|2 =












∣∣< f, cos(iπ.) >2∣∣
|A24|2
+ |< f,ψi >|2)
≤ 2
L2 |A24|2
∣∣< f, cos(iπ.) >2∣∣+ 2
L2
‖f‖22 ‖ψi ‖22
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6 , la deuxie`me ine´galite´ est de´montre´e.
Les calculs dans les autres cas particuliers sont analogues, et on montre sans
diﬃculte´ qu’on peut construire une base de Riesz de L2(0,1) forme´e de vecteurs
propres de A. Il s’ensuit imme´diatement que A est Riesz-spectral, ce qui ache`ve la
de´monstration du the´ore`me A.2.3 
De meˆme, graˆce a`
Proprie´te´ A.2.8 ([9](3.9) p.307). Si G ve´riﬁe (2.5.1), alors∣∣G(x,ξ,σ2)G(x,ξ,σ2)∣∣ ≤M hv(x,ξ)int10q(s)ds|σ|2
la proprie´te´ A.2.5 est vraie lorsque q est non nul.
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ANNEXE B
Semi-groupes fortement continus
Nous rappelons ici les principaux re´sultats concernant les semi-groupes forte-
ment continue d’ope´rateurs.
B.1. De´ﬁnitions et the´ore`mes de base
Soit X un espace de Banach, alors
De´finition B.1.1. La famille a` un parame`tre (T (t))0≤t<∞ d’ope´rateurs line´aires
borne´s de X dans X est un semi-groupe fortement continu d’ope´rateurs line´aires
borne´s sur X si
(1) T (0) = I,
(2) ∀(t,s) ∈ R+ T (t+ s) = T (t)T (s),
(3) ∀x ∈ X, lim
t→0+
T (t)x = x
Dans toute la suite, l’expression “semi-groupe continu sur X” sera utilise´e a` la
place de “semi-groupe fortement continu d’ope´rateurs line´aires borne´s sur X”.
On deﬁnit le ge´ne´rateur inﬁnite´simal du semi-groupe par
De´finition B.1.2. Le ge´ne´rateur inﬁnite´simal du semi-groupe (T (t))0≤t<∞ est
l’ope´rateur line´aire A de´ﬁni par:














lorsque x ∈ D(A)
ou` D(A) de´signe le domaine de A
Nous rappelons les re´sultats essentiels suivants:
Proprie´te´ B.1.1. Si (T (t))0≤t<∞ est un semi-groupe continu sur X, il existe
des constantes ω ≥ 0 et M > 1 telles que
∀t ≥ 0, ‖T (t)‖ ≤Meωt
De´monstration. Voir [44], th.2.2, p.4 
La constante ω est appele´e borne de croissance du semi-groupe. Si ω = 0, on dit
que le semi-groupe est uniforme´ment borne´, et si M = 1, on dit que le semi-groupe
est un semi-groupe de contractions.
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On a e´galement le the´ore`me suivant
The´ore`me B.1.1. Si (T (t))0≤t<∞ est un semi-groupe continu sur X, et si A
est son ge´ne´rateur inﬁnite´simal, alors
(1)






T (s)xds = T (t)x.
(2) ∀x ∈ X, ∫ t
0






= T (t)x− x.




T (t)x = AT (t)x = T (t)Ax.
(4) ∀x ∈ D(A),







De´monstration. Voir [44], th.2.4, p.4-5 
Il en re´sulte le
Corollaire B.1.1. Le ge´ne´rateur inﬁnite´simal A d’un semi-groupe continu
est un ope´rateur line´aire ferme´ dont le domaine D(A) est dense dans X.
De´monstration. Voir [44], cor.2.5, p.5 
Nous donnons aussi les de´ﬁnitions de deux types de semi-groupes continu par-
ticuliers mais importants:
De´finition B.1.3. Soit T (t) un semi-groupe continu surX. T (t) est dit diﬀe´ren-
tiable pour t > t0 si pour tout x ∈ X, t → T (t)x est diﬀe´rentiable pour t > t0. On
dit que T (t) est diﬀe´rentiable s’il est diﬀe´rentiable pour t > 0.
De´finition B.1.4. Soit ∆ = {z ∈ C/ φ1 < arg z < φ2, φ1 < 0 < φ2}. Pour
z ∈ ∆, soit T (z) un ope´rateur line´aire borne´ sur X. On dit que (T (z))(z∈∆) est un
semi-groupe analytique si
(1) z → T (z) est analytique sur ∆,
(2) T (0) = I et ∀x ∈ X, lim
z→0,z∈∆
T (z)x = x
(3) ∀(y,z) ∈ ∆, T (y + z) = T (y)T (z)
Un semi-groupe T (t) est dit analytique s’il est analytique sur une re´gion ∆ conte-
nant R+.
Remarque. La restriction a` R+ d’un semi-groupe analytique est un semi-
groupe continu sur X.
B.2. Le proble`me de Cauchy
L’inte´reˆt des semi-groupes continus vient entre autre du roˆle qu’ils jouent dans
la re´solution des proble`mes de Cauchy abstraits.
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B.2.1. Proble`me de Cauchy abstrait homoge`ne. On appelle proble`me
de Cauchy abstrait homoge`ne un proble`me de la forme
d
dt
u(t) = Au(t), t > 0(B.2.1)
u(0) = x(B.2.2)
ou`: X est un espace de Banach, x ∈ X est la donne´e initiale, A est un ope´rateur
line´aire de´ﬁni de D(A) ⊂ X a` valeurs dans X, et u(t) est la solution du proble`me.
Il faut de´ﬁnir ce que nous entendons par solution du proble`me:
Nous recherchons une fonction u de t, continue pour tout t ≥ 0, continuement
diﬀe´rentiable et a` valeurs dans D(A) pour t > 0, et qui ve´riﬁe (B.2.1)-(B.2.2).
Remarque. A cause de la continuite´ de u en ze´ro, le proble`me n’a de sens que
si x ∈ D(A).
Le the´ore`me suivant est ve´riﬁe´:
The´ore`me B.2.1. Soit A un ope´rateur line´aire de domaine dense dans X, et
tel que : ρ(A) = ∅. Alors le proble`me (B.2.1)-(B.2.2) a une unique solution u(t)
continuˆment diﬀe´rentiable sur [0, +∞[ pour toute donne´e initiale x ∈ D(A) si et
seulement si A est le ge´ne´rateur inﬁnite´simal d’un semi-groupe continu.
De´monstration. Voir [44], th.1.3 p.103 
Le the´ore`me ci-dessus fournit un re´sultat lorsque l’e´tat initial x est dans D(A).
Cependant, moyennant des hypothe`se supple´mentaires sur A, on peut obtenir des
re´sultats plus forts.
The´ore`me B.2.2. Si A est le ge´ne´rateur inﬁnite´simal d’un semi-groupe continu
diﬀe´rentiable, alors le proble`me (B.2.1)-(B.2.2) a une unique solution pour tout
x ∈ X.
Corollaire B.2.1. Si A est le ge´ne´rateur inﬁnite´simal d’un semi-groupe continu
analytique, alors le proble`me (B.2.1)-(B.2.2) a une unique solution pour tout x ∈ X.
De´monstration. Voir [44], th.1.4 et cor.1.5 p.104 
B.2.2. Proble`me de Cauchy abstrait non homoge`ne. On appelle proble`me
de Cauchy abstrait non homoge`ne un proble`me de la forme
d
dt
u(t) = Au(t) + f(t), t > 0(B.2.3)
u(0) = x(B.2.4)
ou` f : [0,T [→ X.
Nous supposons dans toute la section que A est le ge´ne´rateur inﬁnite´simal
d’un semi-groupe continu, de fac¸on a` pouvoir appliquer les re´sultats de la section
pre´ce´dente.
Comme pre´ce´demment, il faut de´ﬁnir le concept de solution. Les de´ﬁnitinos
diﬀe`rent le´ge`rement selon les auteurs (voir par exemple [11] et [44]).
Nous adoptons les de´ﬁnitions donne´es dans [44] (def.2.1 p.104)
De´finition B.2.1. Solution classique
On dit que la fonction u : [0,T [→ X est une solution classique de (B.2.3)-
(B.2.4) si u est continue sur [0,T [,continument diﬀe´rentiable sur ]0,T [, u(t) ∈ D(A)
si t ∈]0,T [, et (B.2.3)-(B.2.4) sont ve´riﬁes sur [0,T [.
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De´finition B.2.2. Solution faible
Soit A le ge´ne´rateur inﬁnite´simal d’un semi-groupe continu note´ T (t). Soit
x ∈ X et f ∈ L1(0,T : X). La fonction u(t) continue sur l’intervalle [0,T ], a` valeurs
dans X, de´ﬁnie par
(B.2.5) u(t) = T (t)x+
∫ t
0
T (t− s)f(s)ds, 0 ≤ t ≤ T,
est appele´e solution faible (mild solution) du proble`me (B.2.3)-(B.2.4).
On montre sans peine le re´sultat suivant
Proprie´te´ B.2.1. Si f ∈ L1(0,T : X), alors pour tout x ∈ X le proble`me
(B.2.3)-(B.2.4) a au plus une solution classique. Si cette solution existe, elle est
ne´cessairement donne´e par la formule (B.2.5), c’est a` dire qu’elle co¨ıncide avec
l’unique solution faible du proble`me.
De´monstration. Voir [44], cor.2.2. chap.4, p.106. 
La proprie´te´ suivante est ve´riﬁe´e
Proprie´te´ B.2.2. Soit A le ge´ne´rateur inﬁnite´simal d’un semi-groupe continu
note´ T (t). Si la fonction f est continuˆment diﬀe´rentiable sur [0,T ] et si x ∈ D(A),
alors le proble`me (B.2.3)-(B.2.4) a une solution (classique) unique u, donne´e par
la formule (B.2.5).
De´monstration. Voir [44], corollaire 2.5 du the´ore`me 2.4, p.109 
On peut trouver dans [11] une version ame´liore´e de ce re´sultat dans le cas ou`
X est un espace de Hilbert:
Proprie´te´ B.2.3. Soit A le ge´ne´rateur inﬁnite´simal d’un semi-groupe continu
note´ T (t) sur un espace de Hilbert X. Si la fonction f a` valeurs dans X est
continuˆment diﬀe´rentiable sur [0,T ] et si x ∈ D(A), alors le proble`me (B.2.3)-
(B.2.4) a une solution unique u qui est continuˆment diﬀe´rentiable sur [0,T ], donne´e
par la formule (B.2.5).
De´monstration. Voir [11], th. 3.1.3, p.103 
Enﬁn, en combinant le corollaire B.2.1 et le the´ore`me ci-dessus, nous obtenons
le re´sultat suivant
The´ore`me B.2.3. Si A est le ge´ne´rateur inﬁnite´simal d’un semi-groupe continu
analytique sur un espace de Hilbert X, et si la fonction f a` valeurs dans X est
continuˆment diﬀe´rentiable sur [0,T ] alors le proble`me (B.2.3)-(B.2.4) a une unique
solution (classique) pour tout x ∈ X.
B.3. Caracte´risations du ge´ne´rateur
Au vu des re´sultats de la section pre´ce´dente, il est donc essentiel, pour re´soudre
un proble`me d’e´volution du type du proble`me de Cauchy non-homoge`ne (B.2.3)-
(B.2.4), de savoir caracte´riser les ge´ne´rateurs inﬁnite´simaux des semi-groupes conti-
nus.
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B.3.1. The´ore`me de Hille-Yosida. Les ge´ne´rateurs des semi-groupes conti-
nus ont e´te´ comple`tement caracte´rise´s graˆce au the´ore`me de Hille-Yosida et a` ses
the´ore`mes de´rive´s.
Avant d’en donner l’e´nonce´ nous rappelons la deﬁnition de la re´solvante d’un
ope´rateur line´aire.
De´finition B.3.1. Soit A un ope´rateur line´aire sur X, l’ensemble re´solvant
de A, note´ ρ(A), est l’ensemble des nombres complexes λ tels que (λI − A)−1
existe comme ope´rateur line´aire borne´ de X. On appelle re´solvante de A la famille
(R(λ : A))λ∈ρ(A) d’ope´rateurs line´aires borne´s de´ﬁnis par R(λ : A) = (λI −A)−1
Nous appelons le re´sultat suivant “the´ore`me de type Hille-Yosida”, car le the´ore`me
original concerne seulement les semi-groupe continus de contractions, et celui-ci en
de´coule:
The´ore`me B.3.1 (the´ore`me de type Hille-Yosida, [44], th.5.3, p.21). Un ope´rateur
line´aire non borne´ est le ge´ne´rateur inﬁnite´simal d’un semi-groupe continu qui
ve´riﬁe
∀t ≥ 0, ‖T (t)‖ ≤Meωt
ou` M ≥ 1 et ω ≥ 0, si et seulement si
(1) A est un ope´rateur ferme´ et D(A) = X.
(2) ρ(A) ⊃ ]ω,+∞[ et
(B.3.1) ∀n ∈ N, ∀λ > ω, ‖R(λ : A)n‖ ≤ M
(λ− ω)n
La condition (B.3.1) n’est pas, dans la pratique, facile a` ve´riﬁer. C’est pourquoi
on utilise souvent la condition suﬃsante, mais non ne´cessaire, suivante pour que
l’ope´rateur A soit le ge´ne´rateur inﬁnite´simal d’un semi-groupe continu
Proprie´te´ B.3.1 ([44], th 7.7, p.30). Soit A un ope´rateur tel que D(A) = X,
et qui ve´riﬁe de plus
(1) ∃δ ∈]0,π2 [ / ρ(A) ⊃ Σδ = {λ/ |arg λ| < π2 + δ}
⋃{0}
(2) ∃M > 0/ ∀λ ∈ Σδ \ {0},
(B.3.2) ‖R(λ : A)‖ ≤ M|λ|
alors A est le ge´ne´rateur inﬁnite´simal d’un semi-groupe continu T (t) qui ve´riﬁe
∃C > 0/ ‖T (t)‖ ≤ C
Nous donnons dans les paragraphes suivants des cas de familles d’ope´rateurs
qui ge´ne`rent des semi-groupes continus.
B.3.2. Ope´rateurs maximaux dissipatifs. Nous nous plac¸ons dans le cas
ou` X est un espace de Hilbert, les re´sultats ci-dessous peuvent eˆtre trouve´s dans
[5], chap. VII. Des re´sultats analogues sont encore vrais lorsque X est un espace de
Banach re´ﬂexif (voir [44], ou [60]).
De´finition B.3.2. Soit X est un espace de Hilbert re´el ou complexe. Un
ope´rateur non borne´ A : D(A) ⊂ X → X est dissipatif si
(B.3.3) ∀x ∈ D(A), Re(Ax,x) ≤ 0
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De´finition B.3.3. Un ope´rateur non borne´ A : D(A) ⊂ X → X est maximal
si
(B.3.4) Ran(I −A) = X
(ou` Ran(I −A) de´signe l’image de (I −A))
Graˆce a` la proprie´te´ suivante
Proprie´te´ B.3.2. Soit A un ope´rateur maximal dissipatif alors
(1) A est ferme´,
(2) D(A) est dense dans X,
(3) ∀λ > 0, λ ∈ ρ(A) et ‖R(λ : A)‖ ≤ 1
et en appliquant le the´ore`me de Hille-Yosida, on obtient le the´ore`me de Lumer-
Phillips:
The´ore`me B.3.2. Les ope´rateurs maximaux dissipatifs sont exactement les
ge´ne´rateurs des semi-groupes continus de contractions.
B.3.3. Ope´rateurs Riesz-spectraux. Nous supposons ici que X est un es-
pace de Hilbert se´parable.
Nous commenc¸ons par la de´ﬁnition d’une base de Riesz d’un espace de Hilbert
(voir [11], chap.2, section 2.3)
De´finition B.3.4. Une famille (φi)i∈N d’e´le´ments de X est une base de Riesz
de X si
(1) V ect(φi)i∈N = X
(2) il existe deux constantes re´elles positives M et m telles que:















On de´ﬁnit aussi des familles bi-orthogonales par
De´finition B.3.5. Deux familles (φi)i∈N et (ψi)i∈N d’e´le´ments de X sont dites
bi-orthogonales si
∀(i,j) ∈ N2, < φi,ψj >= δij
Les ope´rateurs Riesz-spectraux sont alors de´ﬁnis par
De´finition B.3.6. Un ope´rateur A ferme´ est dit Riesz-spectral si
(1) ses valeurs propres sont simples,
(2) les vecteurs propres associe´s forment une base de Riez de X,
(3) en notant (λi)i∈N l’ensemble des valeurs propres de A, et en prenant deux
points quelconques λ < µ dans (λi)i∈N, on a
[λ,µ]  (λi)i∈N.
Remarque. Les ope´rateurs autoadjoints a` spectre simple sont des cas parti-
culiers d’ope´rateurs Riesz-spectraux; ils sont l’analogue en dimension inﬁnie des
matrices syme´triques a` valeurs propres simples, alors que les ope´rateurs Riesz-
spectraux quelconques sont l’analogue en dimension inﬁnie des matrices diagonali-
sables a` valeurs propres simples.
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On a alors le re´sultat suivant :
The´ore`me B.3.3. Soit un ope´rateur A Riesz-spectral, de valeurs propres (λi)i∈N
et de vecteurs propres associe´s (φi)i∈N. Alors
(1) Il existe une famille (ψi)i∈N de vecteurs propres de A∗ associe´s aux (λ¯i)i∈N
telle que (φi)i∈N et (ψi)i∈N soient bi-orthogonales,
(2) ρ(A) = C \ (λi)i∈N et




λ− λi < .,ψi > φi,
(3) On a : D(A) = {z ∈ X/
∞∑
i=0
|λi|2 |< z,ψi >|2 < +∞} et :
∀z ∈ D(A), A(z) =
∞∑
i=0
λi < z,ψi > φi,
(4) A est le ge´ne´rateur inﬁnite´simal d’un semi-groupe continu T (t) si et seule-
ment si sup
i∈N




eλit < .,ψi > φi,
(5) la borne de croissance du semi-groupe est: ω0 = sup
i∈N
R(λi).
De´monstration. Voir [11], th.2.3.5 p.41. 
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ANNEXE C
Fonctions Gevrey
C.1. Fonctions Gevrey d’une variable
C.1.1. Se´ries Gevrey. Nous de´signons par C[[X]] l’espace vectoriel des se´ries
formelles a` coeﬃcients complexes. Alors
De´finition C.1.1 ([47],p.181). Soit s un nombre re´el quelconque. On appelle




n de C[[X]] tel que:
∃C > 0, ∃A > 0/
∀n ∈ N, |an| ≤ CAn(n!)s−1
On peut trouver, lorsque le nombre s est supe´rieur ou e´gal a` 1, une de´ﬁnition
e´quivalente qui est





n de C[[X]] tel que:
∃C > 0, ∃A > 0/
∀n ∈ N, |an| ≤ CAnΓ(1 + (s− 1)n)
Remarque. On passe sans peine d’une caracte´risation a` l’autre, mais les va-
leurs des constantes A et C ne sont pas les meˆmes.
On a de meˆme
De´finition C.1.3 ([47],p.181). Soit s un nombre re´el quelconque. On appelle




n de C[[X]] tel que:
∀α > 0, ∃Cα > 0/
∀n ∈ N, |an| ≤ Cααn(n!)s−1










Xn est analytique sur une boule ouverte
de centre 0 (de rayon 1A ).
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Lorsque s < 1, on a la proprie´te´ suivante
Proprie´te´ C.1.1 ([47],p.182). Soit s < 1, nous posons k = 11−s > 0. Alors f
est Gevrey-Roumieu d’ordre s si et seulement si f est un fonction entie`re qui ve´riﬁe
∃C > 0, ∃a > 0 /
|f(x)| < Cea|x|k
La fonction entie`re de´ﬁnie par f est donc d’ordre de Weierstrass infe´rieur ou e´gal
a` k.
C.1.2. Fonctions Gevrey.
De´finition C.1.4 ([3], p. 60). On appelle secteur angulaire ouvert un ensemble
de points de la surface de Riemann du logarithme de la forme:
S(d,α,ρ) = {z /0 < |z| < ρ, |d− arg(z)| ≤ α
2
}
α est l’ouverture du secteur, ρ son rayon (e´ventuellement inﬁni) et d est sa direction
bissectrice.
Remarque. Dans tout ce qui suit, nous nous inte´resseront uniquement a` des
secteurs angulaires d’ouverture < π, donc nous pouvons pour simpliﬁer supposer
qu’un secteur angulaire est un ensemble de points de C.
De´finition C.1.5 ([47], p.183). Soit V un secteur ouvert de C, et s un nombre
> 0. On dit que la fonction f est Gevrey-Roumieu d’ordre s si pour tout secteur
ouvert W ⊂ V on a:
∃CW > 0 ∃AW > 0 /∀p ∈ N
sup
x∈W
∣∣∣f (p)(x)∣∣∣ < CWApW (p!)s
ou de fac¸on e´quivalente
∃C˜W > 0 ∃A˜W > 0 /∀p ∈ N
sup
x∈W
∣∣∣f (p)(x)∣∣∣ < C˜W A˜pWΓ(1 + sp)
La quantite´ RW = 1AW sera appele´e le rayon de l’estimation Gevrey pour f sur W .
On a une de´ﬁnition analogue pour les fonctions Gevrey-Beurling. Les fonctions
Gevrey-Roumieu d’ordre s forment un espace vectoriel sur C.
Nous utiliserons pour ge´ne´rer des lois de commandes des fonctions qui sont
la restriction de fonctions Gevrey a` un segment de R. Nous adoptons donc la
de´ﬁnitions suivante:
De´finition C.1.6. Si s est un nombre re´el positif strictement, l’espace vecto-
riel Gs(0,T ) est de´ﬁni comme e´tant l’ensemble des fonctions f : [0,T ] → C pou
lesquelles il existe un secteur ouvert V de direction bissectrice 0 et de rayon R > T ,
et il existe une fonction f˜ Gevrey-Roumieu d’ordre s sur V telle que f soit la
restriction de f˜ a` [0,T ]
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C.1.3. De´veloppements asymptotiques. Dans toute le suite, l’appellation
“Gevrey” signiﬁera “Gevrey-Roumieu”.
De´finition C.1.7 (De´veloppement asymptotique, [3], p.65). Soit V un secteur





de C[[X]]. On dit que f˜(z) est le de´veloppement asymptotique de f(z) lorque G 
z → 0, et on note f ∼ f˜ , si pour tout secteur ferme´ W ⊂ V , on a

















La proprie´te´ suivante est ve´riﬁe´e
Proprie´te´ C.1.2 ([3], prop. 8 p.66). Soit f holomorphe dans V , les proprie´te´
suivantes sont e´quivalentes
(1) f ∼ f˜
(2) La fonction f est inde´ﬁniment de´rivable a` l’origine et f (n)(0) = n!fn pour
n ≥ 0.
(3) Toutes les fonctions de´rive´es f (n)(z) sont continues a` l’origine, et pour
tout n ≥ 0,
f (n)(z)→ n!fn lorsque G  z → 0
Une forme particulie`re de de´veloppement asymptotique est la suivante:
De´finition C.1.8 (De´veloppement asymptotique Gevrey, [3], p.70). Soit V





une se´rie formelle Gevrey d’ordre s ≥ 1. On dit que f˜(z) est le de´veloppement
asymptotique Gevrey de f(z) lorque G  z → 0, et on note f ∼s f˜ , si pour tout
secteur ferme´ W ⊂ V , il existe c,K > 0 telles que
∀N ∈ N,∀z ∈W,
|rf (z,N)| ≤ CKNΓ(1 + (s− 1)N)
La proprie´te´ suivante est alors une conse´quence imme´diate de C.1.2:
Proprie´te´ C.1.3. Soit f une fonction holomorphe sur un secteur ouvert V .
Alors il existe une se´rie formelle f˜ , Gevrey d’ordre s ≥ 1, telle que f ∼s f˜ sur V
si et seulement si f est Gevrey d’ordre s sur V . f˜ est alors le de´veloppement de
Taylor de f en 0.
Nous savons donc associer a` toute fonction Gevrey sur un secteur V une se´rie
formelle Gevrey a` laquelle elle est asymptotiquement e´gale. Le the´ore`me suivant
donne la proprie´te´ re´ciproque sur des secteurs angulaires de petite ouverture
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The´ore`me C.1.1 (The´ore`me de Borel-Ritt, [3], p.73). Soit s > 1, et soient f˜
et V une se´rie formelle Gevrey d’ordre s et un secteur angulaire ouvert d’ouverture
au plus (s− 1)π arbitraires. Alors il existe une fonction f Gevrey d’ordre s sur V
telle que f ∼s f˜ sur G.
Pour ﬁnir, la proprie´te´ suivante donne diﬀe´rentes caracte´risations d’une fonc-
tion Gevrey d’ordre s > 0 de de´veloppement asymptotique Gevrey nul en ze´ro:
Proprie´te´ C.1.4 ([47], p.184). Les propositions suivantes sont e´quivalentes
(1) la fonction Gevrey d’ordre s > 0 est asymptotiquement Gevrey e´gale a` la
fonction nulle en ze´ro,










∣∣∣∣ 1xq f (p)(x)
∣∣∣∣ < CWApwBqw(p!)s(q!)s−1
(4) Pour tout secteur W ⊂ V , il existe aW > 0 tel que
(C.1.3) ∀x ∈W, |f(x)| < e−aW |x|−k
ou` on a pose´ k = 1s−1 .
C.2. Proprie´te´s des fonctions Gevrey, exemples
Comme application imme´diate de la caracte´risation (C.1.3), nous obtenons que
Proprie´te´ C.2.1. Pour tout γ > 0, la fonction φγ de´ﬁnie sur un secteur
angulaire ouvert d’ouverture infe´rieure a` π, de bissectrice 0 par
φγ(z) = e−z
−γ
est Gevrey d’ordre s = 1 + 1γ , avec un de´veloppement asymptotique Gevrey e´gal a`
ze´ro en 0.
On de´duit e´galement de (C.1.3) que
Proprie´te´ C.2.2. Le produit et la somme de deux fonctions Gevrey d’ordre s
sont e´galement des fonctions Gevrey d’ordre s.
La de´rive´e d’une fonction gevrey est Gevrey du meˆme ordre.
Toute primitive d’une fonction Gevrey est Gevrey du meˆme ordre.
On en de´duit que
Proprie´te´ C.2.3. Pour tout γ > 0, la fonction ψγ de´ﬁnie sur l’intersection G
d’un secteur angulaire ouvert de sommet 0, d’ouverture infe´rieure a` π, de bissec-
trice 0, de rayon inﬁni et d’un secteur angulaire ouvert de sommet T re´el positif,
d’ouverture infe´rieure a` π, de bissectrice π et de rayon inﬁni par
ψγ(z) = φγ(z)φγ(T − z)
est Gevrey d’ordre s = 1 + 1γ sur G, avec un de´veloppement asymptotique Gevrey
e´gal a` ze´ro en 0 et en T . Sa restriction a` [0,T] est dans Gs(0,T )
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De meˆme:








est dans Gs(0,T ), avec un de´veloppement asymptotique Gevrey e´gal a` ze´ro en 0 et
1 en T .
Le corollaire suivant, de´duit des exemples qui pre´ce`dent et du the´ore`me de Ritt,
nous sera utile par la suite:
Corollaire C.2.1. Etant donne´es deux se´ries S1 et S2 d’ordre Gevrey s, et un
nombre re´el positif T , il existe une fonction Gevrey de´ﬁnie sur l’intersection G d’un
secteur angulaire ouvert de sommet 0, d’ouverture infe´rieure a` π, de bissectrice 0, de
rayon inﬁni et d’un secteur angulaire ouvert de sommet T re´el positif, d’ouverture
infe´rieure a` π, de bissectrice π et de rayon inﬁni qui soit asymptotiquement e´gale
a` S1 en 0 et a` S2 en T .
De´monstration. On applique le the´ore`me de Ritt avec S1 et S2, et deux
secteurs V1 et V2 comme dans l’e´nonce´: on obtient deux fonctions Gevrey d’ordre
s f1 et f2 de´ﬁnies sur V1 et V2, asymptotiquement e´gales a` S1 et S2 en 0 et T
respestivement. La fonction Φγ , ou` s = 1+ 1γ , est Gevrey d’ordre s sur G = V1
⋂
V2
avec un de´veloppement asymptotique Gevrey e´gal a` ze´ro en 0 et 1 en T , donc la
fonction f(x) = f1(x)Φγ(T−x)+f2(x)Φγ(x) est une solution de notre proble`me. 
C.3. Fonctions Gevrey de plusieurs variables
Nous donnons la de´ﬁnition des fonctions Gevrey de plusieurs variables dans le
cas re´el seulement:
De´finition C.3.1 (voir [21]). La fonction F de´ﬁnie sur un ouvert Ω de Rn est
Gevrey d’ordre s1, . . . sn en x1, . . . xn, si elle est inde´ﬁniment diﬀe´rentiable sur Ω,
et s’ il exite M > 0 et R1, . . . Rn > 0 tels que
∀(x1, . . . ,xn) ∈ Ω, ∀(p1, . . . ,pn) ∈ Nn,∣∣∣∣ ∂p1+...+pnF∂xp11 . . . ∂xpnn (x1, . . . ,xn)
∣∣∣∣ ≤M (p1!)s1 . . . (pn!)snRp11 . . . Rpnn
ou, de fac¸on e´quivalente, s’il exite M˜ > 0 et R˜1, . . . R˜n > 0 tels que
∀(x1, . . . ,xn) ∈ Ω, ∀(p1, . . . ,pn) ∈ Nn,∣∣∣∣ ∂p1+...+pnF∂xp11 . . . ∂xpnn (x1, . . . ,xn)
∣∣∣∣ ≤ M˜ Γ(1 + p1s1 + . . .+ pnsn)R˜p11 . . . R˜pnn
La re´fe´rence [21] propose une e´tude tre`s approfondie de ces fonctions, et a beau-
coup inspire´ la re´daction du chapitre 3. On de´signera par la suite parGs1,...sn([0,x1]×
. . . × [0,xn]) l’espace des fonctions F telles qu’il existe un voisinage ouvert Ω de
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