The problem of covering edges and vertices in a graph (or in a hypergraph) was motivated by a problem arising in the context of component assembly problem. The problem is, given a graph and a clique size k, nd the minimum number of k-cliques such that all edges and vertices of the graph are covered by (included in) the cliques. This paper provides a collection of approximation algorithms for various clique sizes with proven worst-case bounds. The problem has a natural extension to hypergraphs, for which we consider one particular class. The k-clique covering problem can be formulated as a Set Covering problem. It is shown that the algorithms we design, that exploit the structure of this special Set Covering problem, have better performance than those derived from direct applications of general purpose algorithms for the Set Covering. In particular, these special classes of Set Covering problems can be solved with better worst-case bounds and/or complexity than if treated as general Set Covering problems.
Introduction
The problem of k-clique covering (CC k ) is de ned on a graph (or a hypergraph) and a given clique size k. The aim is to use the least number of cliques -or subsets of k vertices -so that each vertex and each edge is contained in at least one such clique. When all edges are covered then also all vertices incident to these edges are covered, so the issue of covering vertices in addition to edges is of interest only in graphs with isolated vertices.
The k-clique covering problem's objective value di ers from the clique covering number of a graph (frequently used in literature related to perfect graphs) in that the clique covering number of a graph is a partitioning of the edges of the graph into a minimum number of complete subgraphs. Hence for each clique used in the clique covering number problem, all edges of the clique are present in the graph. As such, each edge must belong to exactly one clique in the cover. In our problem, each clique covers all edges contained in it. Contrary to the clique covering number, not every edge of the clique must be present in the graph. Furthermore, an edge may be covered by more than one clique.
One problem addressed in the literature that is related to the 3-clique covering problem is the partitioning of a graph into triangles. The feasibility decision problem -whether the edges of a graph can be partitioned into triangles -was proved NPcomplete by Holyer 12] . Therefore nding the minimum number of triangles to cover the edges of a graph is NP-hard.
A general de nition of the (CC k ) problem for hypergraphs is as follows. A hypergraph H = (V; F) is de ned by a vertex set V = f1; :::; ng and a hyperedge set F 2 V . A clique of size k in a hypergraph H is a subset of vertices K V such that the hyperedges representing all subsets of K exist in H and jKj = k. In the case jfj = 2, for all f 2 F, each hyperedge is an edge containing a pair of vertices, and the hypergraph is a graph. The k-Clique Covering (CC k ) problem is to nd the minimum number of cliques of size no more than k such that all hyperedges of H are covered by (included in) the cliques.
The k-clique covering problem can be viewed as a special case of the Set Covering problem. In this context, approximation algorithms that apply to the Set Covering problem are also applicable to the k-clique covering problem. The drawback of using the set covering problem is that the input to the Set Covering problem includes all possible subsets of size k and hence is exponential in k. We propose an approach that exploits the special structure of the clique covering problem and delivers better worst case bounds than the ones using the set covering.
The main results in this paper are approximation algorithms for the problem (CC k ) on graphs and on a class of hypergraphs. We present approximation algorithms based on the formulation of the problem as a Set Covering problem and algorithms speci cally derived for the clique cover problem. The latter algorithms have better worst-case performance. Consequently, these classes of Set Covering problems can be solved with better worst-case bounds and/or complexity than if treated as general Set Covering problems.
The (CC k ) problem has many practical applications in exible manufacturing systems and component assembly in the semiconductor industry. In 9], Goldschmidt et al. provide a detailed description of some related applications.
In related literature, Tang and Denardo 22] developed a branch-and-bound procedure for solving the (CC k ) problem. The lower bound is generated by a so called sweeping procedure and it can be arbitrarily bad. Several heuristic procedures have been proposed and tested for generating feasible solutions. These heuristics are similar to bin packing heuristics in that they select a starting seed hyperedge for a new bin (clique) and sequentially ll it according to some precedence rule. Tang Harmonic series is asymptotically equal to the natural logarithm of d (plus the Euler constant). For the problem on hypergraphs, when each hyperedge to be covered is of size k ? 1, we describe two approximation algorithms and demonstrate that they compare favorably with algorithms derived from setting the problem as a Set Covering problem.
In Section 2, we discuss the reduction of the k-Clique Covering problem to the Set Covering problem. Once reduced to the Set Covering problem, the greedy heuristic 4] for Set Covering becomes applicable. Throughout this paper, we refer to the greedy heuristic as greedy. For a Set Covering problem on a hypergraph with n vertices and with m elements to be covered, elements that are edges and vertices in a graph or hyperedges in a hypergraph, the greedy is a minfk log 2; log mgapproximation algorithm of complexity O( ? n k min(k!; m)). Section 3.1 includes the approximation algorithms for graphs with clique sizes 3 or 4. Section 3.2 contains two approximation algorithms for solving the problem on hypergraphs in which each hyperedge has exactly (k ? 1) vertices. In section 4 we conclude with some future research directions.
Reduction to the Set Covering Problem
The Set Covering problem (SC) is de ned for a universal set of m elements, I = f1 : : :mg, and a collection of p sets S i I, i = 1 : : :p. The problem is to nd a smallest cardinality collection of sets, the union of which is I.
Not only is the Set Covering problem NP-hard, but it was recently established that an approximation algorithm for the problem with better than logarithmic bound is impossible, unless all NP problems are solvable in subexponential time ( 18] ) { a fairly unlikely prospect.
The Set Covering problem may be generalized to a problem of covering sets with sets, as opposed to covering elements with sets. A set S is said to be covered by a set S if S S. The (CC k ) is a class of instances of covering sets with sets when the covering sets S i are cliques of size k and the elements are vertices and edges (hyperedges) of a graph (hypergraph). As such it is a special case of the Set
Covering problem with all sets of xed size k. As noted before, this Set Covering problem is NP-hard since covering edges with minimum number of triangles is a special case. The (CC k ) has shorter input representation than the Set Covering. Let the k-clique covering problem be de ned on a hypergraph with n vertices. Since any subset of k vertices must be considered as a potential clique, p = ? n k sets are listed as part of the input. On the other hand, for the input of (CC k ) only the size limit, k, is speci ed in addition to the graph (or hypergraph).
In order to reduce (CC k ) to (SC), we consider the union of the hyperedges (that are sets of vertices) as the universal set. Any subset of vertices of size k can be potentially used in a cover. So all such subsets are enumerated and for each one we list all the hyperedges and vertices that are contained in such a subset. This creates a Set Covering problem with the number of sets p equal to ? n k , where n is the number of vertices in the graph, and the number of elements equal to the number of hyperedges and isolated vertices, m. 2:5 ). This improvement is achieved by solving, in addition to the greedy procedure, also a matching problem in a graph. The modi ed greedy is useful for instances of Set Covering with largest set size being bounded by a small value, such as the clique covering problem. The other approximation algorithms described here have either faster running times or better bounds, or both, for various special cases.
Approximation Algorithms
In this section, we present approximation algorithms for the k-clique covering problem. We rst examine the (CC k ) problem on graphs for the cases k = 3 and k = 4, and then for arbitrary k. We then describe two approximation algorithms for covering a hypergraph with hyperedges all of size (k ? 1) with k-cliques.
For the clique covering problem on graphs, all vertices that are not isolated get covered when all edges are covered. Only isolated vertices may require additional cliques to be covered. For simplicity sake, we are going to present the algorithms for covering edges only, and comment separately about the adjustments required to cover isolated vertices as well. In all cases this adjustment does not modify the worst-case bound.
We use the common notation for a graph G = (V; E); jV j = n and jEj = m. In case G has isolated vertices, m denotes the number of edges and isolated vertices.
Covering Graphs with k-Cliques
The 2-clique covering problem on a graph is trivially solvable: Each edge is covered by a separate clique and the isolated vertices are covered two per clique. For k = 3, the problem is NP-hard. To see this, notice that the number of triangles required to cover the edges of the graph is at least m 3 . When m is a multiple of 3, this is achievable only if the edges of G can be partitioned into triangles. Recognizing whether a graph has a partition into triangles was shown to be NP-complete by Holyer 12] . . We adapt it to nd a maximal number of edge-disjoint triangles without increasing the complexity. The edges of these edge-disjoint triangles are covered and deleted from the graph. In phase 2 there is no remaining triangle in the graph. It is possible to solve the 3-clique covering problem in a triangle-free graph in linear time. In a graph that contains no triangles, each covering triangle covers either a 2-chain (two adjacent edges) or a single edge. It is known ( 19] ) that if the number of edges m of a connected graph is even, then one can cover the edges with exactly m=2 2-chains. End of (H 1 ).
In case graph G contains a set of isolated vertices to be covered, the following adjustment is applied to (H 1 ). At the termination of phase 2, we assign isolated vertices, one for each 1-triangle. In phase 3, the remaining isolated vertices are covered three per triangle, with possibly one or two vertices in the last triangle used. T H includes these additional triangles covering the isolated vertices.
Lemma 1 The complexity of algorithm (H 1 ) is O(m 3=2 ).
Proof: Phase 1 of the algorithm requires a maximal collection of edge-disjoint triangles. The algorithm of Itai and Rodeh nds a triangle, if one exists, by constructing a breadth-rst-search tree and inspecting the non-tree edges. That procedure runs in O(m 3=2 ). We use this procedure and whenever a triangle is identi ed, its edges are removed from the graph and the data structure is updated in constant time. The procedure is then continued with no backtracking required. It is therefore possible to nd a maximal collection of triangles with the same complexity as for nding a single triangle.
In phase 2, we nd a maximum packing of 2-chains in a triangle-free graph G. This can be done in linear time by using the following procedure, which is an adaptation of the one by Masuyama and Ibaraki 19] . The procedure is presented for one connected component of G, G i = (V i ; E i ). Consider any spanning tree in that component. All non-tree edges are appended to the tree, each with a new vertex assigned to one of its endpoints. This creates a tree on jE i j edges and jE i j + 1 nodes. The tree is suspended from any node, say 1, called the root node. While the tree contains more than one edge, consider any pair of leaf nodes that share the same parent node and cover the two edges incident to these leaf nodes with a 2-chain. Remove these two edges from the tree. If no such pair exists, then there is a node of degree 2 adjacent to a leaf node. The two edges incident to that node are packed in a 2-chain and removed from the tree. This operation is repeated until the tree contains at most one edge. The collection of 2-chains thus created forms a maximum packing.
If a single edge remains in the tree it is covered in phase 2 by a 1-triangle. The complexity of identifying a maximum packing is linear as can be shown by a straightforward inductive argument. The total number of triangles required to cover each component G i is djE i j=2e. 
The following two inequalities represent di erent lower bounds on the minimum number of triangles in a triangle cover. least two vertices of odd degree. Hence these components give a total contribution of 2s 1 + 2s 3 in the third term of inequality (2) . A component of size 5 or 7 that contains an odd-degree vertex, must contain at least two of these, and so it also gives a contribution of 2 in the third term of (2). If a component has only vertices of even degree, and at least one of these is in E, then such a component contributes at least 2 in the fourth term in (2) . It follows that components of size 5 or 7 that do not contribute 2 to (2) can only have vertices of even degree, and none of these vertices can belong to V . The second lower bound on z is derived by counting triangles in T around each component in G 0 . Let, for i = 0; 1; 2, T i denote the set of triangles in T that cover i edges of E 0 . For a component C of G 0 , with vertex set V (C) and edge set E(C), and for i = 1; 2, let T i (C) denote the set of triangles 2 T , with jE(C)\E j = i. Note that jE(C)j = jT 1 (C)j + 2jT 2 (C)j. Furthermore note that a triangle in T can share edges with at most one component of G 0 , as these components are pairwise vertex disjoint.
A triangle 2 T 0 with V = fa; b; cg, is assigned to components C a ; C b ; C c , for one third each, where C x denotes the component containing x.
A triangle 2 T 2 is assigned completely to the component it shares two edges with.
A triangle 2 T 1 sharing one edge with component C is completely assigned to C, if jT 1 (C)j = 1. On the other hand, if jT 1 (C)j > 1, then is assigned to C for a fraction of 29 36 , and to C 0 for the remaining 7 36 , where C 0 is the component containing the third vertex of . (Note that C 0 may be equal to C, and it is also possible that C 0 contains an isolated vertex, or that C 0 does not exist. In the latter cases, the fraction 7 36 is considered lost.)
Let z (C) denote the total number of triangles assigned to C. Then z P z (C), where the sum is taken over all components C in G 0 . We estimate the value of z (C) by distinguishing between the following cases.
A] If jT 1 (C)j = 0, then jE(C)j is even and z (C) jT 2 , as jT 1 (C)j 3. Let D5 and D7 denote the set of components C of size 5 and 7, respectively, for which the premise of D] applies, that is, for which jT 1 (C)j > 1 and jE(C)j is odd.
Let B5 denote the set of components C of size 5, for which jT 1 (C)j = 1, V (C) \ V = ;, and (v) is even, for all v 2 V (C). Such a component C forms a 5-cycle, and each vertex in C has degree two in each triangle of T in which it appears. Moreover, E(T 2 (C))?E(C) = fa; bg and E(T 1 (C))?E(C) = fc; dg with 4 distinct edges a; b; c; d which form a 4-cycle. Let T a denote the proper triangle containing edge a found by the heuristic in phase 1. Let the other two edges in T a be fa 0 ; a 00 g. By symmetry between a and b we may assume w.l.o.g. that a 0 and a 00 are not in E(T (C)). If a 0 or a 00 is in E(T 0 ), then we have z (C) 3+ 1 3 . If not, then they must both belong to E(T 1 (C 0 )) for some other component C 0 . But then jT 1 (C 0 )j > 1, and so C has been assigned at least 2 7 36 > 1 3 of a triangle. Again we nd z (C) 3+ 1 3 .
We conclude that z (C) 3 + 1 3 = 1 2 (jE(C)j + 1) + 1 3 , for each C 2 B5 D5. Let B7 denote the set of components C of size 7, for which jT 1 (C)j = 1, V (C) \ V = ;, and (v) is even, for all v 2 V (C). Such a component C must be a 7-cycle. Let a be any edge from E(T 2 (C)) n E(C), and let T a denote the proper triangle containing edge a found by the heuristic in phase 1. Let the other two edges in T a be fa 0 ; a 00 g. If a 0 and a 00 have both ends in V (C), then one of them is in E(T 0 ). If one of a 0 ; a 00 is in E(T 0 ), then C has been assigned at least 1 3 of a T 0 -triangle, so z (C) 4 + 1 3 . It is easily veri ed that if the above does not apply, then E(T 2 (C))nE(C) contains an edge a, for which both edges a 0 and a 00 are not in E(T 0 ) E(T (C)). Hence they both belong to E(T 1 (C 0 )) for some other component C 0 . We procede as in the case for B5 and nd that z (C) 4+ 1
for C 2 B7 D7.
Combining these results we nd 
End of (H 2 ).
In case the input graph contains a set of isolated vertices to be covered, the same adjustment applied to (H 1 ) is applied to (H 2 ). In case there are no isolated vertices it su ces to prove the bound of 1:5 for each non-trivial component of G. The reason is that no triangle in any optimal cover can cover edges from di erent components of G. , which settles this case.
Next we consider the case that there are isolated vertices to be covered. Let W be the set of isolated vertices, and let s be the number of odd components in graph G, at the start of phase 2. Obviously, if jWj s, then the heuristic nds the same number of triangles as without the isolated vertices. It follows immediately that again z H 1:5z . We only need consider the case that jWj s + 1. Let t and u denote the number of components in graph G for which the number of edges is 1 modulo 3, and 2 modulo 3, respectively. Let E denote the set of edges of G at start of phase 1, and E 0 the set of edges at start of phase 2. Then the bound for z can Hence each component can be partitioned into triangles. But then a contradiction follows from the fact that s 6 = 0, so there must be a component of odd size 6k + 3, for which the algorithm fails to nd a triangle in phase 1.
The bound is tight as is shown by taking as input a graph the components of which are the union of an even number of triangles. See gure 2 for an example. One might think that the following post-processing of phase 2 of algorithm (H 2 ) could improve the outcome: consider the 2-chains of phase 2, one by one. If there is an edge which forms a triangle with the two edges of the 2-chain under consideration, one covers this edge together with the 2-chain and deletes it from its own 2-chain. At the end of this post-processing, one eliminates the 2-chains which are now empty, i.e. the ones the two edges of which have been deleted. The example in gure 2 shows that the bound is not improved by applying this post-processing procedure.
The 4-clique Covering
Here we consider the problem of covering the edges and isolated vertices of a graph with 4-cliques. We present a linear time 7=3-approximation algorithm, algorithm (H 3 ).
An alternative approximation algorithm is the modi ed greedy applied to the problem presented as Set Covering problem. The worst-case bound of the modi ed greedy in this case is 23 12 (see 9]) which is better than 7
Algorithm (H 3 ) runs in two phases. In the rst phase we cover a maximal number of edges with 4-cliques such that each 4-clique covers at least 3 edges. In the second phase, the remaining edges and the isolated vertices W V , are covered optimally with a minimum number of 4-cliques.
An iteration of phase 1 consists of covering a connected subgraph induced on 4
vertices by a 4-clique and then of deleting the covered edges. Phase 1 proceeds until no connected component of G has more than 3 vertices. At the end of phase 1, all isolated vertices in V n W are deleted. At the beginning of phase 2, the connected components of G, G 1 ; G 2 ; : : :; G s , are either triangles, isolated vertices of W, single edges, or 2-chains (two adjacent edges). The single edges are covered two per 4-clique (if the number of isolated edges is odd, then the extra edge is covered alone) and each 2-chain or triangle is covered by its own 4-clique.
The algorithm is given below:
Algorithm (H 3 ):
Input: Graph G = (V; E). Set C H = ;.
Do until no connected component of G = (V; E) has more than three vertices:
Find a connected subgraph on 4 vertices, C. Set C H C H C: Let E C be the edge set of C. Set E E n E C .
enddo Phase 2: Let T be the set of triangles and 2-chains of G. Set C H C H T: Let C F be the set of 4-cliques required to cover the set F of isolated edges of G (two per 4-clique). Set C H C H C F : Output C H .
End of (H 3 ).
In the case the input graph contains a set of isolated vertices to be covered, the following adjustment is applied to (H 3 ). At the termination of phase 2, we assign isolated vertices, one for each triangle or 2-chain in T, two for a single-edge clique.
The remaining isolated vertices are covered 4 per clique with possibly 1, 2 or 3 vertices in the last clique used. We append these additional cliques to the set C H .
The complexity and worst-case performance of algorithm (H 3 ) are given by the next theorem.
Theorem 3 (H 3 ) is a linear time 7=3-approximation algorithm. Proof: Phase 1 can be implemented using a linear time depth-rst-search technique.
Phase 2 scans through the remaining edges once. The assignment of isolated vertices will take linear time as well. Thus, the complexity of the algorithm is linear in the number of edges and isolated vertices, O(m). Let z be the optimal number of 4-cliques and z be the total number of 4-cliques used during phase 1. Because at least 3 edges are covered by each 4-clique used in phase 1, the total number of edges covered during phase 1 is at least 3 z .
Also, no more than 6 edges can be covered by a 4-clique. Therefore, the number of elements which remain to be covered during phase 2 is at most (6 ? 3 )z .
The number of 4-cliques used during phase 2 is at most minf The last inequality is derived by setting (6? )z 2 + 1 2 = (1 + )z . 
k-Clique Covering in a Graph
We extend our discussion to the general clique size, k, for the graph G = (V; E). As observed earlier, any clique containing more than one hyperedge must have a spanning pair. The algorithm (H 5 ) has included all spanning pairs together with singleton sets E i ; i = 1; :::; m in the collection of sets S. Thus all possible covering sets are accounted for in solving the set covering problem. Therefore, using the modi ed greedy for this reduced problem is the same as for the original problem, the worst-case bound is then H(k) ? 1 6 . Now we provide another heuristic (H 6 ) based on graph matching. This algorithm has better complexity than (H 5 ) if k > p m, but its bound quality is not as good.
Algorithm (H 6 ):
Step 1: Construct the following undirected graph G = (V; E): Each vertex represents a hyperedge; Two vertices i and j are connected by an edge if and only if the corresponding hyperedges i and j form a spanning pair.
Step 2: Find a maximum cardinality matching in G.
Step 3 End of (H 6 ).
The following theorem gives the worst-case bound of algorithm (H 6 ). Proof: Since for two hyperedges to be packed together, their corresponding vertices must be connected by an edge in G. It su ces to prove the bound for any connected component of G, so assume that G is connected. Let t i be the number of hyperedges packed in the ith clique of the optimal solution. These t i hyperedges must form a t i -clique in G. There The last hyperedge (fa; b; cg) has to be packed in a clique by itself. It follows that the number of cliques used by the heuristic is 4, which is k=2 times the optimal number of cliques.
Concluding Remarks
In this paper, we introduced the problem of covering the edges of a hypergraph by k-cliques (CC k ). The problem is shown to be NP-hard and we describe a number of approximation algorithms. We identify the link between the (CC k ) problem and the Set Covering problem. The approximation algorithms described here are the rst such algorithms for the k-clique covering problem. We describe a range of approximation algorithms applicable to various subclasses of the problem, with several algorithms for the same subclass o ering a trade-o between algorithm's running time and quality of approximate solution.
One natural generalization of this problem is the case where each clique has a di erent weight. If the occurrence of such weighted case is practical, then there is a need for extending the results to the weighted case. Indeed, the Set Covering heuristic presented is immediately extendible, but such is not the case for every heuristic presented and analyzed.
