Abstract-Nowadays, due to the considerable growth of computer capacities, the development of more efficient quadrature formulas may seem unnecessary. However, if the calculation of each integrand value requires much computational time or we have to study the dependence of the integral on a large number of parameters the integrand is determined through, then it is necessary to use more efficient formulas.
ρ(x)f (x) dx, where ρ(x) is an even weight function; the degree of the polynomial for the calculation of weights is decreased by two times, more precisely, P (x) = x θ f (x 2 ), where P (x) is the polynomial of degree m = 2k + θ, k = [m/2], for determination of the weights, f (x) is a polynomial of degree k (here [. . . ] is the integral part).
In all practically interesting cases of approximate calculation of integrals, one can choose an even weight function so that this expression is a Gauss integral formula with this weight. In the case a = ∞ we assume that all integrals for power functions are determined. Thus, taking into account the evenness of the weight function, we get that integrals of odd functions (odd powers are such functions) are equal to zero.
Since the general theory does not depend on the evenness, at the beginning we present our arguments for an arbitrary weight function and search for the integration formula in the following form: 
This implies that the polynomials of nodes are mutually orthogonal in the integral metrics:
If ρ(x) is a nonnegative function with a positive integral, then the orthogonal polynomials with the coefficient 1 at the highest degree are uniquely determined by the orthogonalization method (the necessity of the condition P 0 (x) ≡ 1 follows from the consideration of integrals of f (x) = P m (x)). The theory of orthogonal polynomials implies that these polynomials have exactly m roots in the studied interval and hence they are polynomials of nodes. Taking the function f (x) from the condition
we determine the weights
(1)
In order to calculate the weights a mj , one can obtain a polynomial formula of degree m−1:
From the computational viewpoint, it is convenient to express the values of nodes and weights through the moments up to the order 2m.
The method of determination of Gauss formulas was perfectly well described for the case ρ(x) ≡ 1 in [1; 2, Section 2]. Here we bring the corresponding calculations to particular formulas for an arbitrary symmetric weight function ρ(x).
Since in the even case all moments of odd order are equal to zero and we consider only them in the sequel, we determine the moments by the formulas
Note that, due to the evenness of the weight function ρ(x), we obtain symmetric weights a j = a m+1−j and antisymmetric nodes x j + x m+1−j = 0. Therefore, it is better to introduce a new enumeration by shifting the old one so that the positive nodes were represented as x 1 , x 2 , . . . , x k and the negative ones as
This gives
Using the cases n = 1, 2, . . . , k for odd m and n = 0, 1, . . . , k − 1 for even m, we come to the following expression for a j :
where Δ = i<j (y j − y i ) is the Vandermonde determinant, Δ ij is the determinant obtained from Δ by cancellation of the ith row and jth column. Substituting expressions (3) into equations (2), we have
where the determinant Δ 
k , where σ k are some numbers to be determined. For example, from these equations we may obtain the symmetric functions
Using linear combinations, from (4) we get the following linear equations with respect to σ j : 
Calculating the roots of this equation, from (2)- (4) we get the values of the weights a 1 , . . . , a k and a 0 = ρ 0 − a 1 − . . . − a k . Also note that setting the weights of all y i equal to one and the weights of ρ i equal to i, we obtain everywhere uniform formulas, and the weights a i are equal to zero.
There also exists a symmetry for the change of the weight function ρ(x) by ρ(x)x 2 with the increment of weights of the variables ρ i by one.
Consider small odd values in the general case in more detail. The case k = 0 is reduced to the following formula: ρ(x)f (x) dx ≈ ρ 0 f (x). For k = 1 we come to formula (1) with the following values:
Further, for k = 2 we have
The case k = 3 results in the following values:
. Now consider particular weight functions and calculate the formulas of the 10th and 14th orders of accuracy. For the 14th order of accuracy the weights and nodes are roots of cubic equations and can be expressed by Cardano formulas. Since those expressions are bulky, we present here only approximate values.
1) In some applications we have to calculate the integrals
In this case it is convenient to take ρ(x) = exp(−x 2 /2), a = ∞. The corresponding orthogonal polynomials (normalized polynomials of nodes) are called Sonin polynomials, and the polynomials for the weight function ρ(x) = exp(−x 2 ) connected to the previous ones by the contraction of the axis x by √ 2 times are called Hermitian or Chebyshev-Hermitian [3, Ch. 1; 4, Ch. 4].
The equality ρ n = π/2(2n − 1)!! is valid. For m = 5 (k = 2) we obtain the nodes and weights for the 10th order of accuracy:
and for m = 7 (k = 3) the corresponding polynomial has the form y 3 − 21y 2 + 105y − 105 = 0, and in this case the nodes and weights are x 1 = 1.154405394739968, x 2 = 2.366759410734541, x 3 = 3.750439717725742, a 0 = 0.5898718274019, a 1 = 0.601899548885595, a 2 = 0.05124934362178949, a 3 = 0.01029341740621618.
2) The following integrals of hypergeometric form often occur in practice [4, Ch. 4 ]
In order to calculate such integrals efficiently, one should use formulas for the weight
This case is the simplest from the computational viewpoint because the quadrature formula takes the simple form
The consideration of this case is reduced to the following equations
Therefore, it remains to prove that
The validity of equality (6) follows from the consideration of the following cases: 1) for n = 0 in the left-and right-hand sides of equality (6) we have 1; 2) for 0 < n < m in the left-and right-hand sides of equality (6) we get 0. The latter takes place due to the auxiliary multiplication of both the sides by cos πn 2m = 0. Actually, it is not difficult to calculate the difference between the integral and the approximative sum for k ≥ m:
.
In this case (the same) weights and nodes are represented by simple formulas (5) and we have no need to consider separate cases. These normalized polynomials of nodes are called Chebyshev polynomials of the first kind.
3) ρ(x) ≡ 1, a = 1. In this case ρ n = 1/(2n + 1) and the polynomials of nodes (which are Legendre polynomials up to normalization) have the form
