Dedicated to the memory of Professor Michio Kuga 1. The purpose of this paper is to give a geometric classification of all commutative algebras consisting of linear ordinary differential operators whose coefficients are scalar-valued functions.
(B-2) B has an operator P of order n > 0 such that its leading coefficient is 1 and the other coefficients have power series expansion at one point. In other words, B has a monic operator which is regular at a certain point.
Since we can always add the identity operator to a given commutative algebra, (B-1) is not a restriction for B . The second condition (B-2) looks serious. For example, C[x d dx ] is a commutative algebra of ordinary differential operators but it does not satisfy (B-2). However, if we change the coordinate x by u = log x, then the operator x d dx becomes
which is monic. It means that the notion of monicness depends on the choice of a coordinate. In general, if we use the coordinate u defined by
n becomes a monic n-th order differential operator in u. Thus it is not a severe condition to require the existence of a monic operator in B. We can simply change the coordinate to make one of the operators in B monic. Similarly, if an operator is given in a practical situation, we can find a point at which all the coefficients have power series expansion. Therefore, (B-2) is not a strong restriction, either. Let us choose a coordinate x so that the operator P is monic and is regular at x = 0. Thus every coefficient of P is an element of the ring C [x] of formal power series in x. We identify two commutative algebras B 1 and B 2 if there is an invertible function f = f (x) ∈ C [x] such that (1)
In this paper, we present a bijective correspondence, or a dictionary, between the set of commutative algebras of ordinary differential operators satisfying (B-1) and (B-2), and a moduli space of certain geometric data consisting of an algebraic curve, a smooth point on it, a vector bundle on the curve, a local covering of the curve defined on a neighborhood of the point and a local trivialization of the bundle near the given point.
Professor Michio Kuga has worked in the area of mathematics where number theory, algebraic geometry and the theory of differential equations meet together [Ku] . After I finished my work on the Schottky problem [M1-2] , I spent one year 2 at Stony Brook with him. I really enjoyed discussing mathematics and exchanging mathematical dreams with him. Around that time, I started to think about the higher rank analogue of the Krichever construction and the classification problem of the commuting differential operators. When the final answer to this problem was obtained, I was truly surprised by the deep interplay between algebraic geometry and the theory of differential equations [M3] . Today, I wish I could tell him this result, and ask him about its possible relation to number theory.
2. In order to give the precise statement of the main theorem, let us define the moduli space M + r (0, −1) of quintuples (C, p, F, π, φ) which is formed by the following objects: -C is an irreducible complete algebraic curve, i.e. a compact Riemann surface with (or without) singularities; -p is a smooth point of C; -F is a torsion free sheaf of O C -modules of rank r such that
If C is a non-singular curve of genus g, then F is a vector bundle on C of degree r(g − 1) with no non-trivial holomorphic sections; -π : U 0 → U p is an r-sheeted covering ramified only at p = π(0) ∈ U p , where U 0 is an open disk of C with center at the origin 0, and
where F U p is the restriction of the vector bundle F on U p and π * O U 0 (−1) is the direct image by the covering map π of the twisted line bundle O U 0 (−1) on U 0 defined by the divisor {0} of U 0 . Since π * O U 0 (−1) is a trivial vector bundle of rank r on U p , we can say that φ gives a local trivialization of F on U p .
We say that two quintets (C, p, F, π 1 , φ 1 ) and (C, p, F, π 2 , φ 2 ) are isomorphic if there is an automorphism h : U 0 ∼ −→ U 0 and a line bundle automorphism ψ :
Let us denote the set of all isomorphism classes of quintets by M + r (0, −1). Now we can state the main theorem.
Main Theorem.
Let B r be the set of all commutative algebras B of rank r consisting of ordinary differential operators with scalar-valued function as coefficients satisfying (B-1) and (B-2), where the rank of B is defined by
Then there is a natural bijection
In other words, there is a bijective correspondence between the following objects:
Analytic Object. A commutative algebra of linear ordinary differential operators of rank r satisfying (B-1) and (B-2). Two of such algebras are identified by (1).
Geometric
Object. An isomorphism class of a quintet (C, p, F, π, φ) consisting of a curve, a point, a vector bundle, a local covering and a local trivialization.
Remark. In the case of rank one, the isomorphism relations of the quintets almost completely wipe out the information of π and φ. Therefore, M + 1 (0, −1) is exactly the same as the moduli space of the data (C, p, L, v), where L is a generic line bundle of degree g − 1 and v is a non-zero tangent vector of C at p. Thus our theorem reduces directly to the theorem of Krichever and Mumford [K] , [Mum] .
Verdier [V] obtained a different classification of commutative rings of ordinary differential operators. But since he uses the parabolic structure and the connections of the vector bundles, and since he does not incorporate the identification of (1), his result has a rather different flavor from the point of view of the work of Krichever and Mumford. 3. Since the key ideas of the theorem emerged from the earlier works of many mathematicians, let us sketch the history of this problem. We will concentrate on the old part of the history here, because an extensive review of recent works on this subject can be found in [PW] .
Since differential operators do not usually commute, it is natural to ask what happens if they do. As far as I know, the first person who asked this question and tried to give a systematic answer was G. Wallenberg. In his paper [W] of 1903, Wallenberg studied the classification problem of pairs of commuting ordinary differential operators. He mentioned that this problem did not seem to be studied before, even in the fundamental work of G. Floquet [F] . But he credited Floquet that the case of two operators of order one has been worked out in [F] .
Floquet's 1879 paper [F] is 130-page long and seems to be considered as one of the standard references of ordinary differential equations in his time. Among other things, he established the Euclid division algorithm for ordinary differential operators.
Let P and Q be ordinary differential operators of order m and n, respectively. If m ≥ n and the leading coefficient of Q is invertible, then there are operators P of order m − n and R of order less than n such that
Thus the system P ψ = 0
is equivalent with
which has lower order than the first one. From the modern point of view, we can say that Floquet studied D-modules. In fact, he proved the following: let D K be the set of all ordinary differential operators with coefficients in the field K = C (x) of formal Laurent resies in x. Then every D K -module is generated by a single element.
Since he was interested in the non-commutative nature of the ring D K , he did not ask the question of Wallenberg.
It is easy to determine all commuting operators of order one. Wallenberg started from this point. In [W] , he gave a complete determination of commuting operators P and Q when 1. ord P = ord Q = 2 , and 2. ord P = 1 and ord Q = n > 0 .
So far still everything is easy. Then he studied the case of ord P = 2 and ord Q = 3, and noticed that the Weierstrass elliptic function appears in the coefficients of these operators (cf. Eq. (2)). He dealt with a few more examples such as order 2 and 5, but did not obtain any general theorem. Maybe Wallenberg's attempt was too much ahead of time. Indeed, the first general result toward the classification problem was only established 20 years later.
In 1923, Burchnall and Chaundy [BC] started the systematic investigation on this problem, without knowing the previous work of Wallenberg. One of their remarkable theorems asserts First Theorem of Burchnall-Chaundy. Let P and Q be linear ordinary differential operators of positive order. If P and Q commute, then they satisfy a non-trivial polynomial relation f (P, Q) ≡ 0, where f (λ, µ) ∈ C[λ, µ] is a non-zero polynomial in two variables.
Let us illustrate why this is true. So let P be a second order operator and Q be of order three. As we observed in Section 1, we can assume that P is monic. Note that every operator which commutes with a monic operator of positive order must have a constant leading coefficient. Thus the leading coefficient of Q is a constant. Therefore, we can choose a constant c 1 ∈ C such that Q 2 − c 1 P 3 has order less than 6. Since Q 2 − c 1 P 3 commutes with P , its leading coefficient is again a constant. So we can find another constant c 2 so that Q 2 − c 1 P 3 − c 2 P Q becomes an operator of order less than 5. We can continue this procedure until we obtain an operator
of order less than 2. If ord R < 1, then R must be a constant because it commutes with P . If ord R = 1, then we can choose constants c 6 and c 7 such that P − c 6 R 2 − c 7 R becomes a constant. In any case, we have obtained a non-trivial polynomial 5 relation among P and Q ! This argument works in the general situation and gives a proof of the above theorem. (Note that this argument does not work for the quasi-commuting pairs. See Section 7.) Thus a pair of commuting operators produces a plane algebraic curve. Let us work out an explicit example due to Wallenberg. We choose
where u (x) is the derivative of u(x) with respect to x. It is an easy calculation to show that P and Q commute if and only if u satisfies u = 12uu .
We can integrate this equation twice to obtain
where g 2 and g 3 are the constants of integration. Therefore, P and Q of (2) commute if and only if their coefficients are given by the Weierstrass elliptic functions and their degenerations, since g 2 and g 3 in (3) are arbitrary. If u satisfies (3), then P and Q satisfy a polynomial relation
which defines a plane cubic curve. It was already known to Wallenberg that every commuting pair of operators of order 2 and 3 can be reduced to this example by a simple transformation. In this sense this example is a universal one and the appearance of the elliptic function is essential. When P and Q commute, the simultaneous eigenvalue problem
the eigenvalues λ and µ must satisfy the same polynomial relation. Therefore, the plane curve we obtained is a spectral curve. Moreover, a simple linear algebra argument shows that if f (λ, µ) = 0, then there exists a non-trivial solution of (4). If one uses the technique of asymptotic expansion of ψ, then it is not so hard to see that the dimension of the simultaneous eigenspace is equal to the greatest common divisor of the order of P and Q. Thus, we can construct a vector bundle of rank r = G.C.D.(ord P, ord Q) on the plane curve {(λ, µ) ∈ C 2 | f (λ, µ) = 0} 6 whose fiber at (λ, µ) is the corresponding simultaneous eigenspace. There is a functorial way of extending this eigenspace bundle to the point at infinity of the spectral curve. Therefore, we obtain a compact Riemann surface by attaching a point at infinity to the plane curve and a globally defined vector bundle on it. In other words, we have constructed the data (C, p, F) from the commutative algebra B = C[P, Q] generated by P, Q and 1, where C is a compact Riemann surface which may have singularities, p is the point at infinity and F is a vector bundle of rank r = G.C.D.(ord P , ord Q) = rank B. In our example of (2), C is an elliptic curve, p is the point at infinity and F is a line bundle.
Let us denote by M 1 the moduli space of all data (C, p, L, v) consisting of an algebraic curve of arbitrary genus g, a smooth point p ∈ C, a line bundle L on C of degree g − 1 which has no non-trivial global holomorphic sections, and a non-zero tangent vector v ∈ T p C. (The tangent vector comes from the monicness assumption of the operator.) The second amazing theorem due to Burchnall and Chaundy states the following.
Second Theorem of Burchnall-Chaundy. Let B 1 be the set of commutative algebras of ordinary differential operators of rank 1 satisfying (B-1), (B-2). Then there is a canonical bijection between B 1 and M 1 ;
These theorems were forgotten for more than half a century. Meantime, in the middle of 1970's, Krichever [K] re-discovered these theorems without knowing the earlier work of Burchnall and Chaundy. A complete proof of these theorems using the modern language of algebraic geometry was given by Mumford [Mum] .
Here comes a natural question: which kind of geometric data correspond to B r for r ≥ 2 ?
An obvious candidate is the moduli space M r of the data (C, p, F, v), where F is now a vector bundle of rank r and degree r(g − 1) such that H 0 (C, F) = 0. But it does not work, because B r is far larger than M r .
4.
In order to prove the Main Theorem, we use the original technique of Burchnall and Chaundy as well as its modernized version due to Mumford. We also need another machinery, which is believed to be rather modern, but is actually very old: that is the theory of pseudo-differential operators.
Let us to go back to the history once again. I. Schur, inspired by the 1903 paper of Wallenberg, proved the following theorem in 1905. (In the same year he obtained also the famous Schur's lemma.)
Schur's Other Lemma. Let B P be the set of all linear ordinary differential operators which commute with a given operator P of order n > 0. Then B P is a commutative algebra. 7
The theorem is rather surprising, because it does not hold for the case of matrices and partial differential operators. Schur's proof is the following. As before, we can assume that P is monic. The first thing he did is to define the n-th root of P . He showed that there is a unique monic pseudo-differential operator
of order one such that L n = P . (He credited S. Pincherle [P] , which appeared in 1897, for the technique of pseudo-differential calculus. The idea of fractional powers of operators is due to Schur himself.) Let Q ∈ B P be an arbitrary operator of order, say m. Since Q commutes with P , its leading coefficient is a constant. Therefore, there is a constant c 0 ∈ C such that Q − c 0 L m has order m − 1 or less. Since L commutes with P , Q − c 0 L m also commutes with P . Therefore, its leading coefficient is again a constant, and hence there is
is of order m − 2 or lower. By continuing this process infinitely many times, he obtained
Therefore,
where C (z) denotes the set of all formal Laurent series in z with finite poles at z = 0. But since C (L −1 ) is commutative, so is B P ! Let us consider the abstract version of Schur's argument. Since Q is a differential operator, m of (6) is always positive. Thus we have a subalgebra
satisfying the condition
A commutative algebra B satisfying (B-1) and (B-2) produces a pair (A, L), where L is a monic pseudo-differential operator of order 1 obtained by taking the n-th root of P , and A is a subalgebra of C (z) with (9) obtained by replacing L −1 in (6) by z. Now the question: how can we go back from an abstract algebra A satisfying (8) and (9) to the algebra B of ordinary differential operators?
An easy answer is this: simply replace z by L −1 . But then how do we know that the resulting algebra consists of only differential operators? In other words, how can we find an operator L so that the algebra
obtained by replacing z by L −1 in A contains only differential operators? In order to answer this question, we need another idea.
5.
In their fundamental work [GD] on completely integral systems appeared in 1975 and 76, Gel'fand and Dikii introduced negative and fractional powers of operators in this field. But actually the same technique had been known to Pincherle and Schur for more than 70 years before. Thus many of these modern theories on this subject have deep historical background, even though it was not recognized until recently. Then M. Sato [Sa] discovered a remarkable correspondence between an infinite dimensional Grassmannian and the pseudo-differential operators of Schur and Gel'fand-Dikii.
We have already encountered the set C (z) of all formal Laurent series. Let V = C (z) and
defines a topology in V . We define the Grassmannian G(µ, ν) of index µ and level ν as the set of all closed vector subspaces W of V such that both W ∩ V (ν) and
This is indeed the Grassmannian of Fredholm operators of index µ. The big-cell of the index 0 Grassmannian is defined by
In 1981, Sato found a bijective correspondence between the Grassmannian G(0, 0) and the set of monic pseudo-differential operators
of order zero which have certain type of singularities in their coefficients s j (x). In particular, if s j (x)'s are all regular at x = 0, i.e. s j (x) ∈ C [x] for all j ≥ 1, then S of (10) corresponds bijectively to a point of the big-cell G + (0, 0). Unfortunately this correspondence is not canonical, because it depends on the choice of a basis for V . The corresondence becomes completely canonical if one uses G + (0, −1) instead of G + (0, 0). Thus one obtains the following. 
We can choose an invertible function
Then there is an operator S ∈ Γ m such that S · d dx · S −1 is equal to the above expression. Therefore, if we start with f ·B ·f −1 instead of B (and which we identify anyway by (1)), then we have an operator P ∈ B such that
is easy to see that every operator commuting with d dx n for some n ≥ 1 has only constant coefficients. Therefore, we have
where ∂ = d dx and we identify z = ∂ −1 . Note that "replacing z −1 by L" simply means that changing ∂ by S∂S −1 = L. Thus the operator S ∈ Γ m connects the algebra B and the abstract algebra A ⊂ C (z) . So we can replace the pair (A, L) by another pair (A, W ), where W ∈ G + (0, −1) is the point of the Grassmannian corresponding to S. We call (A, W ) a Schur pair .
6.
A connection between the Grassmannian and the geometric data consisting of pointed algebraic curves and vector bundles on them was discovered by G. Segal and G. Wilson [SW] in 1983. They dealt with the Grassmannian from the point of view of loop groups. Hence they used the Hilbert space H (r) of C r -valued square integrable functions on a circle in order to obtain an extended moduli space of curves and vector bundles of rank r. Then they defined an isomorphism H (r) ∼
−→ H
(1) and brought the higher rank situation to the single Grassmannian, which is the analytic version of Sato's G(0, 0) . However, the isomorphism between H (r) and H (1) is not canonical.
In order to find a canonical bijection between the data of the Grassmannians and the geometric data of pointed curves and vector bundles, we use Schur pairs. We call (A, W ) a Schur pair of rank r, index µ and level ν if 1. W ∈ G(µ, ν) and 2. C ⊂ A ⊂ V is a subalgebra such that AW ⊂ W by multiplication of V = C (z) and
Let S r (µ, ν) denote the set of all Schur pairs of rank r, index µ and level ν. The geometric counterpart of the set of Schur pairs is the moduli space M r (µ, ν) of quintets (C, p, F, π, φ), where C, p and π are as in Section 2, F is now an arbitrary torsion free sheaf of rank r O C -modules such that
is an O U p -module isomorphism. Note that in the case of rank one, π gives a local coordinate on U p and hence our quintet becomes the quintuple of Segal-Wilson. We have the following theorem.
Theorem 2. There is a canonical bijection
for every r > 0, µ ∈ Z and ν ∈ Z. Moreover, there are the following canonical isomorphism under this correspondence:
and
Roughly speaking, χ r,µ,ν (C, p, F, π, φ) = (A, W ) is defined by A = holomorphic functions on C \ {p}, and
In [M3], this bijection is obtained as a fully faithful functor between anti-equivalent categories.
As the final step to prove the main theorem, we need the following Theorem 3. Let (A, W ) ∈ S r (0, −1) be a Schur pair of rank r, index 0 and level −1 such that W belongs to the big-cell G + (0, −1) of the Grassmannian, and let S ∈ Γ m be the pseudo-differential operator corresponding to the point W by the Sato correspondence (Theorem 1). Then B = S · A · S −1 is a rank r commutative algebra of ordinary differential operators, where we regard A as a subring of C (∂ −1 ) by the identification z = ∂ −1 .
Let D denote the set of all linear ordinary differential operators with coefficients in C [x] . Then for a given algebra A with (8) and (9), the condition S · A · S −1 ⊂ D gives a system of nonlinear ordinary differential equations among the coefficients of S which was studied in [M2, Section 1]. Theorem 3 tells us that this system has a regular solution if and only if there is a point W ∈ G + (0, −1) such that AW ⊂ W . Schur showed that every B ∈ B r gives a pair (A, L) and hence, by Theorem 1, the Schur pair (A, W ) ∈ S r (0, −1). Now Theorem 3 tells us how to go back from (A, W ) to B. On the other hand, we have a bijection χ r,µ,ν of (11) by Theorem 2. Combining these two constructions, we obtain the main theorem.
One of the most important motivations of studying commuting ordinary differential operator is their relation with completely integrable systems, and this point of 11
view of the problem is entirely missing in the classical works I mentioned above. For the recent deep works on commuting operators and completely integrable systems, I refer to two books [N] and [NMPZ] . A detailed discussion of the topics of this paper is given in [M3].
7. As we saw in Section 3, one of the key steps of our classification theorem is the Burchnall-Chaundy theory: [P, Q] = 0 implies a polynomial relation. Being motivated by the recent theory of two dimensional quantum gravity, a natural question arises here: what happens is we have quasi-commutativity [P, Q] ≡ 1 ? Certainly, the argument of Section 3 does not apply.
Theorem 4. Let P and Q be linear ordinary differential operators satisfying the quasi-commutativity condition This is the point where the quantum and the non-commutative geometry start, but we have to stop this article here.
