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再呼のある状態依存入カトラヒックモデル
　　確率解析と情報ネットワークヘの応。用
高橋敬　隆
1，まえがき一再呼と輻鞍
　電話ユーザはビジートーン（busy　t㎝e）を聞かされたとき，確認のためも
う1・2度（あるいはユーザによっては何度も）ダイヤルすることがある。電
語ユーザがダイヤルすること，もっと一般的には，情報ネツトワークに情報通
信サービスを要求することを，通信トラヒック理論（tele－t・a雌c　theory）では
「呼（こ，Ca1l）を発する，発呼する」と言う。再度ダイヤル（情報通信サ←
ビスを要求）することを「再呼（・epeated　ca1l），再試行（retria1）する」と言
う［1，4，5，ユ6コ。電話に限らずファクシミリやインターネットでも，再呼は
端末やTCP／IP（T・anspo・t　Cg皿trol　Prot㏄oi／Inter鵬t　Protoco1）により自動的
に発生している。
　情報ネットワークはユーザ聞で共用される様々のリソース（例えば，アクセ
ス回線，集線装置，多重化装置、交換機・ルータ，中継回線，携帯電話におけ
る無線帯域）から欝成さ牝ている。ユーザが運話（情報運信サ←ビスを実現）
するためにはこれらの共用リソースを捕捉する必要がある。しかしながら呈
ユ←ザが発呼したときに他のユーザによって既にリソースが占有されてしまり
ていて，このユーザが補提するべきリソースがない状況が生じ得る⑪この拭況
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　605
　40　　　　　　　　　　　　　　早稲田商学第402号
に遭遇してしまったユーザは交換局（ノード）からビジートーンを聞かされる
ことになる。すなわち，ビジートーンは，必要とする共用リソースを捕捉でき
ないときに聞かされる。通信相手が話中のときは相手のアクセス回線がビジー
（busy，稼動中）のためビジ」トーンを聞かされることになる。ただし，ビ
ジートーンを聞かされたからと言って通信相手が話中とは限らない。
　日本ではピジ］トーンを語中音（わちゅうおん）と翻訳しているが、上記の
意味でこの翻訳は間違っている。ビジートーンは亨相手語中を知らせる音では
なく憶報通信サービスを実現するのに必要なネットワークリソースがビジーで
あることを知らせる音である。この誤訳一誤解・誤認識が，わが国の惰報ネッ
トワークをより脆くしている。すなわち，ビジート』ンを聞かされたユーザは
相手が語中と思い込み，再ダイヤルを繰り返す（再呼が発生する）。各々の
ユーザはリソースがビジーである（輻湊している）と認識しない。情報ネット
ワークにおけるあるリソースがひとたび輻鞍状態になると，再呼によりさらに
輻鞍状態が長引くのである。何らかの通信制御（例えば発呼規制）をしない限
り，大規模・高信頼度なコンピュータとも言える交換機はシステムダウンに陥
るのである。
　さて，地震や台風や山火事などの災害が起こると，被災地に住んでいる親
戚・知人の安否確認のため，発呼が（災害のないときと比べ）急増し，情報
ネットワークは輻鞍する。再呼により，ネットワークの輻鞍度はより激しくな
り，発呼Lても全く繋がらない状態が続く。情報ネットワークを構築・運用す
る側も管理・監督する側も，輻鞍を定量的に把握することが問題となる。一体
どの位の割合で繋がらないのだろうか，繋がらない状態はいつまで続くのか，
再呼の影響はどのぐらいあるのだろうか，等といった問題である。
　従って，再呼を考慮した情報ネットワークの輻鞍現象の解析は，情報ネット
ワーク論において理論的にも実践的にも重要な課題である。本論文では，この
課題を解決するために基礎となる「再呼のある状態依存入力即時系モデル」を
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提案し，そのトラヒック解析を行なっているφシステム性能評価尺度を導出
し，輻鞍を定量的に把握する間題に対し回答を与えている。提案モデルの具体
的な応用（トラヒック制御）についても言及している。
2．トラヒックモデルとその記法
第1節で述べたように，情報ネットワークは様々のリソースから構成されて
いる。ユーザによって共用されるリソースの捕提・輻鞍状況は，オペレーショ
ンズ・リサーチ（Operatio皿s　Resea・ch，経営数理）的に抽象化すると，計算機
システム・生産工程・スーパマーケット・空港などと同じ部類に属し，確率
サービスモデル（stochastic　seエvice　m◎de1）あるいは通信トラヒックモデル
（te1e－tra地皿odel）として定式化される。トラヒック（tr榔c）とば通常，交
通量を意味し，情報ネットワークにおける情報通信要求量を通信トラヒック
．（tele一むraffic）と言うが，以下では，情報ネットワ｛ク論の慣例に従い身後者
の意味」で茱トラヒックと記」すことにする。すなわち，本論文ではトラヒックモ
デルとは交通モデルではなく通信トラヒックモデルのことである。
　我々が扱うトラヒックモデルは以下のように特徴付けられる。まず，情報」
ネットワーク内リソースを要求・捕捉する（リソ←ス毎の）客を考える。リ
ソース毎の客は，例えば皐電話ネットワ』クでは呼，共通線信号網では制御情
報パケット，IP（IntemetProtocoi）ネットワークではIPパケット、ATM
（A§y皿chr⑪皿ou§T．ansfer　Mode）ネットワークではATMセル，電子商取別シ
ステムではWebセッション，情報処理システムではトランザクション・タス
クに摺当する。以降，情報ネットワ←クにおけるリソースを要求・稿提するリ
ソース毎の客のことを，単に，「呼（こ）」と言うことにしよう。呼はアプリ
ケーションによっ」てリソースによって，パケットになったりセッションになっ
たりタスクになったりすることに留意■されたい。さて，呼がある確率・過程
（StOCb塾StiC　pr◎Ce§§）1ζ従って弓サービスシステムに到着し，ランダムな時聞
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長のサーピス（回線保留，情報転送，情報処理など）を要求する。サービスは
単一および複数のサ」バ（回線・チャネル・リンク・プロセッサ）によって行
われる。このサーピスシステムを記述するのに，ケンドール（Kendall）記号，
A／B〃K／Nを用いる。
　ケンドール記号において、Aは呼の到着過程（Mはポアソン到着，Po1sson
arri柵1），Bは呼あたりのサービス（1Mは指数サーピス，exponential　service）
時間分布，cはサーバ数，Kはシステム容量（syste㎜capacity），Nは呼源数
（the　m唖ber　of　cal1s㎝rces）を表わす。システム容量とは，システム内詐容
呼数のことである。システム容量が無限大（K＝oo）のとき，／Kを省略して
も良い。同様に，呼源数が無限大（N＝。o）のとき，／Nを省略して良い。例
えば，WG！ユは，無隈呼源ポアソン到着，一般サービス時問分布（general
ser∀ice　time　distribution），単一サーバ，システム容量無眼大のシステムを表
わす。D／M／20／ユ00／120は，呼源数120，呼源からの呼の到着間隔（呼空問
隔）が一定（deterministic），指数サービス時間分布，20サーバ，待ち室容量
80呼分を持つ有隈呼源システムを表わす。
3。再呼のある状態依存入力即時系モデル
　既存文献［4，7，9，16］で取扱われている無限呼源マルコフ型M／M／c／cモ
デルあるいは有隈呼源マルコブ型M／M／c／c／Nモデルを含’む，一般的な状態依
存入力却時系システム（1oSS　SyStem）を考える。呼はシステムに到着し，C
サーバによりサービスされ，サービスが終わるとシステム外（系外）に退去する。
　通常，即時系は，呼の到着時（藷呼した時）にCサーバ全てビジーならば呼
損となり系外に退去することを意味するが，ここでは再呼を考慮する。すなわ
ち，Cサーバ全てビジーに遭遇した到着呼は系外に退去せず，再呼待ち行列
（repeated　ca1l　queue）に並ぼうとする。再呼待ち行列容量はKとし，もし再
呼待ち行列に並ぼうとしたとき既に待ち行列が満杯（再呼列がK呼）であれ
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ば，その到着呼は呼損となり系外に退去する。再呼待ち行列に入った呼（再
呼）はある時間再呼待ち行列に滞在した後，サービスシステムに再び到着し，
空きサーバがあれば直ちにサーピスされるが，そうでなければ（cサーバ全て
ビジ←ならば），また，再呼待ち行列に並ぶ。
　数学的な一般性を失うことなく，時間単位（ti㎜e　unity）として平均サービ
ス時間を取る。サービス時間分布は指数分布に従うとする。すなわち，サービ
ス時間は到着呼・再呼ともに平均ユの指数分布に従うとする。再呼待ち行列に
おける各再呼の滞在時問はパラメータμの指数分布に従うとする。呼の到着
聞隔は状態依存（state－depende皿t）パラメータλ皿，皿（平均ユ／λ皿．。）を持つ指数
分布に従うとする。
　以下，時刻t（t≧0）において，C（t）をビジドサーバ数，N（t）を再呼待ち行列
数とする。こ牝ら2つの確率変数の組（C（t），N（t））の状態空聞（state　spa㏄）
を8とおく。すなわち，sは”（房は整数全体からなる集合）の部分窒閏で
あり，
8二10，！，2，…，cl×10，！，2，川，Kl（⊂別
　システム状懲は2次元確率過程1（C（t），N（t））；t≧01により記述される。パ
ラメータλ。、皿が，状態に依らず一定（ム、回；λ）ならばポアソン到着過程を意
味する。状態の第1成分C（t）のみに依存すれば，ポアソン到着のある回線留
保方式（tru皿k　reservation　sy§te㎜）を表現していることが分かる。
　通信トラヒジク理諭や待ち行列理諭（卯e雌1ng伽ory）では，到着過程が状
態依存という意味で，上述したシステムは状態依存入カモデル（st鈎e－depen－
dent　input皿o飼）と呼ばれている［！，2］。ただし，既存理論において取扱
われている状態依存入カモデルの殆どは，上記過程の第ユ成分C（t）のみに依
存しており，第2成分N（t）にも依存した（すなわち再呼を考慮した）モデル
は余り見当らない。
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4．トラヒック解析
4．1マルコフ過程論による解析
　前飾で提案した再呼のある状態依存入力即時系モデルは，到着呼や再呼の到
着時間問隔やサービス時間が指数分布に従うため，無記憶（memory－leSS）で
あり，マルコフ（Markov）となる（例えば，文献［1，2，3，5，6］参照）。
より厳密に言えば，状態空問8を持つ2次元確率過程1（C（t），N（t））；t≧01は時
間斉時的マルコフ過程（time－homogeneous　Markov　process）となる。マルコフ
過程の確率酌挙動を完全に特徴付ける無限小生成作用素（infinitesima1genera－
tor）Qを，文献〔n，12］同様ヨ微小区間の推移を観察することにより求めよ
う。
　まず，O≦i≦c－！，0≦j≦Kに対し，再呼が到着すると直ちにサービスさ
れるため，
［Ql（i，j）、（。，皿Fq｛、，j），（皿，血F
λi，i　if（n，m）＝（i＋1，j）；
jμ　if（n，m）三（i＋1，j－1）；
i　if（n，m）＝（i－1．j）：
■（凡，」十jμ十i）if（n，m）＝（i，j）［対角成分］；
O　otherwise、
　次に，i＝c，0≦j≦K－1（cサーバ全てビジー）に対し，再呼が到着しても
状態は不変なため，
［Ql（i．i〕，（軋皿〕…q｛、、」）、（加〕＝
λi，』　if（n，血）＝（c，j＋1）；
i　if（n，m）＝（i－1，j）；
」（λ．』十i）if（n．m）＝（i，j）［対角成分］；
O　otherwise．
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　最後に，i＝c，j＝K（cサーバ全てビジー，再呼待ち行列満杯）に対し，到着
呼は再呼待ち行列に入れず呼損となるため，
　　　　　　　　　　　　i　if（n，m）＝（i－L　j）；
［Q］（i，州皿、。）≡q（，、、｝く皿．皿）＝　一i　if（n，m）＝（i，j）［対角成分コ；
　　　　　　　　　　　O　otherwise．
で与えられる。
　以上で，2次元マルコフ過程1（C（t），N（t））；t≧01の無限小生成作用素（in－
finitesi㎜a1generator）Qが求められた。作用素Qは（c＋1）・（K＋1）次正方行
列である。
　遷移率行列関数（transition　rate　matrix　functio皿）をP（t）とす乱関数P（t）
も（c＋1）・（K＋！）次正方行列であり，その第（k，1），（i，j）成分は次式で定義
される。
［P（t）］（klx、、、）＝P［（C（t），N（t））＝（i，j）1（C（0），N（0））＝（k，1）コ
　　　　　　　　　　　　　　　　　　（（k，1），（i，j）∈8） （ユ）
ここで，P［A　l　B］は事象Bが起こった下で事象Aが起こる条件付確率を表わ
す。マルコフ過程1（C（t）．N（t））≡t≧01のチャップマン・コルモゴロフ
（Chapman－Kolmogor0Y）による前進・後進方程式（C－K方程武）は次式とな
る（例えば，文献［6］参照）。
　（d／dt）P（t）＝P（t）Q＝QP（t）　　　　　　　　　　　　　　　　　　　　　　　（2）
ここで，（d／dt）P（t）は遷移率行列．関数各要素の時間微分から構成される行列
を表わす。初期条件は次式で与えられる。
P（o）二I，（d／dt）P（t）l　t＿⑪＝Q （3）
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ここで，Iは恒等行列を表わす。遷移率行列関数P（t）は条件（3）の下にC－K
方程式（2）を解くことにより得られ，
P（t）竺exp［Qt］昔 （4）
よって，遷移率行列関数P（t）は無限小生成作用素Qにより完全に決定される。
　さて，次の2つの条件が満たされるとき，マルコフ過程1（C（t）、N（t））：t≧01
の定常状態（stationary　state）または平衡状態（eq舳brim　state）が存在する
と言う。
i）遷移率行列関数P（t）の各成分に対し，極限値
珂」ご1im、＿碗P［（C（t），N（t））＝（i，j）1（C（O）。N（0））三（医，1）］
　　　　　　　　　　　　　　　　　　（（kゴ1工（i，j）∈8） （5）
が存在し，初期状態（k，1）と独立である。
ii）正規化条件式（no・malizi㎎conditi㎝）
Σ、、」凧j＝1 （6）
が成り立つ。ここで，Σ、，』は全ての状態空間8（（i，j）∈8）に亘って和を取るこ
とを意味する。
4．2定常状態解析
　以下、定常状態の存在を仮定しよう。定常状態確率行ベクトル（Stationa－
ry－st邑te　probabiIity　row　vector）をπとおく。ベクトルπの次元は（c＋1）
（K＋1）である。C－K方程式［式（2）］においてt→。。とする。推移率関数の
時間微分（d／dt）P（t）の各要素は定常状態においては零となるため，
（d側P（t）は零行列に収束し，推移率関数P（t）の各行は式（5）からπに収
束する。従って，次の平衡状態方程式（equilibrimstateequation）：
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π・Q＝0 （7）
を得る。正規化条件式［式（6）］は次のように表現される」
π・eT＝1 （8）
ここで，全ての成分が1であるような（c＋1）（K＋1）次元行ベクトルをe，i．e，
e＝（1，1，…，1）
とし，上付きのTは転置行列にする（今の場合，行ベクトルを列ベクトルに
する）操作を表わしているρ
　（c＋ユ）・（K＋1）個の平衡状態方程式［式（7）］だけでは（c＋1）・（K＋1）
次元のπが定まらない（Qの逆行列が存在しない）。しかしながら，平衡状態
方程式のユ行（例えば，最終行）を正規化条件式［式（8）］と置き換えれば，
πを求めるのに必要な連立一次方程式における係数行列の逆行列が存在する
［5］。従って，この置き換えにより，定常状態確率ベクトルπに対する連立
一次方程式を解いて，定常状態確率分布1凋．j；（i，j）∈到が形式解（Cra皿er
の公式）としても数値的にも求められる。
　なお，平衡状態方程式［式（7）］から，定常状態確率ベクトルの成分であ
る状態確率珂、』が添え字（i，j）に関して，漸化的（reCur§iVe）になる場含があ
る［！4，15コ。この場合は上述の置き換えをした連立一次方程式［式（7），
（8）］を解かずに，漸化式を直接解く方が陽解（exp1icit　sg1uti◎n）に到達し
やすい。また，次元数が大きいとき，数値計算的な観点からは，形式解
（C・amerの公式）や陽解を使うより。漸化式そのものを利用した方が安定で
ある。
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4．3ポアソン到着モデルに対する解法
　第4．2節で述べた漸化式ならびに陽解導出の模様を具体的に見るため，ポア
ソン到着モデルを考えよう。すなわち，状態依存入カパラメータλ、．皿が，状
態に依らず一定（λ叫皿＝λ）とする。以下，サーバ数を1または2（c＝1，
2）とする。
A）単一サーバ（WW1／1再呼）モデル
　第4．1節で決定したQにパラメータλ皿，血＝λ、c三1を代入し，乎衡状態方程
式（7）を成分毎に書き下すと，1珂．』；（i，j）∈到に関する漸化式となる。
（λ十jμ）伽＝π、．j（0≦j≦K） ．（9）
（λ十1）πユ、j＝λ殉』十（j＋1）μπαj＋エ十λπ1，」＿1　（0≦j≦K－1） （10a）
（λ十1）勾、i＝λπα」十λη，」＿1　G：K） （ユ0b）
式（9），（1Oa），（10b）により，全ての定常状態確率1須，j；（i，j）∈到がシス
テム空きの確率町oで表現されることが分かる。実際，
παj＝λヨ｛1＝Io≦皿≦j＿1（λ十nμ）壬παo／G！μ1）　（O≦j≦K） （ユ1）
η、j＝λ1］ユo≦日≦j（λ十nμ）｝孤o／Glμj）　（0≦j≦K） （12）
ここで，空積（no≦皿く一ユ）は1と約束するむシステム空きの確率παoは正規化
条件式（8）により決定される。
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　πo，o＝［Σo≦」≦Kλ（1＋λ十jμ）1πo≦、≦j＿1（λ十nμ）1／（j！μ」）］■1　　　　　（ユ3）
　既存文献で報告されている陽解は主に再呼待ち行列容量が無限大のときであ
る。ここで得られた陽解［式（ユ！）一（13）］はK→∞とすると，再呼待ち行列
容量無限大（K＝。。）モデルに対するKeils㎝ら［9］の陽解と一致している
ことが分かる。数値計算についてはB）項参照。
B）2サーバ（M／M／2／2再呼）モデル
第4．1節で決定したQにパラメータム．皿＝λc＝2を代入し，平衡状態方程式
（7）を成分毎に書き下すと，k．］；（i，j）∈到に関する差分方程式となる。
（λ十jμ）πα］二π1，」　（0≦j≦K）
（λ十1＋jμ）η、』＝λπo．j＋（j＋！〕μπαj＋ユ十2砲j　（0≦j≦K－1）
（λ十1＋jμ）πユ、』＝λπα」十2πa　j　G＝K）
（λ十2）巧，j＝λπユ、j＋（j＋1）μ不1．」十1＋λ砲』＿！　（0≦j≦K一ユ）
2伽二λπ／，」十πzHトK）
式（14）に式（！5）を代入して，
2伽＝［（λ十jμ）2＋jμ1παrC＋1）榊j＋ユ（C≦j≦K－1）
2伽＝［（λ十jμ）2＋jμ1剛O＝K）
（14）
（王5a）
（ユ5b）
（16a）
（！6b）
（17a）
（ユ7b）
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式（ユ6）に式（14），（17）を代入して，
　λ［（λ十jμ）2＋jμ］殉、r（j＋1）μ［2＋3λ十2（j＋1）μ］符j＋1
ヨλ［（λ十ト1）μ）2＋トユ）μ1珊，卜rjμ（2＋3λ十2jμ）殉、』　　　（18）
式（ユ8）が全てのj（O≦j≦K－1）に対して成り立つから，
　殉，］＝λ［（λ十（j一ユ）μ）2＋（i一ユ）μ］πoゴj＿！／［Gμ）（2＋3λ十2jμ）］
　　　　　　　　　　　　　　　　　　　　　　　　　（1≦j≦K）　　（ユ9）
」式（19）は1珊，j；0≦j≦Klに関する漸化式を与えている。漸化式より，
　殉、」＝｛」］＝功≦亘≦j＿1［（λ十nμ）2＋nμ］／［2＋3λ十2（n＋1）μ］｝
　　　　　πoヨo刃ノCψj）　　　　　　　　　　　　　　　　（0≦j≦K）　　　　　（20）
式（ユ4）より
　πユ．コ＝（λ十jμ）｛no≦而≦」＿1［（λ十nμ）2＋nμ］／［2＋3λ十2（n＋1）μ］…
　　　　殉，oλ／（iψj）　　　　　　　　　　　　　　　　　（0≦j≦K）　　　　　（2ユ）
式（ユ7）より，
　物i＝［1＋λ十（j＋1）μ］｛」rb≦、≦j［（λ十nμ）2＋nμコ／［2＋3λ十2（n＋1）μ］1
　　　　　παo力／Gψj）　　　　　　　　　　　　　　　　（0…≦1j≦K一工）　　　（22a）
　物コ＝［1＋3λ／2＋（j＋1）μコ｛no≦皿≦j〔（λ十nμ）2＋nμ］／［2＋3λ十2（n＋1）μコ壬
　　　　　殉、o〃Gψj）　　　　　　　　G＝K）　　　（22b）
システム空きの確率殉，oは単一サーバ（c＝！），のときと同様に，正規化条件式
（8）により決定される。
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πo，o＝
Σo≦j≦K（1＋λ十jμ）irIo≦。≦」＿ユ［（λ十nμ）2＋nノ］
／　［2＋3λ十2（n＋1）μ］1・λ／①μ］）
十Σo≦』≦K－1［1＋λ十〇十1）μ］｛Σo≦皿≦』［（λ十nμ）2＋nμ］
／　［2＋3λ十2（n＋1）μコ1・刀／　（j！μ』）
十［1＋3λ／2＋（K＋1）μコ｛r叱≦皿≦K［（λ十nμ）2＋nμ］
／　［2＋3λ十2（n＋1）μ］1・λ／①μ』）
一1
（23）
　ここで得られた陽解［式（20）一（23）］はK→∞とすると，再呼待ち行列容
量無限大（K＝。。）モデルに対するHanschke［7コの陽解と一致しているこ
とが分かる。しかしながら，陽解［式（20）一（23）］は階乗計算を含むため，
コンピュータによる数値計算には全く遭していない。以下，1仏，，；（i，j）∈81
を数値的に求やるアルゴリズムについて述べ孔定常状態確率珂，」の定数借
q叫j＝珂、j／殉，o（（i，j）∈8） （24）
を補助変数として用いる・定義より明らかに，
qαo＝1 （25）
式（19），（25）より，lqqi；0≦j≦Klが漸化的に決定される。ここで，定数倍しか
違わないため，1伽；0≦j≦Klに関する漸化式（ユ9）は同時にlqα』；0≦j≦Kl
に関する漸化式でもある事実を利用している。式（ユ4）より，lqユ。j；O≦j≦Kl
が求められる。式（17）より，lq2j；0≦j≦Klが決・定される。以上で，
lq1．エ；（i，j）∈81は全て求められた。システム空きの確率灼、⑪は正規化条件式
（8）と式（24）より，
孤o＝ユ／（Σ，』q1．j） （26）
再び式（24）より，1π、」；（i．j）∈81が全て決定される。
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44システム性能評価尺度
　第4，3飾では特殊モデルを考察したが，以下，第3飾で設定した一般的なモ
デルを対象とする。時刻tでのビジーサーパ数をC（t），同時刻での再呼待ち行
列数をN（t）とする。状態空問8を持つ2次元マルコフ過程1（C（t工N（t））；t≧0三
の定常状態確率ベクトルπの各成分，すなわちヴ定常状態確率（staぜo鮒y－
stateprob・bi／itie・）
汚．」＝1ii血トo．P［（C（t）。N（t））コ（i，j）］　（（i，j）∈8）
を求めるアルゴリズムー形式解ならびに数値解法一を第4．2節で示した。
本節では，確率論的な考察を行ない，主要なシステム性能評価尺度（SyStem
perfomanCe血eaS血res）が，定常状態確率分布1π、j；（i，j）∈到により具体的
に表現されることを示そう。
　まず，時間輻鞍率（宣加e　CO㎎eSti㎝）をBとおくとヨ定義から次式で与えら
れる。
B＝limい曲P［C（t）＝c］
ヨ易処一j （27）
ここで，易は全てのj∈10．1，2、…。Klに亘っで和を取ることを意味する。ボ
アソン到着の場合，時聞輻鞍率BはPASTA（Poiss㎝Arri柵1s　See　Ti雌Aye－
rages［3，8コ）により，到着呼（再呼ではなく）が直ちにサーピスされない
（再呼待ち行列に入るか呼損となる）確率と一致する。
　再呼待ち行列長をNとおくと，その平均E［Nlは次式で与えられる。
E［N］＝1im。＿。。E［N（t）コ
　　＝Σし］j7，j （28）
運ばれたトラヒック（c盆rried　traffic）をρ亡とおくと，サーバの平均同時接
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続数に対応する［5］から，次式で得られる。
ρ。＝1imt→ooE［C（t）］
　＝Σ1，j　i・珂，」 （29）
システム内滞在時間をWとおくと，リトル（Little）の公式（例えば文献
［3，8］参照）により，その平均EolW1は次式で得られる。
Eo［W］＝E［N］／λ，λ＝Σi，』乃，］λ三、］ （30）
ここで，Eoは客平均（㎝stomer　average）に相当するもので，客の到着点過程
に対するパルム（Pa1皿）測度Poに関する期待値である。一方，Eは時間平均、
（time－average）に相当し，二次元マルコフ過程1（C（t），N（t））；t≧01を定常に
する確率測度Pに関する期待値である。この両者（EoとE）は一般には等しく
ない（文献［3］参照）。従って，平均システム内滞在時間をE［W］とする成
書・論文が多数存在するが，これらは数学的に問違っている（Eo［W］とすべき
である）ことを指摘しておく。
5．むすび
　本論文では，情報ネットワークの輻鞍現象を理論的に解析するエンジンとし
て，再呼のある状態依存入力即時系モデルを提案した。マルコフ過程論［5，
6］を用いて即時系モデルのトラヒック解析を行ない，マルコフ過程の無限小
生成作用素並びに遷移率関数を求めた。定常状態確率分布を求めるアルゴリズ
ムを示し，ネットワークシステムとしての性能評価尺度を導出した。
　今後残された実践的な課題として，本論文の結果を，具体的な通信サービス
シナリオの中で応用することが挙げられる。例えば，本対象モデルは，文献
［15コで取扱ったトラヒックモデルを特殊な場合として含んでいる。すなわ
ち早呼種によって優先権制御を与える回線留保システムに対して直接応用可能
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である。大規模災害時における被災害地呼優先受付制御方式の性能特性や再呼
特性が定量的に明らかになる。
　情報ネットワークの輻鞍回避のために様々な呼受付制御（Call　admiSSion
cont・ol）方式が提案されているが，これらの方式に対しても，状態依存入カ即
時系モデルが直接応周可能である。多くの場合。状態依存入カパラメータムj
を具体的に同定するだけの作業に帰着する。しかしながら，本モデルは万能で
はない。例えば，通信時間規制方式［ユOコは，一定時間のタイムアウトともい
うべき要素がサービス時間に入るため，指数サーピス時間分布を仮定した本モ
デルば直接応用不可能である。この場合，タイムアウト時間を指数分布近似す
るか，本論文で展開したマルコフ過程解析を取らずに，拡散近似解析（dif－
fusi㎝approxiInati㎝［6］）することが必要であろう。
　さらに，理論的な検討課題としてヨユ』ザが空間的に動くモデルヘの拡張や
マルコフ的な仮定の一般化（到着間隔分布やサ』ビス時問分布の一般化）が残
されている。
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