Handling missing values is a prevalent challenge in the analysis of clinical data. The rise of data-driven models demands an efficient use of the available data. Methods to impute missing values are thus crucial. Here, we developed a publicly available framework to test different imputation methods and compared their impact in a typical stroke clinical dataset as a use case.
48
Performance was estimated for different imputation methods in two fashions: 1) Error 49 assessment using RMSE and absolute bias and 2) Performance assessment of stroke 50 discharge mRS. The imputation methods included 1) mean imputation, 2) hot-deck 51 imputation, 3) MICE and 4) multiple imputation by EM and 5) listwise deletion. 52 Error assessment 53 For the error assessment analysis, we chose two common measures for evaluating 54 imputation methods, RMSE and absolute bias [21] . In this analysis, the parameters 55 were split into numerical and categorical. For numerical parameters, the RMSE of the 56 normalized data is defined according to:
where n is the number of imputed samples,Ŷ i the estimated sample value and Y i the 58 true value. For categorical parameters, the RMSE corresponds to the percentage of 59 misclassified values: 60 % of misclassified samples = number of misclassified samples total number of samples ,
As a second error assessment, the mean absolute bias was calculated. It is defined as: 61
where m is the number of iterations for each imputation, i.e. how often the value 62 was imputed. The absolute bias was then averaged over all imputed samples n. 63 Both RMSE as well as the absolute bias was assessed for each variable at a time and 64 then averaged for each parameter-type (i.e. numerical vs. categorical). MCAR missing values (Fig 1) . For the categorical data the lowest percentage of 113 misclassified samples could be observed for mean imputation (Fig 2) . For MAR missing 114 values the mean imputation appears less steady and stable compared to the MCAR MAR case-type between 2% to 3% missing values. From 11% on every model is 137 significantly worse than the complete-entry model.
138
Similar results could be observed for MCAR missing values ( Fig 6) . The more values 139
imputed, the lower the resulted AUC is. Mean imputation yielded the best performance, 140 yet significance was shown only for 45% missing values and above ( Figs 6A and 6C ).
141
Listwise deletion performed significantly lower than all other imputation methods 142 starting from 3% missing values ( Fig 6D) . For the MCAR case-type, the completed-entry model performed the best as well.
144
The first significant AUC value was for 1% missing values. Starting from 18% every 145 model was significantly worse than the complete-entry model.
146
Discussion 147
In the present study, we developed a publicly available framework to investigate 148 different imputation methods for handling missing values and tested it in a clinical stroke dataset as a use case. all other methods for every analysis. Furthermore, it seems to be crucial which missing 156 value mechanism is underlying in the dataset.
157
Listwise deletion is still commonly practiced yet highly discouraged [1, 10] . Our should not be neglected.
163
Our results do not provide a strict recommendation for one imputation method.
164
While mean imputation seemed to show the lowest RMSE and highest performance in 165 terms of AUC, these results should be interpreted with caution. Mean imputation is a 166 method that aims to reduce the RMSE, thus this measurement is biased towards mean 167 imputation. Therefore, we additionally compared the methodologies using the absolute 168 bias. Here, mean imputation performs well for categorical data as well as numerical 169 data with MCAR missing values. Looking at the error assessment for categorical data, 170 however, we observed that mean imputation performed less robustly. In the particular 171 case of categorical data, mean imputation means imputing the value that occurs most 172 often in the remaining dataset. Hence, the imputation method highly depends on which 173 category the missing value belonged to. The resulting error is then less stable and more 174 easily corrupted by the missing value pattern.
175
In the predictive model analysis, mean imputation showed significantly better results 176 than other imputation methods in the range of 25% to 45% (MAR+MCAR) and 45% to 177 60% (MCAR) missing values. For the given dataset we establish a threshold of 11% 178 (MAR+MCAR) and 18% (MCAR) over which imputation of missing values is 179 discouraged. Consequently, the significant improvement of mean imputation is a priori 180 not within the practical range where values should be imputed [26, 27] .
For numerical data in the MAR case-type, we found MICE and EM to show the lowest absolute bias. In other studies, complex algorithms like MICE and EM also 183 appeared to be superior to seemingly old-fashioned imputation methods like mean or 184 hot-deck imputation [16, 17, 26] . In the case of numerical data and MCAR missing 185 values, however, mean and hot-deck imputation showed the lowest bias. better. This is corroborated also in theory by the "no free lunch theorem" [33, 34] . The 225 theorem states that there is no algorithm that performs best in all tasks. The good 226 performance of one algorithm in one task comes with the cost of low performance in 227 another task [33] . Since the imputation methods are in fact algorithms and the different 228 dataset can be seen as tasks, the theorem could apply here as well. Hence, our results 229 are specific for our dataset. Distinct characteristics of any other given dataset like its 230 size, mechanism of data missingness and the type of features will influence which 231 imputation method should be preferred. Thus, we make our framework publicly 232 available (https://github.com/tabeak/missing-value-analysis). It can easily be 233 used and adapted by other researchers to test their own datasets and identify the 234 optimal imputation method for their data. Especially given the often limited size of 235 datasets in medical applications, such an approach might allow increasing the validity of 236 statistical testing and predictive modeling. Finally, our work is strongly encouraging 237 further research on the performance of imputation methods in other tabular datasets.
238
Our study has several limitations. First of all, we could simulate MAR missing values 239 only up to 9% due to mathematical constraints on covariates dependencies and the 240 limited size of our dataset. Hence, our analysis mostly relates to mixed MAR+MCAR 241 and MCAR mechanisms. The real underlying mechanism for missing values in clinical 242 stroke datasets remains unknown. It is likely, however, that the true missing data 243 mechanism is a mixture of MAR and MCAR as missing values can occur systematically 244 as well as randomly in medical datasets. Secondly, due to data availability, we trained 245 September 12, 2019 12/17 our predictive model on discharge mRS and not on final three months mRS, which is 246 the clinically more useful measure. However, given the methodological nature of our 247 study, the predictive model is only exemplary to show the impact of different methods 248 dealing with missing data. The impact of missing data and different imputation 249 methods on models predicting three months mRS must be elucidated in future studies. 250
Conclusion 251
We developed a publicly available R framework to evaluate different imputation 252 methods and tested it on a typical clinical stroke dataset as a use case. Our main 253 finding was that listwise deletion should not be performed and the choice of imputation 254 methods might depend highly on the underlying missing value mechanism and other 255 characteristics of a given dataset. Thus, we suggest that the optimal imputation method 256 is dataset-dependent and we strongly encourage other researchers to adapt our openly 257 available framework to their own datasets prior to analysis.
