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Abstract
We consider a Gaussian multiple-access channel with random user activities where the total number of users
ℓn and the average number of active users kn may be unbounded. For this channel, we characterize the maximum
number of bits that can be transmitted reliably per unit-energy in terms of ℓn and kn. We show that if kn log ℓn
is sublinear in n, then each user can achieve the single-user capacity per unit-energy. Conversely, if kn log ℓn is
superlinear in n, then the capacity per unit-energy is zero. We further demonstrate that orthogonal-access schemes,
which are optimal when all users are active with probability one, can be strictly suboptimal.
I. INTRODUCTION
Recently, Chen et al. [1] introduced the many-access channel (MnAC) as a multiple-access channel (MAC) where
the number of users grows with the blocklength and each user is active with a given probability. The MnAC model
is motivated by systems consisting of a single receiver and many transmitters, the number of which is comparable
or even larger than the blocklength. This situation may occur, e.g., in a machine-to-machine communication system
with many thousands of devices in a given cell that are active only sporadically. In [1], Chen et al. considered
a Gaussian MnAC with ℓn users, each of which is active with probability αn, and determined the number of
messages Mn each user can transmit reliably with a codebook of average power not exceeding P . Since then,
MnACs have been studied in various papers under different settings. For example, Polyanskiy [2] considered a
Gaussian MnAC where the number of active users grows linearly in the blocklength and each user’s payload is
fixed. Zadik et al. [3] presented improved bounds on the tradeoff between user density and energy-per-bit of this
channel. Low-complexity schemes for the MnAC were studied in [4], [5]. Generalizations to quasi-static fading
MnACs can be found in [6]–[9]. Shahi et al. [10] studied the capacity region of strongly asynchronous MnACs.
Recently, we studied the capacity per unit-energy of the Gaussian MnAC as a function of the order of growth
of users when all users are active with probability one [11]. We showed that if the order of growth is above
n/ log n, then the capacity per unit-energy is zero, and if the order of growth is below n/ log n, then each user can
achieve the singe-user capacity per unit-energy. Thus, there is a sharp transition between orders of growth where
interference-free communication is feasible and orders of growth where reliable communication at a positive rate
is infeasible. We further showed that the capacity per unit-energy can be achieved by an orthogonal-access scheme
where the codewords of different users are orthogonal to each other.
In this paper, we extend the analysis of [11] to a random-access setting. In particular, we consider a setting
where the total number of users ℓn may grow as an arbitrary function of the blocklength and the probability αn
that a user is active may be a function of the blocklength, too. Let kn = αnℓn denote the average number of active
users. We demonstrate that if kn log ℓn is sublinear in n, then each user can achieve the single-user capacity per
unit-energy. Conversely, if kn log ℓn is superlinear in n, then the capacity per unit-energy is zero. Hence, there is
again a sharp transition between orders of growth where interference-free communication is feasible and orders of
growth where reliable communication at a positive rate is infeasible, but the transition threshold depends on the
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2behaviors of both ℓn and kn. We further show that orthogonal-access schemes, which are optimal when αn = 1,
are strictly suboptimal when αn → 0.
The rest of the paper is organized as follows. In Section II, we introduce the system model. In Section III, we
present our main results. In Section IV, we briefly discuss the capacity per unit-energy when the error probability
is replaced by the so-called per-user probability of error considered, e.g., in [2]–[9].
II. PROBLEM FORMULATION AND PRELIMINARIES
A. Model and Definitions
Consider a network with ℓ users that, if they are active, wish to transmit their messages Wi, i = 1, . . . , ℓ, to one
common receiver. The messages are assumed to be independent and uniformly distributed on {1, . . . ,M (i)n }. To
transmit their messages, the users send a codeword of n symbols over the channel, where n is referred to as the
blocklength. We consider a many-access scenario where the number of users ℓ grows with n, hence, we denote it
as ℓn. We further assume that a user is active with probability αn, where αn → α ∈ [0, 1] as n tends to infinity.
Since an inactive user is equivalent to a user transmitting the all-zero codeword, we can express the distribution of
the i-th user’s message as
P (Wi = w) =
{
1− αn, w = 0
αn
M
(i)
n
, w ∈ {1, . . . ,M (i)n } (1)
and assume that the codebook is such that message 0 is mapped to the all-zero codeword. We denote the average
number of active users at blocklength n by kn, i.e., kn = αnℓn.
We consider a Gaussian channel model where the received vector Y is given by
Y =
ℓn∑
i=1
Xi(Wi) + Z.
Here Xi(Wi) is the n-length transmitted codeword from user i for messageWi and Z is a vector of n i.i.d. Gaussian
components Zj ∼ N (0, N0/2) independent of Xi.
We next introduce the notion of an (n,
{
M
(·)
n
}
,
{
E
(·)
n
}
, ǫ) code.
Definition 1: For 0 ≤ ǫ < 1, an (n,{M (·)n },{E(·)n }, ǫ) code for the Gaussian many-access channel consists of:
1) Encoding functions fi : {0, 1, . . . ,M (i)n } → Rn, i = 1, . . . , ℓn which map user i’s message to the codeword
Xi(Wi), satisfying the energy constraint
n∑
j=1
x2ij(wi) ≤ E(i)n (2)
where xij is the j-th symbol of the transmitted codeword. If Wi = 0, then xij = 0 for j = 1, . . . , n.
2) Decoding function g : Rn → {0, 1, . . . ,M (1)n }× . . .×{0, 1, . . . ,M (ℓn)n } which maps the received vector Y to
the messages of all users and whose probability of error P
(n)
e satisfies
P (n)e , P{g(Y) 6= (W1, . . . ,Wℓn)} ≤ ǫ. (3)
An (n, {M (·)n }, {E(·)n }, ǫ) code is said to be symmetric if M (i)n = Mn and E(i)n = En for all i = 1, . . . , ℓn. For
compactness, we denote such a code by (n,Mn, En, ǫ). In this paper, we restrict ourselves to symmetric codes.
Definition 2: For a symmetric code, the rate per unit-energy R˙ is said to be ǫ-achievable if for every α > 0 there
exists an n0 such that if n ≥ n0, then an (n,Mn, En, ǫ) code can be found whose rate per unit-energy satisfies
logMn
En
> R˙ − α. Furthermore, R˙ is said to be achievable if it is ǫ-achievable for all 0 < ǫ < 1. The capacity per
unit-energy C˙ is the supremum of all achievable rates per unit-energy.
B. Order Notations
Let {an} and {bn} be two sequences of nonnegative real numbers. We write an = O(bn) if there exists an n0 and
a positive real number S such that for all n ≥ n0, an ≤ Sbn. We write an = o(bn) if lim
n→∞
an
bn
= 0, and an = Ω(bn)
if lim inf
n→∞
an
bn
> 0. Similarly, an = Θ(bn) indicates that there exist 0 < l1 < l2 and n0 such that l1bn ≤ an ≤ l2bn
for all n ≥ n0. We further write an = ω(bn) if lim
n→∞
an
bn
=∞.
3III. CAPACITY PER UNIT-ENERGY
In this section, we discuss our results on the behavior of capacity per unit-energy for Gaussian random MnACs.
Specifically, we state our results in Subsection III-A. Our main result is Theorem 1 which characterizes the capacity
per unit-energy in terms of ℓn and kn. In Theorem 2, we characterize the behavior of the largest rate per unit-energy
that can be achieved by an orthogonal-access scheme. The proofs of Theorems 1 and 2 are given in Subsections III-B
and III-C, respectively.
Before presenting our results, we first note that the case where kn vanishes as n→∞ is an uninteresting case.
Indeed, this case only happens if αn → 0. Then, the probability that all the users are inactive, given by
(1− αn)ℓn =
(
(1− αn)
1
αn
)kn
tends to one since
(
(1− αn)
1
αn
)
→ 1/e and kn → 0. Consequently, a code with Mn = 2 and En = 0 for all
n and a decoding function that always declares that all users are inactive achieve an error probability P
(n)
e that
vanishes as n→∞. This implies that C˙ =∞. In the following, we avoid this trivial case and assume that ℓn and
αn are such that kn is bounded away from zero.
A. Our Main Results
Theorem 1: Assume that kn = Ω(1). Then the capacity per unit-energy of the Gaussian random MnAC has the
following behavior:
1) If kn log ℓn = o(n), then C˙ = (log e)/N0.
2) If kn log ℓn = ω(n), then C˙ = 0.
Proof: See Subsection III-B.
Theorem 1 demonstrates that there is a sharp transition between orders of growth where interference-free
communication is feasible and orders of growth where no positive rate per unit-energy is feasible. The same
behavior was observed for the non-random case [11], where the transition threshold seperating these two regimes
is at n/ log n. When αn converges to a positive value, the order of growth of kn log ℓn coincides with that of
both kn log kn and ℓn log ℓn. In this case, the transition threshold in the random case is also at n/ log n. However,
when αn → 0, the orders of growth of kn and ℓn are different and the transition threshold for ℓn is in general
larger than n/ log n, so random user-activity enables interference-free communication at an order of growth above
the limit n/ log n of the non-random case. Similarly, when αn → 0, the transition threshold for kn is in general
smaller than n/ log n, so treating a random MnAC with ℓn users as a non-random MnAC with kn users may be
overly-optimistic.
In [11], it was shown that, when kn = o(n/ log n) and αn = 1, an orthogonal-access scheme is sufficient to
achieve the capacity per unit-energy. It turns out that this is not the case any more when αn → 0.
Theorem 2: Assume that kn = Ω(1). The largest rate per unit-energy C˙⊥ achievable with an orthogonal-access
scheme satisfies the following:
1) If ℓn = o(n/ log n), then C˙⊥ = (log e)/N0.
2) If ℓn = ω(n/ log n), then C˙⊥ = 0.
Proof: See Subsection III-C.
Observe that there is again a sharp transition between the orders of growth of ℓn where interference-free
communication is feasible and orders of growth where no positive rate per unit-energy is feasible. In contrast
to the optimal transmission scheme, the transition threshold for orthogonal-access schemes happens at n/ log n,
irrespective of the behavior of αn. Thus, by using an orthogonal-access scheme, we treat the random MnAC as
if it were a non-random MnAC. Theorem 2 also implies that there are orders of growth of ℓn and kn where
non-orthogonal-access schemes are necessary to achieve the capacity per unit-energy.
B. Proof of Theorem 1
We first prove Part 1). We use an achievability scheme with a decoding process consisting of two steps. In the
first step, the receiver determines which users are active. In the second step, it decodes the messages of all active
users. To enable user detection at the receiver, out of n channel uses, each user uses the first n′′ channel uses to
4send its signature and n′ = n− n′′ channel uses for sending the message. Furthermore, the signature uses energy
E′′n out of En, while the energy used for sending the message is given by E′n = En − E′′n.
Let si denote the signature of user i and x˜i(wi) denote the codeword of length n
′ for sending the message wi,
where wi = 1, . . . ,Mn. Then the codeword xi(wi) is given by
xi(wi) = (si, x˜i(wi)).
Explicitly, for a given arbitrary 0 < b < 1, we let
n′′ = bn, (4)
and
E′′n = bEn, En = cn ln ℓn (5)
with cn = ln(
n
kn ln ℓn
).
Based on the first n′′ received symbols, the receiver detects which users are active. We need the following lemma
to show that the detection error probability vanishes as n→∞.
Lemma 1: If kn log ℓn = o(n), then there exist signatures si, i = 1, . . . , ℓn with n
′′ channel uses and energy E′′n
such that the detection error probability vanishes as n→∞.
Proof: The proof follows along similar lines as that of [1, Theorem 2]. For details, see Appendix A.
Once the active users are identified, the receiver decodes the messages of all active users. We use the following
lemma to show that the decoding error vanishes as n→∞.
Lemma 2: Let An ,
1
kn
∑kn
i=1 1(Wˆi 6= Wi) and An , {1/kn, . . . , 1}, where 1(·) denotes the indicator function.
Then for any arbitrary 0 < ρ ≤ 1, we have
Pr{An = a} ≤
(
kn
akn
)
Maknρn e
−nE0(a,ρ), a ∈ An
where
E0(a, ρ) ,
ρ
2
ln
(
1 +
a2knE
′
n
n′(ρ+ 1)N0
)
.
Proof: See [13, Theorem 2].
The probability of error in decoding the messages of all active users is given by
P (Em) =
∑
a∈An
Pr{An = a}. (6)
Using Lemma 2, we upper-bound Pr{An = a} as
Pr{An = a} ≤
(
kn
akn
)
Maknρn exp[−n′E0(a, ρ)]
≤ exp [knH2(a) + aρkn logMn − n′E0(a, ρ)]
= exp
[−E′nfn(a, ρ)]
where
fn(a, ρ) ,
n′E0(a, ρ)
E′n
− aρkn logMn
E′n
− knH2(a)
E′n
.
We next show that for sufficiently large n, we have
Pr{An = a} ≤ exp
[−E′nfn(1/kn, ρ)] , a ∈ An. (7)
To this end, we first note that for any fixed value of ρ and our choices of E′n and R˙,
lim inf
n→∞
dfn(a, ρ)
da
> 0, a ∈ An.
5This follows from [14, Eq. (11)] and the fact that
knE′n
n′ → 0 as n→∞, which in turn follows from our choice of
E′n and since kn = o(n/ log n). Hence, there exists an n0 > 0 such that
min
a∈An
fn(a, ρ) ≥ fn(1/kn, ρ), n ≥ n0.
Next we show that, for our choice of E′n and R˙ =
(1−b) log e
(1+ρ)N0
− δ (for some arbitrary 0 < δ < (1−b) log e(1+ρ)N0 ), we have
lim inf
n→∞ fn(1/kn, ρ) > 0. (8)
Let
in(1/kn, ρ) ,
n′E0(1/kn, ρ)
E′n
j(ρ) ,
ρR˙
(1− b) log e
hn(1/kn) ,
knH2(1/kn)
E′n
.
Note that
hn(1/kn)
j(ρ) vanishes as n→∞ for our choice of E′n. Consequently,
lim inf
n→∞ fn(1/kn, ρ) = j(ρ)
{
lim inf
n→∞
in(1/kn, ρ)
j(ρ)
− 1
}
.
Note that j(ρ) = ρR˙/(1− b) log e is bounded away from zero for our choice of R˙ and δ < (1−b) log e(1+ρ)N0 . Furthermore,
since E′n/n′ → 0, we get
lim
n→∞
in(1/kn, ρ)
j(ρ)
=
(1− b) log e
(1 + ρ)N0R˙
which is strictly larger than 1 for our choice of R˙. So, (8) follows. We conclude that there exist two positive
constants n0 and γ such that for n ≥ n0,
Pr{An = a} ≤ e−E′nγ , a ∈ An. (9)
Since |An| = kn, it follows from (6) and (9) that
P (Em) ≤ kne−E′nγ .
Noting that E′n = (1 − b)cn ln ℓn and kn = O(ℓn), it follows that P (Em) tends to 0 as n → ∞ for our choice
of R˙ = (1−b) log e(1+ρ)N0 − δ. Since ρ, δ, and b are arbitrary constants, any rate R˙ <
log e
N0
is thus achievable. This proves
Part 1) of Theorem 1.
Next we show Part 2). Let Wˆi denote the receiver’s estimate of Wi, and let W and Wˆ denote the vectors
(W1, . . . ,Wℓn) and (Wˆ1, . . . , Wˆℓn), respectively. Since the messages W1, . . . ,Wℓn are independent, it follows
from (1) that
H(W) = ℓnH(W1) = ℓn (H2(αn) + αn logMn)
where H2(·) denotes the binary entropy function. Since H(W) = H(W|Y) + I(W;Y), we obtain
ℓn (H2(αn) + αn logMn) = H(W|Y) + I(W;Y). (10)
To bound H(W) we use the upper bounds [1, Lemma 2]
H(W|Y) ≤ log 4 + 4P (n)e
(
kn logMn + kn + ℓnH2(αn) + logMn
)
(11)
and [1, Lemma 1]
I(W;Y) ≤ n
2
log
(
1 +
2knEn
nN0
)
. (12)
6Using (11) and (12) in (10), rearranging terms and dividing by knEn, yields(
1− 4P (n)e (1 + 1/kn)
)
R˙ ≤ log 4
knEn
+
H2(αn)
αnEn
(
4P (n)e − 1
)
+ 4P (n)e (1/En + 1/kn) +
n
2knEn
log
(
1 +
2knEn
nN0
)
. (13)
Next we show that if kn log ℓn = ω(n), then the right-hand side (RHS) of (13) tends to a non-positive value. To
this end, we need the following lemma.
Lemma 3: If R˙ > 0, then P
(n)
e → 0 only if En = Ω(log ℓn).
Proof: See Appendix B.
Part 2) of Theorem 1 follows now by contradiction. Indeed, let us assume that kn log ℓn = ω(n), P
(n)
e → 0,
and R˙ > 0. Then, Lemma 3 together with the assumption that kn = Ω(1) implies that knEn = ω(n). It follows
that the last term on the RHS of (13) tends to zero as n → ∞. The assumption kn log ℓn = ω(n) in turn implies
that ℓn → ∞ as n →∞. So, by Lemma 3, En →∞. Together with the assumption that kn = Ω(1), this implies
that the first and third term on the RHS of (13) vanish as n → ∞. Finally, H2(αn)αnEn is a sequence of non-negative
numbers and (4P
(n)
e − 1)→ −1 as n→∞, so the second term converges to a non-positive value. Thus, we obtain
that R˙ tends to a non-positive value as n →∞. This contradicts the assumption R˙ > 0, so Part 2) of Theorem 1
follows.
C. Proof of Theorem 2
To prove Part 1), we present a scheme that is similar to the one given in [11] for the non-random case. Specifically,
each user is assigned n/ℓn channel uses out of which the first one is used for sending a pilot signal and the rest
are used for sending the message. Out of the available energy En, tEn for some arbitrary 0 < t < 1 is used for
the pilot signal and (1 − t)En is used for sending the message. Let x˜(w) denote the codeword of length nℓn − 1
for sending message w. Then user i sends in his assigned slot the codeword
x(wi) =
(√
tEn, x˜(wi)
)
.
The receiver first detects from the pilot signal whether user i is active or not. If the user is estimated as active,
then it decodes the user’s message. Let Pi = Pr{Wˆi 6= Wi} denote the probability that user i’s message is decoded
erroneously. Since all the users follow the same coding scheme, the probability of correct decoding is given by
P (n)c = (1− P1)ℓn . (14)
By employing the transmission scheme that was used to prove [11, Theorem 2], we get an upper bound on the
probability of error P1 as follows.
Lemma 4: For n ≥ n0 and sufficiently large n0, the probability of error in decoding user 1’s message can be
upper-bounded as:
P1 ≤ 2
n2
.
Proof: See Appendix C.
From Lemma 4 and (14),
P (n)c ≥
(
1− 2
n2
)ℓn
≥
(
1− 2
n2
) n
logn
which tends to one as n→∞. Thus, Part 1) of Theorem 2 follows.
To prove Part 2), we first note that we consider symmetric codes, i.e., the pair (Mn, En) is the same for all users.
However, each user may be assigned different numbers of channel uses. Let ni denote the number of channel uses
7assigned to user i. For an orthogonal-access scheme, if ℓn = ω(n/ log n), then there exists at least one user, say
i = 1, such that ni = o(log n). Using that H(W1|W1 6= 0) = logMn, it follows from Fano’s inequality that
logMn ≤ 1 + P1 logMn + n1
2
log
(
1 +
2En
n1N0
)
.
This implies that the rate per unit-energy R˙ = (logMn)/En for user 1 is upper-bounded by
R˙ ≤
1
En
+ n12En log
(
1 + 2Enn1N0
)
1− P1 . (15)
Since ℓn = ω(n/ log n), it follows from Lemma 3 that P
(n)
e goes to zero only if
En = Ω(log n). (16)
In contrast, (15) implies that R˙ > 0 only if En = O(n1). Since n1 = o(log n), this further implies that
En = o(log n). (17)
No sequence {En} can satisfy both (17) and (16) simultaneously. We thus obtain that if ℓn = ω(n/ log n), then
the capacity per unit-energy is zero. This is Part 2) of Theorem 2.
IV. PER-USER PROBABILITY OF ERROR
Many works in the literature on many-access channels, including [2]–[9], consider a per-user probability of error
P
(n)
e,A ,
1
ℓn
ℓn∑
i=1
Pr{Wˆi 6= Wi} (18)
rather than the joint error probability (3). In the following, we briefly discuss the behavior of the capacity per
unit-energy when the error probability is P
(n)
e,A , which in this paper we shall refer to as average probability of error
(APE). To this end, we define an (n, {M (·)n }, {E(·)n }, ǫ) code under APE with the same encoding and decoding
functions defined in Section II, but with the probability of error (3) replaced with (18). We denote the capacity per
unit-energy under APE by C˙A.
Under APE, if αn → 0 as n → ∞, then P (Wi = 0) → 1 for all i = 1, . . . , ℓn. Consequently, a code with
Mn = 2 and En = 0 for all n and a decoding function that always declares that all users are inactive achieves an
APE that vanishes as n→∞. This implies that C˙A =∞ for vanishing αn. In the following, we avoid this trivial
case and assume that αn is bounded away from zero.
For a Gaussian MnAC with APE and αn = 1 (non-random case), we showed in [14] that if the number of users
grows sublinear in n, then each user can achieve the single-user capacity per unit-energy, and if the order of growth
is linear or above, then the capacity per unit-energy is zero. Perhaps not surprisingly, the same result holds in the
random-access case since, when αn is bounded away from zero, kn is of the same order as ℓn.
Theorem 3: If kn = Θ(ℓn) and αn → α ∈ (0, 1], then C˙A has the following behavior:
1) If ℓn = o(n), then C˙
A = log eN0 . Moreover, the capacity per unit-energy can be achieved by an orthogonal-access
scheme where each user uses a codebook with orthogonal codewords.
2) If ℓn = Ω(n), then C˙
A = 0.
Proof: To prove Part 1), we first argue that P
(n)
e,A → 0 only if En →∞. Indeed, we have
P
(n)
e,A ≥ mini Pr{Wˆi 6= Wi}
≥ αnPr(Wˆi 6= Wi|Wi 6= 0) for some i.
Since αn → α > 0, this implies that P (n)e,A vanishes only if Pr(Wˆi 6= Wi|Wi 6= 0) vanishes. We next note that
Pr(Wˆi 6= Wi|Wi 6= 0) is lower-bounded by the error probability of the Gaussian single-user channel. By following
the arguments in the proof of [14, Theorem 2, Part 1)], we obtain that P
(n)
e,A → 0 only if En → ∞ which also
implies that C˙A ≤ log eN0 .
8We next show that any rate per unit-energy R˙ < log eN0 is achievable by an orthogonal-access scheme where each
user uses an orthogonal codebook of blocklength n/ℓn. Out of these n/ℓn channel uses, the first one is used for
sending a pilot signal to convey whether the user is active or not, and the remaining channel uses are used to send
the message. Specifically, the codeword xi(j) sent by user i to convey message j is given by
xik(j) =


√
tEn, if k = 1√
(1− t)En, if k = j + 1
0, otherwise.
From the pilot signal, the receiver first detects whether the user is active or not. As shown in the proof of Lemma 4
in Appendix C, the probability of a detection error vanishes as n → ∞. Furthermore, the probability of error
Pe in decoding for an orthogonal code with M codewords and rate per unit-energy R˙ for the AWGN channel is
upper-bounded by [15, Lemma 3]
Pe ≤


exp
{
− lnM
R˙
(
log e
2N0
− R˙
)}
, if 0 < R˙ ≤ 14 log eN0
exp
{
− lnM
R˙
(√
log e
N0
−
√
R˙
)2}
, if 14
log e
N0
≤ R˙ ≤ log eN0 .
(19)
We next note that, when ℓn = o(n), the number of codewords M = n/ℓn − 1 tends to infinity as n→∞. It thus
follows from (19) that Pe tends to zero as n→∞ for every rate per unit-energy satisfying R˙ < log eN0 . We conclude
that, for every R˙ < log eN0 , the probability of error Pi, i = 1, . . . , ℓn, and hence also P
(n)
e,A , vanishes as n tends to
infinity.
Now we prove Part 2). Fano’s inequality yields that H(Wˆi|Wi) ≤ 1 + Pi logMn. Since H(Wi) = H2(αn) +
αn logMn, we have
H2(αn) + αn logMn ≤ 1 + Pi logMn + I(Wi; Wˆi)
for i = 1, . . . , ℓn. Averaging over all i’s then gives
H2(αn) + αn logMn ≤ 1 + 1
ℓn
ℓn∑
i=1
Pi logMn +
1
ℓn
I(W;Wˆ)
≤ 1 + P (n)e,A logMn +
1
ℓn
I(W;Y)
≤ 1 + P (n)e,A logMn +
n
2ℓn
log
(
1 +
2knEn
nN0
)
. (20)
Here, the first inequality follows because the messages Wi, i = 1, . . . , ℓn are independent and because conditioning
reduces entropy, the second inequality follows from the definition of P
(n)
e,A and the data processing inequality, and
the third inequality follows by upper-bounding I(W;Y) by n2 log
(
1 + 2knEnnN0
)
[1, Lemma 1].
Dividing both sides of (20) by En, and rearranging terms, yields an upper-bound on the rate per unit-energy R˙
A
as
R˙A ≤
1−H2(αn)
En
+ n2ℓnEn log(1 +
2knEn
nN0
)
αn − P (n)e,A
. (21)
As noted before, P
(n)
e,A → 0 only if En →∞. It follows that 1−H2(αn)En vanishes as n→∞. Furthermore, together
with the assumptions ℓn = Ω(n) and αn → α > 0, En →∞ yields that knEn/n = ℓnEn/(αnEn) tends to infinity
as n→∞. This in turn implies that
n
2ℓnEn
log
(
1 +
2knEn
nN0
)
=
nαn
2knEn
log
(
1 +
2knEn
nN0
)
vanishes as n→∞. It thus follows from (21) that R˙A vanishes as n→∞, thereby proving Part 2) of Theorem 3.
9APPENDIX A
PROOF OF LEMMA 1
First let us consider the case of bounded ℓn. In this case, one can employ a scheme where each user gets an
exclusive channel use to convey whether it is active or not. For such a scheme, it is easy to show that (see the
proof of Lemma 4 in Appendix C) the probability of a detection error P
(n)
d is upper-bounded by
P
(n)
d ≤ ℓne−E
′′
nt
for some t > 0. The energy E′′n = bcn ln ℓn used for detection tends to infinity since cn → ∞ as n → ∞. Thus,
P
(n)
d tends to zero as n→∞.
Next we prove Lemma 1 for the case where ℓn →∞ as n→∞. To this end, we closely follow the proof of [1,
Theorem 2], but with the power constraint replaced by an energy constraint. In this proof, it was assumed that
lim
n→∞ ℓne
−δkn = 0 (22)
for all δ > 0. However, as we shall show next, in our case this assumption is not necessary.
Let the signatures Si, i = 1, . . . , ℓn, be generated i.i.d. according to N
(
0, E
′′
n
2n′′
)
. Then the detection error
probability P
(n)
d is upper-bounded by
P
(n)
d ≤ Pr(Ed) + ℓnPr(F1)
where Ed is the event that a user is identified erroneously and F1 is the event that user 1 violates the energy
constraint (5). First we show that ℓnP (F1) vanishes as n→∞. Event F1 occurs if ‖S1‖22 ≥ E′′n, so
Pr(F1) = Pr
(‖S1‖22 ≥ E′′n) .
Let S0 ,
2n′′
E′′n
‖S1‖22. Then,
Pr
(‖S1‖22 ≥ E′′n) = Pr(S0 ≥ 2n′′).
Furthermore, S0 has a central chi-square distribution with n
′′ degrees of freedom. So, from the Chernoff bound we
obtain that
Pr(S0 ≥ a) ≤ E(e
tS0)
eta
=
(1− 2t)−n′′/2
eta
for every t > 0. By choosing a = 2n′′ and t = 14 , this yields
Pr(S0 ≥ 2n′′) ≤
(
1
2
)−n′′/2
exp(n′′/2)
= exp
[
−n
′′
2
τ
]
(23)
where τ , (1− ln 2) is strictly positive. By assumption, we have kn log ℓn = o(n) and kn = Ω(1), so log ℓn = o(n).
Since n′′ = Θ(n), it thus follows from (23) that ℓnP (F1) = exp
[−n′′2 τ + ln ℓn]→ 0 as n→∞.
Next we analyse Pr(Ed) for the user-detection scheme given in [1]. We show that Pr(Ed) vanishes asymptotically
even if (22) is not satisfied. To this end, we first define the ℓn-length vector D
a as
D
a , (1(W1 6= 0), . . . ,1(Wℓn 6= 0)).
For cn given in (5), let
vn , kn(1 + cn).
Further let
Bn(vn) , {d ∈ {0, 1}ℓn : 1 ≤ |d| ≤ vn}
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where |d| denotes the number of 1’s in d. Let Sa denote the matrix of signatures of all users, i.e.,
S
a , [S1, . . . ,Sℓn ]
and denote by Ya the first n′′ received symbols, based on which the receiver performs user detection. The receiver
outputs the dˆ given by
dˆ = argmin
d∈Bn(vn)‖Ya − Sad‖ (24)
as a length-ℓn vector indicating the set of active users. Then Pr(Ed) is upper-bounded by
Pr(Ed) ≤ Pr(|Da| ≥ vn) +
∑
d∈Bn(vn)
Pr(Ed|Da = d)Pr(Da = d) + Pr(Ed||Da| = 0)Pr(|Da| = 0) (25)
where |Da| denotes the number of 1’s in Da. Next we show that each term on the RHS of (25) vanishes as n→∞.
Using the Chernoff bound for the binomial distribution, we have
Pr(|Da| > vn) ≤ exp(−kncn/3)
which vanishes since cn →∞ and kn = Ω(1).
We continue with the term Pr(Ed|Da = d). For a given Da = d, let κ1 and κ2 denote the number of miss
detections and false alarms, respectively, i.e.,
κ1 = |{j : dj 6= 0, dˆj = 0}|
κ2 = |{j : dj = 0, dˆj 6= 0}|
where dj and dˆj denote the j-th components of the corresponding vectors. An error happens only if either κ1 or
κ2 or both are strictly positive. The number of users that are either active or are declared as active by the receiver
satisfies |d|+ κ2 = |dˆ|+ κ1, so
|d|+ κ2 ≤ vn + κ1
since |dˆ| is upper-bounded by vn by the decoding rule (24). So, the pair (κ1, κ2) belongs to the following set:
Wℓn = {(κ1, κ2) : κ1 ∈ {0, 1, . . . , |d|}, κ2 ∈ {0, 1, . . . , vn}, κ1 + κ2 ≥ 1, |d| + κ2 ≤ vn + κ1} . (26)
Let Pr(Eκ1,κ2 |Da = d) be the probability of having exactly κ1 miss detections and κ2 false alarms when Da = d.
Then, for every ρ ∈ [0, 1] and λ ≥ 0, it follows from [1, eq. (78)] that
Pr(Eκ1,κ2 |Da = d) ≤ exp[−E˜ngnλ,ρ(κ1, κ2)]
where
E˜n ,E
′′
n/2,
gnλ,ρ(κ1, κ2) ,−
(1− ρ)n′′
2E˜n
log(1 + λκ2E˜n/n
′′) +
n′′
2E˜n
log
(
1 + λ(1− λρ)κ2E˜n/n′′ + λρ(1− λρ)κ1E˜n/n′′
)
− |d|
E˜n
H2
(
κ1
|d|
)
− ρℓn
E˜n
H2
(
κ2
ℓn
)
. (27)
Next we show that there exists a constant γ > 0, ρ, and λ such that
lim inf
n→∞ inf(κ1,κ2)∈W ℓn
gnλ,ρ(κ1, κ2) ≥ γ. (28)
This then implies that Pr(Ed|Da = d), d ∈ Bn(vn) vanishes as n → ∞. Indeed, if d ∈ Bn(vn), then |d| ≤ vn
which implies that κ1 ≤ vn. Furthermore, since the decoder outputs a vector in Bn(vn), we also get κ2 ≤ vn. It
thus follows from (28) that for every d ∈ Bn(vn), we have
Pr(Ed|Da = d) ≤ v2n exp[−E˜nγ] (29)
= exp
[
−E˜n
(
γ − 2 ln vn
E˜n
)]
. (30)
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Furthermore, by the definition of vn and E˜n,
2 ln vn
E˜n
=
2 log e log((1 + cn)kn)
E˜n
(31)
=
4 log e log(1 + cn)
bcn log ℓn
+
4 log e log kn
bcn log ℓn
(32)
which tends to zero since cn →∞ and 1 ≤ kn ≤ ℓn. Consequently, the RHS of (30) goes to zero as n→∞.
To obtain (28), we first note that
inf
(κ1,κ2)∈W ℓn
gnλ,ρ(κ1, κ2) ≥ min{ inf
1≤κ1≤vn
gnλ,ρ(κ1, 0), inf
1≤κ2≤vn
gnλ,ρ(0, κ2), inf
1≤w1≤vn
1≤w2≤vn
gnλ,ρ(κ1, κ2)}. (33)
Then we show that for λ = 2/3 and ρ = 3/4,
lim inf
n→∞ inf1≤κ1≤vn
gnλ,ρ(κ1, 0) > 0 (34)
lim inf
n→∞ inf1≤κ2≤vn
gnλ,ρ(0, κ2) > 0 (35)
lim inf
n→∞ inf1≤w1≤vn
1≤w2≤vn
gnλ,ρ(κ1, κ2) > 0 (36)
from which (28) follows.
Indeed, for 0 ≤ λρ ≤ 1, we have
2 log
(
1 + λ(1− λρ)κ2E˜n/n′′ + λρ(1− λρ)κ1E˜n/n′′
)
≥ log
(
1 + λ(1− λρ)κ2E˜n/n′′
)
+ log
(
1 + λρ(1− λρ)κ1E˜n/n′′
)
. (37)
Using (37) in the second term on the RHS of (27), we obtain that
gnλ,ρ(κ1, κ2) ≥ anλ,ρ(κ1) + bnλ,ρ(κ2) (38)
where
anλ,ρ(κ1) ,
n′′
4E˜n
log
(
1 + λρ(1 − λρ)κ1E˜n/n′′
)
− |d|
E˜n
H2
(
κ1
|d|
)
and
bnλ,ρ(κ2) ,
n′′
4E˜n
log
(
1 + λ(1 − λρ)κ2E˜n/n′′
)
− (1− ρ)
2E˜n
log(1 + λκ2E˜n/n
′′)− ρℓn
E˜n
H2
(
κ2
ℓn
)
.
We begin by proving (34). We have
gnλ,ρ(κ1, 0) ≥ anλ,ρ(κ1) + bnλ,ρ(0)
≥ anλ,ρ(κ1) (39)
by (38) and bnλ,ρ(0) = 0. Consequently,
inf
1≤κ1≤vn
gnλ,ρ(κ1, 0) ≥ inf
1≤κ1≤vn
anλ,ρ(κ1)
so (34) follows by showing that
lim inf
n→∞ inf1≤κ1≤vn
anλ,ρ(κ1) > 0. (40)
To this end, let
in(κ1) ,
n′′
4E˜n
log
(
1 + λρ(1− λρ)κ1E˜n/n′′
)
jn(κ1) ,
|d|
E˜n
H2
(
κ1
|d|
)
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so that
anλ,ρ(κ1) = in(κ1)
(
1− jn(κ1)
in(κ1)
)
. (41)
Note that
in(κ1) =
n′′
4E˜n
log
(
1 + λρ(1− λρ)κ1E˜n/n′′
)
≥ n
′′
4E˜n
log
(
1 + λρ(1− λρ)E˜n/n′′
)
, 1 ≤ κ1 ≤ vn (42)
and
jn(κ1)
in(κ1)
=
4|d|H2
(
κ1
|d|
)
n′′ log
(
1 + λρ(1− λρ)κ1E˜n/n′′
)
=
4κ1 log(|d|/κ1) + |d|(κ1/|d| − 1) log(1− κ1/|d|)
n′′ log
(
1 + λρ(1− λρ)κ1E˜n/n′′
) . (43)
Next we upper-bound (κ1/|d| − 1) log(1 − κ1/|d|). Indeed, consider the function f(p) = p − (p − 1) ln(1 − p),
which satisfies f(0) = 0 and is monotonically increasing in p. So, (p − 1) ln(1 − p) ≤ p, 0 ≤ p ≤ 1 which for
p = κ1/|d| gives
(κ1/|d| − 1) log(1− κ1/|d|) ≤ (log e)κ1/|d|. (44)
Using (44) in (43), we obtain that
jn(κ1)
in(κ1)
≤ 4 log(|d|/κ1) + 4 log e
n′′ log
(
1 + λρ(1− λρ)κ1E˜n/n′′
)
/κ1
≤ 4 log(|d|/κ1) + 4 log e
n′′ log
(
1 + λρ(1− λρ)vnE˜n/n′′
)
/vn
(45)
≤ 4 log vn + 4 log e
E˜n
log(1+λρ(1−λρ)vnE˜n/n′′)
vnE˜n/n′′
(46)
where the second inequality follows because
log(1+x)
x is monotonically decreasing in x > 0, and the subsequent
inequality follows because |d| ≤ vn and 1 ≤ κ1 ≤ vn. Combining (41), (42), and (46), anλ,ρ(κ1) can thus be
lower-bounded by
anλ,ρ(κ1) ≥
n′′
4E˜n
log
(
1 + λρ(1− λρ)E˜n/n′′
)1− 4 log vn + 4 log e
E˜n
log(1+λρ(1−λρ)vnE˜n/n′′)
vnE˜n/n′′

 . (47)
The term
vnE˜n
n′′
=
(1 + cn)knbcn ln ℓn
2bn
(48)
=
cnkn ln ℓn + c
2
nkn ln ℓn
2n
(49)
tends to zero as n → ∞ since kn ln ℓn = o(n) and cn = ln
(
n
kn ln ℓn
)
. Furthermore, E˜n → ∞ and, as observed
in (31)–(32), log vn
E˜n
→ 0 as n→∞. It follows that the RHS of (46) tends to zero as n→∞ and we obtain from
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(47) that
lim inf
n→∞ inf1≤κ1≤vn
anλ,ρ(κ1) ≥ limn→∞
n′′
4E˜n
log
(
1 + λρ(1− λρ)E˜n/n′′
)
lim
n→∞

1− log vn + log e
E˜n
log(1+λρ(1−λρ)vnE˜n/n′′)
vnE˜n/n′′


=
(log e) λρ(1− λρ)
4
=
log e
16
which implies (34).
We next prove (35). Since anλ,ρ(0) = 0, it follows that
inf
1≤κ2≤vn
gnλ,ρ(0, κ2) ≥ inf
1≤κ2≤vn
bnλ,ρ(κ2).
Thus (35) follows by showing that
lim inf
n→∞ inf1≤κ2≤vn
bnλ,ρ(κ2) > 0. (50)
To show (50), we define
qn(κ2) ,
n′′
4E˜n
log
(
1 + λ(1− λρ)κ2E˜n/n′′
)
(51)
rn(κ2) ,
(1− ρ)
2E˜n
log(1 + λκ2E˜n/n
′′) (52)
un(κ2) ,
ρℓn
E˜n
H2
(
κ2
ℓn
)
. (53)
Then,
bnλ,ρ(κ1) = qn(κ2)
(
1− rn(κ2)
qn(κ2)
− un(κ2)
qn(κ2)
)
. (54)
Note that
qn(κ2) =
n′′
4E˜n
log
(
1 + λ(1− λρ)κ2E˜n/n′′
)
≥ n
′′
4E˜n
log
(
1 + λ(1− λρ)E˜n/n′′
)
, 1 ≤ κ2 ≤ vn. (55)
Furthermore,
rn(κ2)
qn(κ2)
=
(1−ρ)
2E˜n
log(1 + λκ2E˜n/n
′′)
n′′
4E˜n
log
(
1 + λ(1− λρ)κ2E˜n/n′′
)
≤
(1−ρ)
2E˜n
log(1 + λvnE˜n/n
′′)
n′′
4E˜n
log
(
1 + λ(1− λρ)E˜n/n′′
)
≤
(1−ρ)vn
2n′′
log(1+λvnE˜n/n′′)
E˜nvn/n′′
log(1+λ(1−λρ)E˜n/n′′)
4E˜n/n′′
(56)
for 1 ≤ κ2 ≤ vn. The term
vn
n′′
=
kn(1 + cn)
bn
14
tends to zero since kncn = o(n) by the lemma’s assumption that kn log ℓn = o(n). This together with the fact that
vnE˜n/n
′′ → 0 as n → ∞ (cf. (48)–(49)), and hence E˜n/n′′ → 0, implies that the RHS of (56) tends to zero as
n→∞. Finally,
un(κ2)
qn(κ2)
=
4ρℓnH2
(
κ2
ℓn
)
n′′ log
(
1 + λ(1− λρ)κ2E˜n/n′′
)
=
4ρ [κ2 log(ℓn/κ2) + ℓn(κ2/ℓn − 1) log(1− κ2/ℓn)]
n′′ log
(
1 + λ(1− λρ)κ2E˜n/n′′
)
≤ 4ρ [κ2 log(ℓn/κ2) + κ2 log e]
n′′ log
(
1 + λ(1− λρ)κ2E˜n/n′′
)
≤ 4ρ [log(ℓn/κ2) + log e]
n′′ log
(
1 + λ(1− λρ)vnE˜n/n′′
)
/vn
≤ 4ρ [log ℓn + log e]
E˜n
log(1+λ(1−λρ)vnE˜n/n′′)
vnE˜n/n′′
(57)
for 1 ≤ κ2 ≤ vn, where the first inequality follows from (44). Since log ℓnE˜n =
log ℓn
cn ln ℓn
→ 0 and vnE˜n/n′′ → 0 as
n→∞, the RHS of (57) tends to zero as n→∞. Thus, it follows from (55), (56), and (57) that
bnλ,ρ(κ2) ≥
n′′
4E˜n
log
(
1 + λ(1− λρ)E˜n/n′′
)1−
(1−ρ)vn
2n′′
log(1+λvnE˜n/n′′)
E˜nvn/n′′
log(1+λ(1−λρ)E˜n/n′′)
4E˜n/n′′
− 4ρ [log ℓn + log e]
E˜n
log(1+λ(1−λρ)vnE˜n/n′′)
vnE˜n/n′′

 (58)
and
lim inf
n→∞ inf1≤κ2≤vn
bnλ,ρ(κ2)
≥ lim
n→∞
n′′
4E˜n
log
(
1 + λ(1− λρ)E˜n/n′′
)
lim
n→∞

1−
(1−ρ)vn
2n′′
log(1+λvnE˜n/n′′)
E˜nvn/n′′
log(1+λ(1−λρ)E˜n/n′′)
4E˜n/n′′
− 4ρ [log ℓn + log e]
E˜n
log(1+λ(1−λρ)vnE˜n/n′′)
vnE˜n/n′′


=
(log e) λ(1− λρ)
4
=
log e
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which implies (35).
To prove (36), we use (38), (47), and (58) to lower-bound
gnλ,ρ(κ1, κ2) ≥
n′′
4E˜n
log
(
1 + λρ(1 − λρ)E˜n/n′′
)1− log vn + log e
E˜n
log(1+λρ(1−λρ)vnE˜n/n′′)
vnE˜n/n′′


+
n′′
4E˜n
log
(
1 + λ(1− λρ)E˜n/n′′
)1−
(1−ρ)vn
2n′′
log(1+λvnE˜n/n′′)
E˜nvn/n′′
log(1+λ(1−λρ)E˜n/n′′)
4E˜n/n′′
− 4ρ [log ℓn + log e]
E˜n
log(1+λ(1−λρ)vnE˜n/n′′)
vnE˜n/n′′


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for 1 ≤ κ1, κ2 ≤ vn. Consequently,
lim inf
n→∞ inf1≤w1≤vn
1≤w2≤vn
gnλ,ρ(κ1, κ2)
≥ lim
n→∞


n′′
4E˜n
log
(
1 + λρ(1 − λρ)E˜n/n′′
)1− log vn + log e
E˜n
log(1+λρ(1−λρ)vnE˜n/n′′)
vnE˜n/n′′




+ lim
n→∞


n′′
4E˜n
log
(
1 + λ(1− λρ)E˜n/n′′
)1−
(1−ρ)vn
2n′′
log(1+λvnE˜n/n′′)
E˜nvn/n′′
log(1+λ(1−λρ)E˜n/n′′)
4E˜n/n′′
− 4ρ [log ℓn + log e]
E˜n
log(1+λ(1−λρ)vnE˜n/n′′)
vnE˜n/n′′




=
log e
12
+
log e
16
which implies (36). This was the last step required to prove (28).
We finish the proof of Lemma 1 by analyzing the third term on the RHS of (25), namely, Pr(|Da| = 0). This
term is given by
(
(1− αn)
1
αn
)kn
and vanishes if kn is unbounded. Next we show that this term also vanishes
when kn is bounded. From [1, eq. (309)], we have
P (Ed||d| = 0) ≤
vn∑
κ2=1
exp
[
−E˜n(q′n(κ2)− v′n(κ2))
]
where
q′n(κ2) ,
n′′
2E˜n
log
(
1 +
κ2E˜n
4n′′
)
and
u′n(κ2) ,
ℓn
E˜n
H2
(
κ2
ℓn
)
.
Observe that the behaviors of q′n(κ2) and u′n(κ2) are similar to qn(κ2) and vn(κ2) given in (51) and in (53),
respectively. So by following the steps as before, we can show that
lim inf
n→∞ inf1≤κ2≤vn
q′n(κ2) > 0
and
lim
n→∞ inf1≤κ2≤vn
u′n(κ2)
q′n(κ2)
= 0.
It follows that there exists a positive constant τ ′ > 0 such that, for sufficiently large n,
P (Ed||d| = 0) ≤ vn exp
[
−E˜nτ ′
]
.
We have already shown that v2n exp[−E˜nτ ′] vanishes as n→∞ (cf. (29)–(32)), which implies that vn exp[−E˜nτ ′]
vanishes as n→∞. It thus follows that P (Ed||d| = 0) tends to zero as n→∞, which was the last step required
to prove Lemma 1.
APPENDIX B
PROOF OF LEMMA 3
Let W denote the set of (Mn+1)ℓn messages of all users. To prove Lemma 3, we represent each w ∈ W using
an ℓn-length vector such that the i
th position of the vector is set to j if user i has message j. The Hamming distance
dH between two messages w = (w1, . . . , wℓn) and w
′ = (w′1, . . . , w
′
ℓn
) is defined as the number of positions at
which w differs from w′, i.e., dH(w,w′) := |{i : wi 6= w′i}|.
16
We first group the set W into ℓn+1 subgroups. Two messages w,w′ ∈ W belong to the same subgroup if they
have the same number of zeros. We can observe that all the messages in a subgroup have the same probability
since the probability of a message w is determined by the number of zeros in it.
Let T tw denote the set of all messages with t non-zero entries, where t = 0, . . . , ℓn. Further let
Pr(T tw) , Pr(W ∈ T tw)
which can be evaluted as
Pr(T tw) = (1− αn)ℓn−t
(
αn
Mn
)t
|T tw|. (59)
We define
Pe(T tw) ,
1
|T tw|
∑
w∈T t
w
Pe(w) (60)
where Pe(w) denotes the probability of error in decoding the set of messages w = (w1, . . . , wℓn). It follows that
P (n)e =
∑
w∈W
Pr(W = w)Pe(w)
=
ℓn∑
t=0
∑
w∈T t
w
(1− αn)ℓn−t
(
αn
Mn
)t
|T tw|
1
|T tw|
Pe(w)
=
ℓn∑
t=0
Pr(T tw)
1
|T tw|
∑
w∈T t
w
Pe(w)
=
ℓn∑
t=0
Pr(T tw)Pe(T tw)
≥
ℓn∑
t=1
Pr(T tw)Pe(T tw) (61)
where we have used (59) and the definition of Pe(T tw) in (60). To prove Lemma 3, we next show that
Pe(T tw) ≥ 1−
256En/N0 + log 2
log ℓn
, t = 1, . . . , ℓn. (62)
To this end, we partition each T tw, t = 1, . . . , ℓn into Dt sets Std. For every t = 1, . . . , ℓn, the partition that we
obtain satisfies
1
|S td|
∑
w∈Std
Pe(w) ≥ 1− 256En/N0 + log 2
log ℓn
. (63)
This then gives (62) since
Pe(T tw) =
Dt∑
d=1
|Std|
|T tw|
1
|Std|
∑
w∈Std
Pe(w). (64)
Before we continue by defining the sets Std, we note that
Mn ≥ 2 (65)
since Mn = 1 would contradict the assumption that R˙ > 0. We further assume that
ℓn ≥ 5. (66)
This assumption comes without loss of generality since ℓn →∞ as n→∞ by the assumption that kn log ℓn = ω(n)
and kn = Ω(1).
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We next define a partition of T tw, t = 1, . . . , ℓn that satisfies the following:
|Std| ≥ ℓn + 1, d = 1, . . . ,Dt (67)
and
dH(w,w
′) ≤ 8, w,w ∈ Std. (68)
To this end, we consider the following four cases:
Case 1: t = 1: For t = 1, we do not partition the set, i.e., S11 = T 1w. Thus, we have |S11| = ℓnMn. From (65)
and (66), it follows that |S11| ≥ ℓn + 1. Since any two messages w,w′ ∈ T 1w have only one non-zero entry, we
further have that dH(w,w
′) ≤ 2. Consequently, (67) and (68) are satisfied.
Case 2: t = 2, . . . , ℓn − 2: In this case, we obtain a partition by finding a code Ct in T tw that has minimum
Hamming distance 5 and for every w ∈ T tw there exists at least one codeword in Ct which is at most at a Hamming
distance 4 from it. Such a code exists because if for some w ∈ T tw all codewords were at a Hamming distance
5 or more, then we could add w to Ct without affecting its minimum distance. Thus for all w /∈ Ct, there exists
at least one index j such that dH(w, ct(j)) ≤ 4, where ct(1), . . . , ct(|Ct|) denote the codewords of code Ct. With
this code Ct, we partition T tw into the sets Std, d = 1, . . . ,Dt using the following procedure:
For a given d = 1, . . . ,Dt, we assign ct(d) to Std as well as all w ∈ T tw that satisfy dH(w, ct(d)) ≤ 2. These
assignments are unique since the code Ct has minimum Hamming distance 5. We next consider all w ∈ T tw for
which there is no codeword ct(1), . . . , ct(|Ct|) satisfying dH(w, ct(d)) ≤ 2 and assign it to the set with index
d = min{j = 1, . . . ,Dt : dH(w, ct(j)) ≤ 4}. Like this, we obtain a partition of T tw. Since any two w,w′ ∈ Std
are at most at a Hamming distance 4 from the codeword ct(d), we have that dH(w,w
′) ≤ 8. Consequently, (68)
is satisfied.
To show that (67) is satisfied, too, we use the following fact:
For two natural numbers a and b, if a ≥ 4 and 2 ≤ b ≤ a− 2, then b(a− b) ≥ a. (69)
This fact follows since b(a − b) is increasing from b = 1 to b = ⌊a/2⌋ and is decreasing from b = ⌊a/2⌋ to
b = a− 1. So b(a− b) is minimized at b = 2 and b = a− 2, where it has the value 2a− 4. For a ≥ 4, this value
is greater than or equal to a, hence the claim follows.
From (69), it follows that if |Std| ≥ 1+t(ℓn−t), then |Std| ≥ 1+ℓn. It thus remains to show that |Std| ≥ 1+t(ℓn−t).
To this end, for every codeword ct(d), consider all sequences in T iw which differ exactly in one non-zero position
and in one zero position from ct(d). There are t(ℓn − t)Mn such sequences in T tw, so we get
t(ℓn − t)Mn ≥ t(ℓn − t)
≥ ℓn (70)
by (65), (66), and (69). Since the codeword ct(d) also belongs to S
t
d, it follows from (70) that
|Std| ≥ ℓn + 1.
Case 3: t = ℓn − 1: We obtain a partition by defining a code Ct in T ℓn−1w that has the same properties as the
code used for Case 2. We then use the same procedure as in Case 2 to assign messages in w ∈ T ℓn−1w to the sets Std,
d = 1, . . . ,Dt. This gives a partition of T ℓn−1w where any two w,w′ ∈ Std satisfy dH(w,w′) ≤ 8. Consequently,
this partition satisfies (68).
We next show that this partition also satisfies (67). To this end, for every codeword ct(d), consider all the
sequences which differ exactly in two non-zero positions from ct(d). There are
(
ℓn−1
2
)
(Mn − 1)2 such sequences
in T ℓn−1w . Since Std also contains the codeword ct(d), we obtain that
|Std| ≥
(
ℓn − 1
2
)
(Mn − 1)2 + 1
≥
(
ℓn − 1
2
)
+ 1
≥ ℓn + 1
by (65) and (66).
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Case 4: t = ℓn: We obtain a partition by defining a code Ct in T ℓn−1w that has the same properties as the code
used in Case 2. We then use the same procedure as in Case 2 to assign messages in w ∈ T tw to the sets Std,
d = 1, . . . ,Dt. This gives a partition of T tw where any two w,w′ ∈ Std satisfy dH(w,w′) ≤ 8. Consequently, this
partition satisfies (68).
We next show that this partition also satisfies (67). To this end, for every codeword ct(d), consider all sequences
which are at Hamming distance 1 from ct(d). There are ℓn(Mn − 1) such sequences. Since Std also contains the
codeword, we have
|Std| ≥ 1 + ℓn(Mn − 1)
≥ 1 + ℓn
by (65).
Having obtained a partition of T tw that satisfies (67) and (68), we next derive the lower bound (63). To this end,
we use a stronger form of Fano’s inequality known as Birgé’s inequality.
Lemma 5 (Birgé’s inequality): Let (Y,B) be a measurable space with a σ-field, and let P1, . . . , PN be probability
measures defined on B. Further let Ai, i = 1, . . . , N denote N events defined on Y , where N ≥ 2. Then
1
N
N∑
i=1
Pi(Ai) ≤
1
N2
∑
i,jD(Pi‖Pj) + log 2
log(N − 1) .
Proof: See [16] and references therein.
To apply Lemma 5 to the problem at hand, we set N = |Std| and Pj = PY |X(·|x(j)), where x(j) denotes the
set of codewords transmitted to convey the set of messages j ∈ Std. We further define Aj as the subset of Yn for
which the decoder declares the set of messages j ∈ Std. Then, the probability of error in decoding messages j ∈ Std
is given by Pe(j) = 1− Pj(Aj), and 1|Std|
∑
j∈Std Pj(Aj) denotes the average probability of correctly decoding a
message in Std.
For two multivariate Gaussian distributions Z1 ∼ N (µ1, N02 I) and Z2 ∼ N (µ2, N02 I) (where I denotes the
identity matrix), the relative entropy D(Z1‖Z2) is given by ||µ1−µ2||
2
N0
. We next note that Pw = N (x(w), N02 I)
and Pw′ = N (x(w′), N02 I), where x(j) denotes the sum of codewords contained in x(j). Furthermore, any two
messages w,w′ ∈ Std are at a Hamming distance of at most 8. Without loss of generality, let us assume that
wj = w
′
j for j = 9, . . . , ℓn. Then∥∥∥∥∥∥
ℓn∑
j=1
xj(wj)−
ℓn∑
i=1
xj(w
′
j)
∥∥∥∥∥∥
2
=
∥∥∥∥∥
8∑
i=1
xj(wj)− xj(w′j)
∥∥∥∥∥
2
≤
∥∥∥∥∥∥
8∑
j=1
|xj(wj)− xj(w′j)|
∥∥∥∥∥∥
2
≤ (8× 2
√
En)
2
= 256En
where we have used the triangle inequality and that the energy of a codeword for any user is upper-bounded by
En. Thus, D(Pw‖Pw′) ≤ 256En/N0.
It follows from Birgé’s inequality that
1
|Std|
∑
w∈Std
Pe(w) ≥ 1− 256En/N0 + log 2
log(|S td| − 1)
≥ 1− 256En/N0 + log 2
log ℓn
(71)
where the last step holds because |S td| − 1 ≥ ℓn. This proves (63) and hence also (62).
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Combining (62) and (61), we obtain
P (n)e ≥
(
1− 256En/N0 + log 2
log ℓn
) ℓn∑
i=1
Pr(T iw)
=
(
1− 256En/N0 + log 2
log ℓn
)
(1− Pr(T 0w)).
By the assumption kn = Ω(1), the probability Pr(T 0w) =
(
(1− αn)
1
αn
)kn
converges to a value strictly less than
one. Consequently, P
(n)
e tends to zero only if
En = Ω(log ℓn) .
This proves Lemma 3.
APPENDIX C
PROOF OF LEMMA 4
Let Y1 denote the received vector of length n/ℓn corresponding to user 1 in the orthogonal-access scheme.
From the pilot signal, which is the first symbol Y11 of Y1, the receiver guesses whether user 1 is active or not.
Specifically, the user is estimated as active if Y11 >
√
tEn
2 and as inactive otherwise. If the user is declared as
active, then the receiver decodes the message from the rest of Y1. Let Pr(Wˆ1 6= w|W1 = w) denote the decoding
error probability when message w,w = 0, . . . ,Mn was transmitted. Then, P1 is given by
P1 = (1− αn)Pr(Wˆ1 6= 0) + αn
Mn
Mn∑
w=1
Pr(Wˆ1 6= w|W1 = w)
≤ Pr(Wˆ1 6= 0|W1 = 0) + 1
Mn
Mn∑
w=1
Pr(Wˆ1 6= w|W1 = w). (72)
If W1 = 0, then an error occurs if Y11 >
√
tEn
2 . So, we have
Pr(Wˆ1 6= 0|W1 = 0) = Q
(√
tEn
2
)
. (73)
Let E11 denote the event Y11 ≤
√
tEn
2 and Dw denote the error event in decoding message w for the transmission
scheme described in Section III-C when the user is known to be active. Then, for every w = 1, . . . ,Mn
Pr(Wˆ1 6= w|W1 = w) = Pr(E11 ∪ {Ec11 ∩ Wˆ1 6= w}|W1 = w)
≤ Pr(E11|W1 = w) + Pr(Ec11|W1 = w)Pr(Wˆ1 6= w|W1 = w, Ec11)
≤ Pr(E11|W1 = w) + Pr(Dw|W1 = w)
where the last step follows because Pr(Ec11|W1 = w) ≤ 1 and by the definition of Dw.
We next define Pr(D) = 1Mn
∑Mn
w=1 Pr(Dw). Since P (E11|W1 = w) = Q
(√
tEn
2
)
, it follows from (72) that
P1 ≤ 2Q
(√
tEn
2
)
+ P (D). (74)
We next upper-bound P (D). To this end, we use the following upper bound on the average probability of error
P (E) of the Gaussian point-to-point channel for a code of blocklength n with power P [17, Section 7.4]
P (E) ≤Mρn exp[−nE0(ρ, P )], for every 0 < ρ ≤ 1 (75)
where
E0(ρ, P ) ,
ρ
2
ln
(
1 +
2P
(1 + ρ)N0
)
.
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By substituting in (75) n by nℓn − 1 and P by Pn =
(1−t)En
n
ℓn
−1 , we obtain that P (D) can be upper-bounded in terms
of the rate per unit-energy R˙ = logMnEn as follows:
P (D) ≤Mρn exp
[
−
(
n
ℓn
− 1
)
E0(ρ, Pn)
]
= exp

ρ lnMn −
(
n
ℓn
− 1
)
ρ
2
ln

1 + 2En(1− t)(
n
ℓn
− 1
)
(1 + ρ)N0




= exp

−En(1− t)ρ


ln
(
1 + 2En(1−t)(
n
ℓn
−1
)
(1+ρ)N0
)
2En(1−t)(
n
ℓn
−1
)
− R˙
(1− t) log e



 . (76)
We next choose En = cn lnn with cn , ln
(
n
ℓn lnn
)
. Since, by assumption, ℓn = o(n/ log n), this implies that
ℓnEn
n → 0 as n→∞, hence Enn/ℓn−1 → 0. Thus, the first term in the inner most bracket in (76) tends to 1/((1+ρ)N0)
as n→∞. It follows that for R˙ < log eN0 , there exists a sufficiently large n′0, a t > 0, a ρ > 0, and a δ > 0 such that,
for n ≥ n′0, the RHS of (76) is upper-bounded by exp[−En(1− t)ρδ]. It follows that, for our choice En = cn lnn,
we have for n ≥ n′0
P (D) ≤ exp
[
ln
(
1
n
)cnδρ(1−t)]
.
Since cn →∞ as n→∞, and hence also cnδρ(1 − t)→∞, this yields
P (D) ≤ 1
n2
(77)
for sufficiently large n ≥ n′0.
Similary, for n ≥ n˜0 and sufficiently large n˜0, we can upper-bound
2Q
(√
tEn
2
)
≤ 1
n2
(78)
by upper-bounding the Q-function as Q(β) ≤ e−β2/2√
2πβ
and evaluating the resulting bound for En = cn lnn. Using (77)
and (78) in (74), we obtain for n ≥ max(n˜0, n′0) that
P1 ≤ 2
n2
.
This proves Lemma 4.
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