We exhibit three classes of algebraic constraints which are shown compatible with Volterra lattice.
Constraints compatible with Volterra lattice
In this paper we discuss classical discrete system -Volterra lattice [1] r ′ (i) = r(i) (r(i + 1) − r(i − 1)) , ′ ≡ ∂/∂x.
Physical applications of this differential-difference system are well-known (see, for example, Refs. [2] , [3] ). In particular, the system (1) can be interpreted as kinetic equation describing stimulated scattering of plasma oscillations by ions. This system has been thoroughly studied for a number of initial conditions [4] , [5] , [6] . Our principal goal in the paper is to show three classes of invariant submanifolds of the Volterra lattice. To be specific, we are going to prove Theorem 1.1. Algebraic constraints 
are consistent with Volterra lattice (1).
Remark. The first class of constraints (2) was presented in Ref. [7] . It can be easily checked that as a simple consequence of (3) one can obtain the following
In turn, the relations (4) and (5) can be combined in unique formula
with N = 2M − 1 for (4) and N = 2M for (5), respectively.
To prove the theorem, we need in the following Lemma 1.1. The quantity
is integral for difference system (2) (with corresponding N). The quantities I 2M (i) and I 2M −1 (i) are integrals for the difference system (3) and (4), respectively. Proof. First, notice that it is far from obvious that (6) ≡ (7). To prove this, we need of use induction by N. To this aim, we observe that the recurrence relation
is valid both for (6) and for (7) with I 1 (i) = r(i)r(i + 2). For N = 1 the identity (6) ≡ (7) is obvious. Suppose now that this is true for some positive integer N, then
Therefore the identity (6) ≡ (7) is proved. Now let us to show that by virtue of (2) the relation I N (i + 1) = I N (i) is valid. We have
Shifting in (2) i → i + 2 one can rewrite it as
Substituting the latter in (8) we have
Make of use again the constraint (2) in the form
.
Substituting that in (9) we obtain
The similar reasonings are used to prove that I 2M (i) is integral for (3) while I 2M −1 (i) is that for (4). Now we are in position to prove the Theorem.
Proof of the Theorem. By virtue of the Volterra lattice equations (1) we have the following
On the other hand, taking into account (2), we obtain
If the Theorem is valid then the equating (10) to (11) must give the identity. To show that, one needs to rewrite the relation (10) = (11) in terms of I N (i).
Observe that the relation (10) = (11) can be rewritten as
Adding I N −2 (i)| (6) to l.h.s. of (12) and I N −2 (i)| (7) to r.h.s. of that we obtain
By virtue of the above lemma this is identity. Therefore the part of the Theorem concerning class of constraints (2) is proved. Similar arguments are applied for (3) and (4). We only remark that in these cases we obtain consistency conditions in the form
for (4), respectively.
Finite-dimensional systems
As in the case of periodic and fixed ends conditions, the constraints (2), (3) and (4) force us to consider finite-dimensional autonomous systems of ordinary differential equations.
Identify y 1 = r(i), ..., y N +1 = r(i + N) for some fixed value i = i 0 . The constraint (2) force this set of functions of x to be a solution of the system
From the above theorem we already know that the constraint (2) (for any N) is compatible with the Volterra lattice. On the level of the system (13) this means that r(i)'s for all i ∈ Z being expressed via y k 's must solve the Volterra lattice. To show this, one needs consider "new" variables {ỹ 1 , ...,ỹ N +1 } defined by shifting i → i + 1, i.e.ỹ 1 = r(i + 1), ...,ỹ N +1 = r(i + N + 1). We must require that these "new" functions also represent a solution of (13) being expressed, taking into account, (2) as
By straightforward but tedious calculations one can show that this mapping is compatible with (13). Moreover this mapping is invertible. So, we can conclude that any solution of the system (13) supplemented by the mapping (14) gives suitable solution of the Volterra lattice. Observe that equations yielding x-evolution (13) and the mapping (14) have common integral
Remark that I 1 ≡ 1. Similar arguments are relevant for constrains of the second class (3). Corresponding finite-dimensional system together with compatible mapping (Bäcklund transformation) read
Equations (15) and (16) have an integral
As for (4), making of use similar calculations, we obtain the following system:
with corresponding Bäcklund transformatioñ
The system (17) with compatible mapping (18) has the integral
Toda lattice
Constraints compatible with Toda lattice
can be obtained by using well known lattice Miura transformation
For even N = 2P from (2) we immediately derive
By analogy with the case of Volterra lattice one can prove Lemma 3.1. The quantity
is integral for difference system (21). The integral J P (i) is calculated as J P (i)| (20) = I 2P (i). Along the lines as in Section 1 we are led to Theorem 3.1. The constraint (21) is compatible with Toda lattice (19).
Instead of proving of this Theorem we observe that consistency condition reads J P (i − 1) = J P (i) which is valid by virtue of the Lemma 3.1.
To describe the reductions of the Toda lattice in terms of finite-dimensional systems it is convenient to pass from polynomial to exponential form of the latter with the help of ansatz
In variables u i Toda lattice becomes [8] 
while the constraint (21) turns into
Define a finite collection of variables attached to (23) as v 1 = u i , ..., v P +1 = u i+P . Then as can be checked the constraint (23) leads to the system
Using Miura transformation (20) one can easy prove [7] Proposition 3.1. The relations
y 2k y 2k+1 = e v k+1 −v k , k = 1, ..., P realize the correspondence between the systems (24) and (13) with N = 2P . As was noticed in [7] , the system (24), for any P , admits Lagrangian and consequently Hamiltonian representation. Lagrangian is given by
It is already proved that the systems (13), (15), (17) and (24) are integrable in the sense of having Bäcklund transformation. It is natural to suppose that these systems have another indications of their integrability, in particular, in the sense of Liouville-Arnold theorem. We are going to present the relevant material concerned with first integrals, Lax pairs, Painlevé analysis of the infinite-dimensional systems under consideration in subsequent publications.
