We study the implications of interfirm product market linkages for dependence among the daily stock returns of US publicly traded firms using a spatial econometric regression. Firms' stock returns are affected by those of their rivals, major customers (i.e., those that represent 10% or more of the firms' revenue), potential customers, and potential suppliers. All the effects are the strongest contemporaneously and diminish rapidly thereafter. Furthermore, the effects of rivals and major customers change with various characteristics related to the product market network. We document both a contagion effect and a competitive effect among rival firms. Positive (negative) dependence on the returns of rivals implies that the contagion (competitive) effect dominates. The competitive effect is found to dominate the contagion effect in highly concentrated industries, while the contagion effect becomes stronger in industries with higher product-market fluidity. Major customers' effect is larger for firms that depend on their major customer(s) for a larger portion of sales and whose products are similar to those of other firms. This suggests that a concentrated customer base and weak product uniqueness may lower firms' bargaining power and increase the sensitivity of their stock returns to those of large customers. Furthermore, we show that a firm's stock return is more sensitive to linked firms' negative return shocks than to their positive return shocks.
Introduction
Firms are linked to each other in the product market. Firm-level shocks can transmit to the firm's competitors and those linked to the firm through the supply chain. Such interfirm relationships can be reflected in covariations of firms' stock returns and hence provide information for investment decisions. This paper studies the implications of interfirm product market linkages for dependence among the stock returns of US publicly traded firms. We model the contemporaneous and lagged responses of firms' daily stock returns to the returns of the portfolios including, individually, the firms' rivals, major customers, potential customers and potential suppliers, using spatial econometric techniques. We focus on the responses to rivals and major customers and analyze how they depend on the structure of the product market and firms' characteristics in the product market network. This paper is related to the literature that studies intra-industry information transfer and extreme credit events. Lang and Stulz (1992) and Jorion and Zhang (2007) show that a firm's filing for bankruptcy can have two opposing effects on its rivals: contagion and competition. On one hand, bankruptcy may cause a negative price reaction from rival firms due to contagion. One explanation for contagion is that, due to information cascade and sentiment spillover, the bankruptcy of a firm makes investors and stakeholders of other firms in the same industry worried even about economically sound firms. Another explanation is that the bankruptcy of one firm may reveal negative information about the industry-wide financial and business conditions. On the other hand, a firm's filing for bankruptcy may result in a positive price reaction from rival firms due to redistribution of market shares and profits if the market is not perfectly competitive.
between firms in the same industry. Additionally, relationships among competing firms may be correlated with the firms' relationships with their customers and suppliers. Therefore, it is essential to disentangle the effects from different types of linked firms by analyzing the linkages in one model. Moreover, we extend the literature on intra-industry information diffusion. Lang and Stulz (1992) and Jorion and Zhang (2007) show the coexistence of two opposing effects, contagion and competitive, between rival firms around extreme adverse events. Our results about return dependence between rival firms show that contagion and competitive effects are not unique to extreme events; they should also be considered in portfolio choice in normal scenarios. Using the industry concentration rate to measure market competition, we find dependence among rival firms' unexpected stock returns to be positive in a competitive market and negative in a highly concentrated market. This suggests that one of the opposing effects dominates the other depending on market structure. In addition, we find the contagion effect to be stronger in the presence of higher product market fluidity (a measure of the changes in a firm's product market).
Furthermore, we add to the literature on how firms' returns are affected by their customers.
Our results show that the degree of dependence on major customers is not the same for all firms; it varies with the firms' characteristics in the product market network. Specifically, we find that the dependence is stronger for firms that rely on their major customer(s) for a greater proportion of revenues and for firms whose products are more similar to the products of rival firms. This finding suggests that large customer concentration and weak product uniqueness lower firms' bargaining power and increase their sensitivity to large customers. Therefore, these are important factors to consider in firms' risk management and investors' portfolio choice.
The remainder of the article is organized as follows. Section 2 presents the data and variables. Section 3 presents our model and estimation strategy. Section 4 describes the results, and Section 5 concludes.
Data and variables
In this section, we describe the data and approach we used to identify customer-supplier and rival relationships. Then we show how we form network matrices and calculate firms' characteristics related to the network.
Customer and rival data
To identify customer-supplier relationships, we use data on US listed firms' major customers from Compustat's Custom Business Unit database. Financial Accounting Standard (FAS) No. 131 in the United States requires firms to provide information about the extent of its reliance on its major customers. In particular, if a customer accounts for 10% or more of a firm's yearly revenues, the firm shall disclose the existence of such customer and the total amount of revenues from each such customer. Firms are not required by FAS No. 131 to disclose the identity of its major customers, but most firms do in practice. The data extend from 1996 to 2014 and consist of the names of major customers and the amount of sales to each of them for each reported firm. In the Custom Business Unit database, the names of major customers can be reported as abbreviations and can vary over time. Inspecting the names, we hand match the reported major customers to the corresponding listed firms reported in the standard Compustat database. We are conservative in the matching to ensure that the right financial information is assigned to customers. We exclude all customers that do not have a match or have ambiguous matches with more than one listed firms. Then, by inspecting the CUSIP identifier of the matched customers, we assign stock returns from the CRSP database to each customer.
To identify rival relationships, we use Phillips's (2010, 2016) 10-K text-based network industry classifications (TNIC) in our main analysis. Previous literature (e.g., Lang and Stulz, 1992; Jorion and Zhang, 2007) has identified firms with the same threedigit standard industrial classification (SIC) code as rivals to each other. In contrast to SIC matching, TNIC matching identifies rival firms based on text-based analysis of firm product descriptions in 10-Ks filed with the Securities and Exchange Commission. By parsing product descriptions, Phillips (2010, 2016) compute continuous measures of product similarity for every pair of US listed firms in each year. For a given firm, i, firms having scores of similarity with i above a threshold are regarded as rivals to i. The likelihood of two randomly drawn firms being rivals to each other is 2.05%, which is the same as the likelihood of two random firms being in the same three-digit SIC code.
TNIC-identified rival relationships have several benefits compared to SIC matching. First, the pairwise product-similarity score is a continuous measure. It can be used to identify which rivals are "nearer" than other rivals. This is particularly informative compared to the SIC-code measure for studying the reaction of one firm's stock return to those of its rivals', as the sensitivity is expected to be higher if similarity is greater. Second, as all the publicly traded firms must file a 10-K every year, so the TNIC changes every year. In contrast, SIC changes much less frequently. Third, TNIC is not a transitive measure of rival relationships. If firm A is a rival to firm B and firm C, B and C may not necessarily compete against each other as their products may not be similar enough. Under SIC matching, however, B and C will be identified as rivals if they both compete against the same firm.
As a result, the rival network under SIC contains several closed industry clusters, with an unknown distance between the clusters. Under TNIC matching, in contrast, clusters are connected. We are able to see how firms are connected within and across the clusters.
We collect the TNIC data from Hoberg-Phillips Industry Classification Library. The data report firms that are rivals to a given firm, and their scores of product similarity to it. The data are reported for fiscal years from 1996 to 2013. To check robustness, we also use the SIC to identify rival relationships in the baseline regression analysis. Yearly SIC codes from 1996 to 2013 are collected from Compustat. We identify firms with the same threedigit SIC code as rivals.
Network
The product network in our study is defined by four network matrices. All the matrices are of order , with values describing pairwise relationships among the firms. indicates the number of firms in the universe in each year and is determined by the number of firms reported in TNIC, since all publicly traded firms must file a 10-K. The first matrix is named the rival matrix, R . The values of entries R and R give the similarity score between firms i and j if they are rivals in year t and are zero otherwise.
The second matrix is the major-customer matrix, MC . It describes the relationship between firm i and its major customers (if any) in year t. The entry MC is positive if firm j is firm i's major customer and is zero otherwise. We expect the link between a firm and its major customer to be stronger when the sales represented by this major customer are larger. Therefore, we equate MC to the value of sales from firm i to firm j if firm j is firm i's major customer.
The major-customer matrix describes customer-supplier relationships partially. It does not show a firm's relationship with unreported smaller customers. Also, firm i may react to some who are not its customers but are in the same industry as its existing customers for two reasons. One reason is that those firms may carry information about the whole customer industry. The other is that those firms may substitute for i's current customers, thus they should be controlled for when we study the relationship between firm i and its current customers. Therefore, we develop a matrix that describes a firm's relationship with its small customers and potential customers, the potential-customer matrix, PC . We construct the matrix in two steps. First, for a firm that has major customers, the major customers represent the main demand from the downstream side for the firm's products, so we identify the major customers' rival as potential or small customers of the firm in question. Second, for a firm that does not have major customers, we refer to its rivals' major customers (if any) and potential or small customers and regard these firms as the potential or small customers of the firm in question. The key premise for our identification of potential and small customers is that the firms that are rivals have similar products and thus may substitute each other. This is ensured by the TNIC, which is based on product descriptions in firms' 10-K filings. For example, to analyze dependence among stock returns from mid-1997 to mid-1998, we use network matrices in 1996, which are determined based on the TNIC and major customer information in the end of 1996. consistent with the percentage documented by Cohen and Frazzini (2008) . 28% of potential-customer linkages and potential-supplier linkages are also between firms in the same industry. These indicate the importance of analyzing rival relationships and customer-supplier relationships in one model.
Characteristics in the network
A main part of this is paper studies the extent to which the effects from other firms are related to firms' characteristics in the product network. Specifically, we examine how industry concentration and product market fluidity affect the spillover between rival firms. These two characteristics indicate the level of competition and product market instability in the industry, respectively. Effects of major customers may be influenced by customer concentration, customer-industry concentration and firms' product uniqueness. As with the data on network matrices, the data on the characteristics are lagged no less than six months compared to stock-return data.
Industry HHI
. This is the Herfindahl-Hirschman index measuring market concentration in firm i's industry in year . Large industry concentration indicates a low level of competition. Competition is expected to be stronger in industries with greater concentration because companies in these industries may benefit more from rivals' negative shocks. In contrast to the common practice in the literature to calculate HHI based on SIC, we calculate the HHI based on TNIC. The data for this variable come from Hoberg and Phillips (2010) .
Product market fluidity
This variable is developed by Hoberg et al. (2014) using firms' business descriptions in the 10-Ks. It measures the change in a firm's product space due to moves made by competitors (based on TNIC) in the firm's product markets. We expect that when product market fluidity is very high, it is difficult for investors to predict future cash flow of the firms.
Therefore, investors may rely more on news about peer firms in the same industry, which , where represents the sales from i to its major customer j, and represents the total sales of i. This is a version of Herfindahl-Hirschman index suggested by Patatoukas (2012) . It accounts for a firm's major customers and the importance of those major customers for the firm's total revenue.
Firms with large customer concentration are more reliant on major customers and thus are expected to have larger exposure to those customers' shocks. The variable takes zero for firms without reported major customers and takes one if a single customer accounts for the supplier firm's entire sales.
Total product similarity
A firm's total product similarity refers to the extent to which the firm's products are similar to those of its rivals. Product similarity has two competing effects on the sensitivity to major customers. On one hand, firms with lower product similarity may have larger bargaining power with their customers, as they face a lower substitution threat from competitors. Therefore, firms with lower product similarity may be less sensitive to adverse shocks to their customers. On the other hand, low product similarity (i.e., high product uniqueness) is usually associated with specialized capital and large expenditures on research and development, which cannot be easily switched to other products in case of reverse demand shocks from major customers. The data on individual firms' product similarity are drawn from Phillips (2010, 2016) .
Total product similarity of major customers
In addition, we consider the total product similarity of major customers. The motivation for this variable is analogous to that for the total product similarity of dependent firms. On one hand, if the products of major customers are highly differentiated from those of their competitors, the cost will be high for their supplying firms to switch to other customers, and thus the supplying firms may be more sensitive to the major customers. On the other hand, major customers whose products are unique may be reliant on special input from supplying firms. Thus, the supplying firms may have greater bargaining power during negotiations and lower sensitivity to major customers' shocks. For a firm without reported major customers, the value of this variable is zero. For a firm with major customers, the value is the average of all the major customers' total product similarity weighted by the firm's sales to those major customers.
The model and the estimation strategy
Several studies (e.g., Cohen and Frazzini, 2008; Cohen and Lou, 2012 ) sort firms into quintiles based on linked firms' lagged excess returns and show that the alpha of longshort strategy of extreme quantile portfolios remains positive and persistent up to a year. Burt and Hrdlicka (2016) show that this surprising persistence in alpha-i.e., extreme delay in price discovery-is due to the bias that arises from the linked firms sharing similar misspecification relative to the asset pricing model used. To overcome this bias, they suggest using idiosyncratic shocks-the residuals of a given factor model-to investigate dependence among customers and suppliers. Following the same strategy, we use residuals from Fama and French's (2015) five-factor model as idiosyncratic shocks and examine the cross-autocorrelation between idiosyncratic shocks to linked firms. We start our analysis by estimating a time-series regression model for each asset i. 
Then we move the estimation window ahead by one month to calculate the idiosyncratic shock for the month after the previous out-of-sample window. We repeat this until the idiosyncratic shocks are calculated for December 2015. To focus on the crossautocorrelation, we use an autoregressive model of order 20 to filter out the autocorrelation in before using it in the next step. 2 We use the estimated idiosyncratic shocks, , in the following cross-sectional regression model for each day, t:
where R , MC , PC and PS denote element i, j of the network matrices for rivals, major and potential customers, and potential suppliers, respectively. Note that all the network matrices are row-standardized, such that for each i, ∑ = 1. Using the network matrices as weight matrices, we construct portfolios of the four types of linked firms, respectively. The network matrices are updated yearly, while the return data changes on a daily frequency. Having contemporaneous and l = 1, …, L lagged returns of the portfolios in equation (3), we examine how quickly shock transmits in the network. The model above will be extended by allowing some characteristics to affect the parameters. In this case, the parameters in equation (3) will vary by i: 
Results and analysis
This section consists of three subsections. In the first subsection, we use the baseline model to analyze the contemporaneous and lead-lag relationships among the firms in our defined networks. We also test if firms react differently to negative versus positive shocks to their rivals' and major customers' returns, and if firms' sensitivities are related to their size relative to the firms in their networks. Furthermore, we investigate how our results vary if we use SIC codes instead TNIC to define industries. Finally, we use randomly generated network matrices to examine if the significance of our results is due to the interdependence of the firms in product market networks or are caused by other factors not considered in our model. In the second subsection, we focus on the spillover among rival firms and use several industry characteristics to investigate two opposing effects, the contagion and competitive effects. The third subsection analyzes the spillover from major customers to suppliers. Using several industry characteristics, we investigate factors that may affect firms' sensitivities to their major customers.
Baseline model
We start with the baseline model presented in equation (3). As return shock, yt, we use residuals from the Fama and French five-factor model according to equations (1) and (2).
Since we use daily return shocks, it is important to control for possible autocorrelation in show that firms are more sensitive to negative return shocks from their rivals. The coefficient for R − is 0.118, while that for R + is 0.087, and both coefficients are statistically significant. The coefficient for R − is significantly larger than that for R + at 1%. It must be noted that return comovement with rivals sums up two opposing effects: a positive effect due to the firms' interdependence from their exposure to common business risks and a negative effect caused by firms competing for market share. In the next section, we decompose rival comovement to these components. The coefficient for
PS
shows the average effect from supplier industries. This coefficient is highly significant but, as expected, is smaller in magnitude (0.019) than the other parameters, which may reflect a low sensitivity of the firms to their suppliers or may be due to the less precise identification of potential suppliers (as pointed out in Section 2.2).
To investigate if firms respond to shocks to their linked firms with a delay, we use 10 lagged values of the shocks to capture up to a potential two-week delay.
3 Table 2 and Figure 1 show the effects weakening significantly over time. For all the matrices the effect is negligible after one week. In general, the lead-lag effect is stronger between firms with rival relationships. The significance of the parameters of the lagged shocks may be related to investors' underreaction and delayed response to shocks or to the cross-autocorrelation resulting from microstructure issues such as nontrading problem of some assets.
The comovement of return shocks displayed in Table 2 may be caused by such factors as inflation and exchange rates not considered in our first-pass regression, rather than by the interdependence of the firms in product market networks. To investigate this possibility, we add a randomly generated network matrix linking the firms with no defined connection. As discussed above, stock comovements may be due to companies' exposure to some factors or their connections in ways not considered in our setting. If this is the case, then the estimated comovement will be affected by the number of links in the network matrices-i.e., matrices with a larger number of links may give a larger coefficient of comovement. Using randomly generated proximity matrices, Asgharian et al. (2013) show that the estimated value of the correlation coefficient increases with the number of related links. Therefore, we investigate whether the relative importance of our selected networks remains the same if we use the same number of links in each matrix. Since MC has the lowest number of links (see Table 1 ), we reconstruct R , PC , and PS for each period by randomly selecting from each of these matrices the same number of links as we have in MC . Similarly, we also construct W5 for companies without any predefined connections. We repeat the procedure 50 times and reestimate the model. In Figure   2 , we plot the minimum and maximum values of the estimated coefficients and the tvalues from the 50 repeated estimations. Interestingly, it shows that, using the same number of links, the strongest comovement is between suppliers and their major customers. The relative importance of the other network links remains the same. As the minimum t-values show, all the estimated parameters, except those related to W5, are statistically significant in all 50 estimations. The parameter related to the major customers is higher relative to the estimation in Table 2 , which means that a large part of the comovements between major customers and suppliers were captured by the other linkages among firms. This may to some extent be motivated by the fact that the links in matrix MC partially overlap with the links in the other network matrices (see Table 2 ) and the probability of overlapping should be much lower when we reduce the number of links in those matrices.
Illiquidity of individual stocks can have an impact on the covariance and crossautocovariance of returns. To examine whether the lead-lag effect shown in Table 2 is not mainly driven by illiquidity, at each estimation day , we exclude stocks with price under $5 when estimating the baseline model in equation (3). The results remain qualitatively the same. Also, in all the following analyses, the sample that excludes stocks with price under $5 gives results to similar those of the original sample.
Finally, we use SIC instead of TNIC to define R , PC , and PS . Table 4 shows that using SIC instead of TNIC considerably weakens the coefficient of R . This indicates that TNIC captures the similarity of the firms' economic activity better than the conventional SIC classification. We also see a small reduction in the coefficient of PC ⋅ , which gives a similar indication.
Rival-effect analysis
As shown in Section 4.1, the coefficient for R is relatively large and highly significant, indicating a strong contemporaneous effect of shocks to rival firms. In this section, we aim to further investigate this relationship by decomposing the total impact of rivals into two opposing effects, the so-called contagion and competitive effects. The contagion effect causes a positive interdependence between the firms' values, as rival firms are exposed to similar business risks. The competitive effect, on the other hand, implies a negative comovements between firms' values as rival firms compete for the market share.
The competitive effect should be negligible in a perfectly competitive market, since exit or entrance of an individual firm should not affect the market shares of the other firms in the industry. As industry concentration increases, the number of firms in the industry decreases, we expect the competitive effect to become stronger since an individual firm may substantially benefit from the adverse shocks to its competitor due to the possibility of increasing its own market share. To analyze these effects, we extend the model in equation (3) The results are reported in the first set of columns in Table 5 . Coefficients for the contemporaneous and lagged terms are allowed to depend on HHI, but, for the sake of space and since the contemporaneous effect being the strongest, we only report and discuss the parameters of the contemporaneous effect. The coefficient for the interaction term between R and HHI is negative and statistically significant, supporting our hypothesis that higher industry concentration, by increasing the competitive effect, causes a negative spillover effect among the rivals. That is, a positive (negative) shock to a firm affects its rivals negatively (positively). To estimate the total effect for given levels of HHI, we need to add this negative effect to the positive contagion effect, captured by the coefficient for R . More specifically, as the table shows, the coefficient for R is 0.213, much larger than the corresponding coefficient estimated for the baseline model, 0.105.
The parameter value of 0.213 corresponds to the case when the HHI value is equal to zero and the competitive effect is negligible. The parameter value of 0.105 shows the total affect at the average value of HHI. In Figure 3 .A, we depict the marginal spillover effect from rivals (the effect of a one unit change in the contemporaneous return of a rival portfolio)
for different HHI values and the related 95% confidence interval. The plot shows that the marginal effect is around 0.21 for the lowest industry concentration level and that it decreases with increasing concentration. When the concentration is around 0.75, the competitive effect offsets the contagion effect, for a net zero effect. For HHI higher than this level, the strong negative competitive effect induces a negative total effect.
Next, we investigate if product market fluidity affects the interdependence of firms in the industry. Greater product market fluidity indicates a more unstable product market. In such a situation, it is difficult for investors to predict firms' future cash flow, and they may, to a greater extent, refer to information about other firms with similar products. We may therefore expect a larger contagion effect among stocks in industries with higher product market fluidity. Similarly to the analysis of industry concentration, we extend the model in The second set of columns in Table 5 shows that the coefficient for the interaction term is positive and significant, supporting our hypothesis of a larger interdependence among firm competing in an industry with greater product market fluidity. The coefficient for should be very weak. Greater product market fluidity increases the value of information from other firms and, consequently, the contagion effect (Figure 3 .B).
If product market fluidity and HHI were independent, then we could assume that the total effect estimated for different levels of product market fluidity in Figure 3 .B would be at the average level of HHI, and similarly the total effects plotted for different level of HHI in Figure 3 .A can be assumed to be at the average level of product market fluidity. Since these two variables are not necessarily independent, we estimate a model including both HHI and fluidity. The last set of columns in Table 5 and Figure 3 .C show the results. The parameters of the interaction terms are still highly significant, but they become smaller than the corresponding parameter values when using interaction terms separately. The coefficient for R is equal to 0.186, which corresponds to the impact of rival firms when both HHI and fluidity are zero. As Figure 3 .C shows, when we increase HHI from zero toward one, the competitive effect increases and reduces the marginal effect, while moving to larger values of fluidity increases the contagion effect and results in a larger marginal effect. The marginal effect is negative for firms with a large concentration ratio (industries with few firms) and low product market fluidity. For these firms, rivals' competitive effect dominates the contagion effect. In general, the contagion effect is stronger than the competitive effect as the total effect is positive for most of the possible combinations of the two variables. Finally, since the figure is plotted using the ranges between minimum
and maximum values of HHI and fluidity in our sample, it clearly shows that the marginal rival effects varies more by HHI than by fluidity.
The coefficients of HHI and product market fluidity are both insignificant, indicating that the characteristics themselves do not affect returns; they only affect the sensitivity of the firms to their rivals. The insignificance of the coefficient for HHI does not support the finding of Hou and Robinson (2006) that firms in more concentrated industries earn lower returns.
Customer-effect analysis
In this section, we turn the focus to the spillover of the shocks in the customer-supplier network, more specifically, from the major customers to the supplier. As discussed before, the coefficient for MC indicates the average effect that a unit shock to a major customer has on the return of the supplier firm. Using the model in equation (5), we aim to analyze a number of factors that may strengthen or weaken this effect.
We start with the customer-industry concentration, measured by the HerfindahlHirschman index. A firm is expected to have a larger exposure to its major customers, if its major customers' industries are less competitive, because it is more difficult for the firm to switch to other customers. Since the interaction parameter in first set of columns in Table   6 is negative and insignificant, our sample does not support this hypothesis. (Note that all the models are estimated with 10 lags to be comparable with the results of the base model, but we only report the parameters of the contemporaneous terms in Table 6 .)
Furthermore, we hypothesize that suppliers with a higher customer concentration-i.e., suppliers that depend on a few major customers for a large portion of their sales-should be more sensitive to shocks to their major customers. These firms face risk of losing a large portion of their sale in case of the adverse shocks to their major customers. To measure customer concentration, we use a version of the Herfindahl-Hirschman index suggested by Patatoukas (2012) that captures both the number of major customers and their importance to the supplier firm (see Section 2.3). The coefficient for the interaction term between this measure and MC is positive and significant, confirming our hypothesis (see the second set of columns in Table 6 ). Moreover, we analyze how the uniqueness of firms' product and that of major customers' products and the interdependence between the companies' equity values. We use the total product similarity of individual firms drawn from Phillips (2010, 2016; see Section 2.3 ). This variable is inversely related to product uniqueness. The third set of columns in Table 6 , shows a positive and significant parameter for the interaction term of MC with firms' product similarity, which supports the hypothesis that firms with unique products have stronger bargaining power against their customers and thus are less sensitive to their customers' shocks. Figure 4 .B plots the marginal effect of major customers for different levels of product similarity. The maximum value is around 0.12, which is obtained at the maximum value of product similarity in the sample (around 50).
As for the uniqueness of major customers' products, we show in the fourth set of columns in Table 6 that it does not affect firms' sensitivity to major customers as the coefficient for the interaction term with major customers' product similarity is insignificant.
Finally, we estimate a combined model with all the characteristics. Results are shown in the last set of columns in Table 6 . The estimated parameters are similar to those obtained from separate estimations of different interaction terms, and their significance levels remain unchanged, except that the coefficient for the interaction term with customer concentration becomes significant only at the 5% level.
Conclusion
This paper studies how the stock returns of US publicly traded firms are affected by those of the firms competing with similar products and those of the firm's major customers.
Using a spatial econometric approach and daily return data, we investigate instantaneous propagation of shocks and testing for a lead-lag effect. Furthermore, we examine how several product market characteristics are related to the extent to which firms are sensitive to the shocks of their rivals and major customers.
We model the contemporaneous and lagged responses of firms' stock returns to the returns of the portfolios comprising, respectively, the firms' rivals, major and potential customers, and potential suppliers in a spatial econometric regression. We find that the returns of all the four types of linked firms affect firms' stock returns. All the effects are the strongest contemporaneously and diminish rapidly thereafter.
We find the effects of rivals and major customers to vary with various characteristics related to the product market network. First, we document the coexistence of contagion and competitive effects among rival firms. Positive (negative) dependence on rivals' returns implies that the contagion (competitive) effect dominates. The competitive effect is found to dominate the contagion effect in highly concentrated industries, while the contagion effect is stronger in industries with higher product market fluidity. Second, the effect of major customers is larger for firms that depend on their major customer(s) for a larger portion of sales and whose products are similar to the products of other firms. This suggests that a concentrated customer base and weak product uniqueness may lower firms' bargaining power and increase the sensitivity of their stock returns to those of their large customers. Furthermore, we show that a firm's stock returns are more sensitive to the negative return shocks than to the positive return shocks of linked firms. Table 6 . The impact of product market characteristics on major customer effect The table shows the results for the baseline model (3) with extension (5), where the coefficient for the portfolio of major customers depends on the Herfindahl-Hirschman index of the customer's industry, customer concentration, total product similarity, and total product similarity of major customers. The parameters marked with one asterisk are significant at the 5% level, and those with two asterisks are significant at the 1% level. The figure shows the effect of a unit change in the contemporaneous return of a portfolio of rivals varying with HHI and product market fluidity, using estimates from Table 5 . Figures A and B show the marginal rival effects for different levels of the two characteristics, separately, and the associated 95% confidence intervals. Figure C shows the marginal rival effect when both characteristics change. The figure shows the effect of a unit change in the contemporaneous return of a portfolio of firms' major customers for different levels of customer concentration (A) and total product similarity (B), using estimates from Table 6 . The figure also shows the associated 95% confidence intervals. Marginal effects for different levels of product similarity
