Abstract. When predicting the state of a system, we sometimes know that the succession of states is cyclic. This is for example true for the prediction of business cycle phases, where an upswing is always followed by upper turning points, and the subsequent downswing passes via lower turning points over to the next upswing and so on. We present several ideas of how to implement this background knowledge in popular static classification methods. Additionally, we present a full dynamic model. The usefulness for the prediction of business cycles is investigated, revealing pitfalls and potential benefits of ideas.
Introduction
In the literature, business cycles are typically either treated as univariate phenomena and tackled by univariate time series methods, or they are modelled as a multivariate phenomenon and tackled by static multivariate classification methods (Meyer and Weinberg (1975) , Heilemann and Münch (1996) ). As a consequence, either the timedependency or the interplay of different variables is ignored. The same is true for many of the analyses of other cyclic phenomena that are very common particularly in economy and in biology. In biology, the importance is manifested by the fact that there is a separate branch called chronobiology that studies biological rhythms like, e.g., menstruation (cp. Belsey and Carlson (1991) ), cyclic movements of the small bowel (cp. Aalen and Husebye (1991) ), or sleep (cp. Guimaraes, Peter, Penzel and Ultsch (2001) ).
In a preliminary comparative study we showed that multivariate classification methods (ignoring knowledge of time-dependencies) and a dynamic Bayesian network that generalizes the Naive Bayes classifier for time-dependencies (ignoring de-pendencies between predictors) generated about the same, unsatisfying, average prediction accuracy for the prediction of business cycle phases.
This means that some static multivariate classification methods generated the same error rates as the dynamic Bayesian network without using background knowledge of time dependencies in business cycles. Therefore, there was hope that in order to improve prediction accuracy for the multivariate methods advantage could be taken of the cyclical structure of business cycle phases for which the following pattern is true: lower turning points → upswing → upper turning points → downswing → lower turning points → and so on.
In this paper, we introduce and analyse several ideas on the incorporation of this background knowledge in different types of classification rules. The general problem of predicting cycles is formulated in Sect. 2. In Sect. 3 ideas on adapting static classification rules to cyclical structures are described. The data used for learning and testing the prediction models for business cycle phases and the design of comparison are presented in Sect. 4. Also we introduce the model assumptions of the dynamic Bayesian network we developed for the prediction of business cycles and the considered static classifiers. In Sect. 5 we present the performance of the implemented ideas for the prediction of business cycle phases. To validate the findings, we performed additional simulations that are presented in Sect. 6. And finally, consequences are summarized in Sect. 7.
Basic Notations
We consider classification problems that are based on some K -dimensional realvalued vector x(ω) ∈ X ⊂ R K measured on objects ω ∈ Ω. And we want to decide about the class c(ω) ∈ C := {1, ...., G} the object belongs to. All objects ω ∈ Ω belong to one and only one out of these G classes. In the following, we will drop ω in our notation, unless it is necessary for understanding.
In the case of prediction of cycle phases, we classify not really various objects, but rather one object -called system -in different time periods t = 1, ..., T . And in each time period the system is situated in one out of G possible states s ∈ S := {1, ..., G}. We will further on no longer distinguish between states and classes and denote both by s, and their space {1, ..., G} by S.
The chronological order of how the system passes through states is fixed: Given the system is in time period t − 1 in state s t−1 := s, it either stays there or moves on to a certain other state s ⊕ so that s t ∈ s, s ⊕ ⊂ S, t = 1, ..., T . In the following, we assume a corresponding numbering of states where s ⊕ = s + 1 for s = 1, 2, ..., G−1 and s ⊕ = 1 for s = G. Most classification methods base their assignment of objects into classes on certain transformations of the respective observations for each of the considered classes. These transformations are learnt out of some set of functions using some training set L of examples of objects ω ∈ Ω from the different classes:
Here, and in the following, we use • as replacement character in functions. The size of these transformations gives information on the strength of membership of the object in the classes. Without loss of generality, we assume higher values to indicate stronger membership. That is, these m L (s, x ), s ∈ S, x ∈ X are interpreted as membership values. For the assignment into different classes, the learnt rule does not distinguish any longer between objects with the same membership vectors m L ( x ) := (m L (1, x ) , ..., m L (G, x )) ∈ M for some membership space M ⊆ R G . That way, for any potentially high dimensional space X, all these classifiers do a dimension reduction from X into R G . There are many ways and intuitions for the construction of membership values given the examples in L: In discriminant analysis (Linear: LDA, or quadratic: QDA, for an introduction see, e.g., (Hastie, Tibshirani and Friedman 2001) ) membership values can be seen to be some Mahalanobis distances to estimated centres of classes, whereas in Support Vector Machines (SVM) one uses distances to learn class boundaries.
For all Bayes rules, membership values are estimated conditional class probabilities for classes s ∈ S:
The space of corresponding membership vectors p L (
, denoted with M s , consists of all G-dimensional, non-negative vectors, whose elements sum up to one.
Here and in the following, p L (v) will always denote the estimated probability of some realization v of some random variable V on some set L. And p L (v|v ) means the estimated conditional probability of v given the information that some random variable V was observed to be v . Probabilities according to some probability model Λ will be indicated by Λ, p Λ (•).
Irrespective of the various derivations of membership values, the manner of assignment is always the same: The rule assigns to the class with highest membership value. Therefore, we call this type of rules argmax rules.
If membership values were the conditional class probabilities p τ (s| x ) of some "true" probability model τ or some strictly monotonically increasing transformation thereof, the argmax rule would result in minimum expected classification errors. That is why Fukunaga (1990) calls the vector p τ ( x ) ∈ M s "optimal features".
Adaption of Static Classification Rules for Prediction of Cycle Phases
For multi-class problems, there are two distinct basic structures to decide on a certain elementary class s ∈ S where the cyclical structure can easily be implemented: multiclass argmax rules or certain compositions of binary argmax rules. Multi-class argmax rules use membership values for each elementary class m L (s, •) : X → R, s ∈ S:
Other rules for multi-class problems define membership values not for elementary states but for various sets out of the product set over S, m : X → ℘(S). This is true, for example, if the final assignment is the result of a path of binary argmax decisions, where in each step a decision is made between exactly two elements of ℘(S).
Some of our strategies to "dynamize" static rules by integrating knowledge of a cyclic structure will rely on the assumption that not only the size of the assessed strength of membership of one object in different classes can be meaningfully compared but also the size of assessed strength of different objects in the same class. Some combinations of binary argmax rules fulfill this need, others not. We will give examples of both:
One strategy from which we can easily read off membership values that are comparable in size between objects, is the so-called one-against-rest strategy introduced by Schölkopf, Burges and Vapnik (1995) for SVM. Each class s is trained against the other classes s := S\s. Thus G binary argmax rules are trained, each on the complete training set L, by learning membership functions m L (s, •) and m L ( s, •) . If in addition we make sure that the same Kernel function is used for each of the groups (e.g., same width and penalty) the hyperplanes live in the same space. Therefore, one choice for comparable membership values are the Euclidean distances of objects to these hyperplanes. One can also defend membership values that are Euclidean distances weighted with the width of the margin because a larger width can be interpreted to signal a higher quality of the hyperplane as separator. This results in the commonly used membership values in SVMs (see, e.g., (Garczarek 2002), Sect. 3.3.3) . We can combine them easily to a multi-class argmax rule by assigning to the class with the highest value among m L (s, •), s ∈ S.
Not comparable in size are membership values of objects, when for the learning of the membership functions each state is trained against every other state with a binary SVM. The collection of
is learnt on different training sets, only consisting of those objects that belong to the relevant classes s and s . The max win strategy of Friedman (1996) and the decision directed acyclic graphs (DDAG) of Platt, Cristianini and Shawe-Taylor (2000) are of that type.
ET: Method of Exact Transitions
For any of the above mentioned argmax rules, we can take advantage of the cyclical structure by restricting the comparison of membership values to admissible transitions. That is, we start in the last known state of the system s 0 and predict the next state by
For the consequent time periods t = 2, ..., T the predicted stateŝ t−1 from the preceding time period is used as if it was the true one:
This adaption was proposed by Weihs, Röhl and Theis (1999) for the prediction of business cycle phases and is called classification with exact transitions (ET). The classification with ET decomposes into two steps:
1. the information "ŝ t−1 " is used to decide on the set of admissible statesŝ t ∈ ŝ t−1 ,ŝ ⊕ t−1 ⊂ S, 2. then, using the information in x t , we assign to that state s ∈ ŝ t−1 ,ŝ ⊕ t−1 with higher membership.
In the following, we will drop the time-index t and denote variables from timeslice t − 1 with a minus: v − := v t−1 , t = 2, ..., T , if statements are valid for all t = 2, ..., T , and where indexing is not needed for understanding.
WET: Method of Weighted Exact Transitions
If a system is in a certain state s, the willingness to skip to s ⊕ in the next time period may be higher or lower than the inertia that keeps it in s. Thus, we may gain further improvement of the rules, if we exploit the information that our last assignment was intoŝ − not only for the decision on the admissible states, but also for the decision in which of them to assign now.
One idea is to weight membership values with some estimator of the willingness to pass over, e.g., estimated transition probabilities from the training set like observed frequencies:
With such weighting, we assign to class s ⊕ if the ratio of the membership in s ⊕ to the membership in s is higher than the ratio of the quantified inertia that keeps the system in s to the quantified willingness to go from s → s ⊕ .
pred( x|ŝ
Therefore, a necessary condition for weighting is that membership values and the willingness to skip or stay are measured on a ratio scale. Simple multiplication is used to combine these evidences, giving both of them same importance. Yet, if membership values contain some (estimated) information on a priori state probabilities, as, e.g., all learnt conditional state probabilities of Bayes rules do, we would inappropriately combine conflicting information on the current a priori state probability, namely:
But when multiplying probabilities, we assume independence. The learnt conditional state probability reflects a level of knowledge of the current state that assumes the last predicted state to be true and that the current transition follows the same generating process as the transitions in L. Using p L (s) we pretend to know nothing about the current state, but that it comes from the same population as the states in the learning set. These two ideas cannot be correctly represented as containing independent information. Therefore, whenever membership values involve information on a priori state probabilities, an appropriate choice of weights is
. 
The resulting membership values can be interpreted as estimated conditional state probabilities given x andŝ − under the additional assumption of conditional independence of X and S − given S = s. This is the well-known assumption in Hidden Markov Models (HMMs, see e.g. Rabiner and Juang (1993) Koskinen and Öller (1998) .
HMM: Propagation of Evidence for Probabilistic Classifiers
Thus, from WET to the propagation in HMM models is only a small step for any probabilistic static classifier. We add on the Markov chain and predict states using the forward step in the forward-backward procedure for finding the next state in HMMs (cp. Rabiner and Juang (1993) ). The parameters of the distributions in an HMM are the states' transition probabilities and the so-called emission probabilities of HMMs, the p( x|s), x ∈ X, s ∈ S. We use the observed frequencies on the training set L as estimators for the transition probabilities, and the estimated conditional probabilities p L ( x|s) of a probabilistic classifier as emission probabilities. We no longer propagate evidence assuming the predicted state was the true one, but we propagate the probability that a certain state is true, given the state s 0 in time period t 0 := 0 and the past observations of predictor variables. The general justification of this strategy is based on probability calculus and therefore relies on the interpretation of membership values as conditional class probabilities.
The first step is the same as in WET. We predictŝ 1 using x 1 and s 0 :
The next step is different. We do not assumeŝ 1 = pred( x 1 |s 0 ) to be the true state, but we propagate to be in state s 0 with probability
Thus, the joint probability to be in state s ⊕ 0 in the second time period and to observe x 2 and x 1 is the sum of the probabilities of the two paths that can lead from s 0 to s
Later, more than two states are possible and the joint probabilities are recursively calculated by:
The argmax rule based on these membership values is the same as from the derived conditional state probabilities:
We will call these conditional state probabilities "a priori probabilities" of states s ∈ S in time period t given all past information in time period t, namely x t−1 1 := { x 1 , ..., x t−1 } and s 0 .
Another possibility is to use the forward step of the Viterbi-algorithm for propagating the evidence (cp. Rabiner and Juang (1993) ). This results in a propagation only along the currently most probable path given the observational series x t 1 and s 0 . We abbreviate these two HMM algorithms as HMM SOP, meaning HMM propagation via the sum of paths, and HMM MPP meaning HMM propagation along the most probable path.
Propagation of Evidence for Non-Probabilistic Classifiers
In cases where membership values are not estimated conditional probabilities, technically we can apply the HMM SOP and the HMM MPP algorithms after any scaling of the membership values into the space of conditional class probabilities M s . Particularly in artificial neural networks (ANN) it is common to scale membership vectors by the so-called softmax transformation (Bishop (1995) 
Applying the exponential function maps to the non-negative numbers, and dividing with the sum standardizes such that conditional class probabilities add up to one. The whole field of ANN/HMM hybrid literature is concerned with aspects of combining HMM propagation with evidence, a survey is given by Bengio (1999) . Note that our problem differs essentially in two points from typical ANN/HMM hybrid applications: the very small data size, and the goal to do forward prediction only, because our challenge is to identify the current business cycle phase, not a series of past ones. Typically, the latter is relatively easy to do in business cycles. As we have to rely only on current and past information for the classification of the current state, many ANN/HMM Hybrid procedures are not applicable. All considerations about necessary characteristics of membership values for the WET procedure also apply, if we want to use HMM propagation. There is no problem if the m f L (s, •) serve as good estimators for p Λ (•|s), s ∈ S for some probability model Λ, like e.g. softmax-scaled discriminant functions of LDA. If the assumptions Λ of a multivariate normal distribution of predictors given the class and a common covariance matrix are justified, these discriminant functions are shifted logarithms of class conditional probability estimators (cp. (McLachlan 1992) ). In that case the softmax transformation yields the probability estimators as such:
with ln denoting the natural logarithm, and k ∈ R. Also, for an increasing number of independent training samples in L, and some additional assumptions about the algorithm and the underlying "true" distribution, Hampshire and Pearlmutter (1990) have shown that softmax-scaled ANN outputs converge to conditional probability estimators. But there is no general justification of the softmax transformation as leading to "good" probability estimators in terms of, e.g., unbiasedness or minimum risk, nor any other general justification for why this transformation should be chosen among all potential transformations from M to M s . In particular in small data sets like ours, where in addition the independence assumption of the sample is violated, the interpretation of membership values from, e.g., ANNs as class conditional probabilities is risky. The same is true for estimated conditional probabilities based on venturous probability model assumptions, and there is no justification for this interpretation in case of softmax-scaled membership values of SVMs. Yet, a good scaling is essential for successfully combining static classifiers with HMM propagation (cp. Bengio (1999) ). Thus, we introduce two justified ways to do the scaling.
Scaling by Aiming at Probability Estimators: P-Scaling
For the purpose of comparing static classification rules, we developed a scaling such that scaled membership values m L,V (s, x ) can be interpreted as some estimator
to be in a certain state given the vector of membership values using a validation set V of examples. An extensive introduction of the idea of the procedure, examples of its effects, and its impact on the comparison and interpretation of classification methods can be found in (Garczarek 2002) . Thus, here we will only sketch its main features. The scaling consists of the following steps:
examples. 2. Compute the corresponding membership vectors m L ( x ) for the objects x in the validation set V. 3. Scale these vectors according to equation (3) 
4. Group the objects according to the class s they get assigned to,
Let N s be the number of elements in V s .
Approximate the empirical distribution of the assignment values
by a Beta distribution B(α s , β s ). The parameters α s , β s can be estimated with the method of moments (cp. Gelman, Carlin, Stern and Rubin (1995) ). In Bayesian learning, a Beta distribution describes the level of knowledge of some unknown limiting relative frequency of successes, also called success probability p, in a binomial experiment. Starting with no information, B(α s , β s ) describes the level of knowledge one has reached, after one has seen α s + β s outcomes of such an experiment with α s successes. Therefore α s + β s is also called the equivalent sample size (ESS) of the knowledge.
6. Estimate the correctness of the assignment into each class p V (s|ŝ = s), e.g., by observed frequencies on the validation set. 7. Define N := min {N s , α s + β s } as the minimum ESS of our current knowledge and N := max {N s , α s + β s } as the maximum ESS to describe our current knowledge of the correctness of an assignment, gained on the learning set and on the validation set. 8. Now we treat the assignment to state s in V s as if it was a binomial experiment:
In N replications, N ≤ N ≤ N, we would expect α N := N * p V (s|ŝ = s) successes and β N := N−α N failures, given the estimated success probability p V (s|ŝ = s). To scale membership values such that they approximate a corresponding knowledge for an appropriate number N of fictitious replications, we take the following steps: (a) For all x(ω), ω ∈ V s , evaluate the equation 
with U[0, 1] denoting the uniform distribution on the interval [0, 1]. And for a uniformly distributed random variable U ∼ U[0, 1] and any continuous distribution functionF of a distributionP it is true that
In consequence it is true that
shall represent conditional class probabilities. Therefore, the membership values in the states g ∈ S\s have to be recalculated, such that the scaled membership values in all states sum up to one. We do this, keeping the ratio of membership values in the other states fixed:
(c) Define the observed membership vector m ω := (m ω (1), ..., m ω (G)) to be the vector with a one in the observed class m ω (s(ω)) = 1, and zero elsewhere,
The ESS N is also called the dispersion parameter of the Beta distribution, because (for fixed p) the larger it is, the smaller the variance of the distribution is. Typically, one uses B(a, N − a) only to describe the uncertainty about the knowledge on the limiting success rate p and the larger N is, the better, because the more certain is our knowledge. Here, smaller N is preferable, if we can reliably interpret the deviation from the mean of some assignment value towards a higher membership value in some other state s as a higher ambiguity between the assignment of the corresponding object to state s compared to state s than on average. Therefore, we calculate the average Euclidean distance (AED N ) of the estimated membership m L ( x(ω)|V s , N) to the observed membership m ω , ω ∈ V s , and the smaller it is, the more reliable is the information on deviations in dependency of N. We do not want to increase the number of false assignments with our scaling, therefore we choose N as to minimize AED N relative to the prediction error rate on V s we would get, if we used m L (•|V s , N) for prediction.
The scaled membership vectors m L,V ( x ) describe the classification performance of the rule, because on average the scaled memberships in the assigned classes reflect the correctness of that decision, namely p V (s|ŝ = s) and the dispersion parameter N V (s) is chosen such that the reliable information of the scattering of vectors around the mean is maximized, s ∈ S. In Sondhauss and Weihs (2001b) and Garczarek (2002) you can find a detailed description of p-scaling and some examples of its application.
Comparing this scaling method to existing scaling methods almost all the difference arises from the basic intention of p-scaling to enable fair and informative comparisons and comparative interpretations of the results of all kinds of argmax classifiers. For once, the idea of p-scaling relies on cross-validation. Also it is not dependent on the proceeding of a certain classifier. This results in the main difference to the method suggested by Vapnik as described in Platt (1999) because this is tailored for SVM outputs. Also derived from the basic comparative motivation, p-scaling is designed to be a single post-processing step equal for any argmax classifier, and not iteratively included in the learning of a classifiers membership values (though, of course this could be done).
Some approaches of scaling fit Gaussians to p D ( m L ( x )|s), the class-conditional densities. P-scaling also fits empirical distributions, yet it uses the Beta distribution to fit the membership-conditional class probabilities p V (s| m L ( x ). This has two main advantages: the Beta distribution is very flexible in shape, thus typically it leads to good approximations, and the use of the Beta distribution is always justified by modelling the attempt of a learnt classification rule to assign a new object into a certain class by a binomial experiment. This interpretation is described in more detail in (Garczarek 2002) . Platt (1999) fits a parametric form of a sigmoid to membership-conditional class probabilities by maximum likelihood estimation. Thus, the main differences to pscaling are the form of the fitted function and the fitting criterion. P-scaling focusses first of all on exactly one point of the fit of the approximation, namely the average membership-conditional class probability, and then, after fixing this, on a best possible quadratic approximation of individual membership-conditional class probabilities to observed class probabilities.
Scaling by Optimally Weighting Evidences: E-Scaling
Alternatively to p-scaling, we scale membership values with a parameterized softmax transformation. We minimize the error rate on the validation set among all softmax transformation with some parameter φ V :
We use the HMM algorithms to combine the evidence available in the observations x t−1 1 -quantified in the scaled membership values -with the a priori knowledge of the last known state s 0 . Analogously to the probabilistic case we define and regard m L (s| x t−1 1 , s 0 , φ V ) as the a priori evidence in time period t for state s given all past information.
The introduced parameter φ V has the nice property to be interpretable as some weighting between the logarithm of the current a priori evidence for state s and the unscaled evidence m L (s, x ) from the current observation x. You can see this by simple transformations of the dynamized argmax rule for the assignment:
E-scaling has a clear connection to the scaling procedure of (Platt et al. 2000) : for two classes, (5) can be rewritten to read as
Of course κ here is optimized for the dynamized propagation of evidence. Yet, in general, e-scaling and Platt's scaling may become very close for two class classification depending on the special type of optimization and the underlying method to learn membership values. In that way, e-scaling can be understood as a certain way to adapt Platt's scaling to a dynamic multi-class task based on membership values of arbitrary argmax classifiers.
Dynamizing by Introducing New States
Another general approach to incorporate knowledge on a cyclical structure for predictions in static classifiers is to modify the states of the system, such that the new states are defined as the admissible combinations of the former and current state. That is, we define ⊕ ) ) on the basis of 5 or 6 observations corresponding to the number of full and incomplete cycles in the training data.
Design of Comparison

Data
The data set consists of 13 "stylized facts" Lucas (1987) for the German business cycle and 157 quarterly observations from 1955/4 to 1994/4 (price index base is 1991). The stylized facts are given in Table 1 .
The experts' classification of the data into business cycle phases (abbreviated as PH) was done by Heilemann and Münch (1996) using a 4-phase scheme. Phases are called lower turning points, upswing, upper turning points, and downswing.
Design
There are six full cycles in the considered quarters. All methods (have to) rely on some assumption of structural stability over this period, though this is not really valid. One goal of our analysis of business cycles was to uncover the stable part of this process, valid in all six cycles. As an appropriate cross-validation design to compare methods for that purpose, we decided to perform a leave-one-cycle out (L1CO) analysis. Given our data D this cross-validation resulted in six test sets T i consisting of the observations in the i-th cycle and corresponding training sets,
For a fair comparison, all optimization in order to gain a rule has to be done on each of the training sets separately. Rules are then compared with respect to their prediction accuracy measured as the average prediction error on the test sets:
is the predicted state at time period t of the i-th cycle using a classification rule learnt on L \i , T i is the number of time periods in the i-th cycle, i = 1, ..., 6, and I s is the indicator function for state s ∈ S.
This gives an average error on a new cycle, which seems to be more appropriate as performance criterion than the standard, namely the average error on a single new observation. Cycles form a natural entity in the given task, and the structural instability across cycles together with a performance criterion based on single observations would lead to an unwanted preference of methods that predict well on long cycles.
Whenever model selection based on cross-validation is part of a classification method, we performed on each of the six training sets -each with five cycles -an inner loop of leave-one-cycle out validation. This results in a doubled leave-one-cycle out (DL1CO) strategy.
Methods
CRAKE
In our study, there is one classification method that is based on a multivariate timeseries model: the so-called Rake model of Sondhauss and Weihs (1999) , respectively the continuous Rake model (CRAKE). This is a dynamic Bayesian network with two time-slices, where the multivariate distribution of predictors and state in a time-slice is dependent on their realization in the preceding time-slice in a certain way. The assumed stochastic independencies within a time-slice reflect those of the NaiveBayes classifier. The independence assumptions between time-slices broaden those of HMMs to allow for time-dependencies between predictor variables. The Rake model is a multivariate version of so-called Markov regime switching models (MRSM) introduced by Hamilton (1989) . These are typically applied for predicting switches between two regimes based on one or a maximum of two predictor variables forming auto-regressive processes of various depths and parameters depending on the regimes (Diebold and Rudebusch (1996) ).
In the Rake model (in the following denoting its model assumptions by π), the distribution of each predictor variable X t,k is modelled to be dependent not only on the current state s t (like in HMMs), but also on its predecessor x k,t−1 . Yet, it is assumed to be conditionally independent of all other past and current variables (like in the Naive Bayes classifier), given s t and x k,t−1 . Therefore, for all x t ∈ X, s t ∈ S, k = 1, ..., K , t = 1, ..., T , it is true that:
And the current state S t is conditionally independent of the past {s}
given the preceding state s t−1 , t = 1, ..., T :
This is different from the Naive Bayes classifier, where (non-conditional) independence of S t and the past is assumed, t = 1, ..., T .
The conditional independence assumptions in the Rake model lead to a decomposition of the joint probabilities of state variable and predictor variables in time-slice t given s t−1 and x t−1 , such that the conditional state probabilities can be calculated as follows:
The joint conditional probabilities of the predictor variables decompose into
Often, the local conditional distributions as defined in (6) in Bayesian networks are discrete distributions. The growth rates of the stylized facts in our data, though, would need to be discretized for that purpose. More naturally they are modelled by continuous distributions. We assumed each predictor variable X k,t |x k,t−1 , s t to be normally distributed with autoregressive mean µ k,t = α k (s t ) + β k (s t )x k,t−1 and variance σ k (s t ) and estimated the parameters according to Bayesian learning in the normal regression model Gelman et al. (1995) . For modelling the discrete and finite distribution of transitions S|s − for each s − ∈ S we choose a Bayesian multinomial distribution model. The cyclic structure is taken care of by an informative dirichlet prior that sets inadmissable probabilities to zero. For further details, see Gelman et al. (1995) .
Exact forward propagation of evidence in dynamic Bayesian networks was used to predict the phase of the cycle in time period t, t = 1, ..., T , given the respective evidence of the past and the present:
LDA and SVM
In the past, mainly static classification methods were used for the multivariate prediction of business cycle phases. One reason is the fact that typically the last true phase is not observed to do the prediction for the next one. It is only by observing the continuing evolution of the economy for some more quarters that it becomes apparent what phase the business cycle was in. Another reason for using static methods is that we are not only reaching for a good prediction, but also for a description of phases in terms of the stylized facts. Thus, methods were applied that use as predictors observed entities, and for which we want to understand the connection they have to business cycle phases.
The ideas of modifying static methods outlined in Sect. 3 now allow for both, description and prediction: we describe phases using their membership functions m L (s, •) : X → R, s ∈ S and we try to get better predictions by combining this evidence with the knowledge on the cyclical structure.
The results on a comparative study were the starting point of this investigation. In this study we compared the performance of various multivariate classification methods for the stable prediction of business cycle phases (Sondhauss and Weihs (2001a) ). "Best" results of 37% average prediction error were gained with some artificial neural network (ANN) algorithm and some bootstrapped optimization procedure added on QDA -both time consuming procedures. The good result of the ANN is highly dependent on the randomly chosen starting values of the parameters of the network, and could never be confirmed with other starting values. With 43% APE the performance of the simple LDA procedure based on a selection of best two predictors was not much worse and comparable to the performance of CRAKE. Thus there was hope by using the knowledge of the cyclical structure to find a simple model that does a better job in extracting the stable part of the multivariate phenomenon "business cycles".
The hope was justified: combining LDA with HMM propagation of evidence and a DL1CO selection of the best two predictors, we found a model with a lower APE than any of the more complex models, and in each of the six inner loops of the DL1CO design, always the same two predictors were chosen as the best, namely L and LC.
In this paper, we will concentrate on the comparison of the various methods introduced in Sect. 3 to incorporate cyclic knowledge in general argmax classifiers. Therefore, we picked from the various originally considered argmax classifiers LDA, as it led to the best results, and some binary support vector machine (SVM) representing non-probabilistic classifiers. We prefer SVM over neural networks, because they do not suffer from the problem with the starting values. The results of the various add-on strategies will be compared to those with CRAKE, the fully dynamic model and motivator for dynamizing static classifiers. We apply these methods to the complete set of 13 stylized facts, and only to the two stable predictors, L, and LC, found with LDA. This will reveal the discriminating reaction of these basic classifiers on noisy signals in lower and higher dimensions.
The LDA as we realized it, is a Bayes rule with uniform class priors and equal costs. Given the phase of a certain quarter s t , the predictor variables X t are assumed to be distributed according to a multivariate normal distribution. The distributions differ in the vector of means µ t = µ(s t ) of the predictor variables, but not in the arbitrary symmetric and positive definite covariance matrix Σ t ≡ Σ, t = 1, ..., T . We used the implementation in R (Ihaka and Gentleman (1996) ). For the e-scaling not the estimated conditional probabilities were presented as membership values, but their logarithms for the reasons given in Sect. 3.4.
The SVM was realized with radial basis function (RBF) kernels (cp. Vapnik (1995) or Schölkopf et al. (1995) ) as implemented in the SVM toolbox 2.51 for Matlab by Schwaighofer (2002) .
One of the parameters in SVM with RBF-kernels, typically denoted with C, controls the trade off between margin maximization and error minimization. This was set to be the maximum of 10 and the number of predictors. The second parameter defines the width of the RBF-kernel. This was set to be equal to the number of the predictors. These settings were found to match the findings in our preliminary studies, where we optimized the L1CO errors in the inner loop of both of these parameters using experimental design with a quadratic loss function.
Results
In Tables 2 and 3 you see the performance of the LDA, SVM, and CRAKE procedures based on all predictors and based on two predictors. Overall best for the prediction of business cycles is LDA using L and LC as predictors only, when combined with an HMM SOP prediction and without scaling (33.27% APE), followed by SVM using all predictors with HMM SOP prediction and p-scaling (36.15% APE). SVM and LDA react diametrically on the dimension of the presented data: SVM is much better (36.15% vs. 43.97% APE) on the 13 dimensional data and LDA on the two dimensional (33.27% vs. 46.05% APE). Apparently, LDA gets irritated by additional predictors with possibly low signal, whereas SVM needs overall more signal, and can find it in higher dimensional data without being so much distracted by noise.
Comparing the different ways to incorporate information on the cyclic structure, obviously, using HMM SOP or HMM MPP is superior to ET or WET, as well as to the original results. Actually, with ET of WET, most of the times results are even worse than the original. At first, this was unexpected. Yet, looking at some specific series of predictions reveals the pitfalls one can run into with these methods. A characteristic example is the course of predictions of the SVM classifier presented in Table 4 .
With ET once the classifier has mispredicted, it has big difficulties to predict the phase for the consequent quarters, because it is only allowed to compare for example upper turning points (2) with downswing (3), where the evidence in the predictor variables potentially indicates the true upswing (1). After an error, either the classifier "waits" in the mispredicted state for the cycle to pass that state, or it passes through all states, until prediction and true state meet again. Obviously, WET simply sticks much too long in phase 1. 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 The issue-related problem to reveal the stable part of the multivariate phenomenon "business cycles" is solved by the good -compared to what we can expect to achieve -performance of the LDA classifier with HMM SOP propagation. Method-related, though, the results up to now were disappointing in that no clear pattern of superiority of any method to incorporate cyclic information can be read off Tables 2  and 3 . Since this might be an artefact of the sample some systematic simulations were carried out, the designs and the results of which will be discussed in the next section.
Simulations
The dependencies in economic aggregates themselves are dependent on political frameworks and on world trade contracts, as well as on incidents as wars and global crises. Within the time-period of our observation at least the oil crises and the German Reunification will have had an influence of that type. Thus, we do not expect our data on different quarters to be really generated by the same stochastic process, it is more realistic to assume that structural changes have taken place.
Yet, 157 (respectively 157 minus the data points of one cycle) data points are already very few to learn respectively estimate a 14-dimensional stochastic process, and any method underlies the dangers of overfit. Trying to adapt in addition to structural changes would result in heavy overfitting.
Yet, to see some examples from at least almost the same is necessary for any learning (algorithm). Therefore, for the evaluation of methods, the instability is disastrous: No method can be convincingly good, and differences in the performance tell as much about the data as about the methods. Therefore, we simulated data from stable stochastic processes.
Data
From the uncountable space of processes, one will always be able to find some process that supports the method one is in favor of. Thus, to avert arbitrariness we selected three processes motivated from the original problem, and with parameters estimated according to Bayesian learning from the original problem. By Bayesian learning, we take account for the uncertainty we have about the estimated parameters.
The transition between phases is generated according to a Markov process. For the likelihood distributions of the predictors, given the course of phases, we use the distributional assumptions of three different generating models: LDA based on all 13 predictors (GLDA), LDA based on L and LC as predictors only (GLDL), and CRAKE based on all predictors (GCRA).
GLDL was chosen because the classifier that estimated state conditional probabilities according to that two-dimensional model performed best on our real data set. GLDA will enable us to compare low dimensional and higher dimensional behavior of our algorithms. And finally, GCRA as a generating model was selected, because the performance of the corresponding classifier was not too bad, and because random variables from this model violate of the HMM assumption. Thus, we can see the effect of some extreme violation of the HMM assumption on our algorithms.
We did 20 replications in our simulation. The series of phases of each replication consists of six business cycles, and drives the observational series in each of the three models.
Design
We compare the behaviour of algorithms in two different cross-validation designs:
1. DL1CO just as on the real data to understand the performance of our algorithms on small data sets and 2. a learning-validation-, and testset (LVT) design. Here the data from 7 replications is used for learning, the data from the next seven replications for validation (used to optimize the scaling), and the data from the remaining 6 replications is used to estimate the prediction error rates (PE). This analysis will show us the potential benefit of algorithms for large data sets.
To see that findings of differences between the algorithms are not mere products of chance, we performed significance tests individually for LDA and SVM and each considered data generating process (GLDA, GLDL, and CRAKE). With the five incorporation methods under investigation (Original, ET, WET, HMM SOP, HMM MPP) and the three scaling methods (none, e-scal, p-scal) there are altogether 15 combined methods on which we observe (average) error rates APE respectively PE. The assumptions of a standard two-way variance analysis are not fulfilled, mainly because each experimental unit (the simulated data sets) is subjected to each treatment (the combined methods).
Thus, we tested each of the 15 2 = 105 pairwise comparisons between (A)PEs with an appropriate basic statistical significance test, and ensured the compliance of the overall pattern of significant findings to the level of significance α = 0.05 by applying a sequential multiple test procedure, the so-called Bonferroni-Holm test (Holm (1979) ). The basic idea to comply with the multiple significance level is to adjust cleverly the significance levels of the individual tests.
An appropriate basic statistical test of significance for the comparisons of the (A)PE of two methods in the 1. DL1CO design is based on the mean ranks of the APE of method 1 and method 2 achieve among the 15 considered methods in the 20 replications. For testing the difference of the two mean ranks, we use the normal approximation of ranks, and perform a standard t-test (cp. e.g. Siegel and Castellan (1988) , Sect. 7.2). 2. In the LVT design an appropriate test is the so-called McNemar Test (cp., e.g., Siegel and Castellan (1988) , Sect. 5.1). For each prediction on the test set it is counted how often A: method 1 mispredicts and method 2 classifies correctly B: method 1 classifies correctly and method 2 mispredicts If both methods had the same probability to classify correctly, both events should occur roughly equally often. The test statistic
is approximately χ 2 distributed with one degree of freedom.
Results
DL1CO Design
Comparing the basic classifiers LDA, SVM, and CRAKE As you can see in Table 5 , for the GLDA process, the LDA classifier that estimates probabilities according to the correct model resulted in the best performance of 17.86% mean average percentage of prediction errors (MAPE). This is the benchmark for the performance of CRAKE and SVM that both performed substantially worse with MAPEs around 40%. In the case of the GLDL process, there is less information in the two predictors on the phase series compared to the 13 predictors of the GLDA process. Therefore, the performance of the benchmark classifier is worse compared to GLDL (29.02% vs. 17.86%). These 29.02% MAPE are supporting the best result (33.27% APE, Table 3 ) of LDA on the real two dimensional data: Even if the real business cycles would be generated by a smooth and stable GLDL process, we would not expect to be better than 29.02% APE! CRAKE almost predicted as good (30.19% MAPE) as LDA here. The CRAKE model can in a way emulate the GLDA or GLDL model, as the predictors in the CRAKE model have a common ancestor (the preceding phase) which results in a dependency. Thus, the dependency of the predictors within a time-slice of the true generating process is imitated by the predictors dependency on their predecessors having a common parent. Of course this emulation is better, when there is only one pairwise dependency to cover, and not 13 2 = 78 dependencies. The difficulties of SVM on this data is not surprising, as SVMs were designed to be good on high dimensional data, not necessarily on low dimensional data.
We omitted the table of the performances of the algorithms on the GCRA data, because the general performances of LDA and SVM were too bad for a meaningful comparison of different ways to incorporate cyclic information: the "best" LDA prediction was based on the originally estimated class conditionals with 56.63%. The "best" SVM performance was even worse, with e-scaled membership values without cyclic information on average 59.87% predictions were wrong! This is far away from benchmark performance of the CRAKE classifier with 24.70%. We can conclude that on small data sets the quality of the methods depends highly on the validity of the Hidden-Markov assumption.
Comparing the algorithms applied on the LDA classifier In Table 5 you see that the MAPEs of HMM SOP on the GLDA data were in general the lowest -the overall smallest one being that of the unscaled version. ET and WET gave the poorest results with respect to the MAPEs. Of the 105 pairwise comparisons 68 turned out to be significant to the multiple 5% level -which is very many for a multiple test procedure. In Table 10 a matrix of the significant results in this simulation is shown as an example of the basis of the comparative statements in the following Sections. The performance of the best procedure based on the unscaled LDA classifier with HMM SOP propagation was significantly different from any other method except for its e-scaled version showing that e-scaling does no essential harm even if it is applied to a classifier based on the true model assumptions. ET with any scaling was significantly poorer than any HMM method, the p-scaled version significantly worse than any other method except for its e-scaled version. WET was not as bad as ET -in the direct comparisons only the different behaviour of the p-scaled version did not reach significance to ETs unscaled and e-scaled behaviour. WET though was clearly inferior to HMM SOP in that all pairwise comparisons are significant. Its overall performance could not be shown to be significantly different to the original classifier, as none of the corresponding comparisons resulted in significant findings. HMM MMP is outperformed by the unscaled and the e-scaled version of HMM SOP, and significantly better than the p-scaled original classifier. The unscaled version resulted in a significant improvement over any version of the original classifier.
Even more pairwise comparisons were significant on the GLDL data, namely 75 of 105. HMM SOP with any scaling now outperformed the original, and WET with any scaling, except for the e-scaled version of WET. The superiority of the e-scaled HMM SOP over the unscaled version according to their MAPE in Table 6 was surprising, because no scaling is needed given the LDA's model assumption are fulfilled, thus the non-significance of this finding is rather reassuring. The perfor- mances of ET and WET were always poor, yet the poorest results are obtained with p-scaling for WET that was significantly worse than the unscaled and p-scaled version of ET, whereas the e-scaled version of WET outperformed the p-scaled version of ET significantly. The results on this data mainly indicate that one should favour e-scaling over p-scaling, and that given the HMM assumption is fulfilled one should use HMM algorithms and no other way to incorporate the knowledge on the cyclical structure.
Comparing the algorithms applied on the SVM classifier On the GLDA data 63 of the 105 comparisons could be shown to be significant to the multiple 5% level. Though the performance of the SVM classifier compared to the LDA classifier is quite different with about twice as much errors, the pattern of significant results for the comparisons of the incorporation methods and the scaling methods is essentially the same. ET and WET perform poor, with e-scaled versions being less disastrous than p-scaled and unscaled versions. HMM SOP is significantly better than the original, ET and WET, and only the e-scaled version is also superior to any HMM MPP version. The pattern of findings only differ substantially in that the e-scaled versions of any procedure give always lowest MAPEs, and that these differences are significant within the original, the WET, the HMM SOP, and the HMM MPP algorithms. Thus e-scaling of SVM membership values is a promising strategy in dynamic domains. On the GLDL data 56 of the 105 comparisons were significant. The significant results verify that HMM SOP is the best incorporation strategy and WET the worst. Here, e-scaling could not outperform p-scaling as convincingly as on the GLDA data, actually none of the within-incorporation-method comparisons were significant.
LVT Design
Comparing the basic classifiers LDA, SVM, and CRAKE Given enough data, SVM with 14.81% prediction errors (PE) clearly outperformed CRAKE with 20.09% PE on the 13 dimensional GLDA data ( Table 7) . The emulating quality of CRAKE for GLDL becomes abundantly clear on the low dimensional GLDL data (Table 8) : with 22.86% PE it was only 0.13 percentage points worse than the prediction with the correct classifier LDA combined with HMM SOP (22.73% PE)! Compared to the results in the DL1CO design, one can see that SVM profited a lot from more data. With 26.88% PE its relative performance to the benchmark was not so bad any more. Also, the predicting performance on the GCRA data (Table 9) of LDA (35.58% PE) and SVM (21.95% PE) was no longer beyond being presentable, yet still very poor compared to the benchmark of 10.13% PE according to CRAKE. SVM is substantially superior to LDA that obviously cannot revert the emulation of CRAKE on GLDL.
Comparing the algorithms applied to the LDA classifier
On the GLDA data 56 of 105 pairwise comparisons were significant. The two HMM algorithms with each of the three scalings performed significantly differently compared to each of the other methods. Of all other comparisons, only those between the the unscaled WET compared to the scaled versions are significant. The poor performance of ET and WET to incorporate the cyclical structure is clearly affirmed by these results. As the LDA classifiers model assumptions are fulfilled, its estimated probabilities are optimal estimates of the true probabilities, and thus it is not astonishing that the scaled HMM SOP versions perform worse than the unscaled ones. That the underlying differences are non-significant is comforting as it indicates that in cases where the true generating model is unknown no essential harm is caused if unwitting scaling is performed on membership values that are good probability estimates.
The main difference in the pattern of significant findings on the GLDL data is that now ET and WET even can be shown to perform significantly worse than the original classifier. In addition, the scaled and unscaled versions of the WET can-not be shown to perform differently -thus altogether we have 72 significant findings. Quite interesting, though, are the non-significant, yet surprising findings that the scaled versions of the HMM MPP algorithms on average resulted in a smaller PE than the unscaled HMM SOP classifier. This is astonishing, because the HMM SOP on this data is based on optimal estimates of the true conditional state probabilities that would result in Bayes optimal predictions. HMM MPP rests upon sums of fewer yet basically the same estimated probabilities as HMM SOP, thus a reduced variance of the predictions is our working hypothesis about the causes of these findings. This would support the intuitive appeal of the HMM MPP procedure to drop "circumstantial" evidences and to concentrate on the most probable.
On the CRAKE data, where the HMM model assumptions are heavily violated, a different pattern of performances emerges. Any way to incorporate the background knowledge on the cyclical structure, scaled or unscaled, produced significantly inferior results to the original static LDA classifier. WET's generally poor performance is confirmed for its unscaled and p-scaled versions, as all comparisons gave significant results, including the comparison with its e-scaled version. The e-scaled version was not significantly poorer than any other non-original classifier. ET performed significantly worse only to the original classifier, thus, if the HMM model assumption is as much violated as in this case, the HMM propagation methods lose their clear superiority over ET. Of all HMM methods, the unscaled and e-scaled version of HMM SOP performed the best and significantly differently from its p-scaled version and the unscaled and p-scaled version of HMM MPP. That is, e-scaling outperformed p-scaling on this data.
Comparing the algorithms applied to the SVM classifier
On the GLDA data, WET with any scaling performed worst. In any pairwise comparison the difference to any other algorithm was significant. The improvement in the PEs of ET on the static version as it can be seen in Table 7 was not significant, when the mean ranks are compared. The two HMM versions to incorporate the cyclic structure, though, combined with scalings led to significant improvements: the HMM SOP algorithm outperformed the original classifier significantly for any scaling, except for its unscaled version that was not significantly different from the e-scaled version of the original classifier -indicating both the usefulness of the scaling and the HMM add on. In the case of HMM MPP, the upgrade of the e-scaled version was significant when compared with the performance of the original classifier with any scaling, an the upgrade of the p-scaled version HMM-MPP outperformed all but the e-scaled version of the original classifier. Without scaling, HMM-MMP could not significantly outperform the original classifier. Comparing the two HMM versions HMM SOP and HMM MPP the unscaled version of SOP was significantly better than the unscaled version of MPP, and the p-scaled HMM SOP version outperformed the unscaled and the p-scaled version of HMM MPP. Thus, altogether, the results show the superiority of HMM over the ET and WET, and the usefulness of the scaling for the non-probabilistic SVM classifier. No clear advise can be given on which of the two scaling procedures should be preferred.
Most of the pairwise comparisons between the 15 combined algorithms of the SVM classifier applied to the GLDL data were significant: 87 out of the 105 comparisons led to significant results to the multiple 5% level! Not significant were the comparisons between the various scaling versions (unscaled, e-scaled, and pscaled) of the original classifier, the ET classifier, and the HMM SOP classifier.
The performance of the scaled versions of the WET classifier was poor but still significantly less disastrous than the unscaled version. More interesting are the comparisons of the HMM SOP and the HMM MPP algorithms: the unscaled version of MPP was significantly different from any other HMM SOP version and from its scaled versions, whereas it was not significantly different from any version of the original classifier. The p-scaled MPP version was significantly outperformed by both of the scaled versions of SOP, but not by its unscaled version. It was not significantly better than the e-scaled version of the original classifier. The e-scaled version outperformed the p-scaled. In summary, on this data again the HMM versions were shown to be better than ET and WET, and e-scaling outperformed pscaling.
Only 36 of the 105 pairwise comparisons between the SVM algorithms were significant -and 30 of these belong to the comparisons of the three WET versions with other algorithms. Only the scaled version of ET and the unscaled and the p-scaled versions of the HMM-algorithms could not outperform the e-scaled version of WET significantly. The 6 other significant results prove the superiority of the e-scaled original classifier over any ET version, the unscaled HMM SOP, and the unscaled and p-scaled HMM MMP versions. In total, if the HMM assumption is heavily violated as it is for this data, it is better to ignore the knowledge of the cyclical structure than to incorporate such knowledge with any of the investigated methods. Performing e-scaling on the membership values of the SVM classifier, though, is shown to be useful even for the static classifier.
Conclusions
Summarizing, from the analysis of the results one might deduce the following general conclusions on the incorporation of background knowledge of a cyclical state structure into classification rules:
• With HMM propagation we found a simple and convincing method to extract the stable part of the business cycle process on the real data. The gain with respect to the average predictive power of LDA was 10.29 percentage points! • Prediction based on classification with (weighted) exact transitions is risky, because one false prediction might entail many succeeding errors.
• Yet, when the basic HMM assumption that the past evidence of a multivariate time series is comprised in the current state was heavily violated, in our simulations all of our ways to incorporate knowledge of the underlying cyclical structure was harmful.
• Scaling the membership values of the SVM classifier was shown to be useful.
E-scaling outperformed p-scaling not in general yet on some of the simulated data whereas p-scaling never outperformed e-scaling significantly. It is also easier to compute and optimizes propagation, therefore it is favourable for this purpose.
There is no risk in using it, because even if it is performed on "optimal" estimators, it does no harm.
• On the basis of very well scaled membership values, HMM propagation along the most probable path is a worthy alternative to full HMM propagation of evidence. Table 10 . Significant pairwise comparisons of the various algorithms performed on the LDA classifier in the simulated DL1CO design are indicated by "+". According to the Bonferroni-Holm multiple test procedure, the null hypothesis of equality of performance of any subset of algorithms that includes at least one significant pair is rejected, and the null hypothesis for any subset without such a pair is not rejected. The overall probability that any of the rejecting statements is wrong is bounded with the multiple significance level that was chosen to be 5% in this paper. 
