Energies and widths of atomic core levels in liquid mercury: and, Hypersatellite decay of 20 ≤ Z ≤ 29 target elements bombarded by heavy-ions by Maillard, Yves-Patrik & Dousse, Jean-Claude
Department of Physics
University of Fribourg (Switzerland)
Energies and widths of atomic core
levels in liquid mercury
and
Hypersatellite decay of 20 6 Z 6 29
target elements bombarded by
heavy-ions
THESIS
presented to the Faculty of Science of the University of Fribourg (Switzerland)
in consideration for the award of the academic grade of Doctor rerum naturalium
by
Yves-Patrik Maillard
from
Switzerland
Thesis No: 1995
UniPrint Fribourg
2016
Department of Physics
University of Fribourg (Switzerland)
Energies and widths of atomic core
levels in liquid mercury
and
Hypersatellite decay of 20 6 Z 6 29
target elements bombarded by
heavy-ions
THESIS
presented to the Faculty of Science of the University of Fribourg (Switzerland)
in consideration for the award of the academic grade of Doctor rerum naturalium
by
Yves-Patrik Maillard
from
Switzerland
Thesis No: 1995
UniPrint Fribourg
2016
Accepted by the Faculty of Science of the University of Fribourg (Switzerland)
upon the recommendation of:
Prof. Dr. Antoine Weis, University of Fribourg (President of the jury),
Prof. Dr. Jean–Claude Dousse, University of Fribourg (Thesis Supervisor),
Prof. Dr. Marek Pajek, University of Kielce, Poland (External reviewer),
Dr. hab. Joanna Hoszowska, University of Fribourg (Internal reviewer).
Fribourg, December 9th, 2016
Thesis supervisor Dean
Prof. Dr. Jean-Claude Dousse Prof. Dr. Christian Bochet
I
Contents
Abstract IV
Résumé VII
I. Introduction 1
I.1. Preamble . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
I.2. High energy resolution X-ray spectroscopy . . . . . . . . . . . . . . 2
I.3. Mercury project . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
I.4. Hypersatellite project . . . . . . . . . . . . . . . . . . . . . . . . . . 8
II. Energies and widths of atomic core levels in liquid mercury 11
II.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
II.2. Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
II.2.1. Experimental method . . . . . . . . . . . . . . . . . . . . . . 14
II.2.2. Target . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
II.2.3. DuMond spectrometer . . . . . . . . . . . . . . . . . . . . . 16
II.2.4. Von Hamos spectrometer . . . . . . . . . . . . . . . . . . . . 22
II.3. Data analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
II.3.1. Fitting procedure . . . . . . . . . . . . . . . . . . . . . . . . 28
II.3.2. Satellite X-ray lines . . . . . . . . . . . . . . . . . . . . . . . 31
II.4. Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . 38
II.4.1. Transitions energies . . . . . . . . . . . . . . . . . . . . . . . 38
II.4.2. Binding energies . . . . . . . . . . . . . . . . . . . . . . . . 41
II.4.3. Transition widths . . . . . . . . . . . . . . . . . . . . . . . . 45
II.4.4. Atomic level widths . . . . . . . . . . . . . . . . . . . . . . . 49
II.5. Summary and concluding remarks . . . . . . . . . . . . . . . . . . . 55
II
CONTENTS
III. Hypersatellite decay of
20 6 Z 6 29 target elements bombarded by heavy-ions 57
III.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
III.2.Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
III.2.1. Spectrometer . . . . . . . . . . . . . . . . . . . . . . . . . . 62
III.2.2. Samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
III.2.3. Heavy-ion beams . . . . . . . . . . . . . . . . . . . . . . . . 64
III.3.Data analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
III.3.1. Energy calibration and instrumental broadening . . . . . . . 68
III.3.2. Data correction and normalization . . . . . . . . . . . . . . 71
III.3.3. Fitting procedure . . . . . . . . . . . . . . . . . . . . . . . . 78
III.3.4. Target self-absorption, crystal reflectivity and CCD efficiency 88
III.4.Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . 96
III.4.1. Energies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
III.4.2. Widths . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
III.4.3. Relative intensities . . . . . . . . . . . . . . . . . . . . . . . 106
III.4.4. Ratios of double-to-single ionization cross sections . . . . . . 108
III.5.Summary and concluding remarks . . . . . . . . . . . . . . . . . . . 117
List of Figures 119
List of Tables 121
References 123
Acknowledgements 129
Curriculum vitae 131
List of publications 134
III
Abstract
The present PhD thesis contains two parts which are both related to the domain
of X-ray and inner-shell atomic physics. The first part consists in a detailed inves-
tigation of the photoinduced X-ray emission of liquid mercury, while the second
one concerns the radiative decay of hollow K-shell atoms bombarded by heavy
ions. While the two subjects are thus quite different, they share the same experi-
mental technique, both projects having been carried out by means of high energy
resolution X-ray spectroscopy.
Mercury has been widely used in the past for making thermometers and barom-
eters, diffusion pumps, Hg-vapor lamps and other electrical devices. Pesticides,
dental preparations, batteries and catalysts are further examples of the use of
the liquid metal in everyday life. Because mercury wastes have not always been
eliminated properly in the past decades, this dangerous metal has spread out and
accumulated in nature. As it is even found in the human food chain, mercury
pollution has become a domain of extensive research in present-day environmental
studies.
Among the methods employed to detect traces of mercury, the X-ray fluorescence
(XRF) techniques is probably the most efficient one. In the XRF technique, the
concentrations of the elements of interest are determined from the relative yields
of the sample X-ray lines. Energies of the latter have thus to be known accurately
to identify unambiguously the observed transitions. On the other hand, Hg is the
heaviest stable element having all electronic subshells filled in the ground state.
Precise experimental data concerning the transition energies and transition widths
of mercury are therefore particularly adequate to probe the accuracy of atomic
structure calculations of heavy elements, such calculations being more tractable
and their results more reliable for elements having a 1S0 ground state configuration.
The K-, L- and M -shell X-ray fluorescence of liquid Hg was measured in high
energy resolution using the Laue-type DuMond and Bragg-type von Hamos spec-
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trometers of Fribourg. The measurements were performed in-house. The Hg X-ray
fluorescence was produced by irradiating the sample with the Bremsstrahlung of
X-ray tubes. A set of 32 transitions was measured, more specifically 6 K, 26 L
and 2 M X-ray transitions. All X-ray lines were fitted with Voigt profiles. The
energies, Lorentzian widths and intensities of the lines were determined from the
fits. Furthermore, solving by means of a least-squares-fit method the two linear
systems of simultaneous equations built on the obtained transition energies and
transition widths, the binding energies and natural widths of most core-levels of
Hg could be deduced.
The second subject investigated in this PhD concerns the radiative decay of hollow
K-shell atoms. Hollow K-shell atoms are atoms with an empty 1s level in the
initial state. The X-rays emitted during the radiative decay of such double 1s
vacancy states are shifted towards higher energies with respect to the diagram
X-rays accompanying the decay of single 1s vacancy states. The energy shifts are
typically 10 times bigger than the ones of L-shell satellites and about 50 times
bigger than those of M -shell satellites. For this reason the X-rays emitted by
hollow K-shell atoms are called K hypersatellite X-rays.
Hollow K-shell atoms can be produced via nuclear decay processes such as the
electron capture (EC), β-decay or α-decay but the probability is very weak, typ-
ically in the order of 10−4. The same holds for the creation of hollow atoms by
impact with photons and electrons, double K-shell ionization (DPI) probabilities
varying between 10−2 for light elements down to 10−6 for high-Z elements. Stronger
K-hypersatellite signals can be obtained by bombarding the samples with heavy
ions (HI). In this case, due to the strong Coulomb field of the charged projectiles,
several inner-shell electrons can be indeed ionized simultaneously. The satellite
and hypersatellite yields resulting from atomic collisions with heavy ions being
much higher than those produced by photon and electron impact, the use of crys-
tal spectrometers is mandatory to unravel the complex satellite and hypersatellite
structure of HI-induced X-ray spectra,
In this project, we have investigated the radiative decay of double K-shell va-
cancy states produced in solid Ca, V, Fe and Cu targets by impact with about 10
MeV/amu C and Ne ions. The K hypersatellite X-ray lines were measured with
the von Hamos crystal spectrometer of Fribourg. The experiment was carried out
at the Philips variable energy cyclotron of PSI during two different runs of about
one week each. From the fits of the X-ray spectra corrected beforehand for the
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beam intensity fluctuations and the beam intensity profile on the target as well
as for the variation with the energy of the solid angle of the spectrometer, the
energies, line widths and relative intensities of the hypersatellite lines could be
determined.
The first aim of the project was to determine the single-to-double K-shell ioniza-
tion cross sections for the 8 investigated collisions. The cross section ratios were
deduced from the corrected relative intensities of the hypersatellites. The results
were found to be rather well reproduced by the semi-classical approximation (SCA)
model based on Dirac Hartree Fock (DHF) wave functions but also systematically
bigger than the SCA predictions. The discrepancy was explained by the fact that
the electron capture (EC) process which is not considered in the SCA model plays
an important role in the investigated collisions and leads to bigger cross section
ratios. However, as it appears in the related literature, theory strongly overesti-
mates the EC cross sections. The difficulty was circumvented by correcting the
EC contribution with a scaling factor α which was determined by a least-squares
fit method. Finally, using the SCA DHF model for the determination of the
impact-induced ionization cross sections and the predictions of classical trajectory
Monte-Carlo (CTMC) calculations corrected by the scaling factor α=0.11 for the
EC cross sections, a nice agreement was found between theory and experiment.
VI
Résumé
Cette thèse est constituée de deux parties afférentes aux domaines de la métrologie
des rayons X pour l’une et à celui de la physique atomique en couches profondes
pour l’autre. La première partie présente une étude détaillée des rayons X photo-
induits émis par le mercure liquide. La seconde concerne la désexcitation radiative
d’atomes creux, c’est-à-dire avec une couche électronique K vide, produits par
bombardement avec des ions lourds. Les deux sujets, bien que passablement dif-
férents dans leur substance, ont en commun l’application d’une même technique
expérimentale, à savoir la spectroscopie de rayons X en haute résolution.
Le mercure a été largement utilisé dans le passé. Les thermomètres, baromètres,
lampes à vapeur de mercure ou encore les contacteurs électriques n’en sont que
quelques exemples bien connus. Les pesticides, les amalgames dentaires, les batte-
ries et les catalyseurs sont d’autres exemples d’utilisation de cet élément dans la
vie de tous les jours. Comme les déchets de mercure n’ont pas toujours été éliminés
de manière appropriée dans le passé, ce métal toxique a été disséminé et accumulé
dans la nature et on le retrouve par exemple, dans la chaîne alimentaire qui aboutit
à l’homme. La pollution par le mercure est ainsi devenue un sujet d’importance
dans le cadre des études environnementales actuelles.
Parmi les techniques utilisées pour détecter des très faibles concentrations de mer-
cure, la méthode XRF (X-Ray Fluorescence) basée sur la détection des rayons X
caractéristiques est sans doute l’une des plus efficaces. La technique XRF permet
de quantifier la concentration des éléments d’intérêt à partir des intensités rela-
tives des raies X de ces derniers. Pour ce faire, toutefois, les énergies des rayons
X caractéristiques doivent être connues avec précision afin de pouvoir identifier
sans équivoque les raies observées. D’autre part, le mercure est l’élément stable le
plus lourd présentant une configuration électronique avec toutes les sous-couches
pleines dans son état fondamental. Ainsi, des données expérimentales précises pour
les énergies et les largeurs des transitions du mercure sont particulièrement utiles
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pour vérifier les résultats de calculs de la structure atomique d’éléments lourds.
Les calculs de structure atomique sont en effet plus faciles à aborder et leurs ré-
sultats plus fiables pour des éléments ayant une configuration 1S0 dans leur état
fondamental.
Les rayons X de fluorescence des couchesK, L etM du mercure liquide ont été me-
surées en haute résolution au moyen des deux spectromètres à cristal de Fribourg,
à savoir le spectromètre DuMond, de type Laue, et le spectromètre von Hamos,
de type Bragg. Les mesures ont été réalisées à Fribourg. La fluorescence a été
obtenue en irradiant le mercure liquide avec le Bremsstrahlung de tubes à rayons
X. Les mesures ont porté sur un ensemble de 32 transitions X, plus précisément 6
transitions K, 26 L et 2 M . Les raies mesurées ont toutes été analysées avec des
profils voigtiens. Les énergies, les largeurs lorentziennes ainsi que les intensités des
raies spectrales ont été déterminées à partir des fits. D’autre part, en résolvant
par la méthode des moindres carrés les deux systèmes surdéterminés d’équations
linéaires correspondant respectivement aux énergies des transitions mesurées et
aux largeurs naturelles de ces dernières, nous avons pu déterminer les énergies et
les largeurs de la plupart des niveaux atomiques de coeur du mercure.
Le second sujet de la thèse concerne la désexcitation radiative d’atomes creux,
c’est-à-dire d’atomes présentant la particularité d’avoir leur niveau 1s vide dans
l’état initial. Les rayons X émis lors de telles désexcitations ont une énergie sen-
siblement plus grande que celle des rayons X diagrammes émis par les atomes
n’ayant qu’une seule lacune initiale 1s. Ces raies X particulières sont appelés raies
hypersatellites K car leurs décalages en énergie par rapport aux raies diagrammes
parentes sont typiquement 10 fois supérieures à celles des raies satellites L (1 la-
cune spectatrice dans la couche L) ou 50 fois supérieures à celles des raies satellites
M (1 lacune spectatrice dans la couche M).
Les atomes creux peuvent être produits par des processus nucléaires comme la
capture électronique (EC), la désintégration β ou encore la désintégration α. Dans
ces processus, toutefois, la probabilité de créer des atomes creux est faible, de
l’ordre de 10−4. Il en va de même pour les méthodes de production consistant à
bombarder les atomes avec des photons ou des électrons, la probabilité de création
d’une double lacune K variant dans ce cas de 10−2 pour les éléments légers jusqu’à
10−6 pour les éléments lourds. Par contre, en bombardant les cibles à l’aide d’ions
lourds, un signal hypersatellite K nettement plus fort est obtenu. Dans ce cas en
effet, l’interaction de Coulomb entre les projectiles chargés et les électrons ato-
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miques produit en général une ionisation multiple des atomes-cibles. Il en résulte
des spectres X complexes caractérisés par des structures satellites et hypersatellites
très denses que seuls des spectromètres à cristal permettent de résoudre.
Dans le cadre de ce second projet, nous avons étudié les désexcitations radiatives de
doubles lacunes K produites dans des cibles solides de Ca, V, Fe et Cu par impact
avec avec des ions de carbone et de néon ayant une énergie cinétique d’environ
10 MeV/amu. Les transitions hypersatellites K ont été mesurées au moyen du
spectromètre à cristal von Hamos de Fribourg. Les mesures ont été effectuées à
l’Institut Paul Scherrer (PSI), auprès du cyclotron à énergie variable Philips, au
cours de deux périodes de faisceau d’environ une semaine chacune. Les spectres
mesurés ont tout d’abord été corrigés pour les fluctuations d’intensité du faisceau
et la forme de ce dernier sur la cible ainsi que pour la variation de l’angle solide du
spectromètre en fonction de l’énergie, puis analysés au moyen du logiciel PeakFit.
Les énergies, les largeurs ainsi que les intensités relatives des hypersatellites ont
pu être déterminées.
Le projet avait pour objectif premier la détermination des rapports de sections ef-
ficaces de simple et double ionisation K pour chacune des 8 collisions étudiées. Les
rapports des sections efficaces ont été déterminés à partir des intensités relatives
corrigées des hypersatellites. Les résultats expérimentaux obtenus sont assez bien
reproduits par le modèle d’approximation semi-classique (SCA) basé sur des fonc-
tions d’onde de Dirac Hartree Fock (DHF), mais systématiquement plus grands
que les prédictions de ce dernier. La différence a été expliquée par le fait que le pro-
cessus de capture électronique (EC) qui augmente les rapports de section efficace
n’est pas pris en compte dans le modèle SCA alors qu’il joue un rôle important pour
les collisions étudiées. Les sections efficaces de capture électronique peuvent être
calculées au moyen du modèle CTMC (classical trajectory Monte-Carlo) mais ce
dernier surestime considérablement la contribution du processus EC. La difficulté
a été contournée en multipliant la contribution EC par un facteur de correction α
déterminé par la méthode des moindres carrés. Finalement, en utilisant le modèle
SCA DHF pour la détermination des sections efficaces d’ionisation directe et les
prédictions du modèle CTMC corrigées par le facteur α=0.11 pour les sections
efficaces de capture électronique, un bon accord a été trouvé entre les rapports de
sections efficaces expérimentaux et théoriques.
IX

Chapter I
Introduction
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I. INTRODUCTION
I.1 Preamble
The present work contains two different projects which belong both to the domain
of inner-shell atomic physics and X-ray spectroscopy. More specifically the first
project consists of an extensive series of in-house measurements of the character-
istic X-ray emission spectra of liquid mercury. The second one concerns the X-ray
hypersatellite decay of four solid 3d elements excited by impact with moderately
fast heavy ions. This second series of measurements was performed at the Philips
cyclotron of the Paul Scherrer Institute.
In the first project not only the energies of the transitions were of interest but also
the natural line widths of the latter. To get reliable results, a detector having a
similar energy resolution as the line widths to be determined was thus required.
Since K X-ray spectra induced by collision with heavy ions are characterized by
very rich L-shell satellite structures that are close lying and even partly overlap-
ping with the K hypersatellite lines, high energy resolution was also a mandatory
prerequisite for the second project. For these reasons, both projects were carried
out by means of high energy resolution X-ray spectroscopy, using two crystal spec-
trometers, a DuMond Laue type bent crystal spectrometer for the measurements
of X-rays above about 11 keV and a von Hamos Bragg type bent crystal spectrom-
eter for the measurements of X-rays of lower energies. The high-energy resolution
X-ray spectroscopy technique represents thus the common denominator of the two
projects. A brief reminder of the basic principles of X-ray crystal spectroscopy is
outlined in Sect. I.2, while Sects. I.3 and I.4 introduce more specifically the two
subjects of this thesis.
I.2 High energy resolution X-ray spectroscopy
The discovery of X-rays by W. C. Röntgen in 1895 has opened a wide field of
further investigations resulting into a tremendous number of applications in ev-
eryday life. Among the stages of progress in that new science, those concerning
the development of X-ray detectors are pointed out hereafter, in connection with
the content of this thesis.
X-ray detectors can be divided into two groups, depending on their energy resolu-
tion and sensitivity. The group of energy dispersive detectors includes gas detec-
tors, scintillators and semiconductor detectors called also diodes. In such devices,
2
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an electrical signal is produced, whose amplitude is proportional to the energy
deposed by the radiation in the active volume of the detector. This category of
detectors is characterized by a high efficiency, a high linearity, a good time resolu-
tion and a resolving power which varies from about 20% for the scintillators down
to about 10%-5% for the proportional counters (gas detectors) and about 1% for
the Si or Ge semiconductor detectors. The time response is in the order of 10−6 s
for gas detectors and diodes and in the order of 10−9 s for plastic scintillators.
In wavelength dispersive detectors which originate from the pioneering works of
W. L. Bragg around 1915, the energy of the photon is derived from the so-called
Bragg angle (see below) and the spacing constant of the crystal diffraction planes.
Wavelength dispersive detectors are characterized by an excellent relative energy
resolution in the order of 0.01%, a high sensitivity but also, unfortunately, a poor
efficiency. The latter is mainly due to the small solid angles sustained by wave-
length dispersive detectors.
While in energy dispersive detectors the detection of X-rays is based on the photo
effect and thus related to the particle-nature of the incoming radiation, in wave-
length dispersive detectors it is the wave-like nature of the photons which is used
since the electromagnetic wave associated to the incoming photon is diffracted by
the regularly spaced atoms of the crystal lattice. Actually, thanks to their peri-
odic structure, crystals present the property of reinforcing the amplitude of the
diffracted wave if the path length between successive diffraction planes is an integer
multiple of the incoming radiation wavelength (see Fig. I.1 and I.2). Mathemati-
cally this coherent scattering condition is given by the following equation which is
referred to as the Bragg law:
2 · dhk` · sin(ϑ) = n · λ = n · h · c
E
, (I.1)
where dhk` is the reticular distance, ϑ the angle of the incoming and outgoing
radiation with respect to the diffraction planes, n a positive integer number called
diffraction order, λ and E the wavelength and energy of the considered X-rays, h
the Planck constant and c the velocity of light in vacuum.
If the Bragg law is not fulfilled, the diffracted signal vanishes due to destructive
interferences. Note that the Bragg law is a necessary but not sufficient condition to
get a diffraction. In fact, the intensity of the diffracted wave is proportional to the
squared modulus of the structure factor Fhk` which, depending on the arrangement
of the atoms in the elementary cell of the crystal, can be zero. For instance, for
face centered cubic crystals such as silicon and germanium, the structure factor is
3
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Figure I.1 – Crystal structure. Depending on the cut of the crystal plate,
diffraction planes with different orientations can be used. The latter are
defined by the Miller indices (hk`). The interplanar spacing dhk` called also
reticular distance depends on the chosen diffraction planes.
only different from zero when the Miller indices (hk`) are all even or all odd. In
other words no diffraction will be observed for crystal planes such as (110) because
F110 = 0, but a strong diffraction does exist for the planes (111). The structure
factor which is in general a complex number is defined by [1]:
Fhk` =
N∑
j=1
fj · e2pi·i·(h·xj+k·yj+`·zj) , (I.2)
4
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Figure I.2 – Schematic drawing to derive the Bragg law (Eq. I.1) for the
1st diffraction order. The yellow lines represent the path length difference
between the partial waves diffracted by two adjacent crystal planes.
where fj represents the atomic scattering factor of the jth atom in the elementary
cell of the crystal, N the number of different atoms in this cell, i the unit imaginary
number and xj, yj and zj the spatial coordinates of the jth atom.
As mentioned before, crystal spectrometers are characterized by a relative energy
resolution ∆E/E of about 10−4. The highest resolving power is provided by setups
based on flat crystals. In counterpart, the solid angle and hence the efficiency of
flat crystal spectrometers is very low. Indeed, in X-ray emission spectroscopy the
radiation from the source being divergent, the Bragg law can be satisfied only by
a small area of the crystal if the latter is flat. To increase the reflecting area, the
crystal plate can be bent cylindrically or spherically. Depending on the chosen
geometry, the radius of curvature ranges from a few centimeters up to several
meters. If the source of radiation is placed on the Rowland circle, i.e., on the virtual
circle having a radius equal to the half value of the radius of the crystal curvature
and passing by the crystal center and the curvature center, simple geometrical
considerations show that the whole surface of the bent crystal satisfies the Bragg
condition, which results in a tremendous enhancement of the solid angle. The
enhancement factor varies between 102 and 103 depending on the crystal size. The
price to pay for this efficiency increase is some loss in the energy resolution as a
result of the imperfections in the crystal curvature or the quasi-mosaicity induced
in the crystal plate by the curvature.
Bent crystal spectrometers can be operated in the Bragg or Laue diffraction mode.
In the Bragg mode, the diffraction planes are parallel to the front surface of the
5
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Figure I.3 – a) Bragg and b) Laue diffraction geometries.
crystal, i.e., the surface exposed to the incoming radiation, whereas in the Laue
mode the diffraction planes are normal to the front surface of the curved crystal
plate. Thus, in the Bragg mode, the incoming and diffracted X-ray beams are
located on the same side of the crystal, whereas in the Laue mode the diffracted
X-rays emerge from the rear surface of the crystal plate (see Fig.I.3). For this
reason the Bragg mode is also called reflection setup and the Laue mode transmis-
sion setup. In the Laue mode, the photons have to cross the crystal plate to reach
the detector. This results in an attenuation of the intensity of the incident and
diffracted radiation. This attenuation grows drastically when the photon energy
decreases. For instance for a 1 mm thick quartz crystal plate, the absorption which
amounts to about 4% at 100 keV reaches about 99% at 10 keV. For this reason,
Laue-type crystal spectrometers are usually employed for hard and tender X-rays
whose energies are bigger than about 10 keV. On the other hand, due to geo-
metrical constraints in the design of the spectrometer, the minimum Bragg angles
sustainable by Bragg-type crystal spectrometers cannot be below about 20◦. For
crystals commonly used in X-ray spectroscopy, Bragg angles ϑ ≥ 20◦. correspond
to photon energies E ≤ 15 keV. In that sense, Laue-type and Bragg-type crystal
spectrometers can be considered as complementary high energy resolution X-ray
detectors. A more comprehensive overview of crystal spectrometers can be found
in Ref. [2].
In the mercury project the K X-ray spectrum and most of the L X-ray transitions
were measured with a DuMond Laue-type bent crystal spectrometer, whereas the
6
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low energy part of the L X-ray spectrum as well as a few M X-ray transitions
were measured using a von Hamos Bragg-type crystal spectrometer. In the second
project, the energies of the hypersatellites of interest being all smaller than 10
keV, the measurements were also performed with the von Hamos spectrometer.
Both instruments were designed, constructed and developed in Fribourg before
the beginning of the present thesis. More detailed information about the two
spectrometers are given in Chap. II and Chap. III.
I.3 Mercury project
The mercury project can be viewed in the broader context of the X-ray metrology
activities of the Atomic and X-Ray Physics group (AXP) of the University of
Fribourg. These activities include the precise determination of the
(i) energies and natural widths of X-ray transitions and/or core atomic levels,
(ii) the relative intensities of X-ray lines, and
(iii) the cross sections of exotic atomic inner-shell decay processes.
Past works belonging to the first category (i) were devoted either to a particular
atomic subshell investigated for a series of elements through the Periodic Table
[3–5]) or to many subshells of one or two selected elements [6–8]. The Kβ/Kα
yield ratio measurements performed within the international X-Ray Fundamental
Parameters Initiative collaboration is an example of the second category (ii) of
projects which includes also the measurements of much weaker transitions such as
the forbidden 2s-1sM1 transition in several heavy elements [9] or the two-electron-
one photon (TEOP) transitions which represent an alternative decay channel of
doubleK-shell vacancy states [10]. Among the 3rd category (iii) of X-ray metrology
projects carried out in Fribourg, one can mention the determination of the cross
sections of the radiative Auger effect [11–13] and X-Ray resonant Raman scattering
[14,15].
The mercury study presented in the second chapter of this thesis can be linked
with the first category (i) of X-ray metrology projects. The measurements of the
photoinduced X-ray emission of the heavy element (Z = 80) were performed using
the DuMond crystal spectrometer for transitions above 11 keV and the von Hamos
crystal spectrometer for transitions below 11 keV. The target X-ray fluorescence
was produced by irradiating the liquid sample with the Bremsstrahlung from X-ray
tubes. The energies and natural line widths of 6 K-shell, 26 L-shell and 2 M -shell
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X-ray transitions were determined. Using a least-squares-fit method to solve the
two sets of equations derived from the observed transition energies and transition
widths, the binding energies of the subshells K to M5 and O1 and the level widths
of the subshells K to N5 and O1 could also be determined. The main results of
this study have been already published [16].
I.4 Hypersatellite project
Hypersatellite lines are X-ray lines that are emitted in the presence of a spectator
vacancy located in the same shell as the primary hole. Such X-ray lines are called
hypersatellites because their energy shifts with respect to the parent diagram lines
are significantly bigger than those of satellite lines for which the spectator holes
are located in more outer shells than the primary vacancies. Kα and Kβ hyper-
satellites, noted Kαh and Kβh, respectively, correspond thus to the transitions
1s−2 - 1s−12p−1 and 1s−2 - 1s−13p−1.
Accurate measurements of hypersatellite energies are very useful to probe the
goodness of atomic structure calculations because the energies of hypersatellite
transitions are more sensitive than diagram transitions to the Breit interaction,
quantum electrodynamics (QED) corrections and relativity effects. The Kαh1 hy-
persatellite is forbidden by the E1 selection rules in the pure LS-coupling scheme.
It is, however, allowed in the jj-coupling scheme. The Kαh2 hypersatellite is al-
lowed in both coupling schemes. As a consequence, the Kαh1/Kαh2 intensity ratio
allows to probe the intermediacy of the coupling scheme across the periodic ta-
ble [17,18]. A further interest of hypersatellite X-ray lines resides in their natural
line widths from which the mean lifetimes of double 1s vacancy states can be deter-
mined and compared to theory [19]. Finally, in atomic collisions involving heavy
ions (HI), the double-to-single K-shell ionization cross section ratios which can
be derived from the relative hypersatellite yields permit to check the reliability of
the predictions from different theoretical models such as the SCA (Semi-Classical
Approximation), PWBA (Plane Wave Born Approximation) and CTMC (Clas-
sical Trajectory Monte-Carlo) models. A reliable knowledge of double K-shell
ionization cross sections is also needed in a variety of applications such as plasma
diagnostics [20] or the interpretation of the X-ray radiation from the Universe [21].
The K hypersatellite study of this thesis is a continuation of former projects in
which the double K-shell vacancies were produced by impact with electrons [22],
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photons [23, 24] as well as light and heavy ions [18, 25]. L- and M -shell hyper-
satellites induced by impact with fast heavy ions were also investigated before this
work [26–28].
In the above mentioned electron and photon induced hypersatellite studies low-Z
atoms were investigated, whereas the HI-induced hypersatellite measurements con-
cerned heavier elements (Zr, Mo, Pd and Th). The project carried out within this
thesis is devoted to HI-induced K hypersatellites of several mid-heavy elements.
Indeed, high energy-resolution measurements of the Kα-hypersatellite X-ray spec-
tra of Ca, V, Fe and Cu were performed. For Ca and V, the Kβ-hypersatellite
X-ray spectra were also measured. The double 1s ionization of the target atoms
was produced by bombarding the four samples with 144 MeV C4+ and 180 MeV
Ne6+ ions. The X-ray spectra were observed by means of high energy resolution
X-ray spectroscopy, using the von Hamos spectrometer of Fribourg. The ener-
gies and natural line widths of the observed hypersatellites were determined and
compared to existing experimental and theoretical values. For all investigated
collisions the double-to-single K-shell ionization cross sections were derived from
the measured hypersatellite-to-diagram line intensity ratios. The obtained val-
ues were compared to predictions from the Semi-Classical Approximation (SCA)
model based on hydrogen-like and relativistic Hartree-Fock wavefunctions as well
as to theoretical values obtained from Classical Trajectory Monte-Carlo (CTMC)
calculations. A paper presenting the results of this second project is in preparation
for Physical Review A.
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II.1 Introduction
Mercury is the only common metal liquid at room temperature. It has been
widely used in the past in laboratory work for making thermometers, barometers,
diffusion pumps, Hg-vapor lamps and advertising signs, mercury switches and
other electrical devices. Pesticides, dental preparations, batteries and catalysts are
further examples of the use of the versatile liquid metal in everyday life. However,
mercury is also known as a virulent poison that is readily absorbed through the
respiratory and digestive tracts. It acts as a cumulative poison since only small
amounts can be eliminated at a time by the human organism. Furthermore, since
Hg is a very volatile element, dangerous levels are easily attained in air. The danger
is still increased by the colorless and odorless nature of the Hg vapor. Because
mercury wastes have not been always eliminated properly in the past decades, this
dangerous metal has spread out and accumulated in nature. As a consequence
the toxic element has received a renewed interest in the recent years and mercury
pollution has become an important field in environmental studies.
Among the methods employed to detect traces of mercury, the X-ray fluorescence
(XRF) and particle-induced X-ray emission (PIXE) techniques are probably the
most efficient ones. In these techniques, the concentrations of the elements of
interest are usually determined from the relative yields of the sample K X-ray
lines. Energies of the latter have thus to be known accurately to identify unam-
biguously the observed transitions. In in-situ XRF analysis of Hg-contaminated
samples, portable X-ray sources characterized by high-voltages limited to 40-60
kV are employed that restrict the observation to the L X-ray emission of mercury.
In this case, a correct and reliable analysis of the complex L X-ray spectrum in
which many transitions are overlapping is only possible if the energies of the Hg
L X-ray transitions are known with an accuracy of about 1 eV. In the XRF and
PIXE methods, the knowledge of the line shapes of the measured X-ray transitions
represents an additional important asset to improve the precision and reliability of
the results even in low-resolution measurements [29]. Actually, as the line shapes
of the observed X-rays result from the convolution of the instrumental response of
the detector with the natural widths of the transitions, the latter have indeed to
be known as accurately as possible to obtain correct intensities from the fits.
On the other hand, Hg is the heaviest stable element having all electronic subshells
filled in the ground state. Precise experimental data concerning the transition
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energies and transition widths of mercury are therefore particularly adequate to
probe the goodness of atomic structure calculations of heavy elements. However,
as indicated by Deslattes et al. [30], for mercury the only existing data base for
experimental X-ray transition energies is that of Bearden [31] which is almost 50
years old. Furthermore, as it was pointed out by Fuggle already in 1980 [32], a
similar lack of experimental information does exist for the widths of the atomic
core-levels of mercury. The situation has not much improved in the last two
decades. In the recent inventory of atomic level widths made by Campbell and
Papp [33] one can see indeed that for mercury experimental data are available only
for the L1−3-subshells [34] and the N4−7-subshells [35, 36]. Here also there is thus
a clear need for modern data for the widths of most Hg core-levels.
For the above-mentioned reasons we have performed a series of high-resolution
X-ray emission spectroscopy (XES) measurements of liquid Hg. The transition
energies and transition widths of a variety of K, L and M X-ray lines induced by
means of photoionization were determined. As the energy, respectively the width,
of an X-ray transition is given by the difference of the binding energies of the two
atomic levels involved in that transition, respectively by the sum of the widths of
the two levels, two sets of linear equations could be derived from the measured
transition energies and transition widths. Solving the two systems of equations
by means of a least-squares-fit method, two self-consistent sets of experimental
electron binding energies and level widths could be obtained for most core-levels
of liquid Hg.
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II.2 Experiment
II.2.1 Experimental method
The measurements of the X-ray spectra were performed at the University of Fri-
bourg by means of high-resolution X-ray spectroscopy. The K and most L X-ray
lines were observed with a DuMond transmission-type bent crystal spectrome-
ter [37]. As in the transmission geometry (Laue diffraction) the photon absorption
due to the crystal thickness becomes very important at low-energy, the L tran-
sitions below 11 keV and the M transitions were measured with a von Hamos
reflection-type bent crystal spectrometer (Bragg diffraction) [38]. As the energy
domains covered by the two spectrometers are overlapping between 11 and 15 keV,
the L2 −M4 transition (E = 11.8 keV) was measured with both instruments in
order to make a cross-check of the obtained results and to probe the reliability of
the quoted uncertainties.
For the production of the Hg fluorescence, the liquid target was irradiated with
the Bremsstrahlung from commercial 3 kW Coolidge-type X-ray tubes. For the
L X-ray transitions measured with the DuMond spectrometer a Au-anode X-ray
tube equipped with a 1-mm thick beryllium window was employed. The tube was
operated at 80 kV × 35 mA. The same tube was used for the Kβ measurements
but at 95 kV × 30 mA. The Hg Kα2 and Au Kα1 transitions being close in energy,
a Cr-anode tube (95 kV × 30 mA) was employed for the measurement of the Kα
X-ray spectrum. For the low-energy measurements performed with the von Hamos
spectrometer, the same Cr-anode tube was chosen because of its thinner beryllium
window (0.5 mm). The tube was operated at 60 kV × 40 mA for both the L and
M X-ray measurements.
II.2.2 Target
The same target cell was used for the DuMond and von Hamos measurements.
It consisted of 99.999% pure liquid mercury enclosed in a small metallic cell with
a KaptonTM window serving as well for the irradiation of mercury as for the
observation of the characteristic radiation of the latter. The different components
of the target cell are presented in Fig. II.1.
The cell was made from a cast stainless steel rectangular prism whose front surface
was milled to form a 30-mm high × 8-mm wide × 2-mm deep cavity. Stainless steel
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Figure II.1 – Dismantled Hg target cell. Shown are the cast stainless steel
body (1), Hg reservoir (2), thermal expansion outlet (3), external security
receptacle (4), KaptonTM foil (5), sealing ring of the window (6), Al frame
of the window (7), screw cap (8) with associated sealing ring (9) and filling
aperture (10).
was chosen because it is one of the rare metals that do not react with mercury. The
cavity was then covered with a thin KaptonTM foil, using an aluminium frame and
a sealing ring to make the small reservoir mercury-tight. For safety reasons, all
measurements were performed with a 75 µm-thick KaptonTM window, except the
M X-ray measurements for which a 8 µm-thick KaptonTM foil was used in order to
minimize the absorption of the 2.2 keV M X-rays through the KaptonTM window.
To take into account the thermal expansion of the irradiated Hg, a circular outlet
was drilled in the top part of the cavity. In addition, a small receptacle was
designed at the bottom of the target mount to prevent mercury from spreading
thoughout the entire target chamber in case of tearing of the KaptonTM window.
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To allow the target cell to be filled or drained off, a small circular hole was drilled
between the top part of the cavity and the outside. After filling up with Hg, the
hole was sealed with a screw cap and a tiny sealing ring.
II.2.3 DuMond spectrometer
The DuMond crystal spectrometer of Fribourg [37] consists mainly of a target
chamber, a bent crystal plate that can be rotated around a vertical axis by ±
20◦ and a self-propelled detector-collimator system. The latter can move on a 4.5
m-long circular track by means of two conical stainless steel rollers, permitting the
detector and collimator to be rotated by ± 40◦. During acquisition, the detector-
collimator system is automatically aligned on the double Bragg angle by means of
an optical tracking system. The axes of rotation of the crystal and detector are
separate but aligned vertically. The distances between the target and the bent
crystal and between the crystal and the detector are 3.1 m and 2.9 m, respectively.
The instrument is therefore rather big, occupying a volume of approximately 7
× 4 × 2 m3. To minimize the absorption of the measured X-rays in air, two
evacuated pipes are installed between the target chamber and the crystal and
between the crystal and the front of the collimator. The design, working principles
and performances of the spectrometer are presented in more details in [37]. A side
view of the instrument is depicted in Fig. II.2.
For the present project the DuMond spectrometer was operated in the so-called
modified slit-geometry (see Fig. II.3). In this geometry the sample is viewed by
the crystal through a narrow rectangular slit located on the Rowland circle, a
few cm in front of the target. For X-ray measurements, this geometry presents
several advantages with respect to the standard DuMond geometry. In particular
the slit-geometry makes possible the use of extended radiation sources. This is an
important asset when measuring gaseous [12,39] or liquid samples. Furthermore, it
permits one to get rid of the systematic errors originating from the thermal defor-
mation of the irradiated sample and to enhance the luminosity of the spectrometer
by diminishing the self-absorption of the fluorescence X-rays in the target. The
30-mm high rectangular slit is made of two vertical 5-mm thick juxtaposed Pb
plates. For the present measurements a slit width of 0.15-mm was employed. The
Hg sample was oriented so that the angle between the normal to the KaptonTM
window of the target cell and the normal to the window of the X-ray tube was 24◦.
This angle was chosen as a compromise between two opposing effects influencing
16
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Figure II.3 – Schematic view of the so-called modified DuMond slit ge-
ometry (not to scale). The slit (3) is located on the Rowland circle (7) and
acts as the effective photon source. The target (2) is irradiated with the
Bremsstrahlung from the X-ray tube (1). The curved cristal (4) is placed in
front of the soller-slit collimator (5) and detector (6). The radius of curvature
of the crystal is twice that of the Rowland circle.
the intensity of the measured fluorescence radiation, namely the area of the target
surface seen by the crystal through the narrow slit and the self-absorption of the
fluorescence X-rays in the target.
The rotation of the crystal is performed via a two-stage tooth wheel-worm gear
mechanism driven by a stepping motor. With this mechanism, minimum angular
steps of 0.075 arcsec can be performed with a maximum angular speed of about
1.7◦ per minute. The non-linearity of the driving mechanism does not exceed 5
arcsec over the entire angular domain of ± 20◦. The Bragg angles are measured by
means of a Doppler effect-based laser interferometer with a precision of a few milli-
arcsec [40]. The rotation mechanism of the crystal is enclosed in a thermostatic
housing in which the temperature is maintained constant within ± 0.1 C, whereas
the bent crystal lamina and laser interferometer are enclosed in a second smaller
18
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housing where the temperature fluctuations are kept smaller than 0.03 C by means
of Peltier elements. In the DuMond geometry the crystal plate is bent cylindrically
and the radius of curvature is twice that of the focal circle. For this project a 10 ×
10 cm2 (110) quartz crystal plate with a thickness of 0.5 mm was employed. The
plate was bent to a radius of 311 cm by means of a clamping block similar to the
one described in [41]. Due to the window width of the clamping block and because
the top and bottom parts of the crystal which were poorly curved as a result of the
Sumbaev effect [42] could not be used, the effective diffracting area of the crystal
was 12 cm2. The corresponding solid angle of the DuMond spectrometer was thus
about 1.2 × 10−4 sr.
For the Hg project a 5 inches diameter Phoswich scintillation counter was employed
for the detection of the diffracted X-rays. The latter consists of a thin (0.25 in.)
NaI(Tl) crystal followed by an optically coupled thicker (2 in.) Cs(Tl) crystal.
Both crystals are mounted on the same photomultiplier tube. As the rising times
of the signals are different for the two crystals, the events corresponding to each
scintillation can be identified by a pulse-shape analysis [43]. This type of detector
permits to strongly diminish the background arising from high-energy photons,
which is an important asset when weak X-ray lines have to be extracted from the
background [9, 11, 13]. A further reduction of the background was obtained by
enclosing the Phoswich detector in a heavy Pb-Cu-Al shielding, and by sorting on-
line the events of interest as a function of their energy. The Soller-slit collimator
placed in front of the detector consists of 24 parallel rectangular slits that are 660-
mm long, 110-mm high and 2-mm wide. The collimator has a trapezoidal angular
response with a plateau length of about 130 arcsec and a transmission coefficient
of 51%.
The angular instrumental response of the DuMond spectrometer depends prin-
cipally on the slit width and on the precision of the crystal curvature but not,
at least in first approximation, on the Bragg angle. In general, the response can
be well reproduced by a Gaussian function. The angular instrumental resolution
was determined by measuring the Kα1 transitions of Gd and Au, in first and
fourth orders of diffraction, respectively, using in the fits the level widths quoted
by Campbell and Papp [33] to derive the Lorentzian widths of the two transitions.
From the fits in which the Lorentzian widths were kept fixed, consistent FWHM
Gaussian widths of 12.8(7) arcsec (Gd) and 12.9(1.6) arcsec (Au) were found.
The energy resolution ΓE can be deduced from the angular resolution Γϑ using the
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following relation :
ΓE = cot(ϑ) · E · Γϑ (II.1)
where ϑ is the Bragg angle and E represents the photon energy. As shown by
equation II.1, for a given photon energy, ΓE improves with increasing Bragg angles.
For this reason the K X-rays were measured in second order of diffraction. The
variation of the energy resolution versus the photon energy is depicted in Fig.
II.4. One sees that for the L X-ray measurements the resolution of the DuMond
spectrometer varied between 3 eV at 11 keV and 5.5 eV at 15 keV, whereas for the
K X-ray measurements the resolution was markedly worse, ranging from 46 eV at
65 keV to 80 eV at 85 keV.
Figure II.4 – Variation of the FWHM instrumental resolution of the von
Hamos and DuMond spectrometers as a function of the X-ray energy. The
energy-dependent instrumental broadening is shown for the energy domains
corresponding to the measured M transitions (left pannel), L transitions
(mid pannel) and K transitions (right pannel).
In the DuMond geometry the crystal-to-slit distance (focal length f ) corresponding
to the best instrumental resolution varies with the photon energy, i.e., the Bragg
angle ϑ:
f = R · cosϑ (II.2)
where R is the radius of curvature of the crystal. As a consequence the focal length
f should be adjusted for each X-ray line. However, when the X-ray spectrum ex-
tends over a large angular range and comprises many weak lines, this optimization
is not so convenient. It is indeed simpler to measure a selected group of lines with
an average value of the focal length and to correct then off-line the instrumental
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broadenings for the tiny deviations resulting from the focal length errors [6]. For
this reason the variation of the instrumental broadening as a function of the fo-
cal length was determined by measuring the Kα1 line of Gd at several different
focusing distances around the optimum value.
Figure II.5 – High-resolution K-M2,3 X-ray spectrum of Hg measured
with the DuMond spectrometer. As shown, the two components of the fine
structure doublet are well resolved.
To calibrate in energy the angular spectra measured with the DuMond spectrome-
ter, the crystal lattice spacing constant and the zero of the Bragg angle scale must
be known accurately. The lattice constant of the SiO2(110) crystal employed in
the present project was determined by measuring the Kα1 transition of Au in 4th
order on both sides of diffraction. Using the so-determined double Bragg angle
2ϑ and the wavelength of the Au Kα1 transition reported in [44, 45], the value
d110 = 2.456645(20) Å was obtained. As the K X-ray measurements were per-
formed about two years later the lattice constant was re-determined at the end
of these measurements, using again the Kα1 transition of Au but this time in 2nd
order of diffraction. A somewhat bigger value of 2.456705(19) Å was obtained. As
no explanation was found for this small but significant discrepancy, we opted to
use the average value of the two measurements and for the uncertainty the half of
the difference between the two values, i.e. d110 = 2.456675(30) Å . Finally, as the
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zero Bragg angle may vary with the focal length f, it was determined for each group
of lines observed at the same value of f by measuring the most intense transition
of the group at positive and negative Bragg angles.
With the DuMond spectrometer, data collection is carried out point by point. In
other words, the angular spectrum is scanned step by step with the same acquisi-
tion time for each angular position of the crystal. If the measured X-ray spectrum
comprises weak lines, acquisition times up to thousand seconds per point or even
more are not exceptional so that the measurement may last several days. In order
to minimize the systematic errors related to long-term instabilities of the experi-
mental setup (e.g. fluctuations of the X-ray tube intensity) such angular regions
were measured in several successive step-by-step scans that were then summed
together off-line. For illustration, two high-resolution X-ray spectra of mercury
measured with the DuMond spectrometer are shown in Figs. II.5 and II.8.
II.2.4 Von Hamos spectrometer
TheM4−N6, M5−N7, L3−M5, L3−M4, L3−M1 and L2−M1 transitions whose
energies are smaller than 11 keV were measured with a von Hamos Bragg-type
curved crystal spectrometer. Furthermore, as indicated before the strong L2−M4
transition was observed with both the von Hamos and DuMond spectrometers to
probe the precision and consistency of the two independent measurements.
The von Hamos spectrometer consists of three main components : a target-slit
mechanism, a bent crystal and a position-sensitive detector. The crystal is bent
cylindrically around a horizontal axis parallel to the direction of dispersion and
provides focusing in the vertical direction. The front surface of the detector, the
slit axis and the axis of curvature are all contained in the same vertical plane. The
von Hamos geometry permits at one position of the three spectrometer components
data collection over an energy interval that is limited by the horizontal extension
of the detector. To cover a greater energy domain the central Bragg angle is
adjusted by displacing the crystal and detector along axes which are parallel to
the direction of dispersion. The slit-to-crystal and crystal-to-detector distances are
both varied but kept equal. The crystal and the detector are moved by means of
remote-controlled stepping-motors with a precision of 5 µm. Their actual position
is determined using two optical devices with an accuracy of 1 µm. The target-slit
mechanism, crystal and detector are shown in Fig. II.6. They are enclosed in a
180-cm long × 62-cm wide × 25-cm high vacuum chamber that can be pumped
22
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Figure II.6 – Photographs showing the three main components of the von
Hamos spectrometer : the rear part of the Hg target placed in front of the slit
with the micrometer-screw used to adjust the slit-width (top left panel), the
bent crystal glued on its concave aluminium support (top right panel), and
the CCD camera with the remote-controlled X-ray shutter (bottom panel).
The screw-rods serving to move the crystal and the CCD detector along
the dispersion axis are also visible (top right and bottom pannels). The
device mounted on the top of the crystal support is a photodiode detector
used to monitor the beam intensity in heavy-ion and synchrotron radiation
experiments.
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down to about 10−6 mbar by means of a turbo-molecular pump.
Figure II.7 – Hg M4 −N6 transition measured with the von Hamos spec-
trometer. The complex N -satellite structure was fitted with three Voigtians
(green, blue and violet lines). The olive line around 2275 eV accounts for the
slight asymmetry observed in the instrumental response of the von Hamos
spectrometer when equipped with the ADP (101) crystal. The line at about
2305 eV was assigned to residuals from the sixth order diffraction of the
L2 −M4 transition.
The von Hamos geometry requires that the X-ray source viewed by the crystal
is kept fixed on the curvature axis. Thus the slit location remains unchanged
but the position of the target behind the slit must be adjusted as a function of
the Bragg angle. In order to maximize the count rate in the detector the target
orientation around a vertical axis can also be adjusted. The optimizations of
the target position and target orientation are remote-controlled by means of two
stepping-motors. Furthermore, the target displacement and the orientation of the
slit around its vertical axis are mechanically correlated so that the slit is always
perpendicular to the target-to-crystal direction. The rectangular slit is made of two
vertical juxtaposed 0.3-mm thick Ta plates. More details about the spectrometer
design and its operational characteristics can be found in [38].
For the present project a slit width of 0.25 mm was employed. For each measure-
ment the orientation of the Hg target was chosen so that the angles between the
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normal to the front surface of the target and the direction of the ionizing radia-
tion, respectively the target-to-crystal direction, were equal. As the Bragg angles
covered by the von Hamos spectrometer range between 24.4◦ and 61.1◦, three dif-
ferent crystals were needed. The L3 X-ray lines were measured with a LiF(420)
crystal (2d = 1.8010 Å), the M -rays with an ADP(101) crystal (2d = 10.642 Å),
whereas the L2 −M4 transition was observed in second order, using a SiO2(22¯3)
crystal (2d = 2.7500 Å). The three crystal plates are 10-cm high and 5-cm wide
with thiknesses of 1.1 mm (LiF), 0.3 mm (ADP) and 0.4 mm (SiO2). They are
glued on aluminium blocks machined to concave cylindrical surfaces with radii of
25.4 cm.
The diffracted X-rays were detected with a deep-depleted Charge-Coupled-Device
(CCD) camera (depletion depth of 50 µm) consisting of 1024 pixels in the direction
of dispersion and 256 pixels in the vertical direction with a pixel resolution of 27
µm in both directions [46] The CCD chip was thermoelectrically cooled down to
-60 C. For each measurement several thousands of two-dimensional images were
collected. The latter were filtered off-line, setting appropriate energy windows
to sort the pixels corresponding to good events. The filtered images were then
added together and the sum-image projected on the dispersion axis to obtain the
one-dimensional position spectrum, i.e., the energy spectrum. For illustration the
spectrum corresponding to the M4 −N6 transition is depicted in Fig. II.7.
The one-dimensional position spectra were calibrated in energy using photoioniza-
tion measurements of the Kα1 and Lα1 transitions of several mid-heavy elements.
For the calibration of the spectra measured with the LiF(420) and SiO2(22¯3) crys-
tals, the Kα1 transitions of Zn, Ge, Se and Br were employed, whereas for the
calibration of the spectra measured with the ADP(101) crystal the Lα1 transi-
tions of Nb and Mo were used. The energies of the six calibration transitions are
given as footnotes in Table II.1 (see Sect. II.4). They were derived from the wave-
lengths reported by Bearden [31]. Since the latter values are given in the Å∗ scale,
they were corrected by the conversion factor 1.0000150 Å∗/Å and then converted
to energies using the energy-wavelength product V λ = 12.398419 keVÅ. The two
conversion factors were computed using for the Planck constant h, speed of light
c and elementary charge e the values recommended in 2006 by the Committee on
Data for Science and Technology (CODATA) [47]. Furthermore, the uncertain-
ties quoted by Bearden being probable errors (50% confidence limits), they were
multiplied by 1.48 to obtain standard deviation errors (67% confidence limits).
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The instrumental broadening of the von Hamos spectrometer originates mainly
from the slit width, the mosaicity and Darwin width of the crystal and the spatial
resolution of the detector. The broadening due to the slit is given by:
∆Eslit =
wslit
2R · cos(ϑ) · E (II.3)
where wslit represents the width of the slit, R the crystal radius of curvature, ϑ the
Bragg angle and E the energy of the measured transition. Similarly the broadening
resulting from the spatial resolution of the detector can be written as:
∆ECCD =
wpixel
4R · sin(2ϑ) · E (II.4)
where wpixel stands for the size of the CCD pixels in the direction of dispersion.
From the above relations, one finds that for the M and L X-ray lines measured
with the von Hamos spectrometer the broadening related to the slit (width of 0.25
mm) ranged between 0.9 eV and 4.0 eV, whereas the detector contribution varied
between 0.05 eV and 0.31 eV, only. The 27 µm resolution of the CCD detector
was thus not really needed and a software binning of four adjacent columns was
performed off-line in order to obtain higher count rates in the one-dimensional
position spectra.
The instrumental broadening of the von Hamos spectrometer was determined ex-
perimentally, using the above-mentioned Kα1 and Lα1 calibration measurements.
It was found that for the three crystals the instrumental response could be well
reproduced by a Gaussian function. The full widths at half maximum (FWHM)
of the three Gaussians were obtained from the fits of the calibration measure-
ments in which the natural Lorentzian widths of the transitions were kept fixed
at the values derived from the atomic level widths quoted in the Tables of Camp-
bell and Papp [33]. The variation of the instrumental resolution with the photon
energy is shown for the three crystals in Fig. II.4. One can see that for the en-
ergy corresponding to the L2 −M4 transition (11.8 keV) the resolution obtained
with the SiO2(44¯6) crystal (5 eV) was markedly better than the one obtained
with the LiF(420) crystal (12 eV). Since the slit and detector contributions to the
broadening are about equal for the two crystals, the observed resolution difference
indicates that the mosaicity character of the LiF crystal is more pronounced, i.e.,
that the angular distribution of the crystallites is significantly broader in the LiF
crystal than in the SiO2 one. From Fig. II.4 one can also see that in the 11-15
keV overlapping energy region the resolution of the von Hamos spectrometer, even
when using the SiO2(44¯6) crystal, is somewhat worse than the one of the DuMond
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spectrometer, justifying thus the choice of the transmission-type instrument for
the measurement of the L X-ray transitions occurring above 11 keV.
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II.3 Data analysis
II.3.1 Fitting procedure
The transitions observed with the DuMond spectrometer were divided into twelve
groups. Transitions belonging to the same group were measured at the same focal
length. Similarly the transitions observed with the von Hamos spectrometer were
divided into six groups corresponding to the six different positions of the crystal
and CCD camera at which the data were collected. Each group was analysed
separately by means of the least-squares-fitting software package MINUIT [48].
Since the widths of the Gaussian instrumental responses of the two spectrometers
were similar or narrower than the widths of the Lorentzian functions corresponding
to the line shapes of the X-ray transitions, Voigt profiles that result from the
convolution of Lorentz and Gauss functions were employed to reproduce the line
shapes of the measured transitions [49]. The energies, intensities and Lorentzian
widths of the transitions as well as the two parameters of the linear background
were let free in the fitting procedure, whereas the Gaussian widths were kept fixed
at their known values. However, in several cases, some additional constraints
needed to be set. For instance, in the analysis of the Kβ2 spectrum, the intensity
ratio of the K−N2 and K−N3 transitions and the energy separation between the
two components had to be kept fixed. The intensity ratio was deduced from the
Tables of Scofield [50] and the energy difference from the average values of the N2
and N3 subshell binding energies quoted in Refs [32] and [35]. Similar constraints
were applied to the fits of the L1−N4,5, L1−O2,3, L3−N6,7 and L3−O4,5 doublets.
Typical examples of the difficulties encountered during the data analysis are illus-
trated by the spectrum shown in Fig. II.8. This spectrum was measured with the
DuMond spectrometer (group 9). The three lines that clearly emerge from the
background correspond, in the direction of increasing energies, to the L1 −N2 (at
about 14160 eV), L2 − O4 and L1 −N3 transitions. The weaker structure around
14100 eV was assigned to the L2 − O1 and L2 − N6 transitions. The asymmetry
occurring on the high-energy flank of the L2 − O4 transition is due to unresolved
N -satellite structures originating from L1L2N Coster-Kronig transitions. Finally,
the small excess of intensity visible around 14300 eV corresponds to the elastic
scattering by the Hg target of the L1 − O2 and L1 − O3 transitions of Au from
the characteristic emission of the X-ray tube anode. In addition to the problems
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related to the large number of transitions appearing in that energy region and the
overlap of some of these transitions, a further difficulty we had to face concerned
the presence in the spectrum of the L2 edge of Hg (at 14209 eV). The line shapes
of the L2 − O4 and L1 − N3 were indeed found to be affected by this edge as a
result of the abrupt change of the self-absorption of the photons of interest in the
target. Thus, at first, the spectrum was corrected to account for the variation
of the self-absorption, using a theoretically constructed profile to reproduce the
shape of the L2 edge. The amplitude of the correction was adjusted so that the
relative yields of the L1 − N2 and L1 − N3 transitions that lie respectively below
and above the L2 edge were consistent with the relative intensities reported by
Scofield [50]. The corrected spectrum was then fitted, using one Voigtian for each
of the seven transitions mentioned above. No constraint was set except for the
L2−O4 N -satellite whose energy and width were fixed at values derived from the
fit of the L3−O5 N -satellite (group 4) which could be resolved. The errors induced
on the energies and widths of the L2 − O4 and L1 − N3 transitions by this crude
approximation were probed and found to be small because of the weak relative
intensity of the L2 −O4 N -satellite (about 6%).
To improve the poor statistics observed for the L2−O1 and L2−N6 transitions, the
energy region between 14050 and 14135 eV was remeasured in several successive
scans corresponding to a total collecting time of 4 hours per point (see inset of
Fig. II.8). This region was fitted separately with four Voigtians, two for the
diagram transitions plus one for the L2 − N7 transition (thin solid line in the
inset, at 14110 eV) and one for the L2−O1 N-satellite (dotted line). As shown by
the inset, the four lines are superimposed on the low-energy tail of the stronger
L1 − N2 transition whose position and width were kept fixed, using the values
obtained from the fit of the full spectrum. The intensity, however, was let free
to permit a better adjustment of the intensity scale of the two spectra. The
energy separation between the L2−N7 and L2−N6 transitions was deduced from
the difference between the binding energies of the subshells N6 and N7 quoted in
Ref. [32] and fixed at that value. Similarly the difference between the level widths
of the subshells N6 and N7 deduced from [35] was used to adjust the natural line
width of the L2 −N7 transition to the one of the L2 −N6 transition. Finally the
width and energy shift of the L2 −O1 N -satellite were also fixed, using again the
values obtained from the fit of the resolved L3 −O5 N -satellite.
The spectra measured with the von Hamos spectrometer were analyzed in a similar
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Figure II.8 – Part of the Hg L X-ray spectrum measured with the DuMond
spectrometer. The spectrum was corrected for the L2 absorption edge occur-
ring at 14209 eV. The three main lines correspond to the L1−N2 (red line),
L2−O4 (blue line) and L1−N3 (green line) transitions. The low energy part
of the spectrum around 14100 eV was remeasured with a longer acquisition
time. It is shown enlarged in the inset where one can distinguish the L2−O1
(violet line) and L2 − N6 (dark-green line) transitions as well as the weak
L2 − N7 transition (solid line at 14110 eV) overlapping with the L2 − O1
N-satellite structure (dotted line). The dotted line at about 14220 eV (in
the main figure) corresponds to the N -satellite of the L2 − O4 transition.
The hardly visible components around 14280 eV and 14300 eV, respectively,
correspond to the L1−O2 and L1−O3 transitions of Au. The latter are due
to the elastic scattering by the target of the characteristic X-ray emission
from the X-ray tube anode.
way. An example is presented in Fig. II.7 showing the M4 − N6 transition. The
latter could be well fitted with a single Voigt profile. The small component fitted
below the main line is due to the ADP (101) crystal. The same asymmetry was
indeed observed in the Lα1 transitions of Nb and Mo employed for the calibration
of the spectrometer. The broad and intense structure on the right corresponds
to N -satellite X-ray lines originating from M1,2,3M4N Coster-Kronig transitions.
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This structure could be well reproduced with one narrow and two broad juxtaposed
Voigt profiles. All parameters were let free in the fit except the relative position and
relative intensity of the line accounting for the asymmetry of the crystal response
which were fixed at the same values as the ones obtained from the fits of the
calibration lines. One could be tempted to assign the narrow profile at about
2285 eV to the M4−N7 transition, the fitted energy shift of 3.8 eV relative to the
M4 − N6 transition being consistent with the binding energy difference between
the 4f5/2 and 4f7/2 levels. However, although no information could be found in
the literature about the strength of the M4 −N7 transition, the latter is expected
to be very weak because forbidden by the selection rule ∆j = 0,±1, which is in
contradiction with the relatively strong intensity found for this line. The latter
was thus assigned, as mentioned before, to N -satellite structure of the M4 − N6
transition.
II.3.2 Satellite X-ray lines
As a result of L1L2,3M and L1L2,3N Coster-Kronig transitions, L−11 single-vacancy
states may be transformed to L−12,3M−1 and L−12,3N−1 double-vacancy states. Such
two-hole states may also be created via M - and N -shell shake processes [51, 52]
as a consequence of the sudden change of the atomic potential following the L-
shell photoionization. However, shakeup and shakeoff processes resulting from
L-shell photoionization are characterized by very weak probabilities and can thus
be neglected with respect to Coster-Kronig transitions. The radiative decay of
double-vacancy states giving rise to satellite X-ray lines, satellite structures are
in general present in L2 and L3 X-ray spectra. On the contrary, in photoinduced
L1 X-ray spectra only diagram transitions corresponding to the radiative decay
of single vacancy states are observed. The same holds for the M4 and M5 X-ray
spectra in which strong N -satellite structures are usually observed as a result of
M1,2,3M4,5N Coster Kronig transitions (see, e.g., Fig. II.7).
Satellite X-ray lines are slightly shifted in energy relative to their parent diagram
lines. In general, the energy shifts are positive and decrease with the principal
quantum number of the spectator vacancy. As a consequence, for L2,3 transitions,
satellites corresponding toM -shell spectator vacancies can be separated from their
parent diagram lines, but satellites corresponding to N -shell spectator vacancies
are usually not resolved, the energy shifts being smaller in this case than the natu-
ral widths of the transitions. However, the energy shift of a satellite increasing with
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the principal quantum number of the transition electron, for L2,3 transitions involv-
ing electrons from outer orbitals such as, e.g., L2,3−O transitions, N -satellites can
again be resolved, provided a detector with a high enough resolution is employed.
Finally, energy shifts induced by spectator vacancies located in the outer O- and
P -shells are so small that the corresponding X-ray satellite lines have practically
no noticeable effect on the line shapes of the parent diagram transitions.
For mercury, L1L2M Coster-Kronig transitions are energetically forbidden but
L1L2N3−7, L1L3N1−7 and L1L3M4,5 transitions are allowed. The line shapes of
L2 and L3 X-ray transitions may thus be affected by unresolved N -satellites. In
principle, M -satellites of L3 transitions are less problematic for the data analysis
since they can be resolved. However, due to the rather high density of lines char-
acterizing L X-ray spectra, the M -satellites may overlap with other close-lying
diagram lines. In such cases the energies and widths of the overlapping diagram
transitions may be affected by sytematic errors if the M -satellites are not consid-
ered in the analysis. For these reasons we have determined the centroid energies
and theoretical shapes of the M -satellites corresponding to the L3 −M1,4,5 and
L3 − N1,4,5 transitions. Similar calculations were performed for the N -satellites
of the L2 −M1,4, L2 −N1,4,6, L3 −M1,4,5 and L3 −N1,4,5,7 transitions. Results of
these calculations were then employed in the data analysis to identify the observed
transitions and to fit correctly the diagram transitions in the cases of unresolved
N -satellites or overlapping M -satellites.
The line shape of a particular j1j2(J) → j3j2(J ′) satellite transition was con-
structed by computing numerically the sum of all components pertaining to the
considered transition. In the above notation, j1 and j3 represent the angular mo-
mentum of the transition hole in the initial state (total angular momentum J)
and final state (total angular momentum J’) and j2 the angular momentum of the
spectator vacancy. The sum was calculated over all (J ,J ′) values permitted by the
selection rule ∆J=0,±1. A Voigtian profile of energy E, Lorentzian width Γ and
relative intensity Irel was attached to each component. The energies of the differ-
ent satellite components were derived from the experimental energy of the parent
diagram transition and the energy shifts quoted in Ref. [53]. All components were
given the same Gaussian and Lorentzian widths. For the Gaussian width the value
assigned to the parent diagram transition was taken. The Lorentzian width was
approximated by :
Γ = Γj1 + Γj3 + 2 · Γj2 (II.5)
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Figure II.9 – Hg L3 − N4,5 and L1 −M3 transitions measured with the
DuMond spectrometer. As shown, the L1 −M3 diagram line is overlapping
with the M -satellites (dashed lines) of the L3 − N4,5 transitions which in
turn are overlapping with their N -satellites (dotted lines). Details about
the simulated satellites are shown in the bottom part of the figure. The
weak dotted and dashed components correspond to the N and M -satellites
of the L3 − N4 transition. The dashed-dotted component represents the
second order N -satellite of the L3 −N5 transition. The higher background
observed on the left side of the spectrum is due to the high-energy tail of
the strong L2−M4 transition. The fitted tail is clearly visible in the bottom
part of the figure.
33
II. Energies and widths of atomic core levels in liquid mercury
where Γj1 and Γj3 are the widths of the subshells where the transition hole is
located in the initial and final states and Γj2 the width of the subshell where the
spectator hole is located. The subshell widths were taken from Ref. [33]. The
relative intensities of the components were assumed to be proportional to the
relativistic electric-dipole X-ray emission for a double-hole-state transition [54]:
Irel ∝ (2J ′ + 1) · (2j1 + 1) ·
j3 J
′ j2
J j1 1
 (II.6)
The 6j-coefficients occurring in rel. (6) were calculated using the formula and
symmetry properties reported in [55]. It was found that most of the so-constructed
M and N -satellite profiles could be well reproduced by two juxtaposed Voigtians.
In the fits the widths, positions and yield ratios of the two Voigtians were kept
fixed at the values obtained from the calculations.
The relative intensities of the satellite lines which are equal to the ratios of double-
to-single vacancy states were estimated, using the radiationless transition proba-
bilities reported recently by Santos et al. for the subshells L1 [56] and L2 [57],
the fluorescence yields quoted in [58] and the relative intensities of the transitions
L1−M2, L2−M4 and L3−N1 measured in the present work. The following results
were obtained :
I(L−12 N−13−7)
I(L−12 )
= 0.06 (II.7)
I(L−13 N−11−7)
I(L−13 )
= 0.15 (II.8)
I(L−13 M−14,5 )
I(L−13 )
= 0.23 (II.9)
Rearrangement processes that modify the number of spectator vacancies prior to
the L X-ray emission were taken into account in these calculations. In particular,
the Auger decay of theM4,5 spectator vacancies into N−1i N−1j double-vacancies was
considered. This process leads to L−13 N−1i N−1j triple-vacancy states, i.e., to second
order N -satellites. Using the M4,5NiNj Auger rates reported by McGuire [59] and
the fraction of L−13 M−14,5 two-hole states given by (II.9), the following ratio was
obtained for the triple-vacancy states :
I(L−13 N−21−7)
I(L−13 )
= 0.08 (II.10)
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Above estimates for the satellite yields were compared with the values obtained
from the fits for the total satellite intensities. The comparisons were made, using
resolved and partially resolved satellites. More or less satisfactory agreements were
found. However, some trend of the calculations to overestimate the intensities of
the M -satellites was observed. For this reason, in most fits the total intensities
of the satellites were let free and intensities fixed to above estimates were only
employed in the case of non-converging fits or when the satellite intensities from
the fits were obviously wrong.
An example of calculated M and N -satellite profiles is presented in Fig. II.10 for
the L3−M1 transition. The stick spectrum in the top inset represents the energies
and relative intensities of the components of the L−13 M−1 → M−11 M−1 satellite
transition, the open circles correspond to the sum of the Voigtians attached to
the different components and the solid line stands for the fit of this sum with two
Voigtians. The two pairs of Voigtians corresponding respectively to theM -satellite
(dashed lines) and N -satellite (dotted lines) are represented enlarged in the bottom
inset. As shown in the main figure the observed shape of the high-energy flank
of the diagram transition could be well reproduced by the calculated M -satellite.
One can also see that the N -satellite diminishes somewhat the fitted width of the
diagram transition and has thus to be considered to obtain reliable results.
A further example is shown in Fig. II.9 representing the L3 − N4,5 and L1 −M3
transitions. One sees that in this case the two Voigtians corresponding to the
M -satellite of the strong L3 − N5 transition coincide accidentally in energy with
the L1 −M3 transition whose observed width is therefore significantly affected by
the overlapping satellite. In the fit the M and N -satellites of the L3 − N4 and
L3 −N5 transitions were considered as well as the second order N -satellite of the
L3 − N5 transition. The line shape of this second order satellite being almost
symmetric, the latter was fitted with a single Voigt profile (dashed-dotted line).
The same holds for the M and N -satellites of the weak L3 − N4 transition. The
seven Voigtians used to reproduce the satellites are shown enlarged in the bottom
part of the figure.
As the energy shifts for transitions from the O-shell are not quoted in [53], no
simulation could be performed for the satellites of L2,3 − O transitions. In Ref.
[60], some data are available but they concern only the L1-shell. Fortunately, no
overlap between the M -satellites of the L3−O1 and L3−O5 transitions and other
diagram transitions was observed so that the line shapes of these satellites were
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Figure II.10 – Hg L3−M1 transition measured with the von Hamos spec-
trometer (top panel). The fitted diagram line is represented by the red line.
The calculated N -satellites (blue lines) andM -satellites (green lines) as well
as the linear background (double dot-dashed line) are shown enlarged in
the middle panel. The bottom panel shows the calculated M -satellite com-
ponents, the resulting satellite profile and the two Voigtians employed to
reproduce the simulated shape. More details are given in the text.
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not needed in the data analysis. For the N -satellites of the L2 −O1, L2 −O4 and
L3 − O1 transitions, the energy shifts and widths of the two Voigtians were fixed
at the values obtained from the fit of the resolved L3 − O5 N -satellite, whereas
the satellite intensities were either let free in the fits or kept fixed at the above
theoretical estimates. The uncertainties related to these crude approximations
were considered in the calculation of the errors reported for these transitions in
Tables II.1 and II.3 (see next section).
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II.4 Results and discussion
II.4.1 Transitions energies
The energies of the K, L and M X-ray transitions observed in the present work
are presented in Table II.1. Experimental energies from Bearden [31] and theo-
retical values taken from Ref. [30] are also presented for comparison. Transition
energies derived from the electron binding energies obtained in this work (see next
subsection) are also quoted to point out which transitions deviate from the self-
consistency principle.
Table II.1 – Energies in eV of the observed Hg transitions. The energies
quoted in the third column were derived from the K to M5 and O1 binding
energies obtained in the present work by the least-squares fit method (see
Sect. II.4.2) and the average values of the N1 to N7 and O2 to O5 binding en-
ergies reported by Svensson et al. [35] and Fuggle and Martensson [32]. The
notation 68892.78(1.10/29) means 68892.78 eV ± 1.10 eV with an included
statistical error from the fit of ± 0.29 eV.
Transition Present work Calc. from
present binding
energies
Bearden [31]a Theor. values
from Ref. [30]
K − L2 68892.78(1.10/29)b 68893.14(48) 68895.1(1.7) 68894.3(2.3)
K − L3 70818.53(89/21)b 70818.15(47) 70819.5(1.8) 70819.0(2.2)
K −M2 79822.94(1.16/63)b 79822.65(50) 79823.3(2.3) 79824.1(3.6)
K −M3 80253.86(1.04/35)b 80254.22(50) 80254.2(2.3) 80256.1(3.7)
K −N3 82525.88(1.25/50)b 82526.00(49) 82544.8(16.3) 82527.7(2.5)
L1 −M2 11563.09(18/8)b 11563.10(17) 11563.1(1.1) 11563.7(3.0)
L1 −M3 11994.68(20/8)c 11994.67(19) 11995.4(1.2) 11995.6(3.1)
L1 −M4 12457.10(54/51)c 12456.96(17) 12445.5(3.7) 12456.6(2.4)
L1 −M5 12547.68(31/26)c 12547.65(17) 12560.3(3.8) 12547.1(2.3)
L1 −N2 14162.74(27/18)c 14162.59(43) 14162.3(1.7) 14164.7(4.6)
L1 −N3 14266.05(26/16)c 14266.44(22) 14264.8(1.7) 14267.2(1.9)
L1 −N5 14484.14(47/42)c 14484.14(29) 14474.3(1.8) 14484.8(1.7)
a Readjusted according to CODATA 06 [47].
b DuMond spectrometer, SiO2 (220). Reference energy: 68804.50(18) eV (Au Kα1) [30].
c DuMond spectrometer, SiO2 (110). Reference energy: 68804.50(18) eV (Au Kα1) [30].
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Table II.1 (continuation)
Transition Present work Calc. from
present binding
energies
Bearden [31]a Theor. values
from Ref. [30]
L1 −O3 14778.86(28/18)c 14778.44(29) 14778.5(1.8)
L2 −M1 10648.51(71/12)d 10647.06(32) 10651.4(1.4) 10647.3(2.5)
L2 −M4 11823.29(15/2)c 11823.38(11) 11822.7(8) 11822.7(1.4)
11823.75(95/4)e
L2 −N1 13407.08(29/22)c 13407.01(41) 13410.3(1.5) 13408.1(3.4)
L2 −N4 13831.30(20/5)c 13831.26(18) 13830.2(1.1) 13831.7(2.7)
L2 −N6 14105.81(30/23)c 14105.61(15) 14107.3(1.7) 14105.2(1.6)
L2 −O1 14087.57(42/37)c 14087.79(27) 14089.7(1.7)
L2 −O4 14199.86(22/9)c 14199.91(15) 14198.8(1.7)
L3 −M1 8721.71(34/3)d 8722.04(30) 8721.3(9) 8722.6(1.9)
L3 −M4 9898.71(32/6)d 9898.36(13) 9897.7(8) 9898.1(1.3)
L3 −M5 9989.43(33/1)d 9989.05(14) 9988.9(6) 9988.6(1.2)
L3 −N1 11482.01(23/17)c 11482.00(41) 11482.5(1.1) 11483.5(3.2)
L3 −N4 11905.64(22/12)c 11906.25(18) 11904.1(1.2) 11907.0(2.5)
L3 −N5 11925.58(18/2)c 11925.55(27) 11924.2(1.2) 11926.3(6)
L3 −N7 12184.32(42/38)c 12184.70(15) 12194.1(1.2) 12184.7(1.4)
L3 −O1 12162.92(33/28)c 12162.78(24) 12162.6(1.2)
L3 −O5 12277.00(17/4)c 12276.80(15) 12277.1(1.3)
M4 −N6 2282.23(5/1)f 2282.23(13) 2282.5(6)
M5 −N7 2195.71(9/1)f 2195.65(15) 2195.3(5)
a Readjusted according to CODATA 06 [47].
c DuMond spectrometer, SiO2 (110). Reference energy: 68804.50(18) eV (Au Kα1) [30].
d von Hamos spectrometer, LiF(420). Reference energies: 8638.91(7) eV (Zn Kα1) [61],
9886.52(11) eV (Ge Kα1) [31] and 11222.52(12) eV (Se Kα1) [30].
e von Hamos spectrometer, SiO2(446). Reference energies: 11222.52(12) eV (Se Kα1) [30] and
11924.35(34) eV (Br Kα1) [31].
f von Hamos spectrometer, ADP(101). Reference energies: 2165.90(11) eV (Nb Lα1) [31] and
2293.18(5) eV (Mo Lα1) [31].
As mentioned before, for mercury there are no other recent high-resolution mea-
surements of X-ray transitions decaying core-vacancy states, except for the weak
L1−M4,5 quadrupole transitions for which energies of 12457.05(52) eV and 12547.60(29)
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eV were reported [3]. Taking into consideration the small difference of the refer-
ence energy (Au Kα1 transition) used in [3] (68804.94 eV) and in the present
work (68804.50 eV), adjusted values of 12456.97(52) eV and 12547.52(29) eV are
obtained, which are both in good agreement with the values quoted in Table II.1
(12457.10 ± 0.54 eV and 12547.68 ± 0.31 eV). The energies found with the Du-
Mond and von Hamos spectrometers for the L2 −M4 transition differ by 0.46 eV
but the two results are consistent within the quoted errors. The total errors listed
in Table II.1 (first numbers in the brackets) include the fit errors which are also
indicated (second numbers in the brackets). For the transitions observed with the
von Hamos spectrometer, the total errors are generally bigger than those observed
with the DuMond spectrometer for transitions of comparable energies. These big-
ger errors are mainly due to the uncertainties related to the energy calibration of
the von Hamos spectrometer.
The comparison with Bearden’s energies shows that about one third of the val-
ues are not consistent with present results within the combined errors, more than
15% of them being even not consistent within 3-σ errors. In particular, surpris-
ingly strong deviations are observed for the K − N3 (+18.9 eV), L1 −M4 (-11.6
eV), L1 −M5 (+12.6 eV), L1 − N5 (-9.8 eV) and L3 − N7 (+9.8 eV) transitions.
It can be also noted that the errors of the present transition energies are in av-
erage about three times smaller than those of Bearden. The comparison with
the theoretical energies reported in [30] shows on the contrary an excellent agree-
ment since all quoted values are consistent with present results. The errors listed
in [30] for the theoretical transition energies could even be somewhat overestimated
since the average deviations between the theoretical values and present results are
about 2.5 times smaller than the reported theoretical uncertainties. Five kinds of
contributions were considered in these calculations, namely the finite size of the
atomic nucleus, different relativistic effects (corrections to the Coulomb energy,
magnetic and retardation energy), the Coulomb and Breit correlation, several ra-
diative (QED) corrections and the Auger shift. More details about the theoretical
procedures used to perform these calculations can be found in [62].
A good agreement is also observed between the transition energies directly mea-
sured and those derived from the binding energies. Actually, Table II.1 shows that
only for the L2 −M1 and L3 −N4 transitions the two energies are not consistent.
For the first transition, the measured energy is smaller by 1.45 eV than the one
deduced from the binding energy difference, whereas the combined error of the two
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energies is 0.78 eV. No precise explanation was found for that discrepancy. For the
L3 − N4 transition, the measured energy is bigger by 0.61 eV and the combined
error is 0.28 eV. In this case, the explanation for the discrepancy resides probably
in the difficulties encountered to fit precisely the weak L3 − N4 transition, the
latter being poorly separated from the stronger close-lying L3−N5 transition (see
Fig. II.9). For these two inconsistent transition energies, the values derived from
the binding energy differences are probably more reliable. They are also closer
to the theoretical predictions than the measured ones. Finally, one would like to
point out that the errors of the energies computed from the binding energies are
smaller than those of the measured energies and that they do not depend on the
intensity of the considered X-ray line. This method presents thus the advantage
to provide also precise energies in the case of weak transitions. The errors quoted
in Table II.1 for the transition energies derived from the binding energy differences
were computed by means of the following relation :
∆Eij = ±√σ2ii + σ2jj − 2σij (II.11)
where ∆Eij represents the error on the energy of the transition i → j and σ2ii,
σ2jj and σij are diagonal variance elements, respectively off-diagonal covariance
elements, of the error matrix related to the least-squares fit method employed to
compute the binding energies.
II.4.2 Binding energies
As the energy of an X-ray transition is equal to the difference of the binding
energies of the two atomic levels involved in that transition, a linear system of
simultaneous equations could be deduced from the transition energies listed in
Table II.1. The system was solved by means of a least-squares-fitting method,
using the total errors on the transition energies to weight the different equations.
For the binding energies of the subshells N1 to N7 and O2 to O5, reliable XPS data
do exist. In addition, these binding energies are small relative to the energies of
the transitions in which the above subshells are involved. Thus, with the least-
squares-fit method these values cannot be determined with high precision. For
these reasons, the binding energies of these levels were not used as variables but
replaced in the corresponding equations by their known values. For the latter, the
average values of the binding energies reported in Refs. [32] and [35] were taken,
using the half-differences between the two values as uncertainty estimates. For the
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subshell O1, however, no value is quoted in [35] for liquid Hg (a binding energy of
134 ± 5 eV is given but for the Hg vapor) and the value reported by Fuggle and
Martensson (127 eV) [32] looks dubious because it is inconsistent with the results
(about 120 eV) from other sources (e.g. [63], [64]). The binding energy of the 5s1/2
level was therefore used as an additional free fitting parameter. Thus the system
consisted of 31 linear equations with 10 unknowns, namely the electron binding
energies of the K-shell and L1−3, M1−5 and O1-subshells. The so-obtained binding
energies are presented in Table II.2. Quoted uncertainties originate from the error
matrix of the least-squares-fit. They correspond to relative uncertainties of about
5 ppm for the K-shell, 10 ppm for the L-subshells and 80 ppm, respectively 40
ppm, for the M1−3 and M4,5-subshells. For the O1-subshell a satisfactory precision
of about 0.3 eV (0.2%) was obtained. The biggest relative uncertainties are found
for the M1−3 and O1-subshells because these levels occur only in two transitions,
whereas other subshells are involved in a number of transitions varying from three
for the M5-subshell up to ten for the L3-subshell.
Table II.2 – Binding energies in eV of the levels K to M5 and O1. Results
obtained in the present work are compared to compiled experimental data
[63,64] and to predictions from theoretical calculations [65–67].
Level Present
work
Bearden and
Burr [63]
Storm and
Israel [64]
Polasik
[65]
Huang et al. [66]
Chen et al. [67]∗
K 83102.75(47) 83102.3(8) 83102 83110.0 83101.0
83105.6∗
L1 14843.19(15) 14839.3(1.0) 14842 14859.0 14857.6
14858.7∗
L2 14209.61(11) 14208.7(7) 14209 14217.0 14213.9
14214.1∗
L3 12284.60(11) 12283.9(4) 12283 12292.3 12289.8
12289.2∗
M1 3562.55(31) 3561.6(1.1) 3562 3578.3 3583.7
M2 3280.10(23) 3278.5(1.3) 3280 3292.0 3291.9
M3 2848.53(24) 2847.1(4) 2847 2861.0 2860.1
M4 2386.23(9) 2384.9(3) 2385 2393.9 2393.1
M5 2295.55(11) 2294.9(3) 2295 2303.5 2302.5
O1 121.81(26) 120.3(1.3) 121 133.6
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We tried therefore to extend the measurements to additionalM1−3 X-ray lines. The
energy regions corresponding to theM1−N3,M1−O3,M2−N4,M2−O4,M3−N5,
M3−O1 andM3−O5 transitions were explored. The measurements were performed
with the ADP (101) crystal in second order of diffraction, except for the M3 −N5
transition which was measured in first order. Although some of these transitions
were observed successfully for Th and U with the same von Hamos spectrometer [7],
for Hg no significant intensity could be found above the background at the expected
positions of the transitions. This is due to the cumulative effects of several factors
such as the poorer fluorescence yields of the M -subshells of Hg as compared to
those of Th and U, the bigger self-absorption of the Hg M X-rays in the target
and to their additional attenuation by the KaptonTM window. For instance, for
the Th M2 − N4 transition, a net intensity of 750 counts /36’000 s on the top of
the line was observed in [7]. For Hg, during a 10’000 s test measurement only
a flat background of about 1000 counts was observed, without any evidence for
the presence of the X-ray line of interest. This is, however, not really surprising
since the fluorescence yield of the M2-subshell is 2 times smaller for Hg than
for Th [68] and the self-absorption 2 times bigger. Considering in addition the
intensity attenuation caused by the 8 µm thick KaptonTM window, a peak-to-
background ratio of only 0.04:1 is indeed expected for the Hg M2 −N4 transition.
Assuming that the minimum intensity of an X-ray line needed for a reliable fit
must be at least 10 times bigger than the background fluctuations, an acquisition
time of about 170 hours would have been necessary for the measurement of the sole
M2 − N4 transition. We have thus renounced to measure it. The same holds for
theM1−N3, M1−O3, M2−O4 andM3−O1 transitions for which similar negative
results were obtained in exploratory measurements. On the other hand, for Th the
M3−N5 and M3−O5 transitions being about 10 times, respectively 4 times, more
intense than the M2−N4 one [7], the observation of these transitions in Hg looked
more promising. Unfortunately the two lines were found to be hidden by the tail
of the much stronger L3 −M5 transition occuring in fourth order of diffraction,
respectively seventh order, at about the same Bragg angles as the first order and
second order diffractions of the M3 − N5 and M3 − O5 transitions, respectively,
making thus these measurements unfeasible, too.
In Table II.2, present binding energies are compared to experimental results from
Bearden and Burr [63], semi-empirical values from Storm and Israel [64] and theo-
retical predictions from different sources [65–67]. Actually, compilations of exper-
imental electron binding energies that are more recent than the one of Bearden
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and Burr do exist but data given in these papers for core levels of mid-heavy and
heavy elements are still those from Bearden and Burr so that we have preferred
to quote the original reference. For instance, for Hg the binding energies listed
in [69] coincide with Bearden and Burr’s values, except those for the outer N - and
O-shells that were taken from [32]. From the examination of the table one sees
first that present binding energies are systematically higher than those of Bearden
and Burr. The biggest discrepancy is observed for the L1-subshell for wich the
deviation amounts to 3.9 eV, which is about 4 times more than the uncertainty
quoted by Bearden and Burr for this level. For the other levels, the average de-
viation is approximately 1 eV whereas the average uncertainty is about 0.8 eV.
A better agreement is found with Storm and Israel’s values since in this case the
average deviation is 0.9 eV and the average uncertainty 1 eV. In particular, for
the L1-subshell the energy quoted by Storm and Israel is almost consistent with
ours. It can be also noted that the values given by Bearden and Burr and Storm
and Israel for the binding energy of the O1-subshell are both consistent with our
result, whereas the more recent XPS value from [32] used in the above-mentioned
recent compilation [69] is significantly bigger (127 eV).
As shown in Table II.2, the binding energies predicted by theory are all higher
by 5-20 eV than present experimental results, except for the K-shell for which a
satisfactory agreement is found, at least for the values taken from [66, 67]. The
largest deviations are observed for the M1-subshell (20 eV) and the L1-susbshell
(15 eV). The multiconfiguration Dirac-Fock (MCDF) [65] and Dirac-Hartree-Fock-
Slater (DHFS) [66,67] calculations give similar results within 1-3 eV except for the
K-shell and the M1-subshell. The MCDF value for the K-shell is indeed signifi-
cantly bigger than the experimental and DHFS theoretical values, whereas for the
M1-subshell an opposite trend is observed. In both MCDF and DHFS calculations
the magnetic interaction energy, retardation energy, vacuum polarization correc-
tion and higher-order QED corrections were considered. The MCDF calculations
were performed, using the modified special average-level version (MSAL) [70] of
the GRASP code [71]. The DHFS calculations from [67] differ from the earlier
ones [66] by the use of a more accurate expression for the Breit energy, a Fermi
instead of uniform distribution of the nuclear charge and a screened self-energy
correction. The improvements brought by the new calculations are not directly
visible in Table II.2 but the transition energies provided by the new calculations
agree significantly better with the experimental results. For instance, for the Kα1
andKα2 transitions, deviations of -1.7 eV and -1.6 eV are found with respect to the
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experimental values obtained in the present work (see Table II.1, third column),
whereas the corresponding deviations for the old DHFS calculations are -6.9 eV
and -5.9 eV, respectively. Note that the same comparison made with the MCDF
predictions provides also a good agreement, the deviations being only -0.4 eV and
-1.4 eV, respectively. A further comparison with the theoretical binding energies
quoted in [30] shows that the calculations overestimate the binding energies of the
K-shell and the L1−3-subshells by 8.5, 7.6, 7.3 and 7.7 eV, respectively. However,
by correcting the zero of the theoretical energy scale by - 7.8 eV, the adjusted edge
energies are found to be fully consistent with present results.
II.4.3 Transition widths
The widths of the measured transitions are presented in Table II.3 where they are
compared with existing experimental and theoretical data. As in the fits of the
transitions K − N2, L1 − N4 and L1 − O2 the line widths of the latter could be
let free, whereas their energies had to be kept fixed, these transitions are quoted
in Table II.3 but not in Table II.1. The values listed in the third column were
derived from the level widths obtained by the least-squares-fit method discussed
in the next subsection. As shown, these values are all in good agreement with
the measured transition widths, except the L1 − N4 transition for which there is
a deviation (1.9 eV) that is somewhat bigger than the combined error (1.6 eV).
This discrepancy is probably due to the small intensity and poor separation of the
L1 −N4,5 quadrupole doublet which made the width determination of the weaker
component less reliable.
As mentioned in the introduction, for Hg experimental information concerning the
natural line widths of X-ray lines is scarce. In addition, existing data are rather
old. For the Kα1,2 transitions, widths of 68.5 eV and 64.0 eV, respectively, were
reported [72–74] that are 5-10% bigger than present results but consistent within
the rather large uncertainties quoted by the authors. The values of 68.20 eV and
64.75 eV given by Salem and Lee [75] for the same transitions were derived from a
least-squares-fit to existing experimental data till 1976. For the Kβ1,3 transitions,
the widths given by Salem and Lee are also bigger than ours but consistent within
the indicated errors (10%). Interpolation values obtained from the widths of the
Kα1,2 transitions of Au and Pb from [76] are also quoted. In this case, an excellent
agreement with our results is observed.
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Table II.3 – Line widths in eV of the measured Hg transitions. The values
quoted in the third column were derived from the widths of the levels K−N5
and O1 obtained by the least-squares fit method (see Sect. II.4.3). The
notation 61.3(2.2/7) means 61.3 eV ± 2.2 eV with an included statistical
error from the fit of ± 0.7 eV.
Transition Present work Calc. from
present level
widths
Experimental
data from
other sources
Semi-empirical
and theoretical
data
K − L2 61.3(2.2/7)a 60.8(1.8)b
68.2c
61.3(3.5)d
K − L3 61.2(2.3/6)a 61.2(9) 64.0(9.6)b 60.1(1.8)c
64.7d 60.5e
60.4(1.1)f
K −M2 65.2(3.3/1.3)a 66.9(9) 68.9d 68.4e
K −M3 61.9(3.3/9)a 63.0(9) 65.7d 65.0e
K −N2 62.7(4.2/2.4)a 64.3(1.0)
K −N3 64.5(3.7/1.4)a 61.9(9)
L1 −M2 22.6(3/2)a 22.6(2) 19.7d 28.1e
20.1(8)g
L1 −M3 18.6(3/2)a 18.6(1) 17.4d 24.7e
17.9(1.2)g
L1 −M4 13.3(1.4/1.3)a 12.9(4) 16.9e
L1 −M5 12.9(1.0/9)a 12.8(4) 16.9e
L1 −N2 20.0(5/5)a 19.9(3) 17.2(8)g
L1 −N3 17.5(4/3)a 17.6(3) 15.6(6)g
L1 −N4 13.5(1.5/1.4)a 15.4(4)
a DuMond spectrometer. For details see Table II.1.
b Nelson et al. [72–74].
c Krause and Oliver [77].
d Salem and Lee [75] (errors vary from 10% for the strongest K lines to 40% for the weakest L
lines).
e Calculated from the widths ΓK , ΓL1,2,3, ΓM1,2,3 and ΓM4,5 reported by Chen et al. in Refs.
[78], [79], [68] and [80], respectively.
f Derived by interpolation from the widths reported for Au and Pb by Kessler et al. [76].
g Derived by interpolation from the widths reported for Au and Tl by Cooper [81].
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Table II.3 – (continuation)
Transition Present work Calc. from
present level
widths
Experimental
data from
other sources
Semi-empirical
and theoretical
data
L1 −N5 15.5(1.2/1.1)a 14.9(4)
L1 −O2 19.3(7/7)a
L1 −O3 18.6(6/6)a
L2 −M1 21.4(5/5)h 21.5(1) 23.9e
L2 −M4 8.39(14/4)a 8.44(9) 8.70d 8.1e
8.89(30/13)h 7.6(2)g
8.63(26)i
L2 −N1 15.1(7/7)a 14.8(3)
L2 −N4 11.0(2/1)a 10.9(1) 11.8d
10.1(3)g
11.8(6)i
L2 −N6 6.82(61/56)a
L2 −O1 14.8(1.0/9)a 15.0(4)
L2 −O4 7.46(36/27)a 7.1(7)g
L3 −M1 22.1(1/1)h 22.1(1) 23.9e
L3 −M4 9.20(21/16)h 9.00(11) 8.80d 8.2e
L3 −M5 8.87(16/4)h 8.92(10) 8.10d 8.2e
9.04(18)i
L3 −N1 15.3(4/4)a 15.4(3)
L3 −N4 11.5(3/2)a 11.5(1)
L3 −N5 11.0(2/1)a 11.0(1) 10.4d
10.2(4)g
11.8(6)i
a DuMond spectrometer. For details see Table II.1.
d Salem and Lee [75] (errors vary from 10% for the strongest K lines to 40% for the weakest L
lines).
e Calculated from the widths ΓK , ΓL1,2,3, ΓM1,2,3 and ΓM4,5 reported by Chen et al. in Refs.
[78], [79], [68] and [80], respectively.
g Derived by interpolation from the widths reported for Au and Tl by Cooper [81].
h von Hamos spectrometer. For details see Table II.1.
i Derived by interpolation from the widths reported for Au and Tl by Williams [82].
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Table II.3 – (continuation)
Transition Present work Calc. from
present level
widths
Experimental
data from
other sources
Semi-empirical
and theoretical
data
L3 −N7 5.86(66/63)a 6.77(13)
L3 −O1 15.7(7/7)a 15.6(4)
L3 −O5 7.53(20/13)a
M4 −N6 2.79(20/2)h 2.87(11) 2.95j
M5 −N7 2.84(19/2)h 2.77(11) 2.81j
a DuMond spectrometer. For details see Table II.1.
h von Hamos spectrometer. For details see Table II.1.
j Derived by interpolation from the widths ΓM4,5 and ΓN6,7 reported for Au and Bi by McGuire
in Refs [83] and [84,85], respectively.
For L X-rays, available experimental data are even more rare than for K X-rays.
In Salem and Lee’s tables values are reported only for the seven strongest L tran-
sitions. Quoted values are consistent with present results if one considers the
uncertainties assumed in these tables. The mean value of the deviations relative
to present results is about 8%, the strongest differences being observed for the
transitions L1 − M2 (-2.9 eV), L1 − M3 (-1.2 eV) and L2 − N4 (+0.80 eV). In
the region 70 ≤ Z ≤ 83, Salem and Lee’s least-squares-fit values for L transition
widths are based mainly on two old works, those of Cooper [81] and Williams [82].
Unfortunately in these two papers no data is reported for Hg. Values quoted in
Table II.3 were thus obtained by interpolation from the widths given for Au and
Tl. The eight transition widths derived from Cooper’s work are smaller than ours
by 5-15%. This is probably due to the fact that the Lorentzian widths given in
this paper were obtained by subtracting the instrumental broadening from the ob-
served widths and not by deconvolution. In the still older paper of Williams, only
the widths of the four strongest transitions (Lα1, Lβ1, Lβ2 and Lγ1) were deter-
mined. The measurements were performed with a double-flat crystal spectrometer,
whose resolution depended on the divergence of the incident X-ray beam and fi-
nite resolving power of the employed calcite crystals. The influence of the beam
divergence was assumed to be negligibly small and the crystal resolving power was
not well known so that no correction was made for the instrumental broadening.
This explains probably the systematic bigger values obtained by Williams with
respect to present results. However, we would like to point out that, despite this
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systematic deviation, Williams’ widths are consistent with ours.
The transition widths reported in the last column of Table II.3 were derived from
semi-empirical and theoretical atomic level widths. As shown, the widths of the
Kα1,2 transitions obtained from the semi-empirical level widths quoted by Krause
and Oliver [77] agree well with present results. The same holds for the Kα1,2
widths obtained from the theoretical widths ΓK [78] and ΓL2,3 [79] calculated by
Chen et al. Theoretical predictions for the L1 transition widths are on the contrary
systematically bigger by about 20% than present experimental values. The same
trend is observed for the transitions involving M1 holes, whereas for L2 and L3
transitions involving M4,5 vacancies in the final states, a satisfactory agreement
is found. This observation that theory overestimates the transition widths when
2s [3] or 3s [4] vacancies are present in the initial or final state results from the
difficulty of calculations to provide reliable predictions for the Coster-Kronig rates.
In general, the latter are indeed overestimated by theory. For instance, theoretical
L1 Coster-Kronig widths of 14.5 eV, 11.2 eV and 10.7 eV are given in Refs [86] (in-
terpolation between the values quoted for Au and Bi), [87] and [56], respectively.
The theoretical Auger widths from the same sources are 2.5 eV, 2.0 eV and 2.1
eV, i.e, 2.2 eV in average. Subtracting the latter average Auger width and the
radiative width of the 2s level reported by Scofield (1.2 eV) [50] from the exper-
imental width (10.5 eV) of the subshell L1 quoted by Campbell and Papp [33],
one obtains a Coster Kronig width of 7.1 eV which is markedly smaller than the
three above-mentioned theoretical values. Finally, the theoretical widths of the
transitions M4 −N6 and M5 −N7 deduced from the widths of the corresponding
levels calculated by McGuire [83–85] are in fair agreement with our experimental
values.
II.4.4 Atomic level widths
Using the widths of the measured transitions, we were able to determine the nat-
ural widths of the K-shell, L1 to N5 and O1-subshells by means of a similar least-
squares-fit-method as the one employed for the determination of the binding en-
ergies. In this case the system consisted of thirty equations with the widths of
the above mentioned fifteen levels as unknowns. The widths of the N6,7-subshells
were kept fixed in the fit at the values (0.33 eV and 0.31 eV) given by Campbell
and Papp [33]. As the levels O2 to O5 occur each in a single transition, they were
not included in the least-squares-fit calculations. The level widths obtained with
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this method are presented in Table II.4 where they are compared to the recom-
mended values of Campbell and Papp [33] as well as to available experimental,
semi-empirical and theoretical results from various sources.
Table II.4 – Level widths in eV of the subshells K to N5 and O1. Results
obtained in the present work are compared to available experimental [33–35],
semi-empirical [77] and theoretical data [59,68,78–80,84].
Level Present work Campbell and
Papp [33]
Experimental
data from
other sources
Semi-empirical
and theoretical
data
K 54.7(9) 54.8(4.9) 54.6(1.6)a
54.8b
L1 10.3(4) 10.5(2.0) 6.4(2.0) c 11.3(1.7)a
14.5b
L2 5.90(13) 5.69(57) 6.0(1.0)c 6.17(62)a
5.7b
L3 6.46(12) 5.71(57) 5.8(8)c 5.50(44)a
5.7b
M1 15.6(2) 15.1(2.0) 18.2b
21.1d
M2 12.2(5) 9.8(1.8) 13.6b
14.7d
M3 8.25(48) 8.6(1.6) 10.2b
9.7d
M4 2.54(11) 2.28(23) 2.45b
2.82d
M5 2.46(11) 2.28(23) 2.45b
2.68d
a Krause and Oliver [77].
b Chen et al., ΓK [78], ΓL1,2,3 [79], ΓM1,2,3 [68] and ΓM4,5 [80].
c Keski-Rahkonen et al. [34] (XAS measurements).
d Estimated from an interpolation of the widths ΓM1−M5 and ΓN1−N5 reported for Au and Bi
by McGuire in Refs [59] and [84], respectively.
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Table II.4 – (continuation)
Level Present work Campbell and
Papp [33]
Experimental
data from
other sources
Semi-empirical
and theoretical
data
N1 8.93(29) 8.8(9) ∼ 10e 15.4d
7.75f
N2 9.61(55) 6.55(80) ∼ 9e 14.1d
7.87e
N3 7.22(50) 5.3(8) 5.5e 12.6d
4.40e
N4 5.05(17) 4.0(5) 4.4e 8.5d
5.37e
N5 4.59(15) 3.85(50) 4.0e 8.2d
5.22e
O1 9.11(41)
d Estimated from an interpolation of the widths ΓM1−M5 and ΓN1−N5 reported for Au and Bi
by McGuire in Refs [59] and [84], respectively.
e Svensson et al. [35] (XPS measurements, results not corrected for spectrometer resolution).
f Ohno and Wendin [88].
Errors on present results correspond to the diagonal elements of the error matrix
associated to the least-squares-fit method. They vary from about 1% (M1-subshell)
to about 7% (N3-subshell). The precision depends on the number of transitions
in which the considered level is involved, the uncertainties of the widths of these
transitions and on the relative value of the level width with respect to the widths
of the associated transitions.
The comparison with Campbell and Papp’s values shows a fair agreement for most
levels, except for theM2, N2 and N3 ones for which significant differences of 2.4 eV,
3.1 eV and 1.9 eV, respectively, are observed, the widths of the three levels quoted
by Campbell and Papp being smaller than ours by about 30%. For the N4,5 levels,
a similar trend is observed but the deviations are smaller (15%). However, despite
the observed discrepancies, we are inclined to believe that present results for the
M2 and N2−5 levels are reliable for the following reasons. The M2 level width of
Hg recommended by Campbell and Papp was determined by interpolation from
the widths of the transitions L1−M2 of Au and Tl reported by Cooper [81], using
for the width of the 2s level their recommended value of 10.5 eV. The so-obtained
51
II. Energies and widths of atomic core levels in liquid mercury
M2 width was then increased by 0.2 eV to account for the too large correction
made by Cooper for the instrumental broadening. Since Campbell and Papp’s
value for the width of the L1-subshell is close to the one obtained in the present
work, the discrepancy observed for the M2- subshell originates from the width of
the L1−M2 transition quoted by Cooper which is certainly too small, as discussed
in the preceding subsection.
For the N2,3-subshells of elements above Z = 70, there are no recent XES data
except for actinides and only a limited number of XPS data. In addition, the
XPS data evince a considerable scatter. For this reason Campbell and Papp have
deduced their recommended N2,3 level widths from least-squares-fit curves that
run monotonically through the existing XPS data and join smoothly to modern
XES data that are available for Th [7] and U [6]. On the low-Z side, the curves
were anchored to the Xe N2,3 widths obtained from many-body theory (MBT)
calculations [89]. In our opinion, it is thus possible that the N2,3 level widths
quoted by Campbell and Papp for that region of the periodic table are questionable
and characterized by bigger errors than the quoted ones. Furthermore, comparing
the widths reported by Cooper [81] for the transitions L1−M2,3, L2−M4, L2−N4,
L2 − O4 and L3 − N5 with the results obtained in this work (see Table II.3), an
average ratio of 0.92 ± 0.03 is found for the two sets of values. Using this ratio to
adjust the widths of the transitions L1−N2,3 given by Cooper, new values of 18.6
± 1.0 eV and 16.9 ± 0.8 eV are found for the two transitions widths. Subtracting
then from the latter the L1 level width recommended by Campbell and Papp (10.5
± 2.0 eV), one obtains N2,3 widths of 8.1 ± 2.2 eV and 6.4 ± 2.1 eV that are still
smaller than our results but consistent with them.
For the N4,5-subshells several difficulties were also encountered by Campbell and
Papp. Actually, in the region 70 ≤ Z ≤ 83, XPS data are more numerous and clus-
ter quite closely but their results disagree with values derived from measurements
of the L2−N4 and L3−N5 transitions [81,90] which lie 1.5 eV to 3 eV higher. The
small number of available data from Auger electron spectroscopy (AES) [91] lie
also high relative to the XPS trend. As these XES and AES data are pretty old,
Campbell and Papp renounced to use them and preferred to employ the XPS data.
However, they mentioned that the so-determined widths could be somewhat too
small and that it would be therefore desirable to cross-check them with a modern
set of measurements of the L2 −N4 and L3 −N5 X-ray line widths.
Existing experimental information for the level widths of Hg is scarce. Data were
52
II. Energies and widths of atomic core levels in liquid mercury
found only for the L, N and O-subshells. The L-subshells widths were determined
by Keski-Rahkonen et al. from X-ray absorption spectroscopy (XAS) measure-
ments [34]. The obtained level widths are in agreement with present results for
the 2p levels but in strong disagreement for the 2s level for which a value smaller
by 4 eV is reported in that work. For the N and O-subshells XPS data were pub-
lished by Svensson et al. [35]. However, quoted level widths were not corrected
for the instrumental broadening and no indication is given for the uncertainties
attached to the quoted values. Nevertheless, one sees in Table II.4 that a satisfac-
tory agreement with present results is observed for the N1 and N2 levels, whereas
for the N3−5 levels, the XPS widths are 0.5-1.5 eV smaller than present results.
Note that Svensson’s values for the N3−5 levels are close to Campbell and Papp’s
ones because, as discussed above, the latter were determined precisely from XPS
data, those of Svensson included. In [35], level widths are also reported for the
O-subshells. Values of 6 eV, 5.7 eV, 0.86 eV and 1.33 eV are given for the 5p1/2,
5p3/2, 5d3/2 and 5d5/2 levels of solid Hg. As for the N -subshells, the values were
not corrected for the instrumental resolution. Assuming for the L1−3 level widths
our values of 10.3(4) eV, 5.90(13) eV and 6.46(12) eV, O2−5 widths of 9.0(8) eV,
8.1(7) eV, 1.6(4) eV and 1.1(2) eV are obtained from the widths of the transitions
L1−O2,3, L2−O4 and L3−O5 presented in Table II.3. One sees that except for the
5d5/2 level, Svensson’s values are again 1-3 eV smaller than ours. These discrep-
ancies between the level widths determined in the present work and those derived
from XPS measurements are, however, not really surprising since it is well estab-
lished that several factors complicate the experimental determination of natural
lifetime broadenings in XPS core-level spectroscopy. In particular, the asymmetry
characterizing XPS peaks makes difficult the determination of the contribution
of the lifetime broadening to the observed line shape [92]. This contribution is
generally determined by considering the half-width at half-maximum (HWHM)
on the low-binding energy side of the XPS peaks instead of the full-width at half-
maximum (FWHM). However, lifetime broadenings extracted from HWHM widths
are only correct if effects such as, e.g., the couplings of the core-electron transitions
to many-electron excitations of the valence electrons, that may affect the positions
and intensities of the profile centroids, are negligible.
Considering now the last column of Table II.4, one sees that Krause and Oliver’s
semi-empirical values for the K-shell and L1,2-subshells [77] are in agreement with
present level widths. For the L3-subshell, however, both values are consistent only
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if the interval of the combined error is extended to 2-σ. Theoretical predictions
from Chen et al. for the K-shell [78], L2,3-subshells [79] and M4,5-subshells [80]
are well reproduced by our results. On the contrary, due to the above mentioned
difficulty of theory to predict precise Coster-Kronig transition probabilities, the
M1 and to a lesser extent the L1 and M2,3 level widths obtained in our work
are significantly overestimated by Chen’s et al. calculations [68,79]. A comparison
with the theoretical level widths reported by McGuire [83–85] shows the same trend
for theory to overestimate the experimental results but in this case the deviations
are even more pronounced. However, for the M4,5 subshells which are not affected
by Coster-Kronig transitions, McGuire’s predictions are consistent with present
results. Data from non-relativistic MBT calculations by Ohno and Wendin [88]
were also found for the N -subshells. In this study different approximations were
probed. Results quoted in Table II.4 correspond to the so-called A2 approximation
corresponding to a frozen-core potential and relaxed Auger energy. As shown,
the MBT results are smaller than McGuire’s predictions and much closer to the
experimental widths found in our work. For the 4p3/2 level, however, a significantly
smaller value than ours is provided by these MBT calculations. Finally, let us
mention that a quick survey of the magnitude and trends of theoretical predictions
for the total level widths can be obtained from the graphs published by Keski-
Rahkonen and Krause [93]. However, as it is rather difficult to extract precise
values from the logarithmic scales of these plots, we have renounced to quote
these values in Table II.4.
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II.5 Summary and concluding remarks
High-resolution measurements of the fluorescence X-ray emission of liquid mercury
were performed. X-ray transitions above 11 keV were measured with a transmission
DuMond-type crystal spectrometer, transitions below 11 keV with a reflection von
Hamos-type crystal spectrometer. From the observed spectra, precise and reliable
data for the energies and widths ofK, L andM X-ray transitions were determined.
Energy shifts and/or line broadenings resulting from M and N -satellites were
accounted for in the data analysis. Solving by means of a least-squares-fit method
the two linear systems of simultaneous equations built on the transition energies
and transition widths obtained from the data analysis, the binding energies and
natural widths of most core-levels of Hg could be deduced.
Bearden’s transition energies [31] that are still used as references in many modern
spectroscopy works were found to be inconsistent with present results for more than
30% of the measured transitions, deviations as big as 20 eV being observed. In
contrast to that a perfect agreement was found between our results and theoretical
transition energies published recently [30].
For the binding energies of the ten core-levels that could be extracted from our
work, a more or less satisfactory agreement was observed with Bearden and Burr’s
values [63] which, despite their age, still represent the main data base for binding
energies of core-levels of mid-Z and high-Z elements. However, present binding
energies were found to be systematically higher by about 1 eV, a discrepancy of
approximately 4 eV being even observed for the L1-subshell.
Present transition widths were compared to available experimental, semi-empirical
and theoretical data. In general, existing information was found to be scarce and
in most cases old. For the K transitions the semi-empirical values from Krause
and Oliver [77] are in agreement with our results, whereas the experimental val-
ues reported by Salem and Lee [75] lie significantly higher. For the widths of
the few L transitions quoted by Salem and Lee, smaller deviations are, however,
observed. The comparison with results of theoretical calculations showed a satis-
factory agreement except for the transitions involving a 2s or 3s vacancy in the
initial or final state.
The fifteen atomic level widths deduced from our measurements were compared
principally to the recommended values reported recently by Campbell and Papp
[33]. A fair agreement was found for most levels. The discrepancies observed for the
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M2 and N2,3-subshells were discussed and tentative explanations were proposed.
Results of theoretical predictions from different sources were also considered. As
for the transition widths, it was found that theory provides reliable predictions,
except for the levels whose lifetime broadenings are dominated by Coster-Kronig
transitions. In these cases, the calculations, except the MBT ones, overestimate
considerably the experimental level widths.
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III.1 Introduction
The radiative decay of hollow K-shell atoms, i.e., atoms with an empty K-shell,
leads to the emission of X-rays that are shifted towards higher energies as compared
to the parent diagram lines decaying ions with a single vacancy in the K-shell. The
K-shell vacancy which is not filled by the radiative transition is called the spectator
vacancy because it is not directly involved in the transition. The energy shift is
due to the diminution of the electron screening originating from the removal of the
second 1s electron which leads to enhanced binding energies for the atomic levels.
As the enhancement diminishes with the principal quantum number of the atomic
levels, the binding energy change of the K-shell is bigger than the one of outer
shells, which results into a net increase of the transition energy. More generally,
atomic structure calculations show that the energy shifts of X-ray lines emitted
by doubly-ionized atoms decrease with the principal quantum number of the shell
where the spectator vacancy is located. For this reason L-shell X-ray satellites,
i.e., X-rays emitted by ions having an additional spectator vacancy in the L-shell,
are more shifted than M -shell satellites, which in turn are more shifted than N -
shell satellites. For K X-rays, the strongest energy shift is thus observed when
the spectator vacancy is located in the same shell as the initial vacancy involved
in the transition, i.e., the K-shell. In this case the shift is much bigger than the
one observed for L satellites and for this reason X-rays emitted by doubly K-shell
ionized atoms are named K hypersatellites.
The first theoretical investigation of the radiative decay of hollow atoms was done
by Heisenberg [94] already 90 years ago but the first experimental evidence con-
cerning the radiative decay of hollow K-shell atoms was reported only in 1953
by the future Nobel prize winner G. Charpak [95]. Charpak’s approach consisted
to measure in coincidence the two X-rays emitted sequentially by the radiative
decay of hollow K-shell 55Mn atoms (Z=25) resulting from the nuclear decay of
55Fe (Z=26) via electron capture (EC), using two gas proportional counters for
the coincident detection of the photons. In this pioneering work, the double 1s
ionization of the Mn atoms resulted directly from the nuclear decay, the first 1s
electron being captured by the Fe nucleus (EC) and the removal of the second re-
sulting from the atomic inner-shell rearrangement processes following the nuclear
decay. Actually the two X-rays detected in coincidence corresponded to a cascade
of a K hypersatellite transition followed by a L-satellite transition but the small
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energy difference between these two different X-rays could not be distinguished by
Charpak with the employed gas detectors. A similar coincidence experiment was
performed some years later by Briand et al. [96] to investigate the radiative decay
of double 1s vacancy states in 71Ga atoms (Z=31) produced by the K-EC decay
of the 71Ge isotope (Z=32). This time, however, Briand and his coworkers used
two solid state detectors whose energy-resolution allowed them to partly resolve
the Kα1,2 hypersatellite from its parent diagram line. It is interesting to note
here that in the early days of X-ray spectroscopy (XRS) the X-ray line associated
to the K−2-K−1L−1 transition was usually named Kα4 satellite [97] and to our
best knowledge the word Kα-hypersatellite was used for the first time in 1971 by
Briand et al. in [98].
The probability to produce a double K-shell ionization via nuclear decay processes
such as EC, β-decay or α-decay is very weak, typically in the order of 10−4. The
same holds for the excitation of the sample with photons, double K-shell pho-
toionization (DPI) probabilities varying between 10−2 for light elements down to
10−6 for high-Z elements as a consequence of the approximate Z−4 dependence of
the DPI cross section. In both the nuclear decay and DPI processes, the second 1s
electron is removed as a result of a shake [99,100] or knockout (KO) process [101].
The shake process is a quantum mechanics effect in which a bound electron can
be ionized [shakeoff (SO)] or promoted into an unfilled outer subshell [shakeup
(SU)] as a consequence of the sudden change of the atomic potential following the
photoabsorption. In the KO mechanism which can be regarded as an inelastic
electron-electron scattering, the second electron is ionized by the 1s photoelectron
in a (e,2e)-like electron collision. The KO process, sometimes also named TS1
process, dominates at low photon energies, whereas at high photon energies the
SO mechanism prevails [23, 24].
Early DPI works were carried out using conventional X-ray sources [102,103]. The
advent of synchrotron radiation facilities about 20 years ago providing intense,
monochromatic and energy tunable X-ray beams combined with the development
of modern high energy-resolution wavelength-dispersive spectrometers (WDS) gave
a new boost to the domain (see e.g. [24, 104–107]). The same holds for the more
recent advent of X-ray free electrons laser (XFEL) facilities. XFEL beams are
already available at LCLS (Linac Coherent Light Source) in Menlo Park, USA,
at SACLA (Spring-8 Angström Compact free electron LAser), in Hyogo, Japan
and at Fermi FEL/Elettra in Trieste, Italy. Some other facilities are being con-
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structed in several countries such as Germany (European XFEL in Hamburg) and
Switzerland (SwissFEL/PSI in Villigen). In the XFEL case, the extremely short
(a few femtoseconds), intense (about 1011 photons) and micro-focused coherent
X-ray pulses permit to produce double K-shell vacancy states via the absorption
of two photons by the same atom [108–112]. In the XFEL DPI the first and sec-
ond 1s electrons are removed sequentially by two subsequent photons belonging to
the same XFEL pulse. Actually, the pulse is so short that the second electron is
removed before the decay of the first vacancy. For Fe the probability of double K-
hole formation via sequential absorption of two photons is about 60 times higher
than the one of the single-photon DPI [113].
Double 1s vacancy states can also be produced by impact with electrons, using
electron guns [22,114]. However, as most electron guns cannot be operated above
about 20 kV, only low-Z elements were investigated. An alternative method for
studying the double K-shell ionization induced by electron impact consists to
use as sample the X-ray tube anode itself. This approach allows to extend the
electron-induced K-hypersatellite measurements to heavier elements [17, 115]. In
collisions with electrons, the double K-shell ionization results from shake and TS2
processes. The TS2 process corresponds to a sequential inelastic scattering of
the same incoming electron on two bound electrons. Since the shake and TS2
processes are characterized by small probabilities, K-hypersatellites induced by
electron impact are also very weak.
StrongerK-hypersatellite signals can be obtained by bombarding the samples with
charged particles such as protons [116], α-particles [18] or heavy ions (HI). In this
case, due to the strong Coulomb field of the charged projectile, several inner-shell
electrons can be indeed ionized simultaneously. X-ray spectra induced by impact
with charged particles exhibit rich satellite and hypersatellite structures. As the
multiple ionization cross section varies as Z2, where Z is the atomic number of the
projectile, the satellite and hypersatellite yields resulting from atomic collisions
with heavy ions are much higher than those produced by photon and electron
impact. However, to unravel the complex structure of HI-induced X-ray spectra,
the use of high-resolution detectors such as crystal spectrometers is mandatory.
The first observation of Kα hypersatellites originating from heavy ion-atom col-
lisions was reported by Richard et al. [117]. This pioneering work was followed
by few other studies [25, 118–121]. Some high-resolution measurements of L- and
M -hypersatellites of mid-heavy and heavy elements [26–28] were also performed.
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Energies of hypersatellite transitions are more sensitive than diagram transitions
to the Breit interaction, quantum electrodynamics (QED) corrections and rela-
tivity effects. Precise energy measurements of hypersatellite X-rays are therefore
very useful to probe the goodness of atomic structure calculations. From the
hypersatellite-to-diagram line yield ratios, the double-to-single K-shell ionization
cross section ratios can be derived for the investigated HI-atom collisions. This
permits to check the reliability of the predictions from different theoretical models
such as the SCA (Semi-Classical Approximation) and CTMC (Classical Trajec-
tory Monte-Carlo (CTMC) models. Well established double K-shell ionization
cross sections are also needed for the interpretation of the X-ray radiation from
the Universe [21], for plasma diagnostics [20], for the development of new X-ray
sources [122] and also for the understanding of the X-ray emission from matter irra-
diated by photon beams of extreme fluences such as XFEL beams [108]. The Kαh1
hypersatellite corresponds to the spin-flip transition (1S0-3P1) which is forbidden
by the E1 selection rules in the pure LS-coupling scheme. The Kαh1 transition is,
however, allowed in the jj-coupling scheme. The Kαh2 hypersatellite corresponds
to the transition (1S0-1P1) which is allowed by the E1 selection rules in both cou-
pling schemes. As a consequence, the Kαh1/Kαh2 intensity ratio allows to probe the
intermediacy of the coupling scheme across the periodic table [17, 18]. A further
interest of hypersatellite X-ray lines resides in their natural line widths from which
the mean lifetimes of double 1s vacancy states can be derived and compared to
theory.
In the present study, the Kα-hypersatellite X-ray spectra of Ca, V, Fe and Cu
bombarded by fast C and Ne ions were measured in high energy-resolution. For
the two lightest elements, the Kβ-hypersatellites could be also observed. Ca and
three 3d elements were chosen as target samples because for these elements some
experimental photon and electron hypersatellite data were available, while HI hy-
persatellite information is still scarce in this part of the periodic table.
The chapter is organized as follows: in the next section the experimental setup used
for the measurements is presented. The third section concerns the data analysis
and, in particular, the problems encountered during the analysis of the complex
X-ray spectra and the adopted solutions. Results concerning the energies, line
widths and double 1s ionization cross sections are presented and discussed in the
fourth section, whereas the main results of this work and their significance are
summarized in the fifth section.
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III.2 Experiment
The experiment was carried out at the Paul Scherrer Institute (PSI) in Villigen,
Switzerland, within a collaboration with the group of Prof. M. Budnar from
the Jozef Stefan Institute of Ljubljana. The Ca, V, Fe and Cu K-shell single
and double vacancy states were produced by bombarding the samples with 12
MeV/amu carbon and 9 MeV/amu neon beams. The sample X-ray emission was
measured by means of high resolution X-ray spectroscopy using the von Hamos
curved crystal spectrometer of Fribourg [38].
III.2.1 Spectrometer
In the von Hamos geometry (see Fig. ??), the X-ray emission from the target is
diffracted by a cylindrically bent crystal and the diffracted beam is collected with a
position sensitive detector. The crystal views the target through a narrow vertical
rectangular slit which is kept fixed in space and represents the effective source of
radiation. The latter is thus a line-like source having the same dimensions as the
slit. The slit, front plane of the detector and axis of curvature of the crystal are
all located in the same vertical plane. The dispersion axis of the spectrometer is
parallel to the crystal curvature axis, whereas the cylindrical crystal curvature
provides a vertical focusing of the diffracted beam, which permits to increase
drastically the collection efficiency of the diffracted X-rays.
For a single position of the crystal and detector, a certain angular range is sub-
tended by the crystal so that a several tens of eV wide energy domain can be
measured with the von Hamos spectrometer in a scanless mode of operation. The
covered energy domain is limited mainly by the length `det (in the direction of
dispersion) of the employed position-sensitive detector. For a given Bragg angle ϑ
the energy range δE covered by the spectrometer is given approximately by:
δE ∼= `det4R · sin(2ϑ) · E, (III.1)
where R stands for the distance (measured perpendicularly to the dispersion axis)
between the crystal and detector surfaces, i.e., the radius of curvature of the crys-
tal, and E the energy of the measured X-rays. To cover a wider energy domain, the
central Bragg angle is modified by translating the crystal and the detector along
axes which are parallel to the direction of dispersion, the translation distance of
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the detector being twice that of the crystal.
For each crystal-detector translation, the target is also moved along an axis per-
pendicular to the dispersion axis so that the target remains aligned with the slit
center to crystal center direction. Furthermore, the target displacement and the
orientation of the slit around its vertical axis are mechanically correlated so that
the slit is always perpendicular to the target-to-crystal direction. Note that the
target being placed behind the slit, the target width seen by the crystal depends on
the target alignment with respect to the slit-crystal direction and is significantly
bigger than the slit width. This may also contribute to enhance the spectrometer
luminosity in the case where the incoming particle beam is rather wide like in the
present experiment. The crystal, detector and target translations as well as the
target alignment are carried out by means of remote-controlled stepping motors
with a sensitivity of 5 µm for the crystal and detector translation, 2.5 µm for the
target translation and 0.225◦ for the target alignment.
For the present experiment, the spectrometer was equipped with two crystals.
For the Ca and V measurements, a LiF(200) crystal (2d = 4.0280 Å) was used
while for the Fe and Cu measurements a SiO2(22¯3) crystal (2d = 2.7500 Å) was
employed. The LiF(200) crystal plate was 9.9 cm high, 5 cm wide and 0.6 mm
thick while the corresponding dimensions of the SiO2(22¯3) crystal were 10 cm x
5 cm x 0.4 mm. Both crystals were glued on aluminium blocks machined to a
concave cylindrical surface with a radius of R = 25.4 cm. For the detection of the
diffracted X-rays, a front illuminated deep depleted CCD camera was used. The
CCD chip consisted of 1024 × 256 pixels with a pixel resolution of 27 µm and a
depletion depth of 50 µm. The CCD camera was cooled down to -60 0C. For each
sample several energy domains corresponding to different detector positions were
needed to cover the whole energy range corresponding to the K X-ray spectrum.
The detector positions were chosen so that neighbouring energy domains were
partly overlapping.
III.2.2 Samples
The vanadium, iron and copper targets consisted of thin 20 mm high x 6 mm
wide metallic foils with purities of 99.8+%, 99.85% and 99.97%, respectively. For
calcium, thin foils were prepared by laminating 99.0% pure lumps with an in-house
roller press until the appropriate thickness was reached. The obtained samples were
then cut to have the same dimensions as the metallic foils. As calcium is highly
63
III. Hypersatellite decay of 20 6 Z 6 29 target elements bombarded by heavy-ions
hygroscopic and reacts with moisture contained in air, the calcium samples were
stored in vacuum until they were mounted on the target holder in the spectrometer
chamber. For the measurements, each target was tilted around a vertical axis
passing through the target center so that the normal to the target front surface
coincided with the bisector of the angle between the incoming heavy-ion beam and
the slit-to-crystal direction. This target alignment was kept at the same value for
the whole K X-ray spectrum of a given target so that theKα andKβ diagram and
hypersatellite lines were all measured with the same angle between the incoming
beam and the target surface.
The hypersatellite transitions of interest being rather weak as compared to their
parent diagram transitions, hypersatellite spectra with a good enough statistics
needed the use of thick enough samples. Too thick samples, however, would have
led to large particle energy losses with two adverse side effects: first an overheat-
ing of the targets whose temperature could reach the melting point and secondly
difficulties in the interpretation of the results due to the strong variation of the
heavy-ion energy in the sample (see next Sect.). As the ionization cross section
varies non linearly with the projectile energy, a meaningful comparison with the-
ory requires indeed that the average projectile energy in the sample Eav remains
reasonably close to the incident energy Ein. Thus, the target thicknesses were
chosen (see Table III.1) as a compromise between a high enough intensity of the
sample X-ray emission and a reasonably small loss of the projectile energy in the
sample.
Table III.1 – Target thicknesses [mg/cm2]
Projectile Calcium Vanadium Iron Copper
C4+ 6.41 16.94 16.95 17.11
Ne6+ 1.86 2.94 3.15 2.61
III.2.3 Heavy-ion beams
The C4+ and Ne6+ ions produced by a 10-GHz CAPRICE ECR source were in-
jected into the variable energy Philips cyclotron of PSI and accelerated to final
energies of 143.0 MeV and 179.0 MeV, respectively. The intensity of the heavy-ion
beams was in the range of 100–200 nA. The beam spot size on the targets was
typically 9 mm-high and 6 mm-wide. During the deceleration of the heavy ions in
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the samples, the remaining electrons of the projectiles were removed so that the
investigated collisions can be considered as collisions between neutral atoms and
fully stripped heavy ions.
The specific energy loss dE/ds of the projectiles in the target was parametrized
by means of the following relation:
dE
ds = −c · E
−ν . (III.2)
The constants c and ν were deduced from a double logarithmic interpolation of
specific energy loss values computed with the SRIM code developed by Ziegler
and Biersack [123]. The energy of the projectile after a penetration depth s can
be deduced from Eq. III.2:
E(s) = [Eν+1in − c(ν+1) · s]
1
ν+1 , (III.3)
so that the energy of the emerging projectiles is given by:
Eout = E(s =
h
ρ · cosφ), (III.4)
where h is the target thickness in [g/cm2], ρ the target specific weight in [g/cm3]
and φ the angle between the normal to the target surface and the direction of the
incoming heavy-ion beam.
The average projectile energy in the sample depends on the single, respectively
double, K-shell ionization cross section which in turn varies as a function of the
projectile energy and on the photon mass absorption coefficient of the target for
the X-ray transition of interest. The average energy of the projectiles in the target
was determined using the following expression:
Eav =
∫ h
ρ
0 E( xcosφ) · σK,KK [E( xcosφ)] · exp[−µ(EX) · ρ · xsin(ϑ+φ) ]dx∫ h
ρ
0 σK,KK [E( xcosφ)] · exp[−µ(EX) · ρ · xsin(ϑ+φ) ]dx
, (III.5)
where σK or σKK stands for the single or double K-shell ionization cross section
and µ represents the mass absorption coefficient in [cm2/g] for the X-ray transition
of interest of energy EX . The cross sections σK and σKK were calculated within
the SCA model using the code IONHYD of Trautmann and Rösel [124], whereas
the mass absorption coefficients were taken from the NIST database XCOM [125].
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Table III.2 – Energies of incoming and emerging projectiles for the four
investigated targets as well as average energies corresponding to the X-ray
transitions of interest. For details, see text.
Projectile Target Angle
φ [deg]
Eout
[MeV]
Eav(Kα)
[MeV]
Eav(Kαh)
[MeV]
Eav(Kβ)
[MeV]
Eav(Kβh)
[MeV]
C Ca 19.575 135.8 140.0 139.9 139.9 141.9
143.0 MeV V 27.225 125.8 136.9 136.6 136.5 141.4
Fe 24.525 125.5 136.2 136.0 135.8 140.6
Cu 29.250 126.0 136.1 135.9 135.8 139.9
Ne Ca 19.575 172.0 175.7 175.6 175.6 176.5
179.0 MeV V 27.225 169.2 174.4 174.3 174.3 175.5
Fe 24.525 168.5 174.0 174.0 173.9 174.9
Cu 29.250 170.6 174.9 174.9 174.9 175.4
The so-obtained average energies are listed in Table III.2. One sees that for each
collision type, the average energies corresponding to the Kα and Kβ diagram
lines and the Kαh hypersatellites are nearly the same. The average energies of the
Kβ hypersatellites are slightly bigger because the energies of these transitions lie
above the K-absorption edges, which increases their self-absorption as compared
to the other transitions. As a consequence, for Kβh transitions the contribution to
the observed intensity of the front part of the target, where the projectile energy
is higher, is somewhat bigger than that of the rear part, which results into an
increase of the average projectile energy.
As shown in Table III.2, the energy Eout of the emerging projectiles varies, depend-
ing on the target species and thickness, between about 125 MeV and 135 MeV for
C and between 168 MeV and 172 MeV for Ne. To minimize the background due
to the production of nuclear reactions in the beam stopper, the latter was made of
Pb. For this heavy element, the threshold energies (Coulomb barriers) for nuclear
reactions lie indeed relatively high (72 MeV and 114 MeV for the C and Ne pro-
jectiles, respectively) so that the nuclear cross sections for the above mentioned
emerging projectile energies are far below their maximum. In addition, the beam
stopper was placed reasonably far from the CCD detector (see Fig. III.1) and a
supplementary γ-ray shielding was installed between the beam dumper and the
CCD detector.
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Figure III.1 – Photograph of the von Hamos spectrometer as installed in
the experimental hall A of the Philips variable energy cyclotron of PSI. The
cartoon bubble on the left shows the location of the lead beam stopper and
the one on the right the connection of the spectrometer chamber to the beam
line via a flexible bellow.
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III.3 Data analysis
III.3.1 Energy calibration and instrumental broadening
Energy calibration of the spectrometer
For the energy calibration of the von Hamos spectrometer, measurements of the
photoinduced Kα1,2 diagram transitions of the four samples were performed. The
sample fluorescence was produced using the Bremsstrahlung from a Cr anode side-
window X-ray tube. The reference energies of 3691.719(49) eV, 4952.916(59) eV,
6404.0062(99) eV and 8047.8227(26) eV reported in [30] for the Kα1 transitions
of Ca, V, Fe and Cu, respectively, were assigned to the fitted centroids of the
corresponding X-ray lines. The energy calibration of the heavy-ion-induced X-ray
spectra was then performed using the following formula:
Ei =
n
no
· tan(ϑo)tan(ϑi)
·
√√√√ 1 + [tan(ϑi)]2
1 + [tan(ϑo)]2
· Eo, (III.6)
where Ei represents the energy corresponding to the pixel pi, n and n0 are the
diffraction orders with which the X-ray spectrum to be calibrated and reference
X-ray line were measured, and ϑo and ϑi stand for the Bragg angles related to the
fitted centroid pixel p0 of the reference X-ray line and pixel pi of the heavy-ion-
induced spectrum. The Bragg angles are given by:
tan(ϑ0) =
2 · R
xdet,0 − (512− p0 · b) · wpixel
(III.7)
and
tan(ϑi) =
2 · R
xdet − (512− pi · b) · wpixel
, (III.8)
where xdet and xdet,0 correspond to the distances between the slit and CCD cen-
ter for the CCD positions corresponding to the measurements of the heavy-ion
spectrum and reference line, respectively, b represents the binning factor (see next
subsection, b = 1 for the case of no binning) and wpixel stands for the pixel size.
Instrumental broadening
For all samples the instrumental response was found to be well reproduced by a
Gaussian function. The Gaussian width of the instrumental response is mainly
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due to the slit width, the Darwin width and/or crystal mosaicity and the spatial
resolution of the detector. The slit width affects the instrumental resolution and
luminosity of the spectrometer in opposite ways. In this experiment, a slit width
wslit of 0.2 mm was thus adopted as a compromise between a high enough energy
resolution and acceptable luminosity. The contribution of the slit width and CCD
pixel size to the energy resolution of the spectrometer are given by the relations
II.3 and II.4 presented in the Sect. II.6.
Actually, the instrumental energy broadening was not calculated but determined
experimentally from the fits of the above-mentioned X-ray tube-based measure-
ments. The Kα1 diagram X-ray transitions taken as references were fitted with
Voigt functions. In the fits, the Lorentzian natural line widths were kept fixed
at the values recommended by Campbell and Papp [33], whereas the standard
deviations σ of the Gaussians representing the instrumental response of the spec-
trometer were used as free fitting parameters. The values of σ obtained from the
fits are listed in Table III.3.
Table III.3 – Experimental broadening parameter σ in [eV] as determined
from the fits of the Kα1 transitions used for the energy calibration
Projectile/Crystal Calcium Vanadium Iron Copper
C4+/LiF (200) 0.699(7) 1.152(13)
C4+/SiO2(22¯3) 0.943(20) 1.444(18)
Ne6+/LiF (200) 0.718(4) 1.222(11)
Ne6+/SiO2(22¯3) 0.956(15) 1.341(17)
One can see in Table III.3 that, except in one case, the instrumental broadenings
σ measured during the Ne experiment are slightly bigger than those determined
during the C experiment and not consistent with the latter within the combined
errors. This is possibly due to the fact that the slit was a little bit more open
during the second experiment which was performed about one year later.
As the instrumental broadening is expected to vary smoothly with the photon
energy, a linear function was assumed for σ(E). Thus, for each crystal the latter
was approximated by a straight line defined by the points (EKα1(Ca), σCa) and
(EKα1(V ), σV ) for the LiF (200) crystal and (EKα1(Fe), σFe) and (EKα1(Cu), σCu) for
the SiO2(22¯3) crystal.
The FWHM energy resolution ∆E=2.35·σ corresponding to the average values of
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the standard deviations quoted in Table III.3 is depicted for both crystals in Fig.
III.2 together with the calculated energy broadening contributions due to the slit
width and spatial resolution of the CCD detector. As shown in Fig. III.2, the
energy broadening originating from the CCD is about 10× smaller than the one
due to the slit. For this reason, the 27 µm resolution of the CCD detector was not
really needed and a software binning of four adjacent column pixels was performed
off-line in order to obtain higher count rates in the one-dimensional energy spectra.
It is also interesting to note that the slit and CCD contributions represent together
almost 90% of the total experimental broadening for the SiO2(22¯3) crystal and only
about 60% for the LiF(200) crystal. This is due to the fact that for the LiF(200)
crystal the Darwin width is significantly bigger than the one of the SiO2(22¯3)
crystal. For instance at 6 keV, the Darwin widths of the two crystals amount
to 37.3 µrad and 11.8 µrad, respectively. In addition, whereas quartz can be
considered as a perfect crystal, the LiF crystal is partly mosaic, which contributes
to further increase the contribution of the crystal to the observed total broadening.
Figure III.2 – FWHM energy resolution of the von Hamos spectrometer
as a function of the photon energy for the LiF (200) (red solid line) and
SiO2(22¯3) (green solid line) crystals. The slit (red and green dashed lines)
and CCD (red and green dotted lines) contributions are also depicted. Note
that the CCD contribution is multiplied by 10.
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III.3.2 Data correction and normalization
Beam intensity
The beam intensity was monitored by measuring the Kα, β x-ray emission of the
target with a 500 µm-thick Si PIN photodiode. The latter was placed on the
crystal support above the crystal so that it viewed the target through the slit as
the crystal. For each sample, the photodiode was oriented so that its entrance
window was perpendicular to the direction defined by the slit and crystal center.
In the ADC spectrum of the photodiode, an energy window was set on the Kα, β
x-ray lines of the target and the x-ray yields collected in this window served to
monitor the beam intensity. Furthermore, a gate was set on the ADC to control the
photodiode data acquisition. Actually this gate trigged by the CCD shutter signal
blocked the photodiode data acquisition when the CCD shutter was closed. Thus,
data were collected synchronously with the CCD detector and the photodiode. For
each target, the x-ray yields of the partial spectra corresponding to consecutive
CCD positions were normalized to the intensity of the first energy region using the
Kα, β yields measured by the photodiode for the different regions.
To take under control the possible neutron activation of the spectrometer chamber
by the neutrons produced in the beam stopper, a neutron detector was placed
behind the latter. The number of neutrons collected during each measurement
corresponding to a particular CCD position was also used to crosscheck the Kα, β
X-ray-yield provided by the photodiode for this measurement.
Beam profile
A simple ray-tracing shows that in the von Hamos slit geometry, the different
pixels’ columns of the CCD detector do not see the same part of the sample, the
pixels’ columns of the left part of the CCD viewing the right part of the sample and
vice-versa. If the intensity distribution of the heavy-ion beam is not homogeneous,
the inhomogeneity is reflected in the X-ray yields measured by the CCD, which
can distort the shape of the measured X-ray spectrum. However, if the beam
intensity profile along the transverse direction is known, the CCD spectrum can
be corrected by normalizing the intensity of each column of pixels to the intensity
of a column of pixels taken as reference using the ratio of the beam intensities
integrated over the profile intervals viewed on the target by the column of interest
and the column of reference.
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Figure III.3 – Schematic representation of the target regions corresponding
to the beam impact and to the area viewed by the crystal through the slit.
The target focus axis (TAF) is parallel to the direction of the incoming beam.
When moving the target along this axis, the surface viewed by the crystal
changes from (B1B′1) for the 1st position of the target to (B2B′2) for the 2nd
position, while the activated sample area remains the same (AA′).
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The beam intensity profile was determined with the von Hamos spectrometer itself.
A narrow vertical stripe covering the Kα1 X-ray line was first selected on the
CCD. Then, the integrated intensity of this CCD stripe was measured for several
successive positions of the sample moved along the direction of the beam. As shown
in Fig. III.3, moving the sample along the beam axis and measuring the sample X-
ray emission at a constant Bragg angle amounts indeed to probing the horizontal
distribution of the beam intensity. The so-obtained intensity points were then
interpolated with a polynomial. The left and right limits of the profile interval
seen by each column of pixels were determined with an ray-tracing code for all
detector positions needed to cover the whole K X-ray spectrum of the considered
sample. For illustration, the beam intensity profile corresponding to the carbon-
calcium collision is depicted in Fig. III.4 together with the profile intervals seen
by the pixels’ columns 1 and 1024 for the first and ninth detector positions. The
spacing between the two intervals corresponding to the first region is bigger than
the one of the ninth region, because the distance between the slit and the crystal
center is smaller for the 1st region than for the 9st one.
Figure III.4 – C beam intensity profile employed to correct the Kα X-
ray spectrum of Ca shown in Fig. III.5. The red and blue vertical stripes
represent the target areas seen by the pixels’ columns 1 and 1024 for the
CCD positions 1 (3650 eV-3750 eV) and 9 (4350 eV–4450 eV).
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The correction for the inhomogeneity of the beam intensity presented above is
reliable providing the following two assumptions are satisfied. First, short-time
fluctuations of the beam intensity and position are negligible and, second, the
active surface of the target is not (or only very slowly) damaged by the beam
impact. Both assumptions were checked and, in fact, we observed that slow drifts
of the beam position and small intensity variations did exist. To minimize the size
of the resulting systematic errors, relatively short measurements of the whole K
X-ray spectra were performed. These measurements were repeated several times
and the different scans were then summed together, leading to a smoothing of the
beam fluctuation effects. Furthermore, measurements of the beam intensity profile
were performed periodically.
Solid angle and effective size of the target
In the von Hamos geometry the solid angle of the spectrometer varies with the
Bragg angle and the one-dimensional energy spectra corresponding to the sums of
the filtered two-dimensional CCD images projected onto the dispersion axis have
to be corrected to account for this variation. For a given Bragg angle, i.e., photon
energy, the solid angle reads:
Ω(E) =
∫ ∆ϑD(E)/2
−∆ϑD(E)/2
∫ αmax(E)
αmin(E)
sin(θ)dθdψ. (III.9)
In the above formula, αmin(E)=[pi − αav(E)]/2, αmax(E)=[pi + αav(E)]/2 and
∆ϑD(E) represents the Darwin width for the photon energy E. The angle αav(E)
is defined by:
αav(E) = 2 · arctan[ hav(E)2 · l(E) ], (III.10)
where hav represents the average height of the crystal seen by the active part of the
target contributing to the production of the observed fluorescence and the length
l is defined by:
l(E) = Rsin[ϑ(E)] +
d
cos[ϑ(E)] , (III.11)
where R is the radius of curvature of the crystal, d the distance from the slit to
the TAF-axis and ϑ the Bragg angle.
The Darwin widths were calculated with the version 2.3 of the computer code XOP
(X-Ray Oriented Programs) [126]. In the calculation of the solid angle, the height
h of the crystal was replaced by hav because, depending on the detector position,
some points of the target may not see the full height of the crystal but only a
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part of it. To calculate hav(E), the vertical coordinates zt,max(E) and zt,min(E)
of the target points seen by the top and bottom pixels of the considered CCD
column were first calculated. The height ht(E)=zt,max(E)-zt,min(E) was compared
to the height of the beam spot hbeam and the effective height of the radiation
source heff (E) was determined by the condition heff (E)=Min[ht(E), hbeam]. The
effective source height heff (E) was then divided into 1000 small vertical segments
and the crystal height seen by each segment considered as a point-like source was
computed. Finally, hav was determined by calculating the average value of the
1000 partial heights. For example, the average heights calculated for the centroids
of the Kα diagram line and Kαh hypersatellite of Ca measured with the LiF(200)
crystal were found to be 5.24 cm and 5.72 cm, respectively and the corresponding
solid angles 12.1 µsr and 10.1 µsr. It can be noted that, in spite of hav(EhKα) >
hav(EKα), the solid angle corresponding to the Kαh hypersatellite is smaller than
the one of the Kα diagram line. This is due to the fact that l(EhKα) > l(EKα) and
∆ϑD(EhKα) < ∆ϑD(EKα).
As mentioned above, the effective height of the radiation source varies as a function
of the photon energy, i.e., the Bragg angle ϑ. The same holds for the source width
weff (E). The latter is given by:
weff(E) =
wslit
sin[ϑ(E) + φ] . (III.12)
The effective area of the photon source is then:
Seff(E) = heff(E) · weff(E). (III.13)
Finally, to account for the variation of the solid angle and effective source size as a
function of the photon energy, each point of the measured spectra was multiplied
by the normalization factor FΩ,Seff (E) defined by:
FΩ,Seff(E) =
Ω(Eref ) · Seff(Eref )
Ω(E) · Seff(E) . (III.14)
where Eref represents the energy corresponding to the pixel 512 of the first detector
position. The distances l, Darwin widths ∆ϑD, solid angles Ω, effective source areas
Seff and normalization factors FΩ,Seff computed for the X-ray lines of interest are
presented in Table III.4.
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Table III.4 – Distance l, Darwin width ∆ϑD, solid angle Ω, effective source
area Seff and normalization factor FΩ,Seff for the X-ray lines of interest.
The energy quoted in the 1st row of each element stands for the energy
corresponding to the reference pixel (pixel 512 of the 1st detector position).
For details, see text.
Crystal Target X-ray line l
[cm]
∆ϑD
[µrad]
Ω
[µsr]
Seff
[mm2]
FΩ,Seff
LiF Ca 3715 eV 35.12 78.5 11.85 1.86 1.000
(200) Kα 34.98 81.0 12.11 1.85 0.984
Kαh 36.17 64.3 10.15 1.89 1.149
Kβ 37.01 57.8 9.27 1.92 1.238
Kβh 38.81 59.1 9.53 1.97 1.174
V 4970 eV 44.2 38.2 5.90 1.98 1.000
Kα 44.04 37.8 5.85 1.98 1.009
Kαh 45.84 36.7 5.55 2.01 1.047
Kβ 47.82 35.7 5.25 2.04 1.091
Kβh 50.21 38.6 5.49 2.08 1.023
SiO2 Fe 6442 eV 39.76 10.7 1.74 1.93 1.000
(22¯3) Kα 39.54 10.9 1.77 1.92 0.988
Kαh 40.88 9.23 1.49 1.95 1.156
Cu 8079 eV 48.47 5.40 0.793 2.02 1.000
Kα 48.26 5.92 0.872 2.01 0.914
Kαh 49.86 5.40 0.778 2.04 1.009
Reconstruction of the spectra
As mentioned before, the whole energy range corresponding to the K-shell dia-
gram and hypersatellite lines could not be measured with a single CCD position.
Therefore, the full spectra were reconstructed by putting together the partial spec-
tra measured at several consecutive and partly overlapping CCD positions, each
partial spectrum having been normalized beforehand for the differences in acquisi-
tion times and beam intensities and corrected for the beam profile, solid angle and
effective target size according to the procedures discussed above. In some cases,
significant differences were found between the intensities of overlapping energy
regions. These discrepancies are probably due to small variations of the beam in-
tensity profile that occurred between two consecutive beam profile measurements.
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In such cases, the (n + 1)th spectrum was adjusted to the nth one by multiply-
ing it by a scaling factor determined from the difference of intensity between the
two overlapping regions. For illustration, the reconstructed whole X-ray spectrum
corresponding to the C4+-Ca collision is depicted in Figure III.5 (top panel). The
bottom panel shows the partial spectra corresponding to the nine different CCD
positions needed to cover the full energy range of interest. In the energy range
from 4250 eV to 4380 eV corresponding to the Kβ hypersatellite region, the statis-
tical fluctuations are smaller because this region was measured with a significantly
longer acquisition time.
Figure III.5 – Reconstructed K X-ray spectrum of Ca produced by im-
pact with 143 MeV C ions. In the top panel, the full spectrum is represented
within the same logarithmic intensity scale. The partial spectra correspond-
ing to the different CCD positions needed to cover the whole energy range
are plotted in the bottom panel. In this case the intensity scale is linear
but the intensities of the Kα and Kβ diagram lines were multiplied by 0.04
and 0.4, respectively, and offsets in the intensity scale were employed for the
different regions to better show the overlapping regions.
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III.3.3 Fitting procedure
General considerations
The spectra were analyzed by means of a least squares fit method using the software
package PeakFitr. As the natural line shape of an X-ray transition corresponds to
a Lorentzian function and the instrumental broadening can be well reproduced by
a Gaussian, Voigt profiles which result from the convolution of Gauss and Lorentz
functions [49] were employed to reproduce the shapes of the measured X-ray lines.
For each spectrum, the energies, Lorentzian widths and intensities of the mea-
sured lines as well as the parameters of the linear background were used as free
fitting parameters, whereas the standard deviation of the instrumental response
was kept fixed at the value detemined by interpolation from the known linear func-
tion σinstr(E) (see Sect. III.3.1). However, due to the number of transitions to be
analyzed in each spectrum and the intensities of the transitions of interest which
covered several orders of magnitude, convergence problems were encountered dur-
ing the fitting procedure. In order to circumvent these difficulties, the following
steps were taken.
The reconstructed spectra were divided into two or more parts containing struc-
tures of comparable intensities. The energies and Lorentzian widths of the most
intense X-ray lines were first extracted by fitting the first part of the spectrum and
the obtained values were then used as fixed parameters in the fit of the other parts.
Finally the whole spectrum was fitted simultaneously while releasing progressively
the previously fixed parameters. Such an iterative procedure allowed us to obtain
in most cases a steady convergence of the fits.
The goodness of the fits was probed by comparing the obtained intensity ratios
I(Kα2)/I(Kα1) to the values quoted in the Tables of Scofield [50]. The same was
done for the I(Kβ1,3)/I(Kα1,2) yield ratios. In this case, however, the intensities of
the Kβ1,3 transitions were corrected beforehand for the change of the target self-
absorption, crystal peak reflectivity and CCD efficiency (see Sect. III.3.4). The
natural widths of the diagram Kα1 and Kα2 lines were also kept fixed in these fits
at the values recommended by Campbell and Papp [33]. This was necessary to get
correct Kα1,2 intensities because the close-lying M -satellite structures could not
be resolved, the energy shifts of these satellites being smaller than the natural line
widths of the parent diagram lines. The L-satellite structures were fitted using a
number of components as small as possible in order to shorten the fitting time.
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This was a reasonable choice since the L-satellite transitions did not represent the
main interest of the present study.
In the fits of the photoinduced Kα1,2 lines measured for the energy calibration
of the spectrometer and the determination of the experimental broadening, slight
asymmetries were observed on the low energy sides of the lines measured with the
LiF (200) crystal. Such asymmetries were already observed in prior experiments.
They originate from the LiF crystal itself. The energy shifts, relative intensities
and widths of the asymmetries could be well determined from the analysis of the
calibration measurements and they were kept fixed in the fits of the heavy-ion-
induced spectra of Ca and V.
To get reliable results for the intensities of the weak hypersatellites, a particular
attention was devoted to the background in the fits of the hypersatellite spectra.
The high-energy tails of the intense Kα1,2 diagram and Kα1,2Ln satellite lines
which occur below the Kαh hypersatellites as well as the low-energy tails of the
Kβ1,3 diagram and Kβ1,3Ln satellite lines which occur above were included in the
fits, keeping their energies, widths and intensities at the values provided by the
fits of the corresponding regions.
M -satellites which are not resolved from their parent diagram lines but appear as
slight asymmetries on the high energy sides of the latter were considered in the
fits of the diagram lines with additional Voigtians. The energy separation between
the (n + 1)th- and nth-order M -satellites was assumed to be nearly constant for
any n-value and equal to the energy difference between the 1st order M -satellite
and the parent diagram line. The latter energy difference was deduced from the
corresponding photoinduced spectrum where 1st order M -satellites were also ob-
served as a result of shake processes. The intensity of the 1st orderM -satellite was
let free in the fit while the relative intensities of the higher-order satellites were
kept fixed at values determined from the intensity of the first satellite assuming a
binomial distribution for the M -satellite yields.
Kαh1 hypersatellites are forbidden by the electric-dipole selection rules in the L-S
coupling scheme. As this scheme prevails for light elements, Kαh1 hypersatellites
are significantly weaker than Kαh2 hypersatellites for low-Z elements as those in-
vestigated in the present experiment. For this reason, the Kαh1 lines were difficult
to extract from the background and the partly overlapping Kαh2L satellite struc-
ture, in particular for Ca and V. Good initial guess values which were taken from
available literature references were thus needed for the energies and relative inten-
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sities of these weak transitions. The guess values were first kept fixed in the fitting
procedure and, whenever possible, let free in subsequent iterations.
Specific points concerning the fitting of the spectra corresponding to the different
collisions are given hereafter.
Collision C4+ → Ca
Figure III.6 – C-induced Kα spectrum of Ca. The hypersatellite region is
shown enlarged in the inset.
The measured Kα spectrum is depicted in Fig. III.6. From the left to the right,
one can distinguish the Kα1,2 diagram line doublet, the Kα1,2L1 (at about 3720
eV) and Kα1,2L2 (3740 eV) satellites and the Kαh2 hypersatellite (3890 eV). The
weak bump around 3760 eV corresponds to the 3rd order L-satellite and the second
peak in the hypersatellite region to the overlapping Kαh1 hypersatellite and Kαh2L1
hypersatellite-satellite. As mentioned before, the natural widths of the Kα1 and
Kα2 lines were kept fixed in the fit at the values recommended by Campbell
and Papp [33]. This was needed to analyse properly the unresolved M -satellite
structure. The latter could be well reproduced by two Voigtians.
The fit of the hypersatellite region is shown in Fig. III.7. The well defined Kαh2 hy-
persatellite line was fitted with one Voigtian whose energy, intensity and Lorentzian
width were used as free fitting parameters. The second bump around 3910 eV was
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Figure III.7 – Fit of the C-induced Kα hypersatellite spectrum of Ca. The
top part of the Fig. shows the measured spectrum (open circles) and the total
fit (black curve). The fitted components are depicted in the lower part where
the red solid line represents the Kαh2 hypersatellite, the red dotted lines the
unresolved 1st and 2nd order M -satellites and the blue solid lines the 1st
and 2nd order L-satellites of the Kαh2 hypersatellite. The complex satellite
structure corresponding to the decay of quadruple K−2L−1M−1 vacancy
states was fitted with a single Voigtian (blue dotted line). The violet line on
the low energy side of the Kαh2 hypersatellite accounts for the asymmetric
response of the LiF crystal (see text). The Voigtian corresponding to the
extremely weakKαh1 hypersatellite (at about 3904 eV) cannot be seen within
the employed intensity scale.
fitted with two Voigtians, one for the Kαh2L hypersatellite satellite and another
one for the multiplet transitions decaying K−2L−1M−1 multi-vacancy states. A
single Voigtian was used to fit the Kαh1 hypersatellite. However, due to the very
small intensity of this line, only the energy could be let free. The Lorentzian width
was kept fixed at the same value as the one of the Kαh2 hypersatellite using the
share option provided by the PeakFitr program, and its intensity was fixed to
2.3% of that of the the Kαh2 transition according to the theoretical intensity ratio
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Figure III.8 – C-induced Kβ spectrum of Ca. The hypersatellite region is
shown enlarged in the inset.
reported in Ref. [127].
The Kβ spectrum is shown in Fig. III.8. The strongest line corresponds to the
Kβ1,3 diagram line. The asymmetry on the high-energy side is due to the unre-
solved M -satellites. The asymmetry is more pronounced than the one observed
for the Kα line because the energy shift of M -satellites increases with the prin-
cipal quantum number n of the transition electron in the initial state, i.e., n=2
for the Kα1,2 transitions and n=3 for the Kβ1,3 transitions. The second and third
components which are visible correspond to the 1st and 2nd order L-satellites.
They are much weaker than in the Kα spectrum because they lie above the K-
absorption edge (4038.5 eV) and are therefore strongly attenuated by the target
self-absorption effect. The same holds for the Kβh hypersatellite which is visible
in the inset at about 4270 eV, whereas the component around 4320 eV corresponds
to the 1st order L-satellite of the Kβh hypersatellite. The statistical fluctuations
in the hypersatellite energy region (4250 eV-4350 eV) are smaller because for this
region data were collected with a longer acquisition time.
In the fit of the Kβ1,3 diagram line the Lorentzian width was first fixed at the
value quoted in [33] and the M -satellite structure was fitted with three Voigtians,
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assuming a binomial distribution for the intensity of the 1st, 2nd and 3rd order
M -satellites. In the second fit iteration, the Lorentzian width of the diagram line
was also released. In the analysis of the Kβh spectrum, all parameters except the
known instrumental broadening were let free in the fit.
Collision Ne6+ → Ca
Figure III.9 – Ne-induced Kα spectrum of Ca. The hypersatellite region
is shown enlarged in the inset. The asymmetric peak at about 4010 eV
corresponds to the Kβ1,3 diagram line and its M -satellite structure. The
region around 3850 eV was not measured.
The Ne-induced Kα and Kβ X-ray spectra of Ca are depicted in Fig. III.9 and
Fig. III.10, respectively. As the multiple ionization cross section increases with
the squared atomic number of the projectile, the observed L- and M -satellite
structures are much stronger than in the corresponding C-induced spectra. As
shown in Fig. III.9, the 1st order L-satellite is even stronger than its parent Kα
diagram line. The same holds for the Kαh and Kβh hypersatellite lines (see insets
of Figs. III.9 and III.10) but not for the Kβ diagram line because the latter and
its L-satellites lie below and above the K-absorption edge, respectively. Three and
four Voigtians were needed to reproduce the M -satellite structures of the Kα and
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Figure III.10 – Ne-induced Kβ spectrum of Ca. The hypersatellite re-
gion is shown enlarged in the inset where one can distinguish the following
transitions: the 4th order L-satellite of the Kβ1,3 line at 4230 eV, the Kβh1,3
hypersatellite at about 4270 eV and the 1st and 2nd order L-satellites of the
latter at 4330 eV and 4380 eV, respectively.
Kβ diagram lines, the relative intensities of the 2nd and higher orders M -satellites
being fixed at values corresponding to a binomial distribution. Except the 5th
order L-satellite which could be fitted with a single Voigtian, the L-satellites were
fitted with two Voigtians, one for the L-satellite structure itself and another one
for the underlying M -satellite structure.
As shown in Fig. III.11, the Kαh2 hypersatellite was fitted with four components,
one for the hypersatellite and three for the unresolved M -satellite structure. The
Kαh L1−3 satellites could be well reproduced with two Voigtians per peak. For
the Kαh L4, a single Voigtian was needed. As the 1st order L-satellite of the
Kαh2 hypersatellite is much stronger than the underlying Kαh1 , any attempt to
fit the weak hypersatellite was found to be hopeless so that the energy, natural
width and relative intensity of this line had to be kept fixed in the final fit of the
hypersatellite spectrum. The Kβh1,3 hypersatellite was neither easy to fit because
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Figure III.11 – Fit of the Ne-induced Kα hypersatellite spectrum of Ca.
The top part of the Fig. shows the measured spectrum (open circles) and the
total fit (black curve). A zoom view of the tails of the fitted components is
presented in the lower part of the Fig. The red solid line represents the Kαh2
hypersatellite and the pink solid line the Kβ diagram line. The blue solid
lines stand for the L-satellites of the Kαh2 hypersatellite and the red, blue
and pink dotted lines to theM -satellites accompanying the above mentioned
transitions. The Voigtians in violet account for the asymmetric response of
the crystal. They were found to be only needed for the fit of the Kα1,2
and Kβ1,3 diagram lines and Kαh2 hypersatellite. The green curve around
3900 eV (bottom panel) corresponds to the forbidden Kαh1 hypersatellite
transition.
it is surrounded by two stronger lines, namely the Kβ1,3L4 satellite below it and
the KβhL1 hypersatellite satellite above it (see the inset of III.10). The most
reliable analysis was obtained by fitting this line with two juxtaposed Voigtians,
the second Voigtian accounting for the asymmetry related to the unresolved M -
satellites. The two L-satellites of the Kβh1,3 hypersatellite were fitted similarly,
using two Voigtians for each component.
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Other collisions
Figure III.12 – C-induced Kα spectrum of V. The hypersatellite region
is shown enlarged in the inset. The broad asymmetric peak at about 5200
eV corresponds to the Kαh1 hypersatellite and first order L-satellite of the
Kαh2 hypersatellite which are overlapping and the peak at 5230 eV to the
2nd order L-satellite of the Kαh2 hypersatellite.
The measured Kα and Kβ X-ray spectra of V induced by impact with C-ions are
shown in Figs. III.12 and III.13, those induced by impact with Ne-ions in Figs
III.14 and III.15. For illustration, the fits of the C-induced Kα diagram and Kαh
hypersatellite spectra of V are depicted in Fig. III.16 and III.17, respectively.
The C-induced and Ne-induced Kα X-ray spectra of Fe and Cu were fitted using
similar methods as the ones discussed for Ca. For illustration, the corresponding
experimental spectra which were measured with the SiO2(22¯3) crystal are pre-
sented in Figs III.18-III.21. As it can be seen, the satellite and hypersatellite
structures of these spectra are less intense than the ones observed in the Ca and
V spectra. This is due to the fact that the multiple ionization cross section di-
minishes with the atomic number of the target element approximately as Z−4.
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Figure III.13 – C-induced Kβ diagram and hypersatellite spectrum of
V. The Kβ1,3L satellites and Kβh1,3 hypersatellite which lie above the K-
absorption edge are strongly attenuated by the self-absorption effect.
Figure III.14 – Ne-induced Kα diagram and hypersatellite spectrum of V.
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Figure III.15 – Ne-induced Kβ diagram and hypersatellite spectrum of V.
III.3.4 Target self-absorption, crystal reflectivity and CCD
efficiency
Target self-absorption
For target thicknesses of a few mg/cm2 as the ones used in the present experiment,
the absorption of the sample X-rays by the target itself is not negligible. This
so-called self-absorption effect varies with the energy of the emitted X-rays and
has thus to be considered to get reliable hypersatellite-to-diagram line intensity
ratios. The correction is, however, not straightforward because the specific target
activity cannot be considered as constant across the target thickness, the energy
of the heavy ions decreasing with the target depth and the ionization cross section
depending on the projectile energy.
The energy E(s) of the projectiles at the target depth s was calculated using the
formula III.3 presented in Sect. III.2.3. The ratio of the real target activity A to
the activity A0 of a hypothetical target without absorption was then determined
with the following equation:
A
A0
=
∫ h
ρ
0 σK,KK [E( xcosφ)] · exp[−µ(EX) · ρ · xsin(ϑ+φ) ]dx∫ h
ρ
0 σK,KK [E( xcosφ)]dx
, (III.15)
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Figure III.16 – Fit of the C-induced Kα diagram spectrum of V. The
red solid and dotted lines correspond to the Kα2 diagram transition and
its unresolved M -satellites, the green solid and dotted lines to the Kα1
diagram and M -satellites and the blue lines to the Kα1,2 1st and 2nd order
L-satellites. The 1st order L-satellite was fitted with three Voigtians, the
2nd order satellite whose shape is less asymmetric could be fitted with two
Voigtians. The violet lines account for the asymmetric response of the LiF
crystal.
where σK and σKK represent the single and double K-shell ionization cross sec-
tions, µ the mass absorption coefficient in [cm2/g] for the X-ray line of energy
EX , ρ the specific weight of the target in [g/cm3] and ϑ and φ the Bragg angle
and target alignment angle, respectively. The mass absorption coefficients were
taken from the NIST database XCOM [125] and the cross sections σK and σKK
were calculated within the SCA model using the code IONHYD of Trautmann and
Rösel [124]. The obtained ratios A/A0 are given in Table III.5 together with the
corresponding self-absorption correction factors FA. As shown, for Ca and V the
self-absorption corrections are the biggest for the Kβh hypersatellite lines because
these transitions lie above the corresponding K-absorption edges where an abrupt
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Figure III.17 – Fit of the C-induced Kαh hypersatellite spectrum of V.
The red solid and dotted lines stand for the Kαh2 hypersatellite and its
unresolved M-satellite structure which was reproduced with two Voigtians,
the blue solid lines represent the Kαh2 1st and 2nd order L-satellites and the
blue solid line stands for the Kαh1 hypersatellite and close lyingM satellites.
As this complex line is already overlapping with the Kαh2L1 line, the Kαh1
M -satellites could not be fitted separately. The violet line on the low energy
side of the Kαh1 hypersatellite was inserted in the fit to take into account
the asymmetric response of the LiF crystal.
and big increase of the mass attenuation coefficient µ occurs. Furthermore, the
corrections are somewhat larger for the collisions with C-ions than with Ne-ions,
because about 5 times thinner samples were used in the Ne measurements (see
Table III.1 in Sect.III.2.2).
Crystal peak reflectivity
The peak reflectivity of the crystal varies as a function of the photon energy. As
a consequence, this reflectivity variation should also be considered for a correct
determination of the hypersatellite-to-diagram line yield ratios. The peak reflec-
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Figure III.18 – C-induced Kα diagram and hypersatellite spectrum of Fe.
Figure III.19 – Ne-induced Kα diagram and hypersatellite spectrum of
Fe.
91
III. Hypersatellite decay of 20 6 Z 6 29 target elements bombarded by heavy-ions
Figure III.20 – C-induced Kα diagram and hypersatellite spectrum of Cu.
Figure III.21 – Ne-induced Kα diagram and hypersatellite spectrum of
Cu.
92
III. Hypersatellite decay of 20 6 Z 6 29 target elements bombarded by heavy-ions
Table III.5 – Absorption coefficients µ, ratios A/A0 of the target activities
with and without absorption for both heavy-ion beams and corresponding
self absorption correction factors FA. For details, see text.
Target X-ray line µ [cm2/g] A/A0
C-ions
FA
C-ions
A/A0
Ne-ions
FA
Ne-ions
Ca Kα 151.6 0.631 1.000 0.868 1.000
Kαh 131.5 0.661 0.955 0.881 0.985
Kβ 120.8 0.680 0.928 0.889 0.976
Kβh 893.0 0.156 4.045 0.459 1.891
V Kα 95.5 0.467 1.000 0.861 1.000
Kαh 84.3 0.495 0.943 0.874 0.985
Kβ 74.1 0.532 0.878 0.886 0.972
Kβh 525.3 0.093 5.021 0.465 1.852
Fe Kα 71.0 0.563 1.000 0.890 1.000
Kαh 63.7 0.587 0.959 0.899 0.990
Cu Kα 51.9 0.636 1.000 0.928 1.000
Kαh 46.9 0.658 0.967 0.934 0.994
tivities of the two crystals were calculated for each transition of interest with the
XOP software package [126]. As K X-rays are not polarized, the average value of
the peak reflectivities calculated by the XOP code for photons linearly polarized in
the horizontal plane (the so-called s-polarized X-rays in the XOP code) and verti-
cal plane (p-polarized X-rays) was used to correct the fitted X-ray line intensities.
The calculated average peak reflectivities RP are reported in Table III.6 together
with the corresponding correction factors FR. Note that for p-polarized X-rays,
the peak reflectivity tends to zero when the Bragg angle approaches 45 deg. This
explains the abrupt diminution of the peak reflectivity of the LiF crystal for the
Kβh hypersatellite of Ca (ϑ=46.2 deg.) and the small peak reflectivities of the
SiO2 crystal for the Fe Kαh hypersatellite (ϑ=42.6 deg.) and especially the Fe Kα
diagram line (ϑ=44.8 deg.). In the latter case, the peak reflectivity for p-polarized
X-rays is indeed negligibly small (0.08%).
CCD efficiency
The fitted X-ray line yields were further corrected to account for the variation of
the CCD efficiency as a function of the photon energy. For tender X-rays ranging
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Table III.6 – Peak reflectivities Rp of the LiF(200) and SiO2(22¯3) crystals
for the X-ray lines of interest and corresponding correction factors FR as
well as CCD efficiencies CCD and associated correction factors F. The
total correction factors Ftot are also quoted. For details, see text.
Crystal Target X-ray
line
Rp FR CCD F Ftot
C-ions
Ftot
Ne-ions
LiF Ca Kα 0.923 1.000 0.902 1.000 1.000 1.000
(200) Kαh 0.892 1.036 0.909 0.992 0.981 1.012
Kβ 0.859 1.075 0.912 0.989 0.987 1.038
Kβh 0.656 1.407 0.917 0.984 5.600 2.618
V Kα 0.920 1.000 0.920 1.000 1.000 1.000
Kαh 0.944 0.974 0.917 1.003 0.921 0.962
Kβ 0.957 0.961 0.912 1.009 0.851 0.942
Kβh 0.969 0.951 0.903 1.019 4.866 1.795
SiO2 Fe Kα 0.432 1.000 0.782 1.000 1.000 1.000
(22¯3) Kαh 0.501 0.862 0.760 1.029 0.851 0.868
Cu Kα 0.779 1.000 0.643 1.000 1.000 1.000
Kαh 0.821 0.949 0.619 1.039 0.953 0.980
between 3.5 keV and 8.5 keV which lie far above the K-absorption edge of Si, the
CCD efficiency is expected to vary only smoothly with the photon energy. The
CCD efficiency CCD was determined using the following formula:
CCD = exp
[
−µSiO2(EX) · ρSiO2 ·
hSiO2
sin(ϑ)
]
·{
1− exp
[
−µSi(EX) · ρSi · hSi
sin(ϑ)
]}
,
(III.16)
where µSiO2(EX) and µSi(EX) represent the total mass attenuation coefficients of
SiO2 and Si for the X-ray energy EX , ρSiO2 and ρSi the specific weights of SiO2
and Si, hSiO2 and hSi the thicknesses of the thin Silicon dioxide layer and silicon
chip and ϑ the Bragg angle. The first term of the equation reflects the absorption
of the X-rays by the thin SiO2 layer which is always present on the surface of
front illuminated CCD chips. The front illuminated deep depleted CCD camera
employed in the present experiment was already fully characterized in a previous
project [46]. In this former work, thicknesses hSiO2=1 µm and hSi=40 µm were
found. The latter values were thus used in Eq.III.16, while the mass attenuation
coefficients were again taken from the XCOM database [125].
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The CCD efficiencies calculated with Eq.III.16 for the energies of the diagram
and hypersatellite lines investigated in the present project are listed in Table III.6
together with the corresponding correction factors F. The total correction factors
Ftot=FA·FR·F are also quoted in Table III.6
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III.4 Results and discussion
III.4.1 Energies
Table III.7 – Energies of the diagram and hypersatellite lines deduced
from the fits. Present values are compared to existing experimental and
theoretical values. The experimental values from other sources were obtained
by irradiating the targets with synchrotron radiation (SR), Bremsstrahlung
from X-ray tubes (BS), heavy-ions (HI) and electrons (e−). Values are given
in [eV]. The uncertainties indicated in the brackets correspond to the total
errors, i.e, to the errors from the fits and the energy calibration. As in
Refs. [17, 128–130] energy shifts instead of absolute energies are reported,
the corresponding transition energies were determined by adding the quoted
shifts to the experimental energies of the parent diagram lines taken from
Ref. [30].
Target X-ray Present Present Experimental Theoretical
line data from data from
C-beam Ne-beam other sources other sources
Ca Kα2 3688.13(7) 3688.19(7) 3688.128(49) [30] 3687.56(43) [30]
Kα1 3691.72(7) 3691.59(7) 3691.719(49) [30] 3690.98(41) [30]
Kβ1,3 4012.76(5) 4012.83(5) 4012.76(38) [30] 4014.56(43) [30]
Kαh2 3887.68(7) 3887.90(8) 3887.50(9)1 [24] 3889.5 [105]
3883.5(6)1 [105] 3884.8 [131]
3840.0(1)2 [132] 3885.9 [128]
38903 [133] 3885.5 [130]
3848.5 [117]
Kαh1 3898.8(1.9) - 3899.80(15)1 [24] 3896.3 [131]
3897.5 [128]
3898.0 [130]
Kβh1,3 4268.7(1.0) 4269.8(1.5) - 4267.7 [129]
4267.9 [130]
1 SR; 2BS; 3HI; 4e−
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Table III.7 – (continuation)
Target X-ray Present Present Experimental Theoretical
line data from data from
C-beam Ne-beam other sources other sources
V Kα2 4944.98(11) 4944.84(6) 4944.671(59) [30] 4943.59(45) [30]
Kα1 4952.21(11) 4952.23(3) 4952.216(59) [30] 4951.79(42) [30]
Kβ1,3 5427.28(12) 5427.16(2) 5427.320(71) [30] 5428.14(69) [30]
Kαh2 5178.12(6) 5178.5(2) 5177.65(8)1 [24] 5175.1 [107]
5176.6(1)1 [107] 5176.9 [102]
5178.1(5)1 [105] 5179.4 [105]
5178(2)2 [102] 5178.1 [134]
5180(2)2 [134] 5176.2 [128]
Kαh1 5193.5(3) - 5192.0(9)1 [24] 5192.2 [102]
5191.7(1)1 [107] 5190.9 [128]
Kβh1,3 5723.1(6) 5724.4(1.7) - 5722.7 [129]
Fe Kα2 6390.35(10) 6391.13(11) 6391.026(10) [30] 6389.51(46) [30]
Kα1 6403.13(10) 6403.97(10) 6404.006(10) [30] 6403.13(43) [30]
Kαh2 6657.52(14) 6658.20(11) 6659.70(11)1 [107] 6655.7 [107]
6658(2)2 [102] 6658.2 [102]
6655(2)4 [135] 6657.0 [131]
6653(2)2 [134] 6660 [134]
66602 [132] 6658 [130]
6659(2)2 [136]
Kαh1 6675.7(9) - 6678.8(2)1 [107] 6678.0 [102]
6675(2)4 [135] 6676.0 [128]
6672(2)4 [17] 6675.9 [131]
6679(3)2 [136] 6676 [130]
1 SR; 2BS; 3HI; 4e−
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Table III.7 – (continuation)
Target X-ray Present Present Experimental Theoretical
line data from data from
C-beam Ne-beam other sources other sources
Cu Kα2 8027.66(6) 8026.99(10) 8027.842(3) [30] 8028.38(48) [30]
Kα1 8048.01(5) 8047.90(12) 8047.823 (3) [30] 8048.11(45) [30]
Kαh2 8329.9(2) 8330.1(1.4) 8329.1(1)1 [107] 8329.3 [107]
8331(3)4 [135] 8329.8 [128]
8330 [130]
Kαh1 8354.4(6) 8355.8(1.5) 8352.6(2)1 [107] 8353.4 [128]
8352(3)4 [135] 8354 [130]
8351(3)4 [17]
1 SR; 2BS; 3HI; 4e−
The fitted energies of the diagram and hypersatellite lines observed in the present
work are presented in Table III.7 where they are compared to other experimental
and theoretical values found in the literature.
For the diagram lines, our results are compared to the experimental energies re-
ported recently by Deslattes et al. [30] and to the theoretical values quoted in this
reference. For the C-induced Kα2 line of V, Kα2 and Kα1 lines of Fe as well as
for the Ne-induced Kα2 line of Cu, energy differences of 0.31 eV, 0.68 eV, 0.88 eV
and 0.85 eV, respectively, are observed which are bigger than the quoted errors.
These discrepancies are probably due to inaccurate fits of the close-lying and partly
unresolved M -satellite structures. For all other diagram lines, the agreement be-
tween our values and the experimental ones quoted in [30] is fully satisfactory, the
square root of the mean value of the squared deviations being about 0.10 eV for
both beams, i.e., similar to the present experimental uncertainties.
As it can be seen in Table III.7, the energies of the Ne-induced hypersatellite tran-
sitions are in general somewhat bigger than those obtained with the C beam. This
trend is probably due to inaccurate fits of the unresolved M -satellite structures.
As these satellite structures lie on the high energy side of the hypersatellites and
are more pronounced in the case of the Ne-beam, some shifts towards bigger ener-
gies of the hypersatellite centroids can be indeed expected if the Voigtians used to
reproduce the complex M -satellite structures does not reflect exactly the shapes
of the latter. However, it is hard to draw a definitive conclusion from this trend
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because most of the observed energy differences are consistent with zero within
the calculated uncertainties.
Four experimental values concerning the energy of the Ca Kαh2 hypersatellite were
found in the literature. The two first values were obtained with synchrotron ra-
diation [24, 105], the third one with an X-ray tube [132] and the fourth one with
oxygen ions [133]. The first result (3887.50 eV±0.09 eV) reported by Hoszowska
et al., which is the most precise, is in agreement with the results obtained in the
present work with both beams, whereas the value obtained by Oura et al. [105] is
about 4.3 eV smaller. This energy difference is about 5 times bigger than the cor-
responding combined 1-σ error (0.8 eV). Note that the energy of (3690.4 eV±0.4
eV) quoted in [105] for the Kα1,2 doublet which could not be resolved is fully
consistent with the weighted average (3690.5 eV±0.1 eV) of the present Kα1 and
Kα2 energies. Thus, the origin of the discrepancy cannot be explained by an offset
between the energy calibration of the two measurements. The fourth Kαh2 energy
(3690 eV) [133] which, like ours, was determined with heavy-ions, is consistent
with our result if one assumes for this measurement, for which no error is indi-
cated, an uncertainty of about 2 eV. In contrast to that, the Kαh2 energy (3840.0
eV±0.1 eV) resulting from the X-ray tube measurement performed by Verma [132]
is obviously too small and not reliable. The same holds for the theoretical Hartree-
Fock-Slater prediction (3848 eV) reported in [117]. Other theoretical Kαh2 energies
found in the literature vary between 3885.5 eV [128] and 3889.5 eV [105], i.e., are
in a quite satisfactory agreement with the average value (3887.79 eV±0.06 eV)
obtained in the present work. For the Kαh1 a single other experimental value was
found (3899.80 eV ± 0.15 eV) [24] which is also in agreement with our result. For
the Kβh1,3 hypersatellite energies, only theoretical values were found. Our exper-
imental energies are bigger by 1-2 eV than the latter but consistent with them
within the calculated uncertainties.
For V, the average value of the Kαh2 energy obtained in the present work with the
C and Ne beams is 5178.3(1) eV, a result which is well in line with the energies of
5178.1(7) eV and 5177.4 eV corresponding to the average values of the experimental
and theoretical energies reported in [24], [102], [105], [134] and [127]. Our result,
however, is 1.7 eV bigger than the value of (5176.1±0.1) eV obtained by Diamant
et al. [107] with synchrotron radiation. For the Kαh1 hypersatellite, which could
be observed only with the C-beam, our result is bigger by about 1.5 eV than
those obtained with synchrotron radiation [24, 107] but nearly consistent with
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them within the combined errors.
For Fe, the mean value of the experimental Kαh2 energies found in the literature
[102, 107, 128, 134, 136] is 6657.5 eV with a standard deviation σ of 2.6 eV. This
value is consistent with the average energy of 6657.9(1) eV obtained in the present
work. The agreement is even better with the average value of the theoretical
predictions from [102, 107, 131, 133, 134] which amounts to 6657.8 eV (σ=1.4 eV).
In our experiment, theKαh1 hypersatellite could be observed only with the C beam.
An energy of 6675.7(9) eV was obtained from the fit. This result is also consistent
with the mean values of the experimental [17, 107, 135, 136] and theoretical [102,
127, 131, 133] energies from other groups which amount to 6676.2 eV (σ=2.9 eV)
and 6676.3 eV (σ=1.1 eV), respectively.
For Cu, the average Kαh2 energy found in our work is 8330.0(8) eV. This result is
consistent with the value of 8329.1(1) obtained by Diamant et al. [107] with syn-
chrotron radiation and with the one (8331 eV±3 eV) determined by Salem [135]
by electron bombardment. A fair agreement is also observed with the theoreti-
cal predictions from [107] (8329.8 eV) and [131] (8330 eV). For the weaker Kαh1
hypersatellite, we have found an average value of 8355.1(8) eV which is nearly con-
sistent with the experimental values of 8352(3) eV and 8351(3) eV reported in [135]
and [17], respectively. Our value, however, is consistent with the one reported by
Diamant et al. [107] (8352.6 eV±0.2 eV) only within a 3-σ error interval.
Although absolute energies are very useful for X-ray spectroscopy, relative energies
or energy shifts are more adequate for comparison with theory because they permit
to cope with the difficulties related to the origin of the energy scale. The energy
shifts ∆α1 , ∆α2 and ∆β1,3 of the Kαh1 , Kαh2 and Kβh1,3 hypersatellites with respect
to their parent diagram lines are presented in Table III.8 where our results are
compared to the experimental values obtained by Hoszowska et al. [24] for Ca and
V and Diamant et al. [107] for Fe and Cu. Theoretical energy shifts from Costa et
al. are also listed for the Kαh1,2 [128] and Kβh1,3 [129] hypersatellites. The average
of the absolute values of the deviations between our shifts and the experimental
ones from [24,107] and the theoretical ones from [128,129] are 1.4 eV and 1.6 eV,
respectively. The first deviation is 2.5 times bigger than the average value (0.6
eV) of the combined errors, indicating that the uncertainties of our results, or the
ones quoted in [24,107], might be somewhat underestimated.
We have found that the energy shifts ∆α,β(Z) of the hypersatellites could be well
reproduced by the following simple empirical formula:
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Table III.8 – Energy shifts ∆α2=E(Kαh2)-E(Kα2), ∆α1=E(Kαh1)-E(Kα1)
and ∆β1,3=E(Kβh1,3)-E(Kβ1,3) obtained in the present work. Experimental
values from other sources as well as theoretical predictions are also quoted
for comparison. Values obtained from the formulas III.17 and III.24 are
presented in the two last columns. All energy shifts are quoted in eV.
Target Present Other exp. Theory Eq.
III.17
Eq.
III.24
Ca ∆α2 199.6(4) 199.4(1) [24] 197.8 [128] 199.3 204.9
∆α1 207.1(1.9) 208.1(2) [24] 205.8 [128] 203.8 209.4
∆β1,3 256.5(9) - 254.2 [129] 252.3 255.6
V ∆α2 233.4(1) 233.0(1) [24] 231.6 [128] 233.3 235.0
∆α1 241.3(3) 239.8(1) [24] 238.6 [128] 238.8 240.7
∆β1,3 296.5(9) - 295.4 [129] 299.9 293.7
Fe ∆α2 267.1(1) 268.7(1)
[107]
266.3 [128] 267.7 267.4
∆α1 272.6(9) 274.8(2)
[107]
272.0 [128] 274.3 273.6
Cu ∆α2 302.7(7) 301.3(1)
[107]
301.9 [128] 302.4 295.5
∆α1 307.1(8) 304.8(2)
[107]
305.6 [128] 310.1 304.3
∆α,β(Z) =
Eα,β(Z)
Zγα,β
, (III.17)
where Eα,β(Z) represents the energy of the parent diagram line, Z the atomic
number of the considered element and γα,β a scaling factor which was determined
by a least squares fit to our measured energy shifts, i.e., by solving the following
equation:
d
dγα,β
∑
Z
[Eα,β(Z)
Zγα,β
−∆α,β(Z)
]2
= 0 . (III.18)
After calculating the derivative, Eq. III.18 can be written as:
∑
Z
ln(Z) · Eα,β(Z) ·∆α,β(Z)
Zγα,β
−∑
Z
ln(Z) · E2α,β(Z)
Z2·γα,β
= 0 . (III.19)
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Solving numerically Eq. III.19, the following γ-values were obtained: γα2 = 0.974,
γα1 = 0.967 and γβ1,3 = 0.924. The different energy shifts were then calculated
using the corresponding γ-values in Eq. III.17. The results are listed in the
6th column of Table III.8. As shown, this empirical scaling law reproduces the
measured energy shifts quite satisfactorily, the average of the absolute values of
the deviations being 1.9 eV. It was further found that this very simple formula can
reproduce with a precision of a few eV the hypersatellite energy shifts of elements
even if the atomic numbers of the latter are significantly smaller or bigger than
the ones (20 ≤ Z ≤ 29) employed in the computation of the scaling factors γ.
For instance, for the Kαh2 hypersatellites of Al (Z=13) and Kr (Z=36), shifts of
121.8 eV and 382.2 eV are obtained from Eq. III.17, whereas the corresponding
theoretical values found in [128] amount to 124.3 eV and 387.0 eV, respectively.
The hypersatellite energy shifts were also estimated with a more scientifically sound
method based on the definition of the energy of an X-ray transition. The energy
of the Kα transition is given by:
E(Kα) = E1s−1 − E2p−1 , (III.20)
where E1s−1 and E2p−1 represent the total energies of the considered ionized atom
with one hole in the K-shell, respectively in the L2- or L3-subshell. If the total
energy of the neutral atom is chosen as the origin of the energy scale, the energies
E1s−1 and E2p−1 are both positive and E1s−1 ≥ E2p−1 . From these definitions, it
can be easily shown that E1s−1 and E2p−1 coincide with the absolute values of the
binding energies of the 1s and 2p electrons.
The energy of the Kαh hypersatellite transition reads analogously:
E(Kαh) = E1s−2 − E1s−12p−1 . (III.21)
The energy of the initial state E1s−2 can be approximated by:
E1s−2(Z) = 2 · E1s−1(Z) + K ·
[
E1s−1(Z+1)− E1s−1(Z)
]
, (III.22)
where K is a constant comprised between 0 and 1 which accounts for the screening
diminution resulting from the removal of the second K-shell electron. For 3d
transition elements, this constant was found to be 0.570 [107]. The energy of the
final state E1s−12p−1 can be written in a similar way:
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E1s−12p−1 = E1s−1 + E2p−1 + L ·
[
E2p−1(Z+1)− E2p−1(Z)
]
. (III.23)
The energy shift ∆α of theKαh hypersatellite is obtained by subtracting Eq. III.20
from Eq. III.21. Inserting the relations III.22 and III.23 in the calculations, one
finds:
∆α(Z) = K ·
[
E1s−1(Z+1)−E1s−1(Z)
]
−
L ·
[
E2p−1(Z+1)− E2p−1(Z)
]
.
(III.24)
The coefficients L2,3 which are not known were determined from our experimental
shifts by means of a least squares fit method, using the following equation:
d
dL2,3
∑
Z
{
∆α2,1(Z)−K ·
[
E1s−1(Z+1)− E1s−1(Z)
]
+
L2,3 ·
[
E2p−11/2,3/2(Z+1)− E2p−11/2,3/2(Z)
]}2
= 0 .
(III.25)
The solutions of the above equation can be determined analytically. After some
simple algebra one gets:
L2,3 =
∑
Z
K ·
[
E1s−1(Z + 1)− E1s−1(Z)
]
−∑
Z
∆α2,1(Z)∑
Z
[
E2p−11/2,3/2(Z+1)− E2p−11/2,3/2(Z)
] . (III.26)
Using the value of 0.570 reported in [107] for K and the electron binding energies
quoted in [137] for the 1s1/2, 2p1/2 and 2p3/2 atomic levels, one obtains from Eq.
III.26 L2 = 0.995 and L3 = 0.935. Inserting these values in Eq. III.24, one
can determine finally the energy shifts of the Kαh1,2 hypersatellites. The latter
are quoted in the last column of Table III.8. Here again a quite satisfactory
agreement is observed, the square root of the mean squared deviations relative to
our experimental shifts being 2.6 eV.
The same method was employed for the calculation of the energy shifts of the Kβh
hypersatellites. The single change consisted in replacing L2,3 by M2,3 in Eq. III.26.
As the differences of the 3p electron binding energies between the investigated
elements (atomic number Z) and their next neighbours (atomic number Z+1) are
only a few eV, i.e., are similar in size to the errors of the measured energy shifts, the
least squares fit method was found to provide inaccurate results and was therefore
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not employed. However, as values close to one were found for the coefficients L2,3 ,
a value of one was assumed in Eq. III.24 for M2,3 . As it can be seen in Table
III.8, this assumption looks reasonable since the observed deviations between the
so-obtained Kβh energy shifts and our experimental values are only -0.9 eV for Ca
and -2.8 eV for V.
III.4.2 Widths
The Lorentzian widths of the weak Kαh1 hypersatellites had to be kept fixed in
the data analysis to get reliable fits. The Kαh1 widths were fixed at the same
values as the ones of the stronger Kαh2 hypersatellites. This is justified because
the differences between the widths of the L2 and L3 atomic levels are small [33]
with respect to the total widths of the hypersatellites. On the other hand, for
3d transition elements, it is well known that the Kβ1,3 X-ray lines evince strong
asymmetries on their low energy sides. Such asymmetries being due to non-lifetime
effects, the full widths at half maximum of these transitions can no longer be
interpreted as natural line widths. Similar asymmetries are also expected for the
Kβh1,3 hypersatellites even if the asymmetries in this case are somewhat smeared
out by the bigger line widths of the hypersatellites as compared to those of the
parent diagram lines. For these reasons, only the natural line widths of the Kαh2
hypersatellites are discussed hereafter.
As a consequence of the Heisenberg uncertainty principle, the energy of an atomic
level is not infinitely precise but is described by a Lorentzian function whose full
width at half maximum corresponds to the so-called natural width of the level. As
the energy of an X-ray transition is given by the difference of the energies of the
two atomic levels involved in this transition and because the convolution of two
Lorentzian functions is still a Lorentzian whose width is given by the sum of the
widths of the two convolved functions, the natural width of an X-ray transition is
obtained by summing the widths of the initial and final states. Assuming further-
more that the mean lifetime of a double K-shell vacancy state is two times shorter
than the one of the singly-ionized K-shell state [138], i.e., that ΓKK ∼= 2ΓK , the
natural width of the Kαh2 hypersatellite transition reads:
Γ(Kαh2) ∼= 3 · ΓK + ΓL2 , (III.27)
where ΓK and ΓL2 stand for the widths of the K and L2 atomic levels.
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Table III.9 – Natural line widths in [eV] of theKαh2 hypersatellites obtained
in the present work by averaging the Lorentzian widths provided by the fits
for the two beams. Other available experimental (Exp.) and theoretical
(Theo.) values are also quoted for comparison as well as the widths derived
from Eqs. III.27 and III.28.
Target Present Exp.
[24]
Exp.
[107]
Theo.
[19]
Eq. III.27 Eq. III.28
Ca 4.4(2) 3.72(18) - 3.63 2.52 3.82
V 5.9(2) 5.54(19) 5.5(1) 5.46 3.66 5.23
Fe 7.3(4) - 6.1(2) 6.46a 4.71 6.31
Cu 7.4(8) - 6.9(8) 7.09b 5.51 6.89
adetermined by a linear interpolation of the values quoted for Cr (Z=24) and Co (Z=27)
bdetermined by a linear interpolation of the values quoted for Co (Z=27) and Zn (Z=30)
The Lorentzian widths of the Kαh2 hypersatellites obtained in the present exper-
iment are presented in Table III.9 together with other existing experimental and
theoretical values. Predictions based on the approximation III.27, in which the
values recommended by Campbell and Papp [33] for the widths of the K and L2
levels were employed, are also quoted. Present widths correspond to the mean
values of the Lorentzian widths obtained with the C and Ne beams. In average,
the differences between the widths obtained for the two beams were found to be
nearly equal to the combined errors, i.e., to the errors quoted in the second column
of Table III.9. The experimental values reported in the third and fourth columns
were determined using synchrotron radiation. One can note that for V, the single
common element investigated in [24] and [107], the two results are fully consistent.
The theoretical predictions listed in the fifth column were taken from [19]. In
these calculations which are in general in good agreement with the experimental
values from [24,107], the influences of the open-shell valence configuration (OVC)
and the outer-shell ionization (OIE2) following the double photoionization process
were taken into consideration.
All measurements of hypersatellite widths performed so far have led to the con-
clusion that the approximation III.27 underestimates significantly the real widths
of hypersatellites. Table III.9 shows that this is also the case in the present exper-
iment. However, if the ratio of the real widths to the widths obtained from Eq.
III.27 is plotted as a function of the atomic number Z, ones finds that the ratio
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diminishes almost linearly with Z. One can thus re-scale Eq. III.27 in the following
way:
[
Γ(Kαh2)
]
cor
= (3 · ΓK + ΓL2) · (a · Z + b) . (III.28)
Fitting the above formula to the experimental widths from [24] and [107], values
a = -0.03 and b = 2.11 are found for the coefficients of the linear regression
line. Inserting these results in Eq. III.28, one obtains the widths reported in the
last column of Table III.9. As shown, the new values are well in line with the
experimental and theoretical widths reported in [24,107] and [19], respectively.
From Table III.9 it can be further seen that, except for Fe, present Kαh2 widths
are consistent or nearly consistent with other experimental and theoretical values.
However, present results are all bigger than the ones obtained with synchrotron
radiation, indicating that the single Voigtian functions employed in our fits to
reproduce the unresolved M -satellite structures do not completely account for the
broadening of the hypersatellite lines induced by the additional M -shell spectator
vacancies.
III.4.3 Relative intensities
Table III.10 – Relative intensities of the Kα hypersatellites in percent.
Errors on the last digits are given in brackets. Values presented in columns
2 & 3 were obtained from the fitted intensities, those given in columns 4
& 5 correspond to the latter ratios corrected to account for the target self-
absorption, crystal reflectivity and CCD efficiency.
Target I(Kαh1,2)/I(Kα1,2) [I(Kαh1,2)/I(Kα1,2)]cor
C Ne C Ne
Ca 2.77(29) 7.39(86) 2.72(46) 7.48(1.21)
V 2.05(21) 4.97(82) 1.89(33) 4.78(95)
Fe 1.94(25) 4.91(51) 1.65(31) 4.26(65)
Cu 1.49(18) 3.82(54) 1.42(25) 3.74(68)
The Kα hypersatellite-to-parent diagram line intensity ratios deduced from the
fits are presented in the second and third columns of Table III.10. As mentionned
before, the intensities belonging to the unresolved M -satellites and the ones corre-
sponding to the parent diagram or hypersatellite lines could not be unambiguously
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Table III.11 – Ratios in percent of the Kαh1 to Kαh2 hypersatellite intensities
obtained in the present work. For comparison, experimental values reported
in [24] and [107] and theoretical predictions from [128] and [131] are also
quoted.
Target Present Other exp. Other theo.
C Ne [24] [107] [128] [131]
Ca 2.8(9) - 3.5(1.3) - 2.7 2.9
V 7.1(1.2) - 7.7(1.5) 8(1) 9.9 11.8a
Fe 14.5(2.4) 12.6(1.4) - 16(3) 18.9 21.7
Cu 31.3(1.8) 32.6(9.1) - 29(2) 32.5 34.9b
alinear interpolation between Ti (Z=22) and Cr (Z=24)
blinear interpolation between Fe (Z=26) and Zn (Z=30)
assigned in the fitting procedure. This resulted in slight energy shifts towards
higher energies (see Table III.7) and to somewhat too big Lorentzian widths (see
Table III.9) of the heavy-ion-induced diagram and hypersatellite lines. For this
reason, the quoted yield ratios were determined by considering the sums of the di-
agram or hypersatellite line intensities and those of the corresponding unresolved
M -satellites. The uncertainties quoted in the brackets of the second and third
columns correspond to the combined errors from the fits and from the correc-
tions factors applied to the measured spectra before the fitting procedure (see
Sect. III.3.2), correction factors for which a total relative uncertainty of 10% was
assumed.
The additional corrections accounting for the target self absorption, crystal re-
flectivity and CCD efficiency were applied after the fitting procedure using the
correction factors Ftot quoted in Table III.6. The so-obtained corrected intensity
ratios are listed in the right part of Table III.10. Here uncertainties of 5% and
10% were assumed for the CCD efficiency and crystal peak reflectivity corrections,
respectively. For the self absorption correction, an accuracy of 10% was estimated
for the XCOM mass attenuation coefficients [125], which resulted in relative un-
certainties varying from 1.0% (Ne-Cu collision) up to 9.1% (C-V collision) for the
self-absorption correction factors FA.
Relative uncertainties close to 100% or even bigger were found for the corrected
Kβh1,3/Kβ1,3 yield ratios of Ca and V. This is due to the fact that the errors on
the fitted Kβh1,3 intensities, which are already large due to the poor intensities
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of these transitions, become even bigger when multiplied by the corresponding
self-absorption correction factors FA. As the Kβh1,3 hypersatellites lie above the
K absorption edges, the corresponding correction factors FA are indeed huge, in
particular for the measurements performed with the C beam for which thicker
targets were employed. For this reason, the Kβ hypersatellite-to-parent diagram
line yield ratios were not included in Table III.10, the obtained values being not
enough reliable for a relevant comparison with the corresponding Kαh/Kα yield
ratios.
For the collisions for which the Kαh1 intensity could be let free in the fitting proce-
dure, the Kαh1 to Kαh2 yield ratios were also determined. The results are presented
in Table III.11 together with other existing experimental and theoretical values.
As shown a nice agreement is observed in most cases.
III.4.4 Ratios of double-to-single ionization cross sections
The intensity IX of an X-ray transition measured with the von Hamos spectrometer
reads:
IX = Ib · n · h · σ · ω · AA0 · Ω · Rp · CCD , (III.29)
where Ib represents the beam intensity, n the number of target atoms per unit
volume, h the target thickness, σ the ionization cross section, ω the fluorescence
yield, A/A0 a correction factor which accounts for the target self-absorption effect,
Ω the solid angle of the spectrometer which includes the effective target size, Rp
the crystal peak reflectivity and CCD the CCD efficiency. As the spectra were
normalized by the beam intensity, for a given target the Kα hypersatellite-to-
diagram line yield ratio is given by:
I(Kαh)
I(Kα) =
σKK
σK
· ωKK
ωK
· F−1A · F−1Ω,Seff · F−1R · F−1 , (III.30)
where ωK and ωKK represent the fluorescence yields of the singly- and doubly-
ionized K-shell of the target atoms, and FA, FΩ,Seff , FR and F are the correction
factors discussed in Sect. III.3.2 and Sect. III.3.4.
From the above equation, the ratio of the double-to-single K-shell ionization cross
sections can be written as:
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σKK
σK
= I(Kα
h)
I(Kα) · FA · FΩ,Seff · FR · F ·
ωK
ωKK
=
[
I(Kαh)
I(Kα)
]
cor
· ωK
ωKK
. (III.31)
Inserting in Eq. III.31 the corrected intensity ratios [I(Kαh)/I(Kα)]cor listed in
Table III.10 and the ratios ωK/ωKK (see Table III.12) determined from the singly-
and doubly-ionized K-shell fluorescence yields reported in Refs. [58] and [131],
respectively, the double-to-single K-shell ionization cross section ratios could be
determined. The results are presented in Tables III.13 (collisions with C ions) and
III.14 (collisions with Ne ions). For comparison the corresponding ratios obtained
from calculations performed with the Semi-Classical Approximation (SCA) and
from Classical Trajectory Monte Carlo (CTMC) simulations are also quoted.
In the investigation of the K-shell ionization induced by impact with charged
particles, it is usual to introduce the so-called reduced velocity ηK of the projectile
which is defined by:
ηK =
v2p
u2K
, (III.32)
where vp is the projectile velocity and uK the orbital velocity of theK-shell electron
in the target atom. Using some simple algebra, the dimensionless parameter ηK
can be written as:
ηK ∼= 40.4 ·
E∗p
(Z − SK)2 , (III.33)
where E∗p is the specific kinetic energy of the projectile in [MeV/amu], Z the
atomic number of the target atom and SK the Slater screening factor for the K-
shell (SK=0.3).
The rapidity ξK of a collision is defined as the ratio of the time needed by the
projectile to traverse the K-shell of the target atom (rK/vp) and the characteristic
time of the K-shell electron (~/EK) [139]. Thus, the parameter ξK reads:
ξK =
rK
vp
~
EK
= 2
θK
· √ηK , (III.34)
where rK is the radius of the K-shell, EK the binding energy (absolute value) of
the K-shell electron and θK the so-called external screening factor for the target
K-shell electron. The latter parameter is given by:
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θK =
EK
R∞ · (Z − SK)2 . (III.35)
In the above formula EK should be entered in eV and R∞ represents the absolute
value of the ground state energy of the Hydrogen atom, i.e., R∞ = 13.6 eV.
The collision is said slow when ξK  1 and fast when ξK  1. When the rapidity
parameter ξK ∼= 1, the collisions are referred to as intermediate velocity collisions.
The values θK , ηK and ξK of the collisions studied in the present work are presented
in Table III.12. As shown, for all collisions the rapidity parameter is bigger than 1
but not much bigger. As a consequence, the investigated collisions can be consid-
ered as moderately fast. For such collisions, the inner-shell ionization is dominated
by two processes, namely the direct Coulomb ionization (DCI), denominated also
impact-induced ionization, and the electron capture (EC). The probability to re-
move the second 1s electron by a shake process produced by the sudden change
of the electronic screening resulting from the first K-shell ionization is indeed ex-
pected to be negligibly small as compared to the probabilities of the DCI and EC
processes. From calculations performed by Mukoyama and Taniguchi within the
Sudden Approximation model [100], the probabilities to excite via a shakeoff or
shakeup process a 1s electron as a result of a sudden 1s vacancy production is only
0.007% for Ca, 0.005% for V, 0.004% for Fe and 0.003% for Cu. The same holds
for the knock-out (KO or TS1) process, i.e., the removal of the second 1s electron
as a result of a collision with the first ionized 1s electron.
Table III.12 – Reduced velocities ηK and rapidities ξK of the investigated
collisions. The external screening factors θK and the fluorescence yield ratios
ωK/ωKK are also quoted.
Target θK ωK/ωKK ηK ξK
C ions Ne ions C ions Ne ions
Ca 0.765 0.880 1.214 0.914 2.88 2.50
V 0.780 0.934 0.894 0.684 2.42 2.12
Fe 0.792 0.967 0.694 0.532 2.10 1.84
Cu 0.802 0.950 0.556 0.429 1.86 1.63
In the DCI process, the ionization is due to the Coulomb interaction between
the charged projectile and the bound electrons of the target atom. Several bound
electrons can be involved simultaneously in the interaction so that the target atom
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is usually left in a multiply ionized state after the collision. In the EC process, one
or more bound electrons of the target atom can be captured by the bare or nearly
bare projectile. Actually, as the electron capture probability varies as n−3p [140],
where np is the principal quantum number of the projectile level into which the
electron is captured, the EC into the 1s orbital of the projectile prevails and the
EC process contribution is only sizeable in the case of fully stripped ions or H-like
ions.
In our experiment the initial charges of the C and Ne ions were 4+ and 6+,
respectively. However, when energetic ions travel through a medium, their charge
state varies as a function of the penetration depth and, at a certain depth, a
charge equilibrium which is independent from the initial charge state of the ion
is attained. The average charge equilibrium Zeff of an ions travelling through a
medium can be approximated using the following empirical relation [141,142]:
Zeff = Zp·
[
1+
(3.86 ·√Eout/Mp
Z0.45p
)−1/0.6]−0.6
, (III.36)
where Zp and Mp are the atomic number and atomic mass of the projectile and
Eout the kinetic energy of the latter at the exit of the target foil. Using in the above
relation the kinetic energies of the emerging projectiles Eout given in Table III.2,
the average equilibrium charge was found to be nearly the same for all targets,
namely 5.8+ for the C ions and 9.4+ for the Ne ions. Thus, in our investigation
the projectiles interacting with the target atoms were either fully stripped ions or
H-like ions. As a consequence, the EC process was not negligible and the observed
Kα diagram X-ray lines originated either from a single K-shell ionization or from
a single capture of a K-shell electron, while the Kαh hypersatellite lines arose
from a double K-shell ionization or a double K-shell electron capture or from the
combination of a single K-shell ionization and a single K-shell electron capture.
The SCA model introduced by Bang and Hansteen [143] is an intermediate ap-
proach between classical physics and quantum mechanics in which the projectile is
treated classically and the target atom using quantum theory. The SCA model is
based on the first order time-dependent perturbation theory. In the present study,
the modified SCA version of Trautmann and Rösel [124] using screened hydrogen-
like wave functions (HWF) for the description of the target atom electrons was
employed to calculate the single and double K-shell ionization cross sections. In
the calculations performed within the separated-atom (SA) picture, the recoil of
the target atom was considered and the projectile was assumed to have a point-like
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Table III.13 – Comparison between the double-to-single K-shell ionization
cross section ratios σKK/σK obtained in the present work with the C ions
and theoretical predictions from the SCA and CTMC models. All ratios
are given in %. The SCA calculations were performed using hydrogen-like
wave functions (HWF) and Dirac Hartree Fock wave functions (DHF). In
the CTMC calculations the ratios were computed for the direct Coulomb
ionization (DCI) only and for the DCI and electron capture (EC) contri-
butions (DCI+EC). The theoretical cross section ratios quoted in the last
column were obtained using the SCA DHF model for the impact ionization
cross sections and the CTMC calculations corrected by the scaling factor α
for the electron capture cross sections. The cross sections were normalized
beforehand to account for the effective charge of the projectiles. For details,
see the text.
Target σKK/σK
Present SCA
HWF
SCA
DHF
CTMC
DCI
CTMC
DCI+EC
SCA/CTMC
DCI+α·EC
Ca 2.40(44) 1.47 1.78 3.27(7) 4.74(7) 2.01
V 1.77(33) 1.36 1.56 2.43(7) 4.12(7) 1.90
Fe 1.59(32) 1.19 1.35 2.06(8) 3.60(7) 1.71
Cu 1.35(26) 1.01 1.11 1.42(7) 2.70(6) 1.26
charge distribution and to move along a classical hyperbolic trajectory. The cor-
responding cross section ratios (σKK/σK)SCA HWF are quoted in the 3rd columns
of Tables III.13 and III.14.
In a more recent version of the SCA code, the radial hydrogenic wave functions
were replaced by more realistic relativistic Hartree-Fock wave functions (DHF)
for both bound and continuum states [144]. As this change resulted into a much
better agreement between experiment and theory for the ionization probabilities of
the L-shell [145] and especially theM -shell [146], SCA DHF calculations were also
carried out for the present study. As shown in Tables III.13 and III.14, the double-
to-single ionization cross section ratios (σKK/σK)SCA DHF are bigger than the ones
obtained with the SCA HWF calculations and closer to the experimental ratios.
Actually, as the uncertainties on the experimental ratios are rather large (about
18%), the theoretical SCA DHF predictions are in agreement with the experimental
values except for the C-Ca collision. However, for all collisions the ratios predicted
by the SCA DHF model are systematically smaller than the experimental values.
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Table III.14 – Same as Table III.13 but for the collisions with the Ne ions.
Target σKK/σK
Present SCA
HWF
SCA
DHF
CTMC
DCI
CTMC
DCI+EC
SCA/CTMC
DCI+α·EC
Ca 6.58(1.16) 4.99 5.79 5.41(8) 10.63(7) 6.34
V 4.96(94) 4.31 4.91 4.10(8) 8.84(6) 5.46
Fe 4.12(69) 3.57 3.95 2.86(8) 6.55(6) 4.41
Cu 3.55(69) 2.88 3.09 1.93(12) 4.88(8) 3.46
As the above mentioned deviations might be due to the fact that the EC process is
not considered in the SCA model, the cross section ratios were also calculated using
classical trajectory Monte Carlo (CTMC) simulations [147, 148] from which both
the impact-induced ionization and electron capture cross sections can be obtained.
For each collision, 500’000 particle trajectories were simulated. The calculations
were performed within the frozen atom picture. The charge of the atomic nucleus
was calculated using the Slater recipe but the interaction between the two K-
shell electrons was neglected. The collision trajectories were calculated for all
processes creating a singly- or doubly-ionized 1s state of the target atoms, namely
the impact-induced single K-shell ionization (SI), the single 1s target electron
capture (SC), the impact-induced double K-shell ionization (DI), the double 1s
target electron capture (DC) and the combination of an impact-induced single
K-shell ionization and a single 1s target electron capture (SI+SC).
In the CTMC approach, the cross section is given by [148]:
σR =
NR
N
· pi · b2max , (III.37)
where R = SI, SC, DI, DC or SI+SC, NR stands for the number of collisions satis-
fying the criteria for the process R, N is the total number of calculated trajectories
and bmax the largest value of the impact parameter for which impact ionization or
charge transfer can occur. The error (standard deviation) of the cross section σR
reads [148]:
∆σR =
√
N −NR
N ·NR · σR . (III.38)
For both the SCA and CTMC calculations, the cross sections were computed for
three beam energies, namely for 135, 140 and 145 MeV in the case of C and 170,
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175 and 180 MeV in the case of Ne. The theoretical cross sections corresponding
to the average beam energies quoted in Table III.2 were then determined by linear
interpolation.
The SI and DI cross sections provided by the CTMC calculations for the C-Ca
collision are for instance 144’400(600) b and 4’719(99) b, respectively, whereas
the SC, DC and SI+SC cross sections amount to 70’980(440) b, 1’117(49) b and
4’738(100) b, respectively. The ratios σSC/(σSI +σSC) and (σDC +σSI+SC)/(σDI +
σDC +σSI+SC) are thus about 33% and 55%, respectively, which indicates that the
electron capture process is indeed not negligible for this collision. The SI and DI
cross sections predicted for the same collision by the SCA HWF model are 119’800
b and 1’760 b, those obtained from the SCA DHF calculations 153’600 b and 2’670
b, respectively. One sees that the CTMC SI cross section is similar to the one
provided by the SCA DHF model but the CTMC DI cross section is almost 1.8
times bigger and thus probably overestimated. The same trend is also observed
for the other targets and this explains why the CTMC DCI cross section ratios
quoted in the 5th column of Table III.13 are bigger than the SCA ones.
For the Ne-Ca collision, the CTMC cross sections are σSI = 241’600(1000) b,
σSC = 388’900(1300) b, σDI = 13’060(190) b, σDC = 30’640(310) b and σSI+SC
= 41’870(350) b. For comparison, the corresponding SI and DI cross sections
predicted by the SCA HWF and SCA DHF models are 367’600 b and 18’320 b,
and 454’550 b and 26’280 b, respectively. For the Ne-Ca collision, the SI and DI
CTMC cross sections are thus smaller by a factor 1.9 for SI and 2.0 for DI than the
SCA DHF ones, so that the CTMC DCI σKK/σK cross section ratio is somewhat
smaller (about 7%) than the SCA DHF one. For the collisions between Ne and the
three other targets, the differences between the DI cross sections predicted by the
CTMC and SCA DHF are more pronounced so that the CTMC DCI cross section
ratios are significantly smaller than the SCA DHF ones, the relative deviations
increasing with Z from 20% for V up to 60% for Cu.
As mentioned before, the average equilibrium charge Zeff of the C beam in all
four targets was found to be 5.8+. This means that 80% of the C ions were
fully stripped and 20% of them had still one 1s electron. As the calculations
were performed for bare ions, the obtained DCI and EC cross sections should be
corrected to account for the percentage of non completely stripped projectiles. In
other words, as the DCI cross sections are proportional to the squared charge of
the projectile, the SI and DI cross sections should be multiplied by (5.8/6)2 = 0.93,
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the DC cross sections by 0.8 and the SC cross sections by (0.8 x 2 + 0.2 x 1)/2 =
0.9 since two 1s holes are available for 80% of the projectiles but only one for the
remaining 20% C5+ ions. As a consequence, for the collisions with the C ions, the
total cross sections including both the DCI and EC contributions were calculated
using the following relations:
σK = 0.93 · σSI + 0.90 · σSC , (III.39)
σKK = 0.93 · σDI + 0.80 · σDC + 0.84 · σSI+SC . (III.40)
Similarly, for Ne the average equilibrium charge was found to be 9.4+, which
means that in this case only 40% of the ions were fully stripped and 60% of them
corresponded to Ne9+ ions. Thus, for the Ne beam the SI and DI cross sections
should be multiplied by 0.88, the DC cross sections by 0.4 and the SC cross sections
by (0.4 x 2 + 0.6 x 1)/2 = 0.7. For the collisions with Ne, the total cross sections
were thus calculated as follows:
σK = 0.88 · σSI + 0.70 · σSC , (III.41)
σKK = 0.88 · σDI + 0.40 · σDC + 0.62 · σSI+SC . (III.42)
The CTMC cross section ratios calculated using the above equations are presented
in the 6th columns of Tables III.13 and III.14. From the comparison of the CTMC
DCI cross section ratios which remain unchanged when Zp is replaced by Zeff and
the CTMC DCI+EC ones, one sees that, as assumed, the consideration of the EC
process increases the cross section ratios. Actually the increase is too large since
the CTMC DCI+EC cross section ratios are clearly too big, about 2.2 times bigger
than the experimental ones for C and 1.6 times bigger for Ne. This is, however,
not really surprising because it is well known that the EC cross sections [140] are
considerably overestimated by theory [149]. In order to take into consideration this
overestimation of the theoretical EC cross sections, we have scaled the CTMC EC
predictions, corrected beforehand for the effective charge of the ions, by multiplying
them with a constant parameter α. The same value of α was assumed for the C
and Ne ions. The scaling parameter α was determined by minimizing the sum of
the squared differences between the experimental cross section ratios σKK/σK and
the scaled theoretical cross section ratios, i.e, by solving the following equation:
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d
dα
S(α) = d
dα

4∑
i=1
[(
σKK
σK
)
expi
− 0.93 · σDIi + α · (0.80 · σDCi + 0.84 · σ(SI+SC)i)0.93 · σSIi + α · 0.90 · σSCi
]2
+
8∑
i=5
[(
σKK
σK
)
expi
− 0.88 · σDIi + α · (0.40 · σDCi + 0.62 · σ(SI+SC)i)0.88 · σSIi + α · 0.70 · σSCi
]2= 0 .
(III.43)
where the index i stands for the collision number, i.e., i = 1 for the C-Ca collision,
i = 2 for the C-V collision, ..., i = 8 for the Ne-Cu collision.
The scaling factor α was first determined by using the CTMC cross sections for
both the DCI and EC cross sections. A value α = 0.051 was obtained and for this
α-value the sum of the squared deviations S(α) was found to be 9.84 · 10−4. In
a second attempt, we used the SCA DHF cross sections for the impact-induced
single and double ionization and the CTMC cross sections for the single and double
electron capture processes. This resulted into a bigger and thus more realistic
value for α (0.107) and the sum S(α) was found to be about 8 times smaller
(1.30 · 10−4), indicating a clearly better agreement with the experimental values.
The theoretical σKK/σK cross section ratios determined this way are presented in
the 7th columns of Tables III.13 and III.14. As it can be seen, a nice agreement
with experiment is observed in this case, all ratios quoted in the 2nd (experimental
ratios) and 7th columns being consistent within the quoted experimental errors,
the mean value of the deviations
√
S(α)
8 being 0.40%, i.e., 1.5 times smaller than
the average experimental uncertainty (0.60%).
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III.5 Summary and concluding remarks
We have investigated the radiative decay of double K-shell vacancy states pro-
duced in solid Ca, V, Fe and Cu targets by impact with about 10 MeV/amu C
and Ne ions. The K hypersatellite X-ray lines were measured by means of high
energy resolution spectroscopy using a von Hamos curved crystal spectrometer
whose energy resolution varied between 0.70 eV for Ca and 1.44 eV for Cu. The
experiment was carried out at the Philips variable energy cyclotron of PSI. From
the fits of the X-ray spectra corrected beforehand for the beam intensity fluctua-
tions and the beam intensity profile on the target as well as for the variation with
the energy of the solid angle of the spectrometer, the energies, line widths and
relative intensities of the hypersatellite lines could be determined.
In general, the values obtained in the present work for the energies of the hyper-
satellites were found to be in satisfactory agreement with other existing experi-
mental data and theoretical predictions. On the other hand, if one compares our
values with the most recent and most precise hypersatellite energies determined
using synchrotron radiation one finds that the average of the absolute values of the
deviations amount to 0.9 eV for the Kαh2 hypersatellites and to 2.0 eV for the Kαh1
hypersatellites, whereas the averaged combined errors amount to 0.3 eV and 1.2 eV,
respectively. In that sense, the two sets of energies are not consistent within the
quoted 1− σ errors. The main reason for this discrepancy resides probably in the
fact that the shapes of the close-lying M -satellites of the hypersatellites were not
reproduced perfectly by the single or double Voigtians used in the fits to account
for these unresolved satellite structures. One can thus conclude that the hyper-
satellite energies and energy shifts obtained in the present work are characterized
by an accuracy of 1 eV for the Kα2 hypersatellites and 2 eV for the weaker Kα1
hypersatellites, which is quite satisfactory for X-ray spectroscopy measurements
performed with heavy ion beams.
In average, the hypersatellite line widths obtained in our work overestimate the
values determined from synchrotron radiation measurements by about 13%. This
is again due to the flawed fits of the close-lying M -satellites induced by the strong
multiple ionization characterizing atomic collisions involving heavy ions. In mea-
surements performed with synchrotron radiation the M satellite induced broaden-
ing is much less crucial because the additional M -shell ionization can be produced
only by shake and knockout processes which are two to three orders of magnitude
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weaker than the DCI and EC processes.
The main objective of the present work was to determine the single-to-double K-
shell ionization cross sections for the eight investigated collisions. The cross section
ratios were deduced from the corrected relative intensities of the hypersatellites.
The results were found to be on one hand consistent with the theoretical predictions
provided by the SCA model based on Dirac Hartree Fock wave functions but, on
the other hand, systematically bigger than the latter. This was explained by
the fact that the electron capture process which is not considered in the SCA
model plays an important role in the investigated collisions as shown by CTMC
calculations and leads to bigger cross section ratios. However, when the EC process
is taken into consideration, the theoretical cross section ratios become significantly
bigger than the experimental ones because, as shown in the literature, the EC cross
sections are strongly overestimated by theory. The difficulty was circumvented by
correcting the EC contribution with a scaling factor α which was determined by a
least-squares fit method. Finally, using the SCA DHF model for the determination
of the DCI cross sections and the CTMC predictions corrected by the scaling factor
α=0.11 for the EC cross sections, a nice agreement between theory and experiment
was found for the σKK/σK cross section ratios.
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