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 2 
1. Introduction 
 
1.1 Introduction 
 
The main purpose of this section is to offer the necessary background or context for the 
research problem. This section states the research problem, also referred as the purpose of 
the study; give definition of key concepts; present the rationale of proposed study and end 
with the reasons why it worth studying. 
 
1.2 Problem Description 
 
As the Internet develop, the e-commerce industry has gradually entered a period of 
prosperity. People today rely much on shopping online, which brought a huge amount of 
consumer behavioral data. Finding out what lead to their final consumption behavior is of 
great importance for improving total sales of e-commerce. Personalized search is a 
common way to better user experience and persuade user consumption. With 
personalized search, websites will provide tailor-made recommendations and rank the 
results based on their conversion rate prediction. Given recommended items when 
visiting e-commerce websites, users might click interested ones before making a further 
purchase, which follow a sequential pattern of impression à click à conversion. Along 
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this line, this paper proposes a way of combining personalized search related data and 
choice model to predict users’ purchase intention after their click behavior. In other word, 
this paper will build a model to predict whether users will buy what they have clicked on 
e-commerce platform.  
 
1.3 Key Concepts 
 
Conversion Rate: 
Conversion rate prediction is an essential task for ranking system in industrial 
applications. There are two types of conversion: post-click conversions and post-view 
conversions. All conversions that can be attributed to a display campaign are classified as 
either view or post click. In this paper, we only talk about post-click conversion rate 
prediction on e-commerce.  
 
A post-click conversion is a conversion that occurs after a user has clicked on an 
advertised item. In this paper, the conversion rate is defined as the probability that user 
finally purchases the advertised action, given information of entire process from 
searching to final consumption, such as user’s profile, searching queries, and etc. 
Conversion rate is a particularly crucial standard in commerce because of its direct 
relevance to sales. It is obvious that higher conversion rate means more purchase 
behavior. In this case, many e-commerce enterprises tried to analyze the reasons that lead 
to high conversion rate.  
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Personalized Search: 
One simple truth is that customers have greater possibility to buy what they search for.  
Thus, many different types of techniques have been adopted to fit users with their goal 
product. Personalized search become a very popular field that can contribute to improve 
conversion rate of e-commerce sites. Personalized search refers to web search 
experiences that are tailored specifically to an individual’s interest by incorporating 
information about the individual beyond specific query provided. For online shopping, it 
means combining personalized recommendation and catalog search. 
 
Most people’s first reaction to search engines may be Google or Baidu, because we are 
used to actively inquiring about some content in these two websites. But, these are not the 
catalog search engine that the we use in e-commerce websites. The catalog search engine 
which can also be called vertical search engine, is a search window provided in the 
websites or apps. This kind of search engine will direct users to the target content by 
according to users’ searching keywords.  For example, if we search “handbag for 
woman”, we will get the search results almost same as the query terms.  This catalog 
search can help consumers build up knowledge or understand the space of options on the 
websites. (Deitmar et al, 2017). 
 
The searching process can basically be divided into three stages. Search query input 
phase is the first stage where users express their desire. It is second stage when search 
engine returns the search results and the final step is to sort or filter results to match 
users’ preference.  
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Another part of personalized search is personalized recommendation. Recommender 
systems are without any doubt one of the successful application of artificial intelligence 
technology that made its way from academic research to wide-spread industrial use. They 
are advanced information service providing suggestion of items to users. In different 
systems, item denote to different things, such as songs in music websites, videos in movie 
websites. In e-commerce platform, merchandise is something that will be recommended 
to users.  
 
Automated recommendations are today a pervasive part of our online shopping 
experience. On e-commerce sites like Amazon in US and Taobao in China, one key 
utility of recommendations is to help consumer find items of interest within large product 
catalogs more quickly. Personalized recommendations that are made in the context of a 
currently inspected item are however only one possible means to help consumers build up 
knowledge or understand the space of options. When combining with catalog search, it 
become personalized search engine in e-commerce sites today (Dietmar, 2017). 
 
Nowadays, more and more catalog search incorporated the results of the recommendation 
system. And “related search terms” in the e-commerce platform are the products of the 
great fusion between the two. For example, in some platform-based e-commerce 
websites, because of the large number of results and the obvious correlation, there is a 
certain amount of room for the personalization of search results. Theoretically, 
personalized recommendation technology has great possibility to be able to promotes 
transaction.  
 6 
1.4 Goal and Motivation 
 
Here comes to our problem of how to find out whether the advertised search result will be 
the consumers’ final choice. Most research focus on evaluating their recommendation 
model by measuring root-mean-square error of the advertised search result. RMSD is 
indeed a good measure of accuracy, but only to compare forecasting errors of different 
models for a particular variable and not between variables, as it is scale-dependent. This 
method is based on the knowledge of discrete math, which is not always used out of lab 
research. Alternatively, with actual and objective data, A/B test is one of effective 
method that adopted in real experiment.  
 
In general, a new recommendation model should complete three steps before eventually 
putting into practice. First, off-line experiment will be adopted to prove how much it 
exceeds the current model. Then, most enterprise will do user study to make sure its 
satisfaction among users will not decrease. Finally, online A/B experiment will offer 
answers in the aspects that enterprises care about most.  
 
For e-commerce sites, important performance indicators include: how to convert website 
visitors into actual buyers and how to exert influence on visitors in order to impel them 
buy more profitable item. In this paper, we focus on post-click conversion rate of 
advertised search results in e-commerce platforms. Besides of current conversion rate, it 
will provide even more insights if we can predict conversion rate in the future. We will 
get some knowledge about what kinds of factors that may influence customers’ online 
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purchase, which will point a direction for personalized search algorithm improvement. 
By specifically considering click behavior, we could eliminate the influence of click 
behavior on consumers’ final choice and thus eliminate sample selection bias problem. 
Finally, post-click conversion rate prediction will help websites to balance users’ click 
preference and purchase preference.  
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2. Literature Review 
 
2.1 Introduction 
 
In this section, literature related to conversion rate and customers’ online behavior is 
reviewed. In order to predict customers’ purchase intention after click behavior, the 
literature covers two-areas of interest: factors influencing customers’ online purchase, 
models reflecting customers’ online behavior. The section concludes with a discussion of 
why and how this literature will provide some insights to the research and offer some 
theoretical idea to post-click conversion rate prediction in the paper. 
 
2.2 Factors Influencing Customers’ online Purchasing 
 
It is quite different from shopping in the stores that when customers shopping online, 
they cannot try, touch or feel the products and services in person. All the information 
about the merchandises can only come from the computer screen, which means 
customers’ purchase behavior will be strongly relied on this information (Taeho Hong & 
Eunmi Kim, 2012) and how much customers trust this information. According to Gefen 
(2003), trust is the most important factor when customers shopping in a virtual web 
environment. Trust deals with the belief that the trusted party will fulfill its commitments
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(Luhmann 1979; Rotter 1971). And customers’ trust is mostly based on their previous 
shopping experience and some common knowledge about the products or stores. To some 
extent, we can also say that customers’ trust come from information through the 
computer screen, such as stores’ name, products’ brand, and etc.  
 
Understanding people behavior can help online business to primarily focus on their target 
customers, predict customers’ purchasing behavior and make more profit through online 
channel (Fan Zhao, 2006).  In order to persuade customers to select a product or service 
and lead to a purchase, it is of great importance to identify what kind of information that 
could increase their purchase intentions. (Ho and Bodoff, 2014; Xu et al., 2011). There 
are many researches focus on analyzing the factors from different aspects. In 1999, 
Shopping online at that time is still far from universal. Bellman et al described some 
factors: look for product information, months online, number of daily emails, work online 
at work every week, read news online at home every week, total household working 
hours, click on banners, and agree that Internet improves productivity. Authors believe 
that looking for product information on the Internet is the most important predictor of 
online buying behavior. 
 
Laudon and Traver (2001) tried to explain customer online behavior in the aspects of 
consumer profile. In their opinion, intensity and scope of Internet usage is one of the 
most important factors. According to Rainie and Packel (2001) in the same year, this 
factor can be explained on the theory of that the longer time and broader range users 
spend online, which make them more comfortable and familiar with Internet features and 
 10 
services. To further explain this factor, we can say that it is because different 
demographic groups, based on different age, income, gender, education and etc., have 
different access attitude and ability toward the Internet, which lead to different 
percentages of online usage (Rainie & Packel, 2001). It is obvious that Internet may get 
more welcoming from people with higher education, younger age and better income.  
 
Besides, Rainie and Packel (2001) had pointed out that ethnicity also impact consumer 
online behavior. And Chau, et al (2002) and Chang & Samuel (2004) find that consumers 
in different location with different culture background not only use the Web for different 
purposes but also perform differently in their purchasing behavior even under the same 
virtual environment. Since people in same race sometimes gathered in same location, 
there may be some connection between these two factors. This situation reminds us to 
take into their joint influence into consideration but not only deal with simple addition 
problem.  In conclusion, from consumers’ profile, we could learn a lot in order to predict 
their online purchasing.  
 
However, importance of information varies in customers’ profile. Some of them exert 
significant influence on customers’ online behavior while others impact only in a limited 
way. Based on an empirical study, Kim et al (2000) discovers that customer lifestyle and 
income are significantly related to purchasing behavior on the Internet. Customers who 
are more price-oriented and/or time-oriented perceive more benefit and less risk through 
online shopping. Gender difference is also a great predictor of customers’ online 
purchasing behavior. Literature on e-commerce reports that men purchase online more 
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than women do (Slyke, C., Comunale, C. & Belanger, F, 2002; Dittmar, Long, & Meek, 
2004; Hasan, 2010), because the influence of risk tend to be higher for female shopper 
(Van Slyke et al., 2002). A study from Rodgers and Harris (2003) also support this 
hypothesis and conclude the causes of this result as emotion and trust. These kinds of 
information may need to weigh much more than variables like ethnicity and media choice 
in predicting consumers’ online behavior.  
 
In addition to customers’ profile, there are many useful information can be extracted from 
online shop profile as well. Li et al (1999) believes that except income, education and 
gender in customers’ profile, accessibility, communication and distribution, convenience, 
experiential and channel knowledge also have positive relationship with online buying. 
From the aspect of goal-oriented shopping behavior, Wolfinbarger and Gilly (2002) 
identify five factors more clearly, including accessibility or convenience, selection (the 
range of product available to the customers), information availability (represents how 
well the information of product is provided by the online shop), control of sociality and 
commitment to goal.  
 
Perceived quality of online stores is one of the most important factor since it positively 
influenced the customers’ trust in online stores (Everard, Galletta, 2006; Mcknight, 
Choudhury, Kacmar, 2002). Literature explained that customers prefer trusting the online 
stores when they perceive that the online stores is of high quality. Perceived quality of 
online stores can be regarded as Website quality, which can be further regarded as quality 
of information system that perform e-commerce. 
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According to Delone and Mclean (2003), information system can be divided into three 
categories: information quality, system quality, and service quality. This division can be 
applied in online stores as well. Information quality emphasizes the accuracy, reliability 
and completeness of content in the websites. System quality represents the characteristics 
of an e-commerce system such as usability, availability, reliability, adaptability, response 
time, and so on. Service quality indicates the overall support for customers from the 
online store (Taeho Hong & Enumi Kim, 2012).  The importance of service quality in 
online stores is most likely greater than previously thought (Delone & Mclean, 2003). 
 
There are many researches focus on different aspects of this factor. They believe that in 
order to improve perceived quality of online stores, online retailer should make their 
online stores better satisfy customers’ need of information, system and service, which 
requires more thought from a customer’s view instead of theirs own (Kim, et al., 2003). 
Even we only consider e-commerce on the same platform, there is still something that 
can make differences, such as convenience of site use and simplicity of site design (Shim 
et al. 2002). Online retailers can also make efforts in the aspects of information and 
service. Compared to service quality, the way to improve information quality is more 
obvious, simple and only. Online retailers just need to provide detailed, accurate, reliable 
and complete information to let customers learn more about their stores and their 
products.  
 
However, because people care more about service quality, it is of great importance to 
build an efficient, convenient, supportive virtual shopping environment. Selective 
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recommendation agent can be a great tool to persuade consumer’s purchase decision and 
satisfy their service need (Haul & Murray, 2001). Van der Heijden and Verhagen (2004) 
demonstrate that online store usefulness, online store enjoyment, ease of use, online store 
style, enterprise image, financial settlement performance, logistical settlement 
performance will influence customers’ attitude towards purchasing at online store. High 
service quality will positively increase customers’ purchase intention.  
 
Apart from the analysis in the perspective of customers’ and shops’ profile, there exists 
other theories that explain and understand the causal patterns of factors stimulating online 
shopping behavior. According to Chiu, Wang, Fang and Huang in 2014, attitudes, 
evaluation, and ultimately decisions of an individual can be based on cognitive and 
affective experiences. Thus, in order to increase receptivity, efforts can be paid on the 
information based on cognitive or affective qualities (Haddock, Maio Arnold, & 
Huskinson, 2008). Cognitive information triggers the rational dimension of the decision-
making process on purchasing a product or service while affective information initiates 
emotional response, which in turn, influence the purchase behavior. 
 
Literature from Ilias O.Pappas et al (2016) believes that customers’ consider both 
cognitive and affective factors before making a purchase, suggest that they coexist and 
likely to be interrelated. The study offers evidence on examining combination of 
cognitive and affective perceptions in order to better explain customers’ purchase 
intention. Complexity theory is applied to point out the importance of analyzing complex 
patterns of predictors, contrarian cases and asymmetric relationships. In their conclusion, 
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causal factors do not have to be combined all together to stimulate intention to purchase. 
Some of them can be present or absent in different situations. But in all, different types of 
perceptions may co-exist in order to explain customers’ purchase behavior.    
 
In 2017, Iliaos O.Pappas et al analyzed purchase behavior in personalized online 
shopping by employing complexity theory  based on customers’ online shopping 
experience and online shopping motivations. In the aspects of online shopping 
experience, Pappas et al (2014) have found that quality of personalization, positive 
emotion such as enjoyment and persuasion may influence customers’ purchase intentions. 
Factors that influence online shopping motivations include price sensitivity, promotion 
sensitivity, service quality sensitivity, brand sensitivity and innovativeness. The findings 
of this study suggest that traditional techniques in personalized online shopping (e.g. 
recommendation based on previous purchase, tailored messages based on browsing 
history) are not enough to lead customers to an online purchase, when customers are on a 
shopping mission. A shopping mission means that customers have predefined their needs 
and have had clear mind on how to satisfy their needs. The findings also emphasize the 
importance of price sensitivity and promotion sensitivity as they are present in the 
majority of the solutions and more than once as core constructs. 
 
Studies above tried to figure out the factors that may lead to customers’ purchase 
intention. Focus of these studies varies as some of them paid more attention on specific 
predictors while some of them stressed on the effects of combinations. And from 
different aspects, they pointed out factors both direct and indirect, explicit and more 
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ambiguous, which in general shed light on the analysis of conversion rate prediction in an 
online shopping environment.  
 
2.3 Online Customer Behavior Model 
 
Based on customer profile factors, online shop factors, and other intervening factors, 
several consumer behavior models are introduced to understand and predict the wide 
range of decisions of customer. Li et al (1999) presents a conceptual model of factors 
affecting online purchase behavior. They believe that convenience, experiential, 
communication and distribution and accessibility are positively related to online 
customers’ online shopping behavior. Gender, income, and education, these three 
customer profiles exert positive influence on both online shopping behavior and channel 
knowledge.  
 
According to Wolfinbarger and Gilly (2000), five income factors, which are 
accessibility/convenience, selection, information availability, control of sociality, 
commitment to goal, together with two outcome dependent variables including freedom 
and control could construct a reasonable predicting model. They believe that customers 
are more likely to do online shopping if they have power of freedom and control during 
their virtual shopping environment.  
 
Laudon and Traver (2001) describe a modified model to predict online customers’ 
behavior. Three background factors including culture, social and psychological work as 
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independent demographic variables in the model. In addition, website features, brand, 
marketing communication stimuli, and firm capability serve as intervening variable that 
need to be taken into consideration. The authors believe that a more accurate prediction 
of customer online behavior can be reached than the general customer behavior model.   
 
In 2002, Yin and Straub proposed an abstract framework to examine the impacts of 
communication interactivity on online customer decision behavior. At the same year, Li 
and Zhang demonstrate a research model of customers’ online shopping attitude and 
behavior. The shopping process in this model is from antecedents through attitude 
towards online shopping, intention to shop online, decision making, to online purchasing. 
Authors pointed out five antecedents as the background factors of the model: external 
environment, demographics, personal characteristics, personal characteristics, 
vender/service/product characteristics and website quality.  
 
Gefen et al (2003) examined the role of trust in technology acceptance model, TAM 
(Davis et al, 1989). According to TAM, the intention to use a new IT is determined by 
two beliefs dealing with the perceived usefulness and the perceived ease of use. Based on 
this model, authors proposed to construct a new model with factors including intended 
use, perceived ease of use, perceived usefulness, trust, calculative-based, familiarity with 
the e-vendor, structural assurances, situational normality. In this model, these factors 
exert different influence on each other and together decide the dependent variable 
intended use.  
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As the artificial intelligence technology developed, Gultekin et al (2012) described the 
design of an Intelligent Simulation Model of Online Consumer Behavior that 
incorporates a knowledge base using some form of the Artificial Intelligence methods, 
such as Naïve Bayes and Artificial Neural Networks. This study investigates modeling 
online consumer behavior by using demographic characteristics such as age, gender, 
marital status, educational status, monthly income and number of people in the family. 
Authors believes that it is possible to build an “Artificial Database” that includes 
demographic attributes and purchase transaction of online consumers.  
 
Pappas et al set different configurations for achieving high level of purchase intention in 
2016 and 2017. In their paper talking about cognitive and affective perceptions, they 
specify their settings which included quality of personalization, message quality, benefits 
of personalization in cognitive part together with consistency, raw converge, unique 
coverage and different level of positive, negative perceptions in affective part. In their 
research focusing on online shopping motivations and experiential factors on 
personalized e-commerce, authors captured persuasion, brand sensitivity, innovativeness, 
service quality sensitivity, price sensitivity, shopping enjoyment, quality of 
personalization as factors to construct prediction model on customers’ intention to 
purchase. 
 
It is obvious that click and purchase are the most important behavior for e-commerce 
websites since they directly influence the total sale of the websites. Literature above help 
us better understand factors and models relevant to customers’ online behavior.  By 
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having a good command of these knowledge, we could build an efficient model to predict 
customers’ click behavior, purchase behavior and post-click purchase behavior. In this 
paper, we focus on post-click conversion rate prediction which provide theoretical 
support to rank advertised items in the best way.  
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3. Methodology  
 
3.1 Introduction 
 
The section presents an outline to grounded theory and detailed work plan for the 
research study. In this paper, we will build a predictive model by experiment and this 
chapter is to describes how the problem can be further defined in experiment; what is the 
experiment dataset looks like; how to figure out potential features that may influence the 
results. what kinds of evaluation metrics and algorithms could be used; is there any 
potential risks that should take into consideration. To conclude this section and the 
proposal, ethical issues, foreseeable challenges and limitations to the planned research 
study, and thoughts on the anticipated impact of the planned research study are also 
briefly considered.  
 
3.2 Problem Statement 
 
The goal is to predict post-click conversion rate of advertised search result using a set of 
related features. A promising approach is to train predictors which learn how to predict 
post-click conversion rate based on factors that influence customers’ online purchase. 
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Since there are known results and there are only two types of them, traded or not traded, 
the problem essentially can be solved with classification methods. In machine learning, 
predictive algorithm is called hypothesis h. For further use, we utilize the following 
notations to help explain.  
 𝑥": ith input variable 𝑦": ith target variable 
X: matrix of x_j(i) (i <= m and j <= n) 
Y: matrix of y(i) (I <= m) 
(𝑥", 𝑦") a training instance 
x_j: jth feature 
h: hypothesis 
M: number of features 
N: number of training example used for training. 
 
Given training examples, the goal is to learn a function h: X à Y such that h(x) is a good 
predictor for the corresponding value of y. In order to build a most appropriate predictive 
model, we need first get a comprehensive understanding of our dataset.  
 
3.3 Dataset Description 
 
The dataset is gathered from real-word traffic log of the recommender system in Taobao 
which is the largest online retail platform in China. Training and test set are split along 
 21 
time sequence, which is a traditional industrial setting. There are 478138 clicked 
instances in the training set and 18371 in the test set, sharing 26 possible features in the 
both sets for analysis. And the only difference between these two sets is that there is one 
more label in the training set indicating trade status but not in the test set. In order to 
provide a clearer explanation and gain a better understanding, we divide these features 
into five tables about clicked samples, advertising items, users, context and shops 
separately.  
 
Clicked sample table provides basic information of clicked samples and trade. The other 
4 tables about advertising items, users, contexts and shops provide necessary information 
for conversion rate prediction. At these tables, all the instances are processed into 
numerical format in order to get rid of sensitive information. There are also a few 
samples lacking specific fields, and the value of these fields will be “-1” (negative one) in 
the case. The specific features’ names and their corresponding descriptions are listed in 
detail in the tables below: 
  
Clicked Sample 
Field Description 
Instance_id Instance ID, of type Long 
Is_trade The flag of trade, of type Int. 1 indicates final 
purchase and 0 indicates no. 
Item_id Item ID, of type Long 
User_id User ID, of type Long 
Context_id Context ID, of type Long 
Shop_id Shop ID, of type Long 
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Advertising Item 
Field Description 
Item_id Item ID, of type Long 
Item_category_list Lists of the item's properties, of type String. 
The format is combined as "category_0; 
category_1; category_2", starting from the root 
category (the high-level category) to the leaf 
category (the most detailed category). Here 
category_1 is the subcategory of category_0, 
and category_2 is a subcategory of category_1. 
 
Item_property_list Lists of the item's properties, of type String. 
The format is combined as 
"property_0;property_1;property_2". Each 
property has no affiliation with the others. 
Item_brand_id Brand ID of this item, of type Long 
Item_city_id City ID of this item, of type Long 
Item_price_level Level of price, of type Int and starting from 0. 
A higher level indicates the item is with higher 
price. 
Item_sales_level Level of sales, of type Int and starting from 0. 
A higher level indicates the item is purchased 
for more times. 
Item_collected_level Level of collected number, of type Int and 
starting from 0. A higher level indicates the 
item is collected for more times. 
Item_pv_level Level of displayed number, of type Int and 
starting from 0. A higher level indicates the 
item is displayed for more times. 
 
User 
 
Field Description 
User_id User ID, of type Long 
User_gender_id Gender ID of this user, of type Int. The 
value is 0 for female users, 1 for male 
users, and 2 for family users. 
User_age_level User's age level, of type Int. A higher level 
indicates the user is older. 
User_occupation_id Occupation ID of this user, of type Int 
User_star_level User's star level, of type Int. A higher level 
indicates a user with more credits. 
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Context 
Field Description 
Context_id Context ID, of type Long 
Context_timestamp Time index when this item is displayed, of type Int. The 
value is a standard Unix timestamp in seconds, and shifted 
by several days 
Context_page_id ID of the page where the item is displayed, of type Int. The 
value of the first page is 1, and increases sequentially for the 
following pages. 
Predict_category_property Lists of the predicted categories and properties, of 
type String. The format is combined as "category_A: 
property_A_1,property_A_2,property_A_3;category_B:-
1;category_C:property_C_1,property_C_2". Here are three 
predicted categories category_A, category_B and 
category_C, while there is no predicted property for 
category_B. 
 
Shop 
Field  Description 
Shop_id Shop ID, of type Long 
Shop_review_num_level Level of review numbers, of type Int and 
starting from 0. A higher level indicates 
more reviews 
Shop_review_positive_rate Rate of positive reviews, of type Double. 
The value is between 0 and 1, and a higher 
rate indicates more positive reviews. 
Shop_star_level User's star level, of type Int. A higher 
level indicates shop with more credits. 
Shop_score_service Score of service, of type Double. The 
value is between 0 and 1, and a higher 
score indicates better service. 
Shop_score_delivery Score of delivery, of type Double. The 
value is between 0 and 1, and a higher 
score indicates better delivery. 
Shop_score_description Score of description, of type Double. The 
value is between 0 and 1, and a higher 
score indicates more accurate description. 
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3.4 Feature Analysis 
 
There are many feature categories we can use. Determining the right set of features is 
important to learn a good algorithm. According to literature review in the previous 
chapter, we should take at least information about advertising item, users’ profile and 
online shop profile. Other kind of features may also influence customers’ purchase 
behavior, such as context page where the item is displayed, context timestamp when the 
click sample happens.  
 
Generally, four types of features should be analyzed, basic features, overlapping features, 
statistical features and conversion features in the past. Since our dataset is not large 
enough, conversion features in the past have great possibility to cause overfitting 
problem. Thus, we consider only first three types of features in the study, which are 
described as follows: 
 
Basic Features: raw features from the e-commerce platform.  
• Item: item id, item property, item brand, item city, item price, item sale, item 
collected level, item display frequency 
• User: user id, user gender, user age, user occupation, user star level 
• Shop: shop id, shop review positive rate, shop star level, shop service score, shop 
delivery score, shop description 
• Context: context id, context timestamp, context page 
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Overlapping Features: features that combined by at least two different basic features. 
For example, higher item collected level indicate more attention the item gets, which may 
lead to higher probability to be converted.  However, here comes the problem if one item 
has been displayed for 1000 times and been collected for 10 times while the other has 
been displayed for 10 times and been collected for 9 times. Obviously, it is hasty to say 
that the first item has greater chance to be converted than the second one. In this case, 
collection rate which combines item collected level and item displayed frequency seems 
like a better feature than each of these two separately. By combining different basic 
features, we may get more effective features which can interpret more complex situation.  
 
Statistical Features: features that calculated in statistical way. 
For different features and different combinations of features, we can use statistic methods 
such as mean(), size(), count(), cumcount(), unique() and etc. to extract highly 
interpretable features. For example, in the study, we can come up with features like 
average price of a certain shop, average user age of a certain item and many accumulative 
features according to time as well. 
 
These three types of features are all potential features that may exert great influence on 
customers’ online behavior. Some of them will be extracted in the experiment later to 
build the predictive model according to their importance. In different models, there are 
different ways to figure out importance of features.  
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3.5 Evaluation Metrics 
 
This paper proposes to compare different models using Logarithmic loss, which 
quantifies the accuracy of a classifier by penalizing false classification. Log Loss heavily 
penalizes classifiers that are confident about an incorrect classification. The formula of 
Log Loss is listed as follows: 
𝑙𝑜𝑔𝑙𝑜𝑠𝑠 = 	− 1𝑁-.𝑦" × 𝑙𝑜𝑔(𝑝") + (1 − 𝑦") × log	(1 − 𝑝")7"89 : 
Where N is the number of samples in the test set, 𝑦" is the ground-truth label of ith 
sample in the test set, and 𝑝" is the predicted conversion rate of this sample. Lower 
logarithmic loss indicates that better performance of the conversion prediction model.  
 
3.6 Potential Risk 
 
When building the model with existing dataset, there are some risk that need to be taken 
into consideration. In most e-commerce sites, there is peak and slack season. Whenever 
merchant provide some promotion, sales will improve at this point. Conversion rate may 
be influenced by this factor. Thus, experiment may focus on two challenges which are 
presentative in e-commerce sites, conversion prediction in normal date with steady traffic 
and conversion prediction in special date with huge traffic.  
 
Another risk that we can imagine is misrepresentative test set. In order to build model, we 
need to split data into training set and test set. Sometimes, training set is further divided 
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into training set and validation set. But here comes a problem, how to split the data set. If 
we choose misrepresentative test set, the experiment result cannot reflect real model 
performance. For example, if we happen to choose days before promotion day, we will 
find that people are not going to buy anything in these days because they are waiting for 
promotion. This will lead to lower conversion rate than normal days. If we use 
information in these days to evaluate model, it is obvious that we cannot have good 
results with model trained on normal days.  
 
There are many other risks that may happen during data process, model construction and 
etc. Just as we mentioned above, data inconsistency, data missing, models’ assumption, 
these may all exert some influence. Even if we use some techniques to weaken the 
influence, we cannot eliminate them all. Thus, there will be an upper bound for the model 
performance. What we need to do is to get as closer as we can to the upper bound.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 28 
4. Models 
 
4.1 Introduction 
 
The section introduces two models that will be experimented in the study, Logistic 
Regression and Gradient Boosting. Both of the models are introduced in detail with deep 
consideration in terms of system optimization and principle in machine learning. Their 
advantages and disadvantages are also explained at the end of each part. 
 
4.2 Logistic Regression 
 
Logistic regression is a statistical classification model that uses a logistics function to 
model a binary dependent variable in its basic form. A binary logistic regression model 
has two possible values, in this study, trade or not. These values will be represented by an 
indicator variable, where the two values are labeled as “0” or “1”. In logistic regression 
model, the logarithm of the odds is a linear combination of one or more independent 
variables. The way to compute odds is very similar to linear regression which is ℎ<(𝑥) =	𝜃>𝑥. However, in order to ensure our probabilities to lie with range 0 and 1, we take the 
logarithm of the odds. The formulas are listed below：
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𝑔(𝑧) = 	 99@ABC (sigmoid function),  𝑧 = 	𝜃>𝑥 (linear combination),  ℎ<(𝑥) = 	 99@ABDEF 
When comparing to a proper threshold, ℎ<(𝑥)	can be converted to “0” or “1” as final 
prediction results. In most balanced dataset, threshold is set to be 0.5 but it should be 
adjusted according to different dataset. 
 
The regression coefficients are usually estimated using maximum likelihood. Unlike 
linear regression with normally distributed residuals, it is not possible to find a closed-
form expression for the coefficient values that maximize the likelihood function, so that 
an iterative process is required. Gradient Ascent is one of the most common optimization 
methods and there are also many other advanced optimizations such as conjugate 
gradient, BFGS, L-BFGS and etc. After several iteration, these optimization methods 
could help converge to the optimal results. As we know, the goodness of fit in linear 
regression model is generally measure using R square or adjusted R square, which is the 
ratio between explained sum of squares and total sum of squares. However, in logistic 
regression, there is no such direct analog.  Various other methods, such as Likelihood 
ratio test and the Wald statistic are most common designed tests that are used to assess 
the significance of an individual predictor. A set of predictors is expected to demonstrate 
significant improvement if the model deviance is significantly smaller than the null 
deviance.  
 
The best fit of logistic regression model is the one that keep a good balance between 
variance and bias. In other word, the best model is that find a trade-off between 
overfitting and underfitting. Regularized method, thus, is used to enhance prediction 
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performance and interpretability. Ridge and Lasso Regression are the mostly used 
regularized techniques to shrink the coefficients that contribute most to the error. Both 
techniques will add a penalty term at logistic regression model formula. If we denote 𝜃" 
as ith coefficient of logistic regression model, regularized term in Ridge Regression can 
be denoted as 𝜆∑ 𝜃IJKI89  while in Lasso Regression can be denoted as  𝜆∑ 𝜃IKI89 .  
 
Logistic Regression is pervasive in industry because it is easy to tuning parameter. 
However, its assumption of feature independence is something that rarely happen in real 
life. Thus, non-linear model is also required to be adopted, compared and even combined. 
 
4.3 Gradient Boosting  
 
The term “Boosting” refers to a family of algorithms which convert weak learners to 
strong learner, typically decision tree. Boosting algorithms play a crucial role in dealing 
with bias variance trade-off. Unlike bagging algorithms, which only control for high 
variance in model, boosting algorithms control both of the aspects, and is considered to 
be more effective.  There are many underlying engines used for boosting algorithms in 
machine learning field, such as Adaptive Boosting, Gradient Tree Boosting, XGBoost 
and etc. XGBoost, full name “Extreme Gradient Boosting”, is the specific one that will 
be experimented in the study. It is an implementation of gradient boosted decision tree 
designed for speed and performance. Decision tree is non-parametric supervise learning 
method for classification and regression. The way to improve performance of a decision 
tree is to prune its leaves. Sometimes, one decision tree cannot fully interpret the dataset 
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and an ensemble of trees is required.  Just like all the supervised learning algorithms, 
XGBoost has objective function and regularized term. The goal of this implementation is 
to push the extreme of the computation limits of machines to provide a scalable, portable 
and accurate implementation of boosting.  
 
There are three types of parameters in the library of XGBoost need tuning in the 
experiment, general parameters, booster parameters and task parameters.  General 
parameters relate to which booster we are using to do boosting. Booster Parameters 
depend on which booster you have chosen. Learning task parameters decide on the 
learning scenario, specifying learning task and learning objective.  
 
XGBoost is an algorithm that has recently been dominating applied machine learning. 
There are many advantages of XGboost algorithm. For example, it can help to reduce 
overfitting based on its regularization, allows to define custom optimization objectives 
and evaluation metrics and etc. The most important one is that the trained XGBoost 
algorithm can also be used to encode numerical values for other machine learning 
algorithms, such as Logistic Regression. Thus, in the study, experiment will be conducted 
to combine both of these models.  
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5. Experiments 
 
5.1 Introduction 
 
The experiment of developing predictive model in this study is divided into two parts. 
Since XGBoost algorithm possesses the ability to convert weak predictors to strong 
predictor automatically, in the first part, the model would be trained after manually 
feature engineering while in the second part, the model would be directly trained with 
raw features. The comparison of the two results could not only provide us with a better 
algorithm after model selection but also shed light on how well automatic features 
conversion in XGBoost perform and whether it is important to do feature engineering 
manually.  
 
5.1 Data Preprocessing 
 
In the dataset, there are 478138 instances and 27 basic features in the training set, among 
which 8994 instances of them are in the positive class and 469117 instances in the 
negative class. To be specific, it could be said that most of users do not make any 
purchase and only a small number of users purchase once. Therefore, the dataset shows a 
heavy-tail distribution. Moreover, most of the users have less than five click instances, 
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which means it is low frequency scenario. And most of purchase behavior happened after 
a small number of impressions, which indicate that customers’ purchase tends to be a 
short-term decision. Therefore, depiction of users’ condition at that time would be of 
great importance. Furthermore, after simple analysis, we confirm there is no special day 
as we mentioned in potential risk. Then the whole preprocessing is completed in 4 steps:
 
1) Filling missing data 
There are 17641 missing data in 11 different features. Missing data in id type 
features, such as item_brand_id, is filled with the most common ones over the entire 
values in the corresponding features while missing data in level type features, such as 
item_sales_level is filled with the average.  
 
2) Converting timestamp 
Time index in the dataset is provided in standard Unix form. After converting, it 
could be noticed that data is in eight days in training set and two days in test set along 
the same timeline. Besides, different hours in the day are converted to a specific time 
period, including midnight, morning, afternoon and night.  
 
3) Interpreting list type features 
Three features in the dataset is provided in list type, item_category_list, 
item_property_list and predict_category_property_list. It is easy to understand the 
meaning of the first two. The last one is actually the item categories and properties 
that recommender system provided with customers’ specific search query. In the 
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paper, we convert these three features to precision and recall of the search query in 
the e-commerce system.  
 
4) Plotting continuous features 
For some of continuous features, if they do not show clear relation with target label, it 
may be useful to divide them into sections in order to find out some connections. We 
can see that both item price and user age are clearly related to target value in figure 1 
and figure 2 which indicates these two features could be strong predictors.  
 
Figure 1. Line chart of item price  
  
Figure 2. Line chart of user age  
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5) Splitting dataset 
Since this is a real-world problem of conversion rate, we can only use the data in 
previous days to predict the data in later days, which means we can only split training 
set and validation set in linear time sequence. Thus, cross-validation is not suitable in 
this study. But instead, we can use window sliding to create 4 different training and 
validation sets. For example, data in 17, 18, 19, 20 in training set and 21 in validation 
set then data in 18, 19, 20, 21 in training set and 22 in validation set until we get to 
the end day of the data. However, since there is much less data in training set,      
 
 5.3 Part I 
In this part of the experiment, after different combination of original features, we get 78 
features in total to build the model.  After randomly set parameters based on experience, 
we get our first model. For easy reference in the study, we name it model 1. The result of 
XGBoost is 0.084535 log loss in the training set and 0.78390 log loss in the validation 
set. The feature importance is shown in the figure 3 below. 
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Figure 3. Feature Importance in model 1 
From the plot, we find that only five original features appear in the first half of features. 
The two features which we expected to be strong predictors, user age level and item price 
level lies in the position of middle and last 15th respectively. It may be because that 
information of user age and item price is already incorporated in the feature user id and 
item id. With specific user id and item id, those user-related features and item-related 
features can be somewhat influenced.  
 
After parameter tuning with objective to minimize log loss, a better model – model 2 is 
built. The result of XGBoost is 0.072778 log loss in the training set and 0.77509 log loss 
in the validation set. Comparing the parameters in the two model, we find out max depth 
of tree has been increased by two, minimal child weight has been decreased to only 2, 
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which means model 2 tend to be more complex than model 1. In addition, fraction of both 
observations and columns that to be randomly sampled for each tree have been increased 
to 0.9 and 0.8 respectively, which means more data is used for training for each tree.  
These changes in parameters could explain great improvement in performance of training 
set and very less improvement in validation set. The feature importance of model 2 is 
shown in the figure 4 below. 
 
 
Figure 4. Feature Importance in model 2 
From the plot of importance, it is obvious that user id become even more important in 
model 2 while other features exert very similar influence on the prediction result. Except 
user id, importance of item id, item brand id and shop id are all in the top 20 features.  
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5.4 Part II 
 
In part two of the experiment, only original features will be considered. XGBoost 
algorithm and Logistic Regression will both be adopted and combination of the two 
algorithms will also be tested.  With parameters randomly set in reasonable range, model 
3 is developed and the figure of features’ importance is plotted as follow.  
 
Figure 5. Feature importance in model 3 
 
The log loss of model 3 is 0.089176 in training set and 0.080206 in validation set. User 
id, item id and item brand id and shop id also perform well in model 3. The performance 
of two features shop score delivery and shop score service is very similar in model 3 is 
very similar with performance in model 1. Model 4 is built based on model 3 by tuning 
parameter to get smaller log loss. The result can be found in following figure 6. 
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Figure 6. Feature Importance in model 4 
Compared to model 3, the most important five features remain the same. User id become 
the most important features in the model again. Evaluation metric is 0.088472 in training 
set and 0.079235 in validation set. There is only a little improve in performance in both 
part of dataset. In the analysis of changes of parameters, we find that some of the 
parameters try to increase variance while others tend to increase bias. For example, the 
both max depth of trees and minimal child weight has been increased in the model. 
Besides, L2 regularization term is set to be 0.1 which clearly indicates little penalty of 
more features.  
 
Additionally, logistic regression model is adopted in this part. Since all of the features in 
the dataset are in numerical form, data is required to be processed by one hot encoding 
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before training model 5. In the paper, numerical features are encoded by an ensemble of 
trees trained in model 4. However, the result seems not very good. We get 0.114253 log 
loss in the validation set, which is the worst score in the experiment so far. Since weak 
features in logistic regression can hardly be converted to strong features, model 6 tries to 
take all the features that automatically converted by xgboost in model 4. With more 
strong features, model 6 is expected to be perform better than model 5. And result of 
experiment confirm the expectation. Log loss score in model 6 is 0.08873298, which is 
indeed better than model 5 but still not perform well.  
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6. Discussion 
 
Conversion rate prediction in the paper belongs to CTR (Click-Through Rate Prediction) 
problem. According to literature review, Logistic Regression is mostly used algorithm to 
solve this kind of problem. Compared to traditional linear model, it uses sigmoid function 
to map numerical value between 0 and 1. However, the learning ability of logistic 
regression is very limited because it requires quite a lot of time to extract useful features 
and features combinations to enhance learning ability indirectly. What’s more, features 
combinations is hard to calculated by Cartesian product. Thus, the only way to come up 
with features combinations is to test manually, which is unfortunately time-consuming 
and also uncertain. This is also the problem that need to be solved in Logistic Regression. 
In 2014, Facebook proposes a nonlinear method called GBDT (Gradient Boost Decision 
Tree). XGboost, as a quick and efficient implementation of gradient boosting method, 
could automatically dig distinguishable features and features combination for us. That’s 
the reason combination of both algorithms is tested in the experiment.  
 
In part one of the experiment, despite using XGBoost, we also do feature engineering 
manually based on the knowledge of literature review and some common sense. The log 
loss score is 0.078390 for model 1 and 0.077509 for model 2. It seems like a good score 
for prediction, but we need to be aware that it is an extremely unbalanced dataset. There
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 is a parameter called scale_pos_weight in XGBoost that could controls the balance of 
positive and negative weights in model training. Therefore, we do not need to concern 
about imbalance of dataset.  In part two, experiment is conducted with raw features. The 
reason we do that is to check the performance of automatic feature combination of 
XGBoost and to reduce the size of trees to feature encoding in Logistic Regression. 
Model 3 and model 4 are only different in parameters, with score 0.080206 and 0.079235 
respectively. Model 5 and model 6 are combined with Logistic Regression with 0.114253 
and 0.0887330 respectively, which perform the worst among all these models. All these 
models confirm the importance of id type features in predictive model, especially user id. 
The reason may be that information of gender, occupation, star, activities can be figured 
out in this feature and thus, to be a very distinguishable feature in the model.  
 
Based on the performance of these six models, we find that it is difficult to get a very big 
leap in performance by just using parameter tuning or slightly better models. For 
example, in model 1 and model 2, there is a decent improvement but not very substantial.  
Besides, through the analysis of changes in parameters, we notice that this little 
improvement may be caused by building a more complex model based on the raw 
features. Nevertheless, relative significant jump can be observed in part one and part two. 
This illustrates a thought that methods like feature engineering, creating ensemble of 
models, stacking and etc. may produce more different models.  
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7. Conclusion 
 
In this study, model with XGBoost and feature engineering perform the best while 
Logistic Regression model does not make a good prediction on validation set. From these 
experiments, we can conclude that features used to build model are probably not linearly 
related to the target label. And even though XGBoost can automatically convert weak 
features to strong features, it is still necessary to do feature engineering. Raw features, 
cross features and statistical features are been included in the experiment but there are 
much more types of features need to be taken into consideration in the future, such as 
ranking type features, trend type features, cross features of query, cross feature of users, 
competition type of features and etc. Trying different combination of features, 
sometimes, will create a surprisingly good predictor.  
 
In the paper, we adopt only Logistic Regression and XGBoost to build predictive model. 
Further work could be done with other algorithms and stacking of multiple algorithms. 
For example, after the born of XGBoost, Microsoft brings out a new boosting algorithm 
called lightGBM which is built on Histogram decision tree and support multiple threads. 
This algorithm could be a potential good approach to train predictive model. 
 
In addition, there are some incomplete thoughts of conversion rate prediction problem. In 
this paper, we use only click samples, but actually, samples that are not clicked could 
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probably be used to supplement training. For example, if a query searches out many items 
and customers probably only click one of them, how could we get information of other 
items that customers have seen? If other users use the same query but click a different 
item, this item has great chance to be the one that have been seen by those who did not 
click. By organizing the whole dataset, some of the unclicked sample could be extracted 
out. This information could have chance to improve the predictive model of conversion 
rate on e-commerce. 
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Appendix: Parameter Settings 
 
 
Model 1: 
nthread = 25, 
learning_rate = 0.05, 
n_estimator = 500, 
max_depth = 8, 
subsample = 0.7, 
cosample_bytree = 0.5, 
min_child_weight = 10, 
seed = 123, 
objective = ‘binary: logistic’ 
 
Model 2: 
n_estimator = 99, 
max_depth = 11, 
subsample = 0.9, 
cosample_bytree = 0.8, 
min_child_weight = 2, 
reg_alpha = 0.005, 
scale_pos_weight = 0.63 
 
Model 3: 
learning_rate = 0.05 
n_estimator = 500, 
max_depth = 8, 
subsample = 0.7, 
colsample_bytree = 0.5, 
min_child_weight = 10, 
seed = 123, 
objective = ‘binary: logistic’ 
 
Model 4: 
n_estimator = 99, 
max_depth = 9, 
subsample = 0.6, 
colsample_bytree = 0.9, 
min_child_weight = 13, 
reg_lambda = 0.1 
