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Abstract – Nonlinear fusion of multi-dimensional densi-
ties is an important application in Bayesian state estima-
tion. In the approach proposed here, a joint density over all
considered densities is build, which is then approximated
by means of a Dirac mixture density by partitioning the
joint state space into regions that are represented by single
Dirac components. This approximation procedure depends
on the nonlinear fusion model and only areas relevant to this
model are considered. The processing in joint state space
has advantages, especially when fusing Dirac mixture den-
sities. Within this approach, degeneration can be avoided
and even densities without mutual support can be combined.
Thus, this approach gives an alternative to multiplication of
Dirac mixtures with a likelihood, as used in the particle fil-
ter. Furthermore, a nonlinear Bayesian estimator with filter
and prediction step can be formulated, which is able to cope
with both discrete and continuous densities.
Keywords: Bayesian estimation, Dirac mixtures, Density
approximation
1 Introduction
In Bayesian state estimation, the internal system state x ∈
RN is identified using measurements, which are disturbed
by noise. Often, the relationship between the measurements
and the system state is nonlinear, for example in localiza-
tion, speech processing, or data fusion in sensor networks.
The estimated state is given by a probability density func-
tion, representing the knowledge and certainty about the
true system state. In many implementations of Bayesian
estimators, continuous densities are considered. Especially
Gaussian or Gaussian mixture densities are favored because
of their useful features, like the closedness regarding lin-
ear transformations and the small number of parameters
needed. Their disadvantage is that for nonlinear transfor-
mations, these densities have to be re-approximated in order
to limit representational complexity or to allow processing
at all.
In this paper, we consider the case of processing Dirac
mixture densities. Their main advantage is the fact that
Dirac mixture densities are simple to propagate through
complex nonlinear models, which makes them practical for
nonlinear state estimation. These densities are represented
by a weighted sum of Dirac components, or samples. They
are usually simple to process, although many of them are
needed. Another property, which is discussed later, is their
selective support, which can be harmful when processing
them by means of a Bayesian filter step, where densities are
multiplied. Thus, a different approach for fusion of Densi-
ties has to be pursued, which is based on an approximation
of a joint density over all considered densities.
Novelties
The novelties of this paper are the generalizations of our pre-
vious work [1] for Bayesian fusion with Dirac mixture den-
sities in joint state space. Now, several multi-dimensional
random variables and nonlinear fusion constraints are con-
sidered. The problem of the approximation of the integral,
which stems from the fusion constraint, is efficiently solved
by an approximation. Furthermore, this framework allows
the application as a Bayesian estimator for both filter and
prediction step by the same principle.
2 Related Work
Several ways for approximating continuous probability den-
sity functions by means of Dirac mixture densities exist.
The most simple approach is random sampling [2], where
a number of samples is drawn independently from a given
density function. A better representation quality is obtained
by using deterministic Dirac mixture approximation algo-
rithms. Here, distance measures between the true density
and the approximation are employed [3, 4]. These algo-
rithms can be classified by two criteria: batch/sequential
and optimal/suboptimal algorithms. Batch approaches re-
turn the approximating Dirac mixture density as a final re-
sult, wheras sequential algorithms iteratively refine the ap-
proximation by adding components sequentially [5]. Op-
timal algorithms return the best possible result under the
given distance measure [6], whereas suboptimal algorithms
apply approximations or heuristics in order to reduce com-
putations costs [5].
In the framework of Bayesian state estimation, often
Dirac mixture densities, or sample sets, are used. The most
popular approach is the particle filter [7], for which a vast
number of extensions exists. Other estimation algorithms
with different kinds of density representations are available
that make use of a sampled representation for nonlinear pro-
cessing. Here, samples are drawn from a continuous den-
sity function, i.e., a Gaussian density, which are propagated
through a nonlinear system model. After this, a continuous
density representation is derived from the resulting sample
set. Algorithms of this type are the Unscented Kalman filter
[8] or the Gauss filter [9].
A different problem occurs when combining several
Dirac mixture densities by means of the Bayesian filter step.
Here, the discrete type of the densities can be problematic,
due to different support. A solution to overcome this is ap-
proximating one density by a continuous form, e.g., by con-
volution of one Dirac mixture density with a Gaussian ker-
nel. This leads to a continuous density function, which can
be combined with the second Dirac mixture density by sim-
ple pointwise multiplication [10]. A problem herein is that
the kernel size has to be known in advance. A completely
different approach is pursued in [1]. Here, a joint density
over all involved random variables is considered. This den-
sity is reapproximated by means of a Dirac mixture, in such
a way that the resulting density of the combination can be
obtained by a projection. This special approach is consid-
ered here and explained in the following sections.
3 Problem Formulation














and Dirac positions ξi. The N -dimensional Dirac delta








, x = [x(1), . . . , x(N)]T
of one-dimensional Dirac distributions. Note, that through-
out this paper, vectors x are underlined and random vari-
ables x are bold face.
We consider the Bayesian fusion of two or multiple ran-
dom vectors, x1, . . . ,xn. The fusion of density functions
is usually performed according to the Bayes equation. Here,
the normalized product of two densities has to be calculated.
If both densities are given as Dirac mixtures, several prob-
lems arise. One problem is that both densities usually have
no common support. In this case, the resulting density is
zero, as visualized in Figure 1, which is useless for state
estimation. Another problem is that simple pointwise multi-
plication of two Dirac mixture densities does not correspond
to the multiplication of two continuous densities. This is











Figure 1: Pointwise multiplication of two Dirac mixture
densities f1(x) and f2(x). The result is zero because they
have no mutual support.
Example 1 (Multiplication of two Dirac mixtures)
We consider two identical Dirac mixture densities f1, f2 with
uniform weights, which approximate a Gaussian density ef
with variance σ2 = 1. The product of both Dirac mixture
densities f1 · f2 has again equal weights and the Dirac posi-
tions did not change. Thus, the product is equal to the prior
densities f1 · f2 = f1 = f2, which conflicts with the multipli-
cation of Gaussians. The product of two Gaussian densities
with variance 1 is a Gaussian density with variance 1/2.
These problems lead to a different interpretation and pro-
cessing of Dirac mixture densities. Instead of regarding a
Dirac mixture density as the corresponding representation
of a random variable, a slightly different approach is taken.
Here, we assume that a Dirac mixture density f is an ap-
proximation of an underlying true, continuous density f̃ [1].
Hence, we need to find a processing step, which generates
the approximation of the true posterior density function by
means of a Dirac mixture, given the approximations of the
prior densities only. For Example 1, the result would be a
Dirac mixture approximation of the posterior product f̃ · f̃ ,
without knowledge about the true densities.
4 Processing in Joint State Space
In this section, the idea of processing multiple densities by
means of Bayesian fusion in joint state space is explained.
The general model equation for the fusion of random vectors
can be expressed in terms of
g(x1, . . . ,xn) = 0 , (1)
with n random vectors and an arbitrary function g(·), which
defines the combination of random vectors.
In this approach, the joint state space over all considered
random variables is spanned. The density over the joint state
space f̃J(z) = f̃J(x1, . . . , xn) is given in case of indepen-
dent random variables as




where f̃(xi) are the densities of theNi-dimensional random
variables xi. NJ is the dimensionality of the joint density f̃J .
In order to perform the fusion step, the joint density has to
be evaluated on points where Equation (1) holds. Let i de-
note the posterior subspace of the fusion result. The poste-
rior density can be derived by integrating over all subspaces













Figure 2: Fusion of two densities in joint state space. The
resulting density is on the constraint x2 = x31 (red).




fJ(z) dxn · · · dxi+1 dxi−1 · · · dx1 , (2)
where the joint density is evaluated at points, where equa-
tion (1) holds. All in all, the model equation is regarded as
a constraint in the joint state space.
Example 2 (Nonlinear Fusion Constraint)
The joint state space of two Gaussian mixture densities
f(x1) and f(x2) is shown in Figure 2. The fusion constraint
x2 = x
3
1 is marked red.
With the representation (2) of the posterior density, the
problem of incompatible supports still exists, because it is
not guaranteed that the joint density f̃J has support on the
constraint when dealing with Dirac mixtures. In order to
overcome this, an approximation of the joint density fJ with
support on the constraint has to be found. In this paper,
fJ(z) is a Dirac mixture density, which can be transformed
into a posterior Dirac mixture density by simple projection.
5 Approximation in Joint State Space
5.1 General Algorithm
The Dirac mixture approximation of the true joint density f̃J
presented here is a modification of [5]. Every Dirac compo-
nent is an approximation of the true density over a bounded
region. In order to refine the approximation, the regions are
split and the new regions are reapproximated by new Dirac
components. This allows a sequential and local refinement
of the approximation. Dirac components that have no influ-
ence on the posterior density, i.e., regions that do not inter-
fere with the constraint, can be eliminated. When the de-
sired number of Dirac components is reached, the posterior
density fp is calculated. A detailed description of the algo-
rithm is given in the following.
Approximation of Region
A rectangular axis-aligned region is defined by all points z,
for which
l ≤ z ≤ u, l, u ∈ RNJ
holds. Here, the relation ≤ holds, if the relation ≤ on scalar
values holds for all NJ dimensions. This region is denoted
by [l, u]. One Dirac component with position ξ
i
and weight
wi represents the approximation of the true density f̃J(z) in







f̃J(z) dz(NJ ) · · · dz(1)
is given by the probability over the region.
The Dirac position is determined by considering all one-
dimensional marginals over the region. These so-called sub-














f̃J(z) dz(NJ ) · · · dz(i+1) dz(i−1) · · · dz(1)
for l(i) ≤ z(i) ≤ u(i) and 0 elsewhere, for dimension i
and region [l, u]. For continuous submarginals, the optimal
position is the median m(i), which minimizes the Cramér-







(x(i))− F iJ (x(i))
)2
dx(i)
of the cumulative distributions over the submarginals. For
Gaussian mixture densities f̃J
i
, the median cannot be found
analytically. Thus, a simple numerical solver for the prob-














like the procedure of nested intervals [12], can be employed.
If the submarginal is a Dirac mixture, there is no distinct
point that exactly halves the probability mass. Therefore,
a linear interpolation for the cumulative submarginal F̃J
(i)
can be performed. The interpolation approximates the sub-
marginal by piecewise uniform parts.
Remark 1 (Interpolation of Dirac Mixture)
Let f̃(x) be a Dirac mixture with L components, weights
wi, and Dirac positions ξi. We assume that the Dirac po-
sitions are ordered, i.e., ξ1 < . . . < ξL, and the first and








Figure 3: Interpolation of Heaviside step functions by
straight lines for median computation.
ξL = u(i), wL = 0. Then, the interpolation of the Dirac













≤ x < ξi+1
.
With this continuous representation of the submarginal, the
median can be determined. The interpolation is depicted in
Figure 3.
Splitting
The splitting step is performed in order to improve the ap-
proximation quality at regions of high interest. Improve-
ment is achieved by inserting additional Dirac components.
For this, the Dirac component of the selected region is dis-
carded and the region is split into two new regions. The
splitting is performed along axis i
i = arg max
{
u(i) − l(i), i = 1, . . . , NJ
}
with maximum extent. Note, that this approach can be mod-
ified to cope with different scales, e.g., position and angle
components in the state vector, by rescaling the problem into
the unit hyper-cube [0, 1]NJ .
The splitting intersects the old Dirac component, and
thus, the new regions [l1, u1], [l2, u2] are given by
l1 = l ,
u1 =
[





l(1), . . . , l(i−1), ξ(i), l(i+1), . . . , l(NJ )
]T
,
u2 = u .
These regions are then approximated by Dirac components.
With certain submarginals, it is not possible to give a
usable splitting. This is the case, when the particular sub-
marginal f̃J
i
consists of one Dirac component only. If this
occurs, another dimension has to be chosen or a different




Figure 4: The constraint g divides the joint state space into
a positive and a negative part. On the constraint, g is zero.
check the regions on common points with the constraint. If
they do not comply with the fusion constraint, they can be
discarded immediately. This problem is discussed further in
Section 5.2.
Region Selection
The splitting candidate for the next iteration is determined
by the region selection step. Different approaches for de-
termining the next region are possible. In [5], regions are
arranged in a tree, in which the regions are selected in a
disperse and symmetrical way, in order to give a regular ap-
proximation of the complete state space. Other approaches
include the selection of the region with highest enclosing
probability, maximum extent, or maximum volume. The
whole iteration cycle is continued, until the desired approxi-
mation quality is reached, the number of desired Dirac com-
ponents is generated, or no further splittings are possible.
Due to simplicity, the approach taken here choses regions
with maximum weight.
5.2 Constraint Evaluation
Only relevant regions, which contain parts of the con-
straint, have to be considered for the fusion result. The prob-
lem arising in the given approximation algorithm is that the
constraint has to be evaluated for a set, i.e., every point in
the region [l, u]. Thus, depending on the fusion constraint g,
we need to decide, whether the set
A =
{
z : g(z) = 0, l ≤ z ≤ u, z ∈ RNJ
}
is empty or not, for the given region. In the special case
of continuous, piecewise monotone functions g, the regions
are simple to check, if it is possible to decide on which side
of the constraint a given point z is. This property is shown
in Figure 4. Here, g returns positive or negative values, de-
pending on whether a point is located above or below the
constraint. With this representation of the constraint, only
certain points have to be considered.
Remark 2 (Points for Constraint Evaluation)
The equation g(z) = 0 defines a manifold in joint state
space RNJ . The point set V consists of the vertices of the
hyper-cuboid, i.e., the corners of the region, and points that
are relevant to local extremal values of the manifold along







Figure 5: Evaluation of constraint. If the vertices and pro-
jected vertices lie on both sides of the constraint, then the
constraint is met. The vertices are projected onto the ex-
tremal planes, which are defined by the extremal points of
the constraint.
a hyper-plane pi perpendicular to the corresponding axis is
generated. The vertices V and the projections of V onto the
hyper-planes through the extremal points define the set X ,
i.e.,






The local extremal points of the constraint, the vertices of
the region, and their projections are depicted in Figure 5.
With the point set X , intersection can be checked for the
corresponding region.
Remark 3 (Constraint Evaluation for Region)
If g(x) has different signs for all points x ∈ X , i.e.,
∃ x1, x2 ∈ X : g(x1) < 0 < g(x2) ,
then there exists an intersection between the constraint and
the region [l, u].
5.3 Result: Posterior Density
After Dirac approximation of the joint density f̃J , the final
fusion result is calculated. After approximation, the result-
ing Dirac components lay in the neighbourhood of the con-
straint and have to be mapped onto the lower dimensional
subspace of the posterior density fp. The resulting Dirac
mixture, i.e., the positions and weights of all “active” com-




wiδ(z − ξi) . (3)





with weights wp,i, which sum up to 1, and Dirac positions
ξp,i.
Posterior Weights
The components, especially the weights wi, in (3) cannot
be used directly, because the approximation considers com-
plete regions in joint state space, whereas the fusion result
lies on the constraint only. This additional extent and prob-
ability mass has to be considered.
Another problem is that an approximating Dirac compo-
nent ξi in joint state space usually does not lie on the con-
straint and thus, the posterior density would still be zero.
In order to overcome this, the probability over the region





, li ≤ z ≤ ui . (4)
This can be assumed if the regions are small and the true
underlying densities are smooth to a certain degree.
The resulting posterior density is then obtained by evalu-
ating (4) over the constraint g. In the case of posterior Dirac
mixture densities, the weight wp,i is calculated according to
the integral








Ai = {z : g(z) = 0} ∩ [li, ui]
and a normalizing factor c = 1/
∑Lp
i=1 w
p,i. The integral (5)
is usually difficult to solve, especially the calculation of the
intersection Ai is cumbersome for high-dimensional joint
state spaces and Ai does not have to be a connected set.
For the special case of two scalar densities f(x), f(y) and
the fusion constraint y = x, an analytic expression for the
posterior weight can be specified [1].
For multi-dimensional densities and nonlinear fusion
constraints, approximation methods for the posterior weight
wp,i have to be found. The approximation is based on sub-
stituting the integral (5) by a formula, which can be eas-
ily and efficiently evaluated and maintains the convergence
of the posterior Dirac mixture fp against the true posterior
density f̃P with growing number Lp of components. The
approximate weight is given by










with a normalization constant c =
∑Lp
i=1 w
p,i. For a grow-
ing number of iterations, the region [li, ui] shrinks and the
weight wp,i converges towards the true weight. Note, that
for a large numer of Dirac components Lp →∞, the poste-
rior weight wp,i is equal to wi.
Posterior Dirac Positions
For the posterior Dirac position, a mapping of the position
ξi in joint state space onto ξp,i on the posterior subspace
has to be found. Here, also different methods with varying
approximation quality exist.
The optimal solution for the posterior Dirac position ac-
cording to this framework is the optimal approximation of
the density on the constraint with one Dirac component on
the constraint within a region. The approximated density in
the joint state space is given as piecewise uniform densities.







, z ∈ Ai
0 , elsewhere
has to be approximated with one Dirac component that will
be projected onto the posterior subspace xp. As mentioned
above, the set Ai can be non-connected and difficult to
evaluate for nonlinear fusion constraints. Thus, other ap-
proximation methods with less computational effort are em-
ployed.
The simplest way is an orthogonal projection onto xp ∈
RN , denoted as
ξp,i = ξi ↓ RN ,
which is sufficient for regions of small extent and a large
number of Dirac components Lp.
A tradeoff between both approaches, which will be used
in the examples, is given in the following. Here, the Dirac
component is first mapped onto the constraint and then pro-
jected onto the posterior subspace. The posterior Dirac po-






This preserves the condition that the Dirac component must
lie on the constraint before projection onto xp.
Example 3 (Projection onto constraint)
An example projection is shown in Figure 6. Here, a two-
dimensional joint space is approximated on the constraint
0.1(x1)
3 − 0.5(x1)2 + 1 − x2 = 0
and the resulting Dirac components (blue) are mapped onto
the constraint (red).
6 Fusion in Joint State Space
Now, with the introduced framework for processing den-
sity functions with a fusion constraint, a Bayesian estimator
can be constructed. This estimator allows the processing of
continuous (e.g., Gaussian mixture) and discrete (e.g., Dirac
mixture) densities by the same principle. All occuring den-
sities can be of both types, whereas the resulting density of
the processing steps is always a Dirac mixture.









Figure 6: Approximation of the joint state space on the con-
straint.
Filter Step




is given, which is a special case of the general model (1).
The mapping hk describes the relationship between the state
xk ∈ RN and the measurement ŷ for discrete time steps
k, which is disturbed by a noise term vk. The estimated
state is given by a density function fe(xk). The filter step is








the normalized product of prior density fp and likelihood
fL, which depends on the measurement noise distribution,
the measurement equation, and the measurement.
In order to apply the processing in Section 5, a suitable
constraint function g has to be found.
Definition 1 (Constraint for Bayesian Filter Step)










k (xk, vk)− ŷ
(j)
k ,
where the upper index (i) denotes the i-th element of the
vectors.
The dimension j is used to decide whether a given point is
above or below the constraint, as depicted in Figure 4.
The result of Bayesian fusion is the density fe(xk), and
thus, the posterior density has to be a projection onto the
xk subspace. As shown later, this approach prevents de-
generation, even when the prior densities are given as Dirac
mixtures and have no mutual support.
Prediction Step
The prediction step is performed according to the discrete
time model
xk+1 = ak(xk,wk) , (7)
with the state estimate xk at time step k, a system noise
term wk, and a mapping ak that updates the estimate for the
next time step k + 1. Note, for simplicity, any input uk is





fT (xk+1|xk) · f(x) dxk ,
where the transition density fT depends on the model equa-
tion ak and the noise term wk.
In the joint state space framework, the prediction step is
processed in the same way as the filter step. The joint den-
sity is approximated on a constrain, which is given analo-
gously in the filter step.
Definition 2 (Constraint for Prediciton Step)
The constraint function g for the system model (7) is given
by




|a(i)k (xk, wk)− x
(i)
k+1|
+ a(j)k (xk, wk)− x
(j)
k+1 .
Here, the joint state space is 3 · N -dimensional and
spanned over the subspaces of xk, wk, and xk+1. Because
no prior information about the distribution of xk+1 should
be regarded, xk+1 is uniformly distributed. The resulting
posterior Dirac mixture density is then projected onto the
xk+1 subspace.
7 Examples
7.1 Degeneration Free Filtering
This example shows the use of the Bayesian filter step.The
measurement equation is given as
ŷk = x3k + vk ,
with a zero mean Gaussian distributed noise term vk with
variance 1. The true prior density is also Gaussian f̃(xk) =
N (xk − 0, 9). For this example, f̃ is approximated by a
Gaussian mixture with 8 equally weighted Dirac compo-
nents. The measurement received is ŷk = 4. The prior
Dirac mixture and the likelihood are visualized in the top
of Figure 7. The estimated densities are visualized at the
















Figure 7: Illustration of degeneration. Top: Prior density
(red) and likelihood (blue). Bottom: The true estimated den-
sity (blue, dashed), the reweighted particles of the particle
filter (green) and the proposed approach (red) are shown.
is compared to the particle filter (red) and the proposed ap-
proach in (red). It can be seen, that the particle filter suffers
from degeneration. Here, only one component is used to
represent the estimated distribution.
7.2 Filter Step for Densities With Contradic-
tory Information
In this example, Bayesian filtering of densities without mu-
tual support is shown. The measurement equation is given
by
ŷk = x2k + vk .
vk is a noise term with the density function fv(xk) =
N (xk − 0, 0.2). The measurement processed is ŷk = 5.
The prior density is an approximation of the Gaussian den-
sity f̃(xk) = N (xk − 0, 0.2) with 8 equally weighted com-
ponents. The prior density (red) and the likelihood (blue)
are shown in the top of Figure 8.
At the bottom of Figure 8, fusion results are shown. The
true distribution (blue, dashed) is compared to simple re-
weighting of particles according to the likelihood (green)
and to the proposed approach (red). Simple re-weighting
does not change the support and is not able to represent the
true result appropriately. Here, also degeneration occurs:
only the outer left and right particles have relevant weights,
whereas the remaining components have no impact to the
result. The proposed approach is able to track the true fusion
result with minor deviation. This error is due to the rough
representation of the prior density by only 8 components.
8 Conclusion and Future Work
This paper presents a generalization of previous work. Now,
a general framework for nonlinear processing of multi-
dimensional density functions is considered. It is based on a
density approximation in joint state space over all densities
that shall be combined. Within the joint state space, a Dirac
mixture approximation is performed, which ensures a result
that is located on the nonlinear fusion constraint. This ap-
proximation partitions the joint state space into rectangular
















Figure 8: Illustration of the filtering. Top: Prior density
(red) and likelihood (blue). Bottom: Fusion result after non-
linear measurement. The true fusion result (blue, dashed) is
compared to simple re-weighting (green) and the proposed
approach (red).
Depending on the application, this approximation algo-
rithm allows a tradeoff between the approximation quality
and the number of used components. The specialty of this
processing is that even when the densities have no mutual
support, a feasible result can be obtained. Additionally,
the degeneration problem, where only few components of
a Dirac mixture contribute to the density representation, can
be avoided. This makes the contributed approach an alter-
native for the fusion of sampled densities with a continuous
likelihood.
Future work includes the use of the given approach in the
Sliced Gaussian Mixture Filter [13] in order to avoid degen-
eration. Another possible approach for the problem for the
determination of the Dirac components on the constraint is
interpolation of Dirac components. For a given approxima-
tion of the joint state space a Dirac mixture interpolation on
the constraint could be found that minimizes certain crite-
ria, e.g., maximum smoothness. This would allow the use
of random sampling or offline calculated Dirac mixture ap-
proximations of continuous densities, like Gaussians, that
would reduce the runtime of the algorithm.
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Filtering,” IEEE Transactions on Signal Processing,
vol. 51, no. 10, pp. 2592–2601, 2003.
[3] U. D. Hanebeck and O. C. Schrempf, “Greedy Algo-
rithms for Dirac Mixture Approximation of Arbitrary
Probability Density Functions,” in Proceedings of the
2007 IEEE Conference on Decision and Control (CDC
2007), New Orleans, Louisiana, Dec. 2007, pp. 3065–
3071.
[4] U. D. Hanebeck and V. Klumpp, “Localized Cumula-
tive Distributions and a Multivariate Generalization of
the Cramér-von Mises Distance,” in Proceedings of the
2008 IEEE International Conference on Multisensor
Fusion and Integration for Intelligent Systems (MFI
2008), Seoul, Republic of Korea, Aug. 2008.
[5] V. Klumpp and U. D. Hanebeck, “Dirac Mixture Trees
for Fast Suboptimal Multi-Dimensional Density Ap-
proximation,” in Proceedings of the 2008 IEEE Inter-
national Conference on Multisensor Fusion and Inte-
gration for Intelligent Systems (MFI 2008), Seoul, Re-
public of Korea, Aug. 2008.
[6] O. C. Schrempf and U. D. Hanebeck, “Recursive Pre-
diction of Stochastic Nonlinear Systems Based on
Dirac Mixture Approximations,” in Proceedings of the
2007 American Control Conference (ACC 2007), New
York, New York, Jul. 2007, pp. 1768–1774.
[7] M. S. Arulampalam, S. Maskell, N. Gordon, and
T. Clapp, “A Tutorial on Particle Filters for On-line
Non-linear/Non-Gaussian Bayesian Tracking,” IEEE
Transactions on Signal Processing, vol. 50, no. 2, pp.
174–188, 2002.
[8] S. J. Julier and J. K. Uhlmann, “Unscented Filtering
and Nonlinear Estimation,” Proceedings of the IEEE,
vol. 92, no. 3, pp. 401–422, 2004.
[9] M. F. Huber and U. D. Hanebeck, “Gaussian Fil-
ter based on Deterministic Sampling for High Qual-
ity Nonlinear Estimation,” in Proceedings of the 17th
IFAC World Congress (IFAC 2008), Seoul, Korea, Jul.
2008.
[10] L.-L. Ong, B. Upcroft, M. Ridley, T. Bailey,
S. Sukkarieh, and H. Durrant-Whyte, “Consistent
methods for Decentralized Data Fusion using Particle
Filters,” in Proceedings of the 2006 IEEE Conference
on Multisensor Fusion and Integration for Intelligent
Systems (MFI 2006), Heidelberg, Germany, Sep. 2006.
[11] O. Ozturk and T. P. Hettmansperger, “Generalized
Weighted Cramér–von Mises Distance Estimators,”
Biometrika, vol. 84, no. 2, pp. 283–294, 1997.
[12] J. Nocedal and S. J. Wright, Numerical Optimization,
ser. Springer Series in Operations Research. Springer,
1999.
[13] V. Klumpp, F. Sawo, U. D. Hanebeck, and D. Fränken,
“The Sliced Gaussian Mixture Filter for Efficient Non-
linear Estimation,” in Proceedings of the 11th Inter-
national Conference on Information Fusion (Fusion
2008), Cologne, Germany, Jul. 2008.
