A polar decomposition of mutual information between a complex-valued channel's input and output is proposed for an input whose amplitude and phase are independent of each other. The mutual information is symmetrically decomposed into three terms: 1) an amplitude term; 2) a phase term; and 3) a cross term, where the cross term is negligible. Theoretical bounds of the amplitude and phase terms are derived for additive white Gaussian noise channels with Gaussian inputs. This decomposition is applied to amplitude phase shift keying with product constellation (product-APSK) design and analysis. It facilitates the product-APSK to achieve a considerable shaping gain at some interesting rates over conventional quadrature amplitude modulation with a similar low complexity.
I. INTRODUCTION
F OR a complex-valued channel with an input signal X and an output signal Y , the mutual information between X and Y is conventionally decomposed as
based on the chain rule of mutual information [1, Th. 2.5.2, P. 24], where X I (Y I ) and X Q (Y Q ) denote the real and imaginary parts of the input (output) signal, also referred to as the in-phase (I ) and quadrature (Q) parts, respectively. The decomposition (1) can be simplified as
when the following two conditions are satisfied: 1) X I and X Q are independent of each other, and 2) the distortions introduced by the channel affect the real and imaginary parts independently. For example, for a rectangular quadrature amplitude modulation (QAM) input over an additive white Gaussian noise (AWGN) channel, the channel can be decomposed into two sub-channels, namely, the real and imaginary subchannels [2, p. 278 ]. However, if either of the above two conditions is invalid, the simplified decomposition (2) no longer holds. For instance, when a high-order (higher than 4) phase shift keying (PSK) input signal is used, or the channel distortions are I -and-Q dependent, e.g., for systems in which amplitude clipping is caused by nonlinear filters, or systems that introduce phase noises. Most recently, Goebel et. al proposed a decomposition of mutual information based on the polar coordinate system [3] , wherein the mutual information is decomposed into four terms: an amplitude term, a phase term, and two cross terms (called mixed terms therein). Such decomposition is helpful in understanding the characteristic of channels with phase noises, and as an example, partially coherent detection was studied for fiber-optic communications.
On the theoretical side, we propose a different polar decomposition for a special kind of input whose amplitude and phase are independent of each other, e.g., Gaussian inputs or product amplitude phase shift keying (product-APSK) inputs [4] . Different from [3, eq. (3) ] where the decomposition is nonsymmetric, and the phase term therein is relevant to the amplitude of the input signal, we symmetrically decompose the mutual information into three terms: an amplitude term, a phase term, and a cross term. Furthermore, rather than the approximations in [3, eqs. (14) and (21)], we derive theoretical bounds of the decomposed terms for Gaussian inputs.
On the application side, our decomposition is useful for product-APSK design and analysis. It is worth emphasizing that conventionally square QAM has been considered as the obvious choice for practical systems for average-power-limited AWGN channels [5] , [6] . Therefore, most of the current communication systems use square QAM to achieve high spectral efficiency [7] , [8] . By contrast, APSK has only found a few applications in deep-space communications over peak power limited channel [9] - [11] . Nevertheless, our recent research shows that well-designed product-APSK outperforms square QAM in terms of error performance while maintaining a low complexity for average-power-limited AWGN channels [4] , [12] , [13] . These results motivate us to seek for a theoretical background for product-APSK. As a beneficial application of the proposed polar decomposition of mutual information, this correspondence establishes an information theoretical foundation for product-APSK design and analysis. We provide an intuition in general for product-APSK design that the cardinality of its phases should be twice or four times of the cardinality of its amplitudes. We also show that coded modulation (CM) schemes using product-APSK are able to achieve better performance while maintaining a low complexity, comparing with the counterparts using square QAM.
The rest of this correspondence is organized as follows. We describe the proposed polar decomposition of mutual information in Section II. We derive the decomposition terms for Gaussian inputs and their bounds in Section III. In Section IV, we apply this decomposition to product-APSK inputs, and show how product-APSK design and analysis benefit from our decomposition. We provide numerical results to verify our analysis for both Gaussian and product-APSK inputs in Section V. Finally, we draw conclusions in Section VI.
For the sake of clarity, the following notations are employed throughout this correspondence. Upper-case calligraphic symbols denote sets, e.g., X . Symbols in boldface denote vectors, e.g., x. Upper-case symbols denote random variables (R.V.s), e.g., X, while the corresponding lower-case symbols denote their realizations, e.g., x. P X (x) is used for the probability mass function (PMF) and p X (x) for the probability density function (PDF). log(·) denotes the natural logarithm operation, and log 2 (·) denotes the base 2 logarithm operation. I (X; Y ) denotes the mutual information between X and Y , and I (X; Y |Z ) denotes the conditional mutual information between X and Y given Z . H (X) denotes the entropy of a discrete R.V. X, and H (Y |X) denotes the conditional entropy of Y given X. h(X) denotes the differential entropy of a continuous R.V. X. E x [·] denotes the expectation operation with respect to x.
II. POLAR DECOMPOSITION OF MUTUAL INFORMATION
Consider a channel with a complex-valued input X and an output Y , which could be expressed in a polar-coordinate system such that X = X || exp( j X ),
, where X || (X ) and Y || (Y ) denote the amplitudes (phases) of X and Y , respectively. For such a channel we have
based on the chain rule of mutual information [1, Th. 2.5.2, P. 24]. For a special input whose amplitude and phase are independent of each other, e.g., for standard complex-valued Gaussian inputs, or product-APSK inputs (see Section IV for detail), it is easy to verify that
Therefore, by applying (4) to (3) we get the decomposition as
Cross term (5) when X || and X are independent of each other. Please note that our decomposition (5) is different from Goebel's [3, eq. (3)] in that our phase term I (X ; Y ) is independent of the amplitude of the input signal, and thus we have a nice symmetric expression.
The polar mutual information decomposition (5) is helpful in understanding the characteristic of channels with an input whose amplitude and phase are independent of each other. Traditionally, for square QAM inputs we decompose the channel into two independent I and Q sub-channels shown in (2), when the two conditions shown in Section I are satisfied. However, some inputs such as product-APSK clearly violate the assumption that X I and X Q are independent. Fortunately, by using our polar decomposition (5), we can approximately decompose the channel C : X → Y into two sub-channels, i.e. the amplitude sub-channel C || : X || → Y , and the phase sub-channel C : X → Y , since we will illustrate that the cross term I (X || ; X |Y ) is negligible.
We now apply the decomposition (5) to complex-valued AWGN. The input's power is written as E[|X| 2 ] = E s , and the Gaussian noise is denoted by W with zero mean and variance of N 0 that W ∼ CN(0, N 0 ). The signal-to-noise ratio (SNR) is defined as SNR = E s /N 0 .
III. GAUSSIAN INPUTS
For a complex-valued circularly symmetric Gaussian input that X ∼ CN(0, E s ), we derive the expression for each term in (5) . Our amplitude term is quite similar to [3, eq. (14) ], except that we derive a lower bound rather than an approximation.
A. The Amplitude Term
We write the amplitude term I (X || ; Y ) as
where (a) follows from the fact that for a complex-valued Gaussian input X and Gaussian noise W , the output Y also has a complex-valued Gaussian distribution, and therefore the phase Y is uniformly distributed within [−π, π) regardless of whether the amplitude is given or not. Therefore, we have
where [3, Equ.
In ( 
where I 0 (·) denotes the modified Bessel function of the first kind with order zero.
Clearly (9) does not have a closed form expression, and an approximation was derived for a high SNR in [3, eq. (13) ]. In this correspondence, we obtain a lower bound. We commence by determining the bound of the conditional variance of Y || given X || . We have the first moment of Y || given X || = x || as
where I 1 (·) represents the modified Bessel function of the first kind with order one. We have the second moment of Y || given
Therefore, we write the conditional variance of Y || given
where λ x 2 || /N 0 . As shown in the Appendix, we have f (λ) < 1/2, and accordingly we have
For an R.V. with a constrained variance, the Gaussian distribution maximizes the differential entropy [1, p.411, Example 12.2.1] so that we have
Consequently by applying (16), (8) , and (7) into (6), we have a lower bound of I (X || ; Y ) as
For a very high SNR, since we have λ = x 2 || /N 0 → ∞, and I 0 (λ/2) ≈ exp(λ/2)/ √ πλ [14, p.377 9.7.1], it shows that (17) is also a good approximation [3, eq. (14) ]. In other words, the lower bound (17) is tight at high SNR. In fact, we can also show that as λ → ∞, we have f (λ) → 1/2, so that we have Var(Y || |X || ) → N 0 /2, see the Appendix for the proof.
B. The Phase Term
The phase term I (X ; Y ) can be written as
where (a) follows from the fact that the output's amplitude Y || is independent of the input's phase X so that we have
Since h(Y |Y || , X ) is unaffected by the specific value of the phase shift X , we assume X = 0 without loss of generality, and accordingly we have
Moreover, since Y || is independent of X , the conditional PDF p Y || |X (y || |x = 0) = p Y || (y || ) also follows a Rayleigh distribution. Therefore, we have
where η = N 0 /E s denotes the inverse of the SNR, and the error function Erf(x) is defined as
For a high SNR we have y 2 || /N 0 → ∞, η → 0, and y → x = 0, and thereby (22) can be approximated as
Since p(y |y || , x = 0) tends toward the PDF of a realvalued Gaussian distribution with zero mean and variance of
By taking the expectation with respect to y || and using the approximation of (25) we have
(26)
Applying (26) and (20) to (19) yields
Based on the lower bound of I (X || ; Y ) shown in (17), the decomposition (5), and the fact that the channel capacity of an AWGN channel is given by
(28)
C. The Cross Term
The cross term I (X || ; X |Y ) = I (X || ; X |Y || , Y ) could be calculated as
We have the PDF p
Now, the marginal conditional PDFs p X || |Y || ,Y (x || |y || , y ) and p X |Y || ,Y (x |y || , y ), respectively, can be obtained as
and
where η = N 0 /E s denotes the inverse of the SNR. It is interesting that the conditional PDF p X |Y || ,Y (·|·, ·) shown in (33) is the same as the conditional PDF p Y |Y || ,X (·|·, ·) shown in (22), because the known angle solely affects the centroid. By applying (31), (32), and (33) to (29), the cross mutual information I (X || ; X |Y || , Y ) can be obtained accordingly. However, we do not have a closed-form expression for I (X || ; X |Y || , Y ). In the following, we discuss two limiting cases either for a very low or a very high SNR.
For a very low SNR that N 0 → ∞, we have
Therefore, even given Y || and Y , the amplitude X || still tends toward a Rayleigh distribution, the phase X follows a uniform distribution, and they both tend to be independent of each other. Thus we have I (X || ; X |Y || , Y ) → 0 for a very low SNR. For a very large SNR that N 0 → 0, we have x || → y || and x → y . Thereby, we have
for N 0 → 0. In this case, it is interesting that both X || and X tend to be Gaussian distributed given Y || = y || and Y = y , i.e., X || ∼ N(y || , N 0 /2) and X ∼ N(y , N 0 /(2y 2 || )). Moreover, X || and X also tend to be independent of each other even given Y || and Y , thus we have I (X || ; X |Y || , Y ) → 0 at a very high SNR.
For these two limiting cases, we can also explain the cross term physically as follows. For a very low SNR we have I (X; Y ) → 0, and therefore the cross term I (X || ; X |Y ) also tends to 0 because I (X || ; X |Y ) < I (X; Y ) according to the decomposition (5) . Alternatively, for a very noisy channel, knowing the output Y provides little information about the input X, so that we have I (X || ; X |Y ) → I (X || ; X ) = 0.
For a very high SNR, we have Y → X, and therefore we have I (X || ; X |Y ) → I (X || ; X |X) = 0. Furthermore, the lower bound of I (X || ; Y ) in (17) and the upper bound of I (X ; Y ) in (28) are both tight at a high SNR, and it can be observed that
. Therefore, it also shows in this way that I (X || ; X |Y ) → 0 at a very high SNR.
IV. PRODUCT-APSK INPUTS
Having discussed the decomposition for Gaussian inputs, we investigate the decomposition for product-APSK inputs in the following. An (M = 2 m × 2 m || )-ary product APSK constellation consists of 2 m || rings, each ring with 2 m uniformly distributed points. The product-APSK constellation signal set X is described by
where ϕ p = π 2 m (2 p + 1) denotes the p-th phase-shift, and radius of the q-th ring r q is recommended to be [13] 
This radius r q is determined by letting the probability that a standard complex-valued Gaussian R.V. is within the q-th ring be equal to the probability that the product-APSK signal is within the same ring, where half the points on the ring of the product-APSK are taken into account as within the ring. Such radius is quite similar to that for nonuniform PAM design [15] , or ring constellation design [16, eq. (83)], whereby the ring constellation consists of several rings each with a uniform phase within [−π, π).
For the parameter pair (m || , m ), we have [13] m = m/2 + 1, m || = m/2 − 1, for an even m, m = (m + 1)/2, m || = (m − 1)/2, for an odd m.
We determined such pair by numerically maximizing the Harmonic mean of the Euclidean distance in [13] . Nonetheless, we could also interpret this assignment according to our mutual information decomposition. First, it is clear that we have
for product-APSK inputs. Therefore, the amplitude and phase are independent of each other for product-APSK input, and we also have the polar decomposition (5) . Second, according to (17) and (28), we have
in bits/channel use for Gaussian inputs at a high SNR. To make the product-APSK more like Gaussian behaviour, we provide an intuition for product-APSK design, i.e. the phase should carry about 1.38 bits more information than the amplitude. However, since I (X ; Y ) ≤ m and I (X || ; Y ) ≤ m || for product-APSK inputs, meanwhile m and m || are both integers, the choice (42) is reasonable. Please note that (44) doesn't rely on the size of the product-APSK constellation.
Therefore in contrast to [13] , we have a general formulation of (42) based on our decomposition by assigning one (for odd m) or two (for even m) extra bits to the phase than to the amplitude. This assignment requires no numerical optimization.
Our mutual information decomposition not only helps the product-APSK design for m || and m selection, but also presents an insight hint for its simplified demapper [4] . Please note that the With the above product-APSK constellation labeling, some bits are only relevant to the amplitude of the input signal, and others to the phase. Therefore, we can express the two decomposed sub-channels as
Accordingly, the symbol-to-bit demapper can also be decomposed, and the complexity is reduced from the order of O(2 m ) to O(2 m || +2 m ). We presented some experimental results of a simplified demapper in [4] , while our decomposition (5) in this correspondence provides the theoretical basis for that mapper.
In the following, we show each term of our decomposition for product-APSK inputs.
A. The Amplitude Term
For an (M = 2 m × 2 m || )-ary product-APSK input X, the amplitude term I (X || ; Y ) can be evaluated as
Furthermore, using the chain rule of mutual information, the amplitude term I (X || ; Y ) can be written as I (X || ; Y ) = I (X || ; Y || )+I (X || ; Y |Y || ). However, unlike the Gaussian input where we have I (X || ; Y |Y || ) = 0 shown in (6), the term I (X || ; Y |Y || ) usually does not equal to 0 for product-APSK inputs. Nevertheless, at a very high SNR such that N 0 → 0, we have Y → X, Y || → X || and I (X || ; Y |Y || ) → 0, and accordingly we have
(46)
B. The Phase Term
Similarly, the phase term I (X ; Y ) can be calculated as
By using the chain rule of mutual information again, I (X ; Y ) can be written as
wherein similar to the case of Gaussian inputs, (a) follows from the fact that the output's amplitude Y || is independent of the input's phase X . By the way, at a very high SNR, we have Y → X and the following approximation
C. The Cross Term
The cross term I (X || ; X |Y ) for a product-APSK input can be evaluated as
where P X |Y (x|x + w) is expressed as
For a very high SNR, we have N 0 → 0, w → 0, and accordingly
Therefore, it is clear that I (X || ; X |Y ) ≈ 0. In addition, since we have I (X; Y ) → m + m || , I (X || ; Y ) → m || , I (X ; Y ) → m , and I (X; Y ) = I (X || ; Y ) + I (X ; Y ) + I (X || ; X |Y ), we also have the limit that for a very high SNR I (X || ; X |Y ) → 0. Interestingly, I (X ; X || |Y ) → 0 shows that the complexvalued channel with product-APSK inputs can be approximately decomposed into two sub-channels, the amplitude-and phase-related sub-channels, with a negligible information loss. This channel decomposition indicates that we can achieve a low-complexity detection for product-APSK by treating the two sub-channels independently, while the performance loss is negligible.
V. NUMERICAL RESULTS

A. Results of Gaussian Inputs
We now present the numerical results of our mutual information decomposition. The results for AWGN channels with Gaussian inputs are shown in Fig. 2 , wherein the notation AMI denotes the average mutual information. The lower bound of the amplitude term I (X || ; Y ) in (17) and the upper bound of the phase term I (X ; Y ) in (28) are also depicted. It shows that these two bounds are both tight for a SNR higher than 12 dB. The cross term I (X || ; X |Y ) reaches its maximum value of about 0.08 bits/channel use at SNR ≈ 1 dB, and it tends toward zero at a high SNR. Moreover, the cross term is negligible compared to the amplitude or the phase term, which indicates that the AWGN channel can be decomposed into an amplitude sub-channel and a phase sub-channel with a negligible information loss for Gaussian inputs. For example, the gap between I (X; Y ) and I (X || ; Y ) + I (X ; Y ), i.e. the cross term I (X || ; X |Y ), is less than 0.04 bits/channel use at a SNR over 12 dB, and less than 0.02 bits/channel use at a SNR over 15 dB. From another perspective, for mutual information higher than 4 bits/channel use, the loss is less than 0.1 dB. For a clearer observation of the cross term, please refer to Fig. 4 .
B. Results of Product-APSK Inputs
We take (16 × 4 = 64)-APSK as an example. The constellation is illustrated in Fig. 1(a) , with the radii given by (41). Fig. 3 . Polar decomposed terms of mutual information as a function of SNR for AWGN channels with 64APSK inputs depicted in Fig. 1(a) , the AMI associated with 64QAM inputs and the channel capacity are also depicted for reference to illustrate the shaping gain obtained by product-APSK. Fig. 4 . The cross term of decompositions as a function of SNR for AWGN channels with Gaussian inputs, and the product-APSK inputs depicted in Fig. 1(a) and 1(b) .
The decomposition results are presented in Fig. 3 . These results are quite similar to the Gaussian-input case except that the amplitude term I (X || ; Y ) is upper-bounded by m || , and the phase term I (X ; Y ) is upper-bounded by m . The cross term I (X || ; X |Y ) is negligible. For instance, for coding rates higher than 1/2, namely, for mutual information that is higher than 3 bits/channel use for 64APSK inputs, such loss is about 0.1 dB. In addition, the AMI I (X; Y ) associated with a 64QAM input and the channel capacity are also depicted for reference. Fig. 3 shows that product 64APSK can provide a significant shaping gain at some interesting rates. For example, 64APSK achieves about 0.6 dB of shaping gain at the code rate of 2/3 over 64QAM. For higher rates, the shaping gain decreases so that at the commonly used rate of 5/6, 64APSK and 64QAM are equivalent. For a higher rate than 5/6, 64QAM has a shaping advantage over product 64APSK, but a larger constellation would give better performance at this higher spectrum efficiency.
We collect the results of the cross terms in the end associated with three inputs in Fig. 4 , including the Gaussian, 64APSK and 256APSK inputs. Interestingly, they all reach the maximum value at the SNR ≈ 1 dB. Moreover, it shows that the cross term increases with the constellation order, and intuitively, the curve associated with Gaussian inputs are the limit for product-APSK inputs when the constellation order goes to infinity, because the APSK signal behavior would be more and more likely to Gaussian when the order increases.
Although we only investigated Gaussian and product-APSK inputs in this correspondence. Our decomposition is applicable to other inputs with independent amplitude and phase, such as PSK or phase modulation [3, Sec. III-B] which is called a ring constellation in [16] . Indeed, PSK can be regarded as a special case of APSK that consists of a single ring, while the ring constellation is a limiting case of APSK that possesses infinite points on each ring. Therefore, our decomposition is also applicable to these inputs as a simple extension. Furthermore, our decomposition (5) can be applied to complex-valued channels other than the standard AWGN such as nonlinear channels with amplitude clipping.
VI. CONCLUSION
We have proposed a novel polar decomposition of mutual information for complex-valued channels with an input whose amplitude and phase are independent of each other. The mutual information between the channel's input and output was symmetrically decomposed into three terms: an amplitude term, a phase term, and a cross term, where the cross term is negligible. Based on this mutual information decomposition, the channel can be approximately decomposed into two subchannels associated with the amplitude and phase, respectively. This decomposition was then performed for AWGN channels with Gaussian and product-APSK inputs. We derived theoretical bounds of the decomposed terms for Gaussian inputs. Moreover, we showed several advantages for product-APSK based on the decomposition. First, APSK can provide a considerable shaping gain over conventional QAM. Second, we provided an intuition for product-APSK design that the cardinality of its phases should be twice or four times of the cardinality of its amplitudes. Last but not least, product-APSK can have phase and amplitude encoded and decoded independently just like I and Q of rectangular QAM with only a negligible loss due to the cross term that we have discovered and shown to be negligible.
APPENDIX
We have the definition of f (λ) as where
denotes the Laguerre polynomial with the order of 1/2. We have [14, 9.6 .10, p 375]
where (·) denotes the Gamma function and (n + 1) = n! for a positive integer n. Therefore, for a positive x, we have
Thereby, we consequently have
It is easy to verify that the right side of (58) is an monotone increasing function with λ. Therefore, for λ ∈ [0, 1], we have
For λ > 1, we have the series associated with the modified Bessel function of the first kind with order v as [14, 9. 7.1, p 377]
for a large x where u = 4v 2 . Therefore, we have
Thereby, we arrive at (63), as shown at the bottom of the page, wherein (a) follows from the property of Gamma function that (n + 1/2) = (1/2) n k=1 (2k − 1) 2 n and (1/2) = √ π. Now we have
Based on (59) and (64), we have f (λ) < 1/2, ∀λ ≥ 0. For an intuitive imagination of the above proof, we provide the numerical results of L 1/2 (−λ) and its approximations (57) and (63) in Fig. 5(a) . In addition, f (λ) as a function of λ is plotted in Fig. 5(b) .
(1 + n) 2 (n + 1 2 ) + 2 (n + 3 2 ) − (n + 1 2 ) (n + 5 2 ) π(n + 1)! 
