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1. INTRODUCCIO´N
El desarrollo de metodolog´ıas sobre la identificacio´n de actividades f´ısicas es un sector de
investigacio´n muy activo en la actualidad que intensiva a grupos de investigacio´n y centros al
desarrollo de metodolog´ıas e incluso tecnolog´ıas para lograr identificarlas.
En este documento se exploran metodolog´ıas para la deteccio´n automa´tica de actividades
f´ısicas, muchas de las metodolog´ıas exploran implementaciones basada en la fusio´n de senso-
res introduciendo un concepto denominado fusion multimodal (sera ampliada mas adelante)
que busca tratar de identificar una actividad con el uso de mu´ltiples sensores obteniendo
desempen˜o de los clasificadores muy interesantes.
Se busca realizar una validacio´n tanto metodolog´ıa como estad´ıstica sobre los descriptores de
sen˜ales que presenten mejores caracter´ısticas en el desempen˜o, y de igual manera impulsar
el desarrollo de metodolog´ıas multimodales, pues la etapa de descripcio´n en los sistemas de
aprendizaje es sumamente sensible para el desempen˜o de un clasificado.
1.1. DEFINICIO´N DEL PROBLEMA
El ser humano se ha caracterizado por tener la capacidad de identificar patrones con el uso
de su inteligencia, algunos de los patrones son verdaderos (identificar una lluvia) y en muchos
casos falsos (ver rostros en las nubes), pero esa es la finalidad de la ciencia, identificar aquellos
patrones que son reales y generales. La ciencia, como eje del desarrollo del conocimiento, mas
alla´ de permitir que el hombre conozca cada d´ıa mas el mundo que lo rodea, permite ,de igual
manera, que mejore la calidad de vida; y la calidad de vida se puede ver desde diversos putos
de vista, pero los mas evidentes son los que tienen que ver directamente con la salud f´ısica
y mental del hombre. El reconocimiento de actividades f´ısicas es una habilidad totalmente
natural para el ser humano, y lograr que un sistema automa´tico sea capaz de realizar dicha
identificacio´n se considera un gran desaf´ıo, y hoy en d´ıa es una motivacio´n para diversos
grupos de investigacio´n en proponer aplicaciones y desarrollos que apoyen los proceso medico
mejorando cada vez mas los resultados [1, 2, 3].
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En la actualidad, el ana´lisis de la actividad f´ısica ha permitido desarrollar dispositivos y apli-
caciones en a´reas como la salud [4] y el deporte, detectando la predisposicio´n a enfermedades
como parkinson o epilepsia [1], vigilar la salud de los adultos mayores [5], realizar la rehabili-
tacio´n f´ısica de pacientes [6], vigilar la evolucio´n del rendimiento f´ısico de deportistas [6]; en
la robo´tica, la construccio´n de pro´tesis meca´nicas [7], entre otras a´reas de investigacio´n.
Desde la ingenier´ıa y las ciencias de la computacio´n, el reconocimiento de la actividad f´ısica
humana a tenido como objetivo automatizar la identificacio´n de diferentes tipos de movimien-
tos f´ısicos a partir de un conjunto de medidas obtenidas a trave´s de redes de sensores[8, 6, 9].
Estas medidas pueden ser captadas por ca´maras, sensores de profundidad, sensores electro-
cardio´grafos (ECG), gonio´metros, giroscopios (Sensores angulares), acelero´metros, sensores
electromiogra´ficos (EMG), e incluso sensores electroencefalo´grafos (EEG).
Un enfoque comu´n en el desarrollo de metodolog´ıas automa´ticas1 involucra, en muchos casos,
te´cnicas de procesamiento digital de ima´genes, visio´n por computador y visio´n de maquina
usando un sin numero de te´cnicas para la caracterizacio´n y procesamiento de ima´genes [10,
11, 12], en la actualidad (2018), existen dispositivos que llevan el procesamiento digital de
ima´genes a niveles muy asequibles para todas las personas como el sensor Kinect®. Algunas
metodolog´ıas utilizan sensores de movimiento como acelero´metros, giroscopios o unidades de
masa inercial (IMU) [13, 14, 15], electrodos de registro electromiogra´fico (EMG) [16, 17],
informacio´n obtenida desde el procesamiento de ima´genes con Kinect®. En 2015, Calvo y
Holgu´ın [8], presentan una metodolog´ıa que realiza la fusio´n de los sensores ma´s utilizados para
el reconocimiento de actividades f´ısicas, Kinect®, los IMU y los EMG, lo que se denomina
fusio´n multimodal2, este es uno de los enfoques que permite mejorar el factor discriminante
de una observacio´n aprovechando las ventajas individuales de cada sensor [18, 19, 20, 21], y
de igual manera proponen que cada movimiento se divida en unos movimientos mas pequen˜os
que se denominan movimientos primitivos, donde varias actividades f´ısicas podr´ıan tener
en comu´n uno o varios movimientos primitivos.
1Las metodolog´ıas automa´ticas son aquellas metodolog´ıas que realizan una accio´n determinada sin la inter-
vencio´n directa del hombre dentro del proceso.
2La fusio´n multimodal es fundamentalmente el uso de mu´ltiples sensores de diferentes naturalezas para
medir un mismo conjunto de feno´menos.
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Algunas de las te´cnicas usadas en el proceso de caracterizacion sando te´cnicas como Mean
Absolute Value (MAV) [22, 9], transformadas Wavelets [9, 23, 24, 25, 26], Mel Frecuency
Ceptrum [27, 17, 28, 25, 26], entre otros [29, 30], logrando resultados hasta del 98 % en
la identificacio´n de actividades f´ısicas, sin embargo, se evidencia la necesidad de desarrollar
metodolog´ıas mas eficientes en la caracterizacio´n, pues en los resultados asociados a las sen˜ales
EMG se evidencia una debilidad en los desempen˜os de los clasificadores, especialmente sobre
las sen˜ales de EMG.
Morales y Calvo[31] en 2016, exploran el proceso de identificacio´n con los mismos grupos de
sensores (Kinect®, IMU y EMG) con enfoque en metodolog´ıas de aprendizaje no supervisado,
para este proceso se utilizan te´cnicas de agrupamiento como Spectral Clutering y K-means
clustering, junto con te´cnicas como Hidden Markov Model (HMM). Gracias al procedimiento
planteado por Morales y Calvo [31], se logra determinar que solo son necesarios 5 movimientos
primitivos para detectar todo el conjunto de actividades f´ısicas, reduciendo la complejidad
que provoca al utilizar ma´s clases como era propuesto por Calvo y Holgu´ın [8]. Aunque las
metodolog´ıas planteadas presentan desempen˜os por encima del 95 % en promedio.
Sin embargo, incluso con la presentacio´n de los desempen˜os superiores al 95 %, con el ana´lisis
de los resultados se identificacio´n asociados a la sen˜ales EMG son bajos, por tanto se evidencia
la posibilidad de realizar un amplio estudio sobre la caracterizacio´n de las sen˜ales EMG que
puedan, como primera medida, reducir los efectos del ruido y ademas mejorar la capacidad
de identificacio´n.
1.2. JUSTIFICACIO´N
Ya que el reconocimiento de las actividades f´ısicas es de alta importancia para diferentes a´reas
de investigacio´n y desarrollo, se evidencia un creciente intere´s en desarrollar aplicaciones que
permitan el monitoreo y la deteccio´n de un conjunto amplio de actividades f´ısicas humanas
[8, 31, 9]. En la literatura [10, 13, 1, 3, 32, 33, 34, 31, 8] se han desarrollado mu´ltiples
metodolog´ıas donde se utilizan diferentes modalidades de sensores, metodolog´ıas multimodales
con enfoques supervisados y no supervisados que han permitido identificar las bondades de la
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fusio´n de sensores, pero de la misma manera, el potencial de las sen˜ales EMG en el proceso
de identificacio´n.
Un sistema de clasificacio´n consta de 4 etapas [23]; Inicialmente, se basa en la deteccio´n de la
sen˜al, seguido de la extraccio´n de caracter´ısticas, reduccio´n de la dimensionalidad y finalmente
la clasificacio´n.
En la etapa de deteccio´n de la sen˜al se usan gran gama de sensores basados en principios f´ısicos,
que mediante un proceso de transduccio´n, transforman y acondicionan la sen˜al de intere´s en
una sen˜al de naturaleza ele´ctrica susceptible de ser capturada por un computador, de esta
etapa se encarga la instrumentacio´n [17]. La segunda etapa es una de las linea de la ciencia
computacional, y trata sobre la aplicacio´n de te´cnicas matema´ticas para realizar la extraccio´n
de caracter´ısticas de una sen˜al acondicionada (tambie´n conocida en la literatura como Raw
Data - datos sin procesar [4, 35, 26]). Los descriptores que se obtienen por medio de la etapa
anterior (extraccio´n de caracter´ısticas) pueden contener informacio´n redundante e irrelevante
que aumenta la dimensionalidad y degrada la calidad del espectro [17], en ese orden de ideas,
la etapa tres busca implementar te´cnicas que analizan las contribuciones de los descriptores y
penalizar las caracter´ısticas irrelevantes en pro de una separacio´n mas optima de las clases, y
a su vez, reduce la carga computacional del proceso de identificacio´n[36]. Finalmente, la etapa
de clasificacio´n, usa las caracter´ısticas extra´ıdas y afinadas para realizar la identificacio´n del
feno´meno.[37].
Cada etapa juega un papel importante en el proceso de identificacio´n, sin embargo, una de
las etapas mas sensibles del proceso, es la etapa de la extraccio´n de caracter´ısticas [27, 36, 17,
23, 38, 25], y como lo demostro´ Calvo y Holgu´ın [8] en 2015 y Morales y Calvo [31] en 2016, la
fusio´n de sensores multimodales brinda un camino claro en el proceso de identificacio´n de las
actividades humanas desde el enfoque supervisado y no supervisado, al igual que se identifica
una oportunidad de obtener mas informacio´n relevante desde las sen˜ales EMG explorando
nuevas metodolog´ıas y combinaciones de ellas para la generacio´n de descriptores que mejoren
el proceso de identificacio´n. La comunidad cient´ıfica que realiza su investigacio´n al rededor
de las sen˜ales EMG para clasificacio´n proponen que las caracter´ısticas fusionadas sobre estas
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sen˜ales presentan mucha solidez, especialmente, cuando se desconocen el mejor conjunto de
caracter´ısticas[17], y plantean que au´n existen desaf´ıos considerables en la caracterizacio´n
de las sen˜ales de EMG en raw data aplicables a los proceso de aprendizaje de maquina
[8, 31, 17, 25].
Por lo anterior, el desarrollo de este trabajo se basa en la identificacio´n de conjuntos de
metodolog´ıas sobre sen˜ales EMG que puedan ser combinadas y fusionadas con los IMU y los
puntos de articulacio´n de Kinect® para la construccio´n de descriptores mas robustos sobre
las sen˜ales de los sensores EMG con los cuales se permitan mejorar el desempen˜o del proceso
de identificacio´n y clasificacio´n de las actividades f´ısicas humanas propuestas por Calvo en
2015 [8] y por Morales en 2016 [31].
1.3. OBJETIVOS
1.3.1. Objetivo General
Comparar diferentes metodolog´ıas de caracterizacio´n de sen˜ales EMG para la construccio´n de
descriptores en la deteccio´n automa´tica de actividades f´ısicas humanas.
1.3.2. Objetivos Espec´ıficos
1. Implementar los algoritmos de caracterizacio´n seleccionados sobre las sen˜ales EMG.
2. Construir los descriptores para el sistema de identificacio´n.
3. Realizar una comparacio´n estad´ıstica del desempen˜o de los descriptores implementados
sobre las sen˜ales EMG usando el ana´lisis de las matrices de confusio´n.
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2. ESTADO DEL ARTE
El estudio de las sen˜ales de EMG en las ciencias de la computacio´n, han permitido desarrollar
diferentes investigaciones sobre el uso de estas en la identificacio´n de la actividad f´ısica huma-
na, la salud, la robo´tica y en muchos otros campos. A continuacio´n, se realiza un recorrido por
los avances y contribuciones hechas al desarrollo de aplicaciones sobre este tipo de sen˜ales,
aplicadas a la identificacio´n automa´tica de actividades f´ısicas humanas en un ambiente no
estructurado.
Los sensores electromiogra´ficos (EMG) han sido ampliamente utilizados en el reconocimiento
de actividades, sin embargo estos presentan dos configuraciones [16, 28, 39, 26], la primera es
intramuscular que hace necesario el implante de sensores dentro del cuerpo, aspecto que es
sumamente invasivo para los sujetos de estudio, este tipo de sen˜ales se conocen como iEMG,
y la segunda manera de obtener es por medio del uso de sensores superficiales, estas sen˜ales
se denominan sEMG. No se va a considerar el uso de sensores invasivos, por tanto en adelante
llamaremos a las sen˜ales sEMG simplemente sen˜ales EMG.
Los primeros en clasificar estas sen˜ales EMG con razonable e´xito (un acierto superior al
75 %) fueron Graupe y Cline en 1975 [40], ellos utilizaron te´cnicas de caracterizacio´n como
Mean Absolute Value (MAV), este enfoque fue retomado en varios trabajos entre los cuales
se destaca el de Bingken y Shiyou en 2016 [6], Khushaba et. al. en el mismo an˜o [25] y
Bhattacharya y Sarkar en 2017 [22]. En 1983 Doerschuck, utilizando las mismas te´cnicas
desarrolladas por Graupe [40], incluyendo te´cnicas de correlacio´n entre mu´ltiples electrodos
lograron un 83.5 % de acierto [41]. En 1995 W. Kang utilizo´ MFCC (Mel-Frequency Cepstral
Coefficients) obteniendo una acierto del 85 % [42], me´todo que tambie´n fue retomado en la
caracterizacio´n por trabajos realizados en 1996 por Lee y Kim [27], en 2013 por Zhaojie et.
al. [26], y por varios autores en 2016 [17, 28, 25].
En la extraccio´n de caracter´ısticas de las sen˜ales EMG se han usado gran cantidad de meto-
dolog´ıas asociadas a la teor´ıa de las sen˜ales, estas se pueden dividir en tres grandes grupos
[17]. El primero es el enfoque estad´ıstico, el segundo es un enfoque temporal y finalmente el
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enfoque en descomposicio´n en frecuencia o espectral. Dentro del enfoque estad´ıstico se puede
destacar el valor absoluto promedio (MAV) [6], calculo de la entrop´ıa [16, 28, 25], estudios
demostraron que los momentos estad´ısticos calculados a partir de las sen˜ales EMG contienen
informacio´n u´til para el proceso de clasificacio´n de dichas sen˜ales [16]. Dentro de los tempora-
les se destaca el valor RMS [36, 23, 22, 28], y el ana´lisis de variaciones de la sen˜al (derivadas
de primer y segundo orden) [25], en algunos trabajos han intentado usar las sen˜ales EMG
sin ningu´n procesamiento (raw data), sin embargo se ha demostrado que la caracterizacio´n
mejora sustancialmente la identificacio´n, reduce el ruido de medida y la redundancia [6, 17].
Dentro de enfoque espectral se podr´ıa encontrar te´cnicas como MFCC [27, 17, 28, 25, 26],
Modelos AR [16, 6, 36, 17, 23, 24, 22, 35, 39, 26], la descomposicio´n modal emp´ırica [43] y
la Transformada de Fourier y sus variaciones (DFT y STFFT) [9, 17, 23, 28, 35, 43, 25, 26],
la implementacio´n de la trasformada de Fourier de tiempo corto (STFFT), es un descriptor
obligado en la caracterizacio´n de sen˜ales, ademas de ser ampliamente usado sobre sen˜ales
EMG [9, 17, 23, 28, 35, 43, 25, 26]. Tambie´n se han aplicado descriptores basados en combi-
naciones tiempo-frecuencia donde la metodolog´ıa mas relevante es la transformada Wavelets
[29, 44, 30, 16, 9, 17, 23, 24, 4, 35, 43, 25, 26], obteniendo resultados mayores al 90 % de
acierto y algunas derivaciones como el calculo de su energ´ıa [16]. Todas las anteriores te´cni-
cas aplicadas sobre metodolog´ıas de fusio´n de datos para la construccio´n de descriptores mas
robustos en la clasificacio´n, pues la fusio´n de datos presenta mucha solidez en aplicaciones
reales, especialmente cuando se desconoce el mejor conjunto de caracter´ısticas [17].
Sin embargo muchos autores coinciden en que las sen˜ales EMG son complejas en su tratamien-
to debido a que presentan una alta dependencia de la configuracio´n del experimento [17] y
que var´ıan de manera considerable de persona a persona en la combinacio´n muscular para un
mismo movimiento y la potencia de la sen˜ales EMG emitida [23, 38]. Ademas de que tambie´n
presenta caracter´ısticas NO estacionarias muy marcadas que han dificultado la clasificacio´n
y han hecho necesario involucrar nuevas te´cnicas, ademas de mejorar y adaptar muchas de
las ya existentes [27, 6, 9, 17, 23, 28]. Por tanto, debido a que la extraccio´n de caracter´ısticas
es el nu´cleo principal de los sistemas de clasificacio´n [27, 36, 17, 23, 38, 25], se evidencia
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una oportunidad especial en el desarrollo de metodolog´ıas de caracterizacio´n sobre las sen˜ales
EMG, pues estas presentan un gran desaf´ıo para definir el mejor conjunto de caracter´ısticas
para la clasificacio´n [17].
En la actualidad se presenta un enfoque basado en metodolog´ıas adaptativas, pues estos
brindan una extraccio´n mas precisa y estable, especialmente sobre las sen˜ales EMG [27, 4, 28,
35], ademas los me´todos adaptativos esta´n poco desarrollados, y solo en la actualidad esta´n
presentando un intere´s general en la comunidad cient´ıfica para su uso en la caracterizacio´n de
sen˜ales EMG [27].
Una constante en el desarrollo del estado del arte sobre la caracterizacio´n de la sen˜ales EMG
en la actualidad, es el uso de modelos adaptativos; dentro de estos, se han identificado dos
te´cnicas que han sido evaluadas para la clasificacio´n y han presentado desempen˜os por encima
del 90 %, pero au´n no han sido fusionadas ni usadas en el contexto de la identificacio´n de
movimiento humanos, estas van a ser ampliadas a continuacio´n.
La primera te´cnica con la componente adaptativa corresponde a la transformada Wavelet
[16, 9, 17, 23, 24, 4, 35, 43, 25, 26], esta te´cnica, por defecto, ya presenta muy buenos resultados
en la caracterizacio´n y promete ser un me´todo muy efectivo para analizar sen˜ales dina´micas
[9, 22], aunque presenta una dependencia de la seleccio´n de la onda madre [17], sin embargo
son muy efectivas en la reduccio´n del ruido. La adicio´n de la caracter´ıstica adaptativa podr´ıa
hacer que el descriptor sea mas robusto y presente mejores resultados en la clasificacio´n.
En segunda estancia, los modelos AR (Modelos Autorregresivos) [16, 6, 36, 17, 23, 24, 22, 35,
39, 26], permiten ajustar modelos lineales y no lineales, los cuales proporcionar informacio´n
complementaria que puede representar eficientemente las caracter´ısticas dina´micas de sen˜ales
EMG, facilitando tambie´n, la implementacio´n de regresiones no lineales mu´ltiples. Por medio
de los modelos AR de orden 6 se pueden obtener caracter´ısticas que presentan desempen˜os de
clasificacio´n por encima del 90 % por si solos, y en muchos casos superiores a los presentados
por la STFFT y Wavelets, adicionalmente brindan robustez al desplazamiento de los electrodos
EMG [23, 22]. los modelos AR no lineales son una tendencia en la extraccio´n de caracter´ısticas
[26].
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3. MARCO TEO´RICO
3.1. Transformada Wavelet Discreta (DWT)
Esta te´cnica nace como una alternativa para superar los problemas de resolucio´n de la trans-
formada de Fourier de tiempo corto (STFT), haciendo posible una buena representacio´n de
una sen˜al tanto en tiempo como en frecuencia de forma simulta´nea. Ba´sicamente, la idea de
la transformada Wavelet es filtrar una sen˜al en el dominio del tiempo mediante filtros paso
bajo y paso alto para eliminar ciertas componentes de alta o baja frecuencia de la sen˜al, el
procedimiento se repite para las sen˜ales resultantes del proceso de filtrado y a esta operacio´n
se le denomina descomposicio´n [45].
Dada la funcio´n discreta f [n], la cual se define como la sen˜al a analizar, su transformada
Wavelet c [i, k], se define como:
c [i, k] = f [n] Ψi,j [n] (1)
Donde, Ψi,j es una Wavelet discreta definida como:
Ψi,j [n] = 2
− j
2 .Ψ
[
2−jn− k] (2)
Los para´metros τ y s, esta´n definidos segu´n la escala dia´dica, de manera que:
τ = 2j (3)
s = 2jk (4)
3.2. Mel Frecuency Cesptrum (MFCC)
Es una te´cnica de caracterizacio´n introducida por Davis y Mermelstein (D&M) en 1980 [15], la
cual consiste en combinar filtros triangulares y perceptualmente distribuidos, con la transfor-
mada discreta del coseno del logaritmo de las energ´ıas de salida de los filtros. El procedimiento
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de ca´lculo de los MFCCs se basa en el siguiente procedimiento [46, 47]:
Segmentar la sen˜al utilizando ventanas, luego a cada segmento, se le debe aplicar la transfor-
mada de Fourier discreta (DFT), despue´s se aplica el banco de filtros correspondientes a la
escala Mel, al espectro obtenido en el paso anterior y sumar las energ´ıas en cada uno de ellos,
por u´ltimo se calcula el logaritmo de todas las energ´ıas de cada frecuencia Mel y se aplica la
transformada de Coseno discreta a estos logaritmos.
La ecuacio´n que permite el ca´lculo de estos coeficiente se define como:
MFCCi =
nf∑
k=1
Xk cos
[
i
(
k − 1
2
)
pi
nf
]
(5)
Donde:
i es el nu´mero de coeficientes a calcular.
Xk es el logaritmo de la energ´ıa de salida del filtro k − e´simo.
nf es el nu´mero de filtros a utilizar en la transformada.
3.3. Modelos Autorregresivos (AR)
Decimos que la serie de tiempo u(n), u(n − 1), ..., u(n −M), representa la realizacio´n de un
modelo autoregresivo (AR) de orden M , si este satisface la ecuacio´n en diferencias presentada
en la ecuacio´n (6).
u(n) + a∗1u(n− 1) + a∗Mu(n−M) = v(n) (6)
Donde a1, a2, ..., aM son contantes llamadas los para´metros AR, y {v(n)} es el ruido blanco del
proceso. Los te´rminos a∗ku(n−k) es el producto interno de ak y u(n−k), donde k = 1, 2, ...,M .
para poder explicar porque el nombre de “Autoregresivo”, se reescribira´ la ecuacio´n 6 de la
siguiente forma.
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u(n) = w∗1u(n− 1) + w∗2u(n− 2) + ...+ w∗Mu(n−M) + v(n) (7)
Donde wk = −ak. As´ı que el valor presente del proceso, es decir, u(n), es igual a una combi-
nacio´n lineal finita de valores pasados del proceso u(n−1), u(n−2), ..., u(n−M), adicionando
un termino de error v(n). Ahora se puede observar la razo´n por la que recibe el nombre de
“Autoregresivo”. Espec´ıficamente, un modelo lineal se puede ver como.
y =
M∑
k=1
w∗kxk + v (8)
Relacionando una variable dependiente y, con un conjunto de variable independientes x1, x2, ..., xM ,
mas un termino de error v, a menudo se conoce como un modelo de regresio´n, y y se a dicho
que es la obtenida a trave´s de x1, x2, ..., xM . En la ecuacio´n 7, la variable u(n) es obtenida a
trave´s de valores previos de si misma, de ah´ı el nombre de “Autorregresivos”. [48]
3.4. Ma´quinas de soporte vectorial (SVM)
Las ma´quinas de soporte vectorial son una metodolog´ıa de clasificacio´n asistida basada en la
teor´ıa de Vapnik [37]. Este me´todo tiene como objetivo la estimacio´n de un modelo de apren-
dizaje que permita la clasificacio´n de un evento binario, su formulacio´n matema´tica depende
de la naturaleza de los datos; es decir que existen diferentes formulaciones dependiendo de la
linealidad o de la distribucio´n de sus datos. En su forma ma´s sencilla una SVM tiene como
objetivo encontrar el hiperplano que separe y maximice el margen entre las clases en este
espacio [49].
La SVM se considera un clasificador binario, el cual calcula una etiqueta y ∈ {−1, 1} utilizando
el siguiente modelo:
y = wTφ (x) + b (9)
Donde, φ (x) : R →H es una transformacio´n del conjunto de entrada a un conjunto con igual
o mayor dimensio´n, lo que se supone que facilita la separacio´n de las clases. El vector w define
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el hiperplano de separacio´n en en espacio φ (X). b representa el bias o sesgo con respecto al
origen de coordenadas. La SVM aborda el problema de clasificacio´n relajando el concepto de
margen, para lo que se introduce variables de sesgo ξi ≥ 0, donde la funcio´n de costo se define
como:
c (y, f (x,w)) =

0 si y = sing
(
wTφ (x) + b
)
1 si y 6= sing (wTφ (x) + b) (10)
Donde existe el riesgo emp´ırico Remp =
n∑
i=1
ξσi , Siendo generalmente σ = 1 en problema de
clasificacio´n. Por lo tanto el problema de estimacio´n del hiperplano de separacio´n, se define
como la solucio´n al siguiente problema de optimizacio´n cuadra´tico (QP):
min
w,b,ξi
1
2
‖w‖2 + C
n∑
i=1
ξi (11)
Sujeto a yi
(
wTφ (xi) + b
) ≥ 1− ξi ∀i = 1..., n (12)
ξi ≥ 0 ∀i = 1..., n (13)
Donde, xi es una muestra del conjunto de entrenamiento con su respectiva etiqueta y C
se define como una constante de regularizacio´n. Buscando el hiperplano o´ptimo en (12), se
requiere resolver un problema QP, que puede ser resuelto construyendo un Lagrangiano y
transforma´ndolo en el dual. Por lo que el problema de optimizacio´n se define como:
max
αi
LD =
n∑
i=1
αi − 1
2
n∑
i=1
n∑
j=1
αiαjyiyjφ
T (xi)φ (xj) (14)
sujeto a
∑
j=1
αiyi = 0 (15)
0 ≤ αi ≥ C ∀i = 1..., n (16)
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3.5. Ma´quinas de soporte vectorial multiclase
Las SVM , originalmente son clasificadores formulados para problemas binarios, donde solo
existen 2 clases, no obstante, en la pra´ctica es comu´n encontrar problemas en los que se debe
clasificar k > 2 distintas. Por lo que existen diferentes metodolog´ıas para lograr una extensio´n
de las SVM a la clasificacio´n multiclase.
Entre las metodolog´ıas ma´s comunes se encuentran los siguientes enfoques [50]:
Uno contra todos: Esta estrategia consiste en la estimacio´n de una SVM por clase, la cual
esta´ capacidad para distinguir el conjunto de datos que pertenece a clase en particular del
conjunto de datos de todas las clases restantes. Por lo general, una sola clase debe detectar
positivo un ejemplo, cuando ma´s de un modelo SVM clasifica un conjunto de datos positivo, se
calcula la probabilidad de pertenencia a la clase y se escoge la clase con ma´xima probabilidad.
Uno contra uno: Esta estrategia de clasificacio´n consiste en construir un clasificador por
par de clases, la pertenencia a la clase se encoje buscando la clase que recibio´ la mayor´ıa de
votos, en caso de un empate, entre dos clases con el mismo nu´mero de votos, se calcula la
probabilidad de pertenencia a la clase y se escoge la clase con ma´xima probabilidad. Para
implementar esta metodolog´ıa se requiere de m clasificadores, este me´todo es generalmente
ma´s lento que uno contra todos. Sin embargo, este me´todo puede ser ventajoso cuando se
utiliza kernel que no se escalan bien con n muestras. El ca´lculo de m se define como:
m =
nclasses(nclasses − 1)
2
3.6. Modelos Ocultos de Markov (HMM)
Los HMM son auto´matas de estados finitos que permiten modelar procesos estoca´sticos, don-
de la transicio´n a un estado en particular depende de una distribucio´n de probabilidad. Los
estados no son visibles en general y su ocurrencia depende del estado anterior. Esta metodo-
log´ıa, asume que el sistema a modelar es un proceso de Markov de para´metros desconocidos y
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su objetivo es determinar estos para´metros a partir de diferentes observaciones [51]. Un HMM
se define como:
λ = f (O,Q,A,B, pi)
Donde, O = {O1, O2, ....., OM} son los estados visibles, Q = {1, 2, .......N} son los estados
ocultos. A = {aij} es la matriz de transicio´n de estados, donde el elemento aij a es la pro-
babilidad de que genere la transicio´n desde el estado i al estado j , B = {bi (k)} se define
como la matriz de probabilidad de salida, donde bi(k) es la probabilidad de emitir el s´ımbolo
Ok en el estado i, pi = {pii} es el vector de probabilidades del estado inicial, donde pii es la
probabilidad de iniciar en el estado i.
Los tres problemas ba´sicos de los HMM
Cuando se utilizan Modelos ocultos de Markov es necesario plantear tres problemas ba´sicos,
donde la solucio´n de ellos permite, que esta metodolog´ıa sea adecuada para representar la
sen˜al [51]:
El problema de la evaluacio´n: Calcular eficientemente P (O|λ) la probabilidad de la
secuencia de observacio´n O dado el modelo λ = (A,B, pi) y la secuencia de observacio´n
O = {O1, O2, .., OT}. Entonces dado un modelo y una secuencia de observaciones de la sen˜al,
la evaluacio´n se reduce a calcular probabilidad de que dicha secuencia de observaciones haya
sido generada por el modelo. Es posible solucionar este problema utilizando la te´cnica de
avance-retroceso.
El problema de la decodificacio´n: Encontrar la trayectoria q = (q1, q2, .., qT ) ma´s probable
dado el modelo λ y la secuencia de observacio´n O = {O1, O2, .., OT}. Dado un modelo y una
secuencia de observaciones, ¿Cua´l es nu´mero de estados o´ptimo que se debe seguir para generar
una salida igual o similar a la secuencia de observaciones?. Para solucionar este problema se
calcula la ma´xima verosimilitud.
El problema del aprendizaje: Ajustar los para´metros A,B,pi con el fin de maximizar
P (O|λ). Para la solucio´n de este problema, se utiliza un procedimiento iterativo llamado
Me´todo de Baum-Welch. En general, todo el Modelo de Markov es caracterizado por la pro-
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babilidad de la observacio´n del vector bj (Ot) para el k-e´simo elemento de emisio´n en cada
estado j, la probabilidad de transicio´n del estado aij que describe como el nuevo estado j
puede ser alcanzado desde el anterior estado i, y la probabilidad del estado inicial pi, indica
la probabilidad que el i-e´simo estado, es el estado inicial de transicio´n.
Libro de Co´digo (codebook): Es el proceso de transformar el contenido del conjunto de
entrenamiento en una representacio´n codificada, donde se analiza cierta cantidad de muestras
y se busca elementos que pueda ser agrupados y representados como un solo co´digo. Este
procedimiento es llevado a cabo reuniendo los patrones t´ıpicos de la sen˜al y designando un
co´digo a cada patro´n. Esta cuantificacio´n trae consigo la idea de clasificar los patrones y luego
buscar, los mejores representantes para reducir el taman˜o del conjunto de entrenamiento. Para
realizar el agrupamiento en el libro de co´digos, se utilizan algoritmos basados en clustering, la
te´cnica de K-means, permite ubicar y calcular los centroides de los vectores de observacio´n,
agrupando estos en torno a K valores medios arrojando como resultado un libro de co´digos o
codebook [51].
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4. MARCO CONCEPTUAL
4.1. Unidad de masa inercial (IMU)
Una unidad de medicio´n inercial, es un sensor electro´nico que mide aceleracio´n, orientacio´n y
fuerzas gravitacionales ejercidas sobre el dispositivo, usando la combinacio´n de acelero´metros
y giroscopios. Las unidades de medicio´n inercial son normalmente usadas para aplicaciones de
control e instrumentacio´n, en el ana´lisis de vibraciones y estimacio´n de la posicio´n y orientacio´n
de un objeto [52].
4.2. Kinect
El Kinect es un dispositivo disen˜ado para la deteccio´n de movimiento e interaccio´n de un
usuario con la consola de videojuegos Xbox 360. Es desarrollado por la empresa Microsoft® y
permite a los usuarios controlar e interactuar con la consola sin necesidad de tener contacto
f´ısico. Este dispositivo puede proporcionar una variedad de datos basado en la informacio´n
de una escena, entre algunas de sus caracter´ısticas ma´s importantes, se encuentra el mapa
de profundidad de la escena, el ca´lculo de los puntos articulados de la silueta humana, entre
otros [53].
4.3. Electromiograf´ıa (EMG)
La electromiograf´ıa es una te´cnica para medir la actividad ele´ctrica producida por los mu´scu-
los esquele´ticos. EMG, se desarrolla utilizando electrodos de superficie los cuales miden la
actividad muscular esquele´tica transmitida a la superficie de la piel, obteniendo as´ı un nivel
de voltaje en el punto de medido. Este tipo de sensor, so´lo permite evidenciar la contraccio´n
o relajacio´n de conjunto de mu´sculos medidos, no recogiendo directamente la actividad de
las diferentes unidades motoras. Este tipo electrodo es el ma´s utilizado para recolectar este
tipo de medidas y consiste en un adhesivo que se adhiere a la piel permitiendo capturar la
actividad ele´ctrica de los mu´sculos donde el sensor fue ubicado[54].
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4.4. Extraccio´n de caracter´ısticas
Consiste en la bu´squeda de atributos o cualidades que facilitan la identificacio´n de una entidad
en particular, como feno´menos f´ısicos, comportamientos, movimientos, entre otros. En el caso
espec´ıfico de las ciencias de computacio´n e ingenier´ıa, la extraccio´n de caracter´ısticas, se realiza
aplicando descriptores matema´ticos. Los descriptores matema´ticos dependen espec´ıficamente
de la naturaleza de los datos a analizar. Algunos de los descriptores ma´s comunes son los:
temporales, espaciales, representaciones en frecuencia, bases ortogonales, entre otros [55].
4.5. Modelos Adaptativos
En la implementacio´n de te´cnicas matema´ticas sobre sen˜ales en la ingenier´ıa generalmente se
asumen mu´ltiples elementos, dentro de estos se resaltan dos, la primera asumir que la sen˜al
es estacionaria, y la segunda, la presuncio´n de que la sen˜al es perio´dica, sin embargo esto
no es cierto en todos los casos. Te´cnicas como la transformada discreta de Fourier (DFT),
y la transformada de tiempo corto de Fourier (STFFT) implican directa mente el uso de
una ventana de datos para evitar que en el resultado del espectro aparezcan coeficientes de
frecuencia debido al uso de una venta rectangular (ventana ma´s simple) y se usa las variaciones
de Hamming y Hanning, y nuevamente asumen que la sen˜al en el espacio de la ventana es
estacionaria y perio´dica, este ana´lisis se ha realizado por an˜os permitiendo realizar ana´lisis
va´lidos, sin embargo, en muchos casos son aproximaciones que dejan de ser va´lidas cuando
las sen˜ales presentan caracter´ısticas No estacionarias y mucho menos perio´dicas, por tanto
en cada implementacio´n del me´todo habr´ıa que correr nuevamente todo al algoritmo, siendo
esto un problema, no solo computacional, sino tambie´n metodolo´gico. Los modelos adaptativos
brindan una posibilidad de incluir dentro de un modelo caracter´ısticas dina´micas de las sen˜ales
que presentan comportamiento No estacionarios y adema´s tampoco presentan periodicidad,
y poder realizar una representacio´n de los feno´menos mucho ma´s apropiada que una te´cnica
convencional guardando un grado de memoria debido a proceso de adaptacio´n [38].
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4.6. Clasificacio´n
Es un proceso de estimacio´n matema´tico que tiene como objetivo encontrar un modelo ma-
tema´tico que permita separar o identificar una entidad en particular utilizando un conjunto de
ejemplos o informacio´n suministrada. El proceso de clasificacio´n se puede realizar utilizando
clasificacio´n supervisada, clasificacio´n no supervisada, aprendizaje por esfuerzo, transduccio´n
o aprendizaje multi-tarea. Algunos de los clasificadores ma´s comunes en este tipo de tareas
son: los vecinos ma´s cercanos (KNN), las ma´quinas de vectores de soporte (SVM), los mode-
los ocultos de Markov (HMM), las redes neuronales artificiales (RNA), clasificador Bayesiano,
entre otros [56].
4.7. Clasificacio´n no supervisada
Son metodolog´ıas de agrupamiento que tienen como objetivo asignar una etiqueta a una
observacio´n, ajustando las fronteras entre las diferentes clases a identificar. Se distingue de
la clasificacio´n supervisada, porque no hay un conocimiento a priori del comportamiento de
las observaciones. En s´ıntesis su objetivo, es agrupar entidades que pertenezcan a un mismo
conjunto.
4.8. Clasificacio´n supervisada
Son te´cnicas de aprendizaje que parten de un conocimiento a priori sobre el comportamiento
de la observacio´n a ser etiquetada. Estas te´cnicas en general buscan la estimacio´n de los
para´metros de un hiperplano de separacio´n que permita establecer un l´ımite entre las etiquetas
asignar.
4.9. Ana´lisis de rendimiento de un clasificador
El rendimiento de un clasificador, se define como un indicador de la capacidad de etiquetar
una observacio´n correctamente. Estos indicadores se definen como [56]:
31
4.10. Matriz de confusio´n
Las matrices de confusio´n fueron propuestas por Kohavi y Provost en 1998, estas contiene
informacio´n sobre sobre el desempen˜o de un sistema de clasificacio´n donde se relacionan las
etiquetas de un conjunto de datos y posteriormente el resultado de la clasificacio´n.
Verdaderos Positivos (vp): Se definen como los ejemplos que pertenecen a la clase y el
clasificador estimo´ que pertenecen a esa clase.
Verdadero Negativos (vn): Se definen como los ejemplos que no pertenecen a la clase y el
clasificador estimo´ que no pertenecen a esa clase.
Falsos Negativos (fn): Son los casos que el clasificador no los clasifico´ en la clase a la que
eran pertenecientes.
Falsos Positivos (fp): Son los casos que el clasificador los clasifico´ en una clase a la que no
eran pertenecientes.
 Vp fp
fn Vn
 (17)
A partir de los para metros de la matriz de confusio´n se puede definir los conceptos de
especificidad y sensibilidad as´ı:
Especificidad: Es el cociente entre el nu´mero de observaciones positivas incorrectamente
clasificadas y el nu´mero total de observaciones. Este para´metro se puede calcular como:
Especificidad =
fn
vp + fn
(18)
Sensibilidad: Cociente entre el nu´mero de observaciones positivas correctamente clasificados
y el nu´mero total de observaciones. Este para´metro se puede calcular como:
Sensibilidad =
vp
vp + fn
(19)
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La precisio´n determinada puede no ser una medida de rendimiento adecuada cuando el nu´mero
de casos negativos es mucho mayor que el nu´mero de casos positivos (Kubat et al., 1998).
Supongamos que hay 1000 casos, 995 de los cuales son casos negativos y 5 casos positivos. Si
el sistema los clasifica a todos como negativos, la precisio´n ser´ıa del 99.5 %, a pesar de que el
clasificador no detecto´ todos los casos positivos.
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5. METODOLOGI´A
Para el desarrollo de la estructura de reconocimiento de la actividad f´ısica, se propuso un
me´todo basado en movimientos primitivos, estos a su vez se inspiran en la similitud de las
sen˜ales de voz humana con el movimiento humano [57]. En el reconocimiento de voz, las
frases se dividen en palabras aisladas o fonemas generando una secuencia o codificacio´n de
cada frase; lo que permite construir un modelo de clasificacio´n de N fonemas compartidos para
el conjunto de palabras a reconocer. Estos modelos se utilizan como los bloques ba´sicos para
construir palabras y frases de una manera jera´rquica [58]. Continuando con la idea propuesta,
cada actividad se representa como una secuencia de sub-movimientos generando un co´digo
u´nico que permite obtener un factor discriminante en la clasificacio´n de actividad.
La metodolog´ıa implementada en el identificacio´n de actividades f´ısicas se puede ampliar en
el trabajo propuesto por Calvo y Holgu´ın en [8] para observar un enfoque de aprendizaje
supervisado, y en el trabajo de Calvo y Morales en [31] para un enfoque no supervisado.
Fundamentalmente, el proceso proceso de reconocimiento consta de dos etapas, (ver figura 1):
1. Reconocimiento de movimientos primitivos
a) Sen˜ales sensores (Kinect, IMU, EMG)
1) Extraccio´n de caracter´ısticas
b) Codificacio´n de movimientos primitivos
2. Reconocimiento de actividades
a) fusio´n de etiquetas de movimientos primitivos
b) Clasificacio´n de movimientos
El presente trabajo se enfoca en la implementacio´n de descriptores sobre las sen˜ales de elec-
tromiograf´ıa (EMG) para el mejoramiento en el desempen˜o del reconocimiento de actividades
f´ısicas.
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Figura 1. Metodolog´ıa de identificacio´n de actividades f´ısicas
5.1. Adquisicio´n y etiquetado de la de datos
La finalidad del desarrollo de este trabajo no es la de implementar el hardware y software
de captura de datos, para el desarrollo de este trabajo se uso la base de datos propuesta por
Calvo y Holgu´ın en [8], para mayor detalle sobre la implementacio´n de la captura de datos
es posible ampliar esta informacio´n desde el trabajo. Ba´sicamente, el sistema fue disen˜ado en
Labview y se puede observar en la figura 2, donde se evidencian cuatro etapas fundamentales
para el registro sincronizado de estas sen˜ales; estas etapas constan de:
1. La captura sincronizada de la red de sensores IMU.
2. La captura sincronizada de la red de sensores EMG.
3. La captura de los puntos articulados del cuerpo utilizando el Skeleton Tracking provisto
por el Kinect.
4. El almacenamiento de los datos en la estructura binaria .mat utilizada por entornos como
Matlab y Octave para el almacenamiento de datos.
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Figura 2. Etapas del sistema de captura sincronizado
Kinect
Kinect
IMU'S
EMG'S
START MAT
STOPSTOP
1
2
3
4
La extraccio´n de caracter´ısticas se implementara´ sobre la identificacio´n de movimientos primi-
tivos y este conjunto de movimientos primitivos definidos para la identificacio´n de actividades
f´ısicas, o tambie´n denominado como vocabulario o diccionario, permite describir el conjunto
de sub-movimientos que son comunes para el conjunto total de actividades. La codificacio´n
de los movimientos primitivos se puede observar en la tabla 1,
La base datos anotada propuesta por Calvo y Holgu´ın en [8] se implemento a partir de la
instrumentacio´n de 16 voluntarios, los cuales ejecutaron 3 veces las actividades de la tabla 1.
En la ejecucio´n de estas acciones se logro´ almacenar un total de 48 ejemplos por clase. Las
sen˜ales capturadas son almacenadas en archivos con extensio´n .mat y agrupadas de acuerdo
a la actividad ejecutada. Las orientaciones de los sensores y distribucio´n espacial de cada red
en el cuerpo fueron cuidadosamente organizados en cada individuo con el fin de garantizar las
misma configuracio´n en todos los ejemplos almacenados.
Tabla 1. Lista de actividades
Actividad Etiqueta
Quedarse quieto 1
Agacharse y levantarse 2
Saltar 3
Levantar mano derecha 4
Trotar 5
37
Tabla 2. Etiquetas del SVM para cada postura
Sub-actividad Etiqueta Sub-actividad Etiqueta
Reposo 1 Mano levantada a 1/4 5
Medio Agachado 2 Mano levantada a 3/4 6
Totalmente agachado 3 Paso adelante pie derecho 7
Suspendido en el aire 1/4 4 Paso adelante pie izquierdo 8
5.2. Conjunto de sensores multimodales
El proceso de extraccio´n de caracter´ısticas propuesto por Calvo y Holgu´ın en [8] para el
conjunto de sensores multimodales se divide en tres mo´dulos fundamentales, que son:
1. Extraccio´n de caracter´ısticas del Kinect,
2. Extraccio´n de caracter´ısticas para la red sensores IMU
3. Extraccio´n de caracter´ısticas para la red de sensores EMG
En esta etapa el desarrollo del trabajo se centrara´ en los me´todos de extraccio´n de carac-
ter´ısticas unicamente sobre la sen˜al de los sensores EMG por tanto, en la siguiente seccio´n se
describira´ el proceso de extraccio´n, como los me´todos y modelos computacionales aplicados
al modulo EMG.
5.3. Metodolog´ıa de construccio´n de descriptores y experimentos
La captura de las sen˜ales EMG se realizo´ con 4 sensores, uno en cada extremidad como esta´
dispuesto en la imagen lo que permite manejar la informacio´n de cada sensor de manera
independiente, por tal motivo, dentro del desarrollo de la experimentacio´n se probaron todos
los descriptores por separado en cada una de las sen˜ales de los sensores y luego se concatenaron
sus caracter´ısticas construyendo un solo vector descriptor por cada movimiento primitivo, y se
realizo´ la misma implementacio´n de los descriptores concatenando las sen˜ales de los sensores
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Figura 3. Disposicio´n de los sensores IMU y EMG sobre el sujeto de prueba
en una sola, esto ultimo con la finalidad de probar el desempen˜e de las metodolog´ıas basadas en
la transformada de Fourier que presenta problemas con sen˜ales no estacionarias, e identificar
descriptores robustos a ello.
El desarrollo de este trabajo evalu´a el mejoramiento el desempen˜o en la deteccio´n con sen-
sores EMG para la fusio´n de sensores multimodales, por lo que para cada combinacio´n de
descriptores usando las sen˜ales una a una y concatenadas, se evaluo´ el desempen˜o de ellos en
la fusio´n multimodal con la realizacio´n de los siguientes experimentos:
Experimento E: Deteccio´n de movimiento solo con el uso de los sensores EMG.
Experimento EK: Deteccio´n de movimiento fusionando la informacio´n EMG y los
puntos de articulacio´n KINECT.
Experimento IE: Deteccio´n de movimiento fisionando la informacio´n de los sensores
EMG y los sensores de masa inercial IMU.
Experimento IEK: Deteccio´n de movimiento fisionando la informacio´n de los sensores
EMG, los sensores de masa inercial IMU y los puntos de articulacio´n KINECT.
A continuacio´n, se hace una relacio´n los descriptores construidos para el desarrollo del presente
trabajo.
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5.4. Transformada ra´pida de Fourier (FFT)
La transformada de Fourier es uno modelos de transformacio´n del dominio del tiempo al
dominio de la frecuencia, y este se puede ver como un modelo de proyeccio´n ortogonal sobre
un espacio completo de funciones ortogonales sinusoidales armo´nicas. En el ana´lisis de sen˜ales
es ampliamente usado por la relacio´n inteligible de su conjunto de sen˜ales, es decir, a partir
de esta informacio´n de amplitud, frecuencia y fase es posible identificar y caracterizar una
sen˜al arbitraria no anal´ıtica.
Para el uso de este me´todo de trasformacio´n se usa es espectro del proceso de trasformacio´n,
con este se construye un vector de datos el cual es usado como vector de caracter´ısticas y
posteriormente usado en el Sistema de clasificacio´n.
Xn =
N−1∑
n=0
xne
− 2pii
N
kn (20)
Donde k = 0, 1, ..., N − 1
5.5. Coeficientes Auto regresivos (AR)
Para el desarrollo de este descriptor, se asume que se cuenta con un conjunto de puntos que
podr´ıan denominarse como una serie de tiempo, as´ı: u(n), u(n − 1), ..., u(n −M), representa
la realizacio´n de un modelo autor-regresivo (AR) de orden M , si este satisface la ecuacio´n en
diferencias presentada en la ecuacio´n 21.
u(n) + a∗1u(n− 1) + a∗Mu(n−M) = v(n) (21)
Donde a1, a2, ..., aM son contantes llamadas los para´metros AR, y {v(n)} es el ruido blanco del
proceso. Los te´rminos a∗ku(n−k) es el producto interno de ak y u(n−k), donde k = 1, 2, ...,M .
El vector de caracter´ısticas se obtiene a partir de la implementacio´n del algoritmo del modelo
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autor-regresivo y la concatenacio´n de los coeficientes a1, a2, ..., aM , dentro de un modelo autor-
regresivo de orden 10.
5.6. Transformada Wavelet
Como se menciono en el estado del arte, la trasformada Wavelet en uno de los me´todos ma-
tema´ticos mas ampliamente usados en el ana´lisis de sen˜ales, en incluso el estado del arte lo
presenta ampliamente en el ana´lisis de sen˜ales EMG debido a las caracter´ısticas NO estacio-
narias y a la capacidad que representa caracter´ısticas en modelos de tiempo frecuencia. En
el trabajo presentado por Calvo y Holgu´ın [8], el u´nico me´todo de descripcio´n usado sobre
las sen˜ales EMG fue una transformada Wavelet discreta tipo haar de 20 niveles (para mas
detalles ver [8]).
Del ana´lisis del estado del arte se identifico la combinacio´n de mu´ltiples me´todos que potencian
la capacidad de clasificacio´n de la transformada wavelet, en este trabajo se implementaron las
siguientes metodolog´ıas combinadas con la transformada Wavelet.
5.6.1. Coeficientes Wavelet de Aproximacio´n y Detalle
De la implementacio´n de un Wavelet discreta, se obtiene un conjunto de datos de una sen˜al
x(t) que son cA y cD, coeficientes de aproximacio´n y coeficientes de detalle respectivamente.
Como se observa en la figura 4, el vector c contiene los coeficientes de aproximacio´n y detalle,
los cuales son usados como descriptor en el sistema de identificacio´n.
5.6.2. Descomposicio´n modal Wavelet
En la revisio´n del estado del arte, se identifico que la trasformada Wavelet tambie´n se puede
observar como un me´todo de descomposicio´n modal, es decir que, es posible descomponer una
sen˜al en sen˜ales mas simples y con unas caracter´ısticas definidas a partir del uso de la sen˜al
madre, con la cual se podr´ıa ver como un muestreo suave sobre cada delta de tiempo y esto
41
Figura 4. Descomposicio´n Wavelet de una sen˜al en coeficientes de detalle y aproximacio´n
(Imagen Obtenida de Mathworks-MATLAB)
permite ver cada conjunto de coeficientes de detalle como una sen˜al y aplicar metodolog´ıas,
las que se aplicaron en este trabajo son:
Transformada discreta de Fourier (DFT): Se aplica la transformada ra´pida de Fourier
como se mostro´ en la seccio´n 5.4.
Coeficientes de modelos Autor-regresivos (AR): se aplica sobre la descomposicio´n modela
wavelet (6)
Momentos Estad´ısticos (ME): Se construyo un vector con los siguientes momentos es-
tad´ısticos: [promedio, media, moda, varianza, sesgo, curtosis]
Momentos Estad´ısticos y de Energ´ıa (MEE): [promedio, media, moda, varianza, ses-
go, curtosis, potencia, entrop´ıa, valor rms, suma total, varianza cuadra´tica, densidad
espectral, promedio espectral, Vrms espectral, derivada promedio, promedio logaritmo
espectral]
Para cada una de las metodolog´ıas mostradas anteriormente, se realizaron los siguientes pasos:
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Algoritmo 1 Te´cnicas sobre descomposicio´n modal Wavelet
Paso 1 Aplicar transformada Wavelet a la sen˜al
Paso 2 Definir vector vac´ıo Caracter´ısticas
Paso 3 Para Nivel =1 hasta nivel N haga
Var aux = me´todo de caracterizacio´n(descomposicio´n(Nivel))
Caracter´ısticas = [Caracter´ısticas Var aux];
Paso 4 Salida Caracter´ısticas
Donde la funcio´n me´todo de caracterizacio´n mostrada en el Paso 3 del algoritmo (1) es uno
de los me´todos mostrados anteriormente denominados como DFT, AR, ME o´ MEE.
5.7. Clasificacio´n de Movimientos
Para esta etapa se utilizaron tres ma´quinas de vectores de soporte multiclase con estrategia
de clasificacio´n “All-pairs”; este me´todo de aprendizaje utiliza un kernel gaussiano con radio
1 × 104 para el Kinect®. Este proceso se repite con los datos de los sensores IMU y con la
informacio´n de los sensores EMG.
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6. RECONOCIMIENTO DE ACTIVIDAD
El proceso de reconocimiento de actividad consiste en la clasificacio´n de las actividades esta-
blecidas en la tabla 1, utilizando las secuencias generadas en la etapa 5. Se presenta una parte
sobre el modelo de fusio´n de datos multimodales y la implementacio´n den un Modelos Ocultos
de Markov (HMM) que se encarga de la identificacio´n de las secuencias de los movimientos
primitivos y finalmente de identificar la secuencia entregada e identificar la actividad asocia-
da, esto se puede observar en la figura 1 y para ampliar esta informacio´n sobre el me´todo de
implementacio´n del sistema de reconocimiento vea el documento de Calvo y Holgu´ın [8].
El proceso de clasificacio´n parte de un modelo entrenado que proporciona una separacio´n
entre cada clase. Este modelo permite asignar una etiqueta de pertenencia evaluando dicho
modelo. El entrenamiento de los modelos SVM se realiza utilizando un kernel gaussiano y una
estrategia de clasificacio´n multiclase “All-pairs”.
Para realizar el procedimiento de evaluacio´n del modelo entrenado se utilizo´ una estrategia
de validacio´n cruzada, fraccionando la base de datos con el 70 % para el entrenamiento y
30 % para evaluacio´n; este proceso realiza iteraciones de Montecarlo con criterio de paro
‖diag (Mk)− diag (Mk−1)‖ < 0,001, donde diag (Mk) es la el vector generado por la diagonal
de la matriz de confusio´n y k es la iteracio´n promedio actual de Montecarlo.
Este procedimiento de Montecarlo, separa de forma aleatoria los datos de entrenamiento y
los datos, permitiendo en cada iteracio´n obtener modelos con diferentes datos y observar el
comportamiento en la clasificacio´n de actividad. Las estad´ısticas obtenidas en el experimento
consisten en el ca´lculo de la matriz de confusio´n y el comportamiento promedio del porcentaje
de acierto para cada clasificador aplicado. Para entrenar las SVM se utilizo´ la base de datos
anotada explicada ampliamente en el documento de Calvo y Holgu´ın [8].
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7. EXPERIMENTOS Y RESULTADOS
En esta etapa, se presentan los resultados obtenidos al validar el desempen˜o de los vectores
de caracter´ısticas propuestos para de la clasificacio´n de actividad y movimientos primitivos
aplicando Montecarlo para la estimacio´n del error. Para lograr una comparacio´n sobre el
desempen˜o del clasificador con los vectores de caracter´ısticas construidos se realizara una
comparacio´n con los resultados obtenidos en el trabajo de Calvo y Holgu´ın.
como se observa en la figura 3, y como se explico´ en la seccio´n 5.3, se cuenta con un conjunto de
4 sen˜ales que fueron trabajadas individualmente, y concatenando las 4 sen˜ales, se construyeron
un total de 8 descriptores, y se compararon los experimentos propuestos por Calvo y Holgu´ın
que estaban relacionados con las sen˜ales EMG, y los experimentos propuestos son:
Experimento E : Deteccio´n de movimiento solo con el uso de los sensores EMG.
Experimento EK : Deteccio´n de movimiento fusionando la informacio´n EMG y los puntos
de articulacio´n KINECT.
Experimento IE : Deteccio´n de movimiento fisionando la informacio´n de los sensores
EMG y los sensores de masa inercial IMU.
Experimento IEK : Deteccio´n de movimiento fisionando la informacio´n de los sensores
EMG, los sensores de masa inercial IMU y los puntos de articulacio´n KINECT.
Debido a la gran cantidad de experimentos realizados (64 experimentos), se extender´ıa am-
pliamente el ana´lisis de resultados, por tal motivo, solo se presentaran diagonales principales
de las matrices de confusio´n, y en los anexos se incluira´n las matrices de confusio´n de todos
los experimentos realizados.
Los indices de descriptores para identificar la metodolog´ıa de cada experimento para la iden-
tificacio´n de movimientos primitivos tiene la siguiente construccio´n [sen˜al,metodo].
1. SIGFFT: Sen˜ales EMG independientes con la aplicacio´n de DFT individual y concate-
nacio´n de espectros.
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2. CATFFT: Sen˜ales EMG concatenadas con la aplicacion de DFT a la sen˜al concatenada,
el vector de caracter´ısticas es el espectro de la sen˜al concatenada.
3. SIGAR: Sen˜ales EMG independientes con la aplicacio´n de AR individual y concatena-
cio´n de coeficientes.
4. CATAR: Sen˜ales EMG concatenadas con la aplicacio´n de AR a la sen˜al concatenada, el
vector de caracter´ısticas es el conjunto de coeficientes de la sen˜al concatenada.
5. SIGWAV: Sen˜ales EMG independientes con la aplicacio´n de DWT individual y conca-
tenacio´n de coeficientes de detalle y aproximacio´n.
6. CATWAV: Sen˜ales EMG concatenadas con la aplicacio´n de DWT a la sen˜al concatenada,
el vector de caracter´ısticas es el conjunto de coeficientes de aproximacio´n y detalle de
la sen˜al concatenada.
7. SIGWAVC: Sen˜ales EMG independientes con la aplicacio´n de DWT individual y con-
catenacio´n de coeficientes de detalle y aproximacio´n de orden superior.
8. CATWAVC: Sen˜ales EMG concatenadas con la aplicacio´n de DWT a la sen˜al concate-
nada, el vector de caracter´ısticas es el conjunto de coeficientes de aproximacio´n y detalle
de orden superior de la sen˜al concatenada.
9. SIGWAVDEC DFT: Sen˜ales EMG independientes con la aplicacio´n de DWT como des-
composicio´n modal aplicando DFT a cada nivel de descomposicio´n y concatenando los
espectros
10. CATWAVDEC DFT: Sen˜ales EMG concatenadas con la aplicacio´n de DWT como des-
composicio´n modal aplicando DFT a las sen˜ales concatenadas
11. SIGWAVDEC AR: Sen˜ales EMG independientes con la aplicacio´n de DWT como des-
composicio´n modal aplicando AR a cada nivel de descomposicio´n y concatenando los
espectros
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12. CATWAVDEC AR: Sen˜ales EMG concatenadas con la aplicacio´n de DWT como des-
composicio´n modal aplicando AR a las sen˜ales concatenadas
13. SIGWAVDEC EST: Sen˜ales EMG independientes con la aplicacio´n de DWT como des-
composicio´n modal aplicando MOMENTOS ESTADI´STICOS a cada nivel de descom-
posicio´n y concatenando los espectros
14. CATWAVDEC EST: Sen˜ales EMG concatenadas con la aplicacio´n de DWT como des-
composicio´n modal aplicando MOMENTOS ESTADI´STICOS a las sen˜ales concatenadas
15. SIGWAVDEC EE: Sen˜ales EMG independientes con la aplicacio´n de DWT como des-
composicio´n modal aplicando MOMENTOS ESTADI´STICOS Y DE ENERGI´A a cada
nivel de descomposicio´n y concatenando los espectros
16. CATWAVDEC EE: Sen˜ales EMG concatenadas con la aplicacio´n de DWT como des-
composicio´n modal aplicando MOMENTOS ESTADI´STICOS Y DE ENERGI´A a las
sen˜ales concatenadas
17. CyH: Resultados del experimento reportado por Calvo y Holgu´ın en el documento [8].
7.1. Reconocimiento de Movimientos Primitivos
Posterior a la realizacio´n de la experimentacio´n con los descriptores desarrollados, se realizo´
un proceso de promediar los desempen˜os de identificacio´n de cada movimiento primitivo, el
promedio presentado por Calvo y Holgu´ın en [8] del descriptor usado para las sen˜ales EMG
(denominado en la tabla 3 como CyH) usando todos los sensores fue de 61,13±13,14 %, como
se puede observar en la tabla 3. En los resultados presentados se evidencia que el clasificador de
movimientos primitivos presenta una dificultad en la identificacio´n del movimiento primitivo
C8, aspecto de baja el promedio y aumenta la desviacio´n del descriptor.
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Tabla 3. Diagonales de las Matrices de confusio´n
Clases CyH SIGWAVDEC EE SIGWAVDEC EST SIGWAVC
C1 72.28±5.83 75.87 ± 6.83 74.99 ± 7.87 72.89 ± 6.38
C2 66.51±1.13 68.82 ± 1.94 67.88 ± 2.07 65.17 ± 2.19
C3 70.84±4.73 71.02 ± 4.96 69.48 ± 5.46 70.50 ± 5.52
C4 71.49±1.33 71.51 ± 1.48 73.10 ± 1.37 68.34 ± 1.26
C5 59.43±5.21 58.92 ± 5.30 56.12 ± 4.01 55.14 ± 3.8
C6 63.88±2.35 65.82 ± 2.23 64.12 ± 2.34 60.80 ± 2.60
C7 50.54±1.84 57.04 ± 1.86 55.12 ± 2.03 54.48 ± 1.92
C8 34.08±2.50 56.15 ± 2.65 54.30 ± 3.21 52.50 ± 2.69
Promedio 61.13±13.14 65.64 ± 7.44 64.39 ± 8.30 62.48 ± 7.88
En la Tabla 3 se relacionaron 3 de los descriptores con mejor desempen˜o dentro del mismo
proceso, los 3 clasificadores presentaron desempen˜os superiores a los reportados con el des-
criptor CyH, con una desviacio´n esta´ndar mucho menor, por tanto se evidencia que logra
mejorar el proceso de clasificacio´n de movimientos primitivos. Observando los Anexos del do-
cumento es posible analizar los resultados de todos los descriptores implementados y aunque
todos mejoran el porcentaje presentado por CyH, solo 9 de ellos aumentan el porcentaje de
clasificacio´n por encima del 50 %.
Cabe anotar que los 3 descriptores que mejoraron el desempen˜o presentado por CyH esta´n
basados en me´todos con transformada Wavelet, y el mejor usa la transformada Wavelet como
un me´todo de descomposicio´n modal y construir descriptores usando me´todos estad´ısticos,
energ´ıa de sen˜al y densidad espectral.
7.2. Reconocimiento de actividades f´ısicas
Como se a venido viendo a lo largo del documento, el proceso de identificacio´n de actividades
f´ısicas consta de varias etapas de clasificacio´n, la primera etapa esta basada en maquinas de
soporte vectorial (SVM) con la que se identifican los movimientos primitivos (o las palabras de
una frase, segu´n la analog´ıa con el lenguaje), posteriormente sigue un sistema de identificacio´n
de secuencias de movimientos primitivos con los cuales se busca identificar una actividad f´ısica,
en este proceso es donde entra la implementacio´n de fusio´n de datos multimodales. Para ello,
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se presentaron experimentos con combinaciones de sensores para evaluar el desempen˜o de los
descriptores, al inicio de la seccio´n 7 se relacionaron las combinaciones de sensores que se
evaluaron, a continuacio´n los resultados obtenidos.
7.2.1. Experimento EMG
En la tabla 1, se relacionan las 5 actividades f´ısicas que se busca identificar, en la tabla 4
se muestran los resultados de las diagonales de las matrices de confusio´n de los experimento
realizados usando unicamente las sen˜ales EMG. Para este caso se evaluaron nuevamente los 16
me´todos de caracterizacio´n de las sen˜ales EMG. En esta ocasio´n ninguno de los descriptores
mejoro el desempen˜o presentado por CyH, sin embargo, se puede observar que al igual que
en los movimientos primitivos, los resultados presentados por CyH presentan dificultades en
la clasificacio´n del movimiento 1 (Estar quieto).
Tabla 4. Matriz de Confusio´n EMG con todos los sensores
Actividad CyH SIGWAVDEC EST CATWAVDEC EE SIGWAVDEC EE SIGWAVDEC AR
1 38.78±8.12 60.88±15.28 71.00±16.34 72.72±13.90 60.59±20.03
2 90.94±4.81 71.73±11.54 65.38±11.74 69.59±12.9 71.71±12.79
3 96.16±3.21 90.62±7.53 81.24±9.63 72.19±11.85 86.33±7.86
4 94.08±3.94 82.76±11.75 86.42±11.92 90.45±10.45 82.34±9.87
5 89.69±5.07 91.09±9.4 89.43±10.81 84.16±8.38 87.02±8.78
Promedio 81.93±24.26 79.42±13.00 78.69±10.22 77.82±9.02 77.60±11.3
Con los resultados obtenidos, aunque ninguno de los descriptores propuestos mejoro´ el desem-
pen˜o del reportado por CyH, si se evidencia que hay un aumento significativo en los porcen-
tajes de identificacio´n de la actividad 1, es decir, los 4 descriptores con mejor desempen˜o
aumentan la capacidad de identificacio´n y disminuyen la desviacio´n esta´ndar. En este nue-
vo experimento, el descriptor que presento mejor desempen˜o con los movimientos primitivos
(SIGWAVDEC EE ) aun esta dentro de los 4 mejores, y se evidencia que los descriptores
aplicados sobre las sen˜ales individuales presentan mejores resultados.
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7.2.2. Experimento EMG+Kinect®
Este experimento fusiona los datos de las sen˜ales EMG y Kinect®, en la Tabla 5 se puede
identificar las diagonales de las matrices de confusio´n del experimento reportado por CyH en
[8], y as´ı como los resultados de los 4 mejores desempen˜os de los me´todos de caracterizacio´n
propuestos.
Tabla 5. Matriz de Confusio´n EMG+Kinect®
Actividad CyH CATAR SIGWAVC SIGWAVDEC EST CATWAVC
1 91.00±4.78 86.50±10.50 97.12±4.37 85.99±13.24 89.37±8.48
2 100.00±0.00 90.67±11.19 81.30±10.81 88.28±7.5 85.33±6.88
3 98.80±1.82 97.50±4.21 94.85±5.04 99.14±2.29 100.00±0.00
4 96.68±2.51 94.46±7.75 95.93±5.51 92.49±6.26 90.54±8.05
5 96.81±2.93 99.44±1.74 95.49±4.8 98.62±2.90 98.42±3.8
Promedio 96.60±3.54 93.71±5.22 92.94±6.56 92.90±5.94 92.73±6.2
Observando los resultados presentados en la tabla 5, nuevamente ninguno de los descriptores
mejora el desempen˜o reportado por CyH, sin embargo se observa que los resultados obtenidos
son muy homoge´neos en cuanto a la media del desempen˜o en la clasificacio´n y la desviacio´n
esta´ndar. Para este experimento, el que presento mejor desempen˜o fue el descritos basado en
la concatenacio´n de las sen˜ales EMG y la aplicacio´n de un descriptor basado en modelos auto-
rregresivos, pero se identifica nuevamente que los descriptores basados en Wavelet presentan
desempen˜os comparables.
7.2.3. Experimento EMG+IMU
El experimento de la fusio´n de los datos de las sen˜ales EMG y las unidades de masa inercial
IMU presenta resultados similares al experimento EMG + KI, los resultados presentados
por el descriptor CyH presenta un desempen˜o superior a las 4 mejores desempen˜os de los
descriptores propuestos, sin embargo los resultado obtenidos son comparables, pues se puede
observar en la tabla 6 que los descriptores propuestos presentan desempen˜os por encima del
90 % con desviaciones esta´ndar reducidas.
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Tabla 6. Matriz de Confusio´n EMG+IMU
Actividad CyH SIGWAVDEC EST SIGWAVC SIGWAVDEC EE CATWAVDEC EST
1 100.00±0.00 89.04±10.86 93.74±8.31 88.75±10.44 86.49±12.36
2 98.14±0.02 86.45±8.40 82.79±10.97 89.64±8.72 86.91±10.04
3 99.46±1.23 98.15±2.83 96.66±5.90 94.83±5.88 98.44±4.08
4 99.67±0.96 98.39±3.40 96.24±5.75 97.09±5.78 93.56±8.36
5 96.65±3.00 100.00±0.00 98.91±3.45 95.76±5.10 98.20±4.1
Promedio 98.78±1.38 94.41±6.19 93.67±6.35 93.21±3.77 92.72±5.8
Como se ha observado en los resultados presentados hasta el momento, los me´todos de carac-
terizacio´n basados en me´todos de transformada Wavelet presentan los mejores desempen˜os,
el descriptor SIGWAVDEC EE sigue estando entre los mejores desempen˜os y comparable con
los resultados obtenidos por el descriptor CyH.
7.2.4. Experimento EMG+Kinect®+IMU
En la tabla 7 se presentan los resultados obtenidos en el experimento basado en la fusio´n mul-
timodal de los sensores EMG, Kinect® y IMU comparados con el obtenido por el descriptor
CyH. Para este experimento se puede identificar que un descriptor mejora el desempen˜o del
reportado por CyH aumentando el promedio y disminuyendo la desviacio´n significativamente,
aspecto que no solo mejora un poco el desempen˜o sino que aumenta la precisio´n del clasifica-
dor.
Tabla 7. Matriz de Confusio´n EMG+Kinect®+IMU
Actividad CyH CATAR CATWAVDEC EE CATWAVDEC AR CATWAV
1 100.00±0.00 97.87±3.93 97.79±4.18 92.27±7.63 95.61±3.15
2 99.60±1.53 98.55±2.61 93.76±6.45 96.86±5.60 91.00±10.32
3 99.62±1.03 99.00±2.46 100.00±0.00 99.77±1.35 100.00±0.00
4 99.09±1.59 99.04±2.36 96.94±6.60 95.74±5.7 94.82±7.5
5 95.76±3.36 100.00±0.00 100.00±0.00 98.74±2.66 99.48±1.73
Promedio 98.81±1.74 98.89±0.78 97.70±2.58 96.68±2.92 96.18±3.69
Con los resultado presentado en la tabla 7, se puede evidenciar que los 4 mejores descriptores
presentan desempen˜os de clasificacio´n superiores al 95 % con desviaciones inferiores al 4 %,
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aspecto evidencia que los descriptores implementados para las sen˜ales EMG no solo presentan
buenos resultados sino que mejoran la precisio´n de los clasificadores. En el experimento de la
fusio´n de datos multimodal de los 3 sensores propuestos por Calvo y Holgu´ın en [8] y obser-
vando la tabla 7 se identifica que en este caso, los me´todos aplicados sobre la concatenacio´n
de las sen˜ales EMG presentaron los mejores resultados, as´ı como la aplicacio´n del descriptor
basado en coeficientes autorregresivos, y de igual manera se evidencia que los resultados obte-
nidos con los descriptores basados en la transformada Wavelet siguen presentando los mejores
resultados.
7.2.5. Comparacio´n de los desempen˜os de clasificacio´n en la fusio´n de datos
multimodal
A continuacio´n en la tabla se muestran los resultados de los promedio de clasificacio´n de
todos los descriptores implementados en comparacio´n con CyH ordenados de mayor a menor
desempen˜o, como resumen de los resultados presentados anteriormente.
Tabla 8. Tabla de comparacio´n descriptores implementados en los experimentos EMG y
EMG+Kinect®
Puesto EMG EMG+Kinect
CyH 81.93±24.26 CyH 96.60±3.54
1 SIGWAVDEC EST 79.42±13.00 CATAR 93.71±5.22
2 CATWAVDEC EE 78.69±10.22 SIGWAVC 92.94±6.56
3 SIGWAVDEC EE 77.82±9.02 SIGWAVDEC EST 92.90±5.94
4 SIGWAVDEC AR 77.60±11.31 CATWAVC 92.73±6.25
5 SIGWAVC 76.22±7.35 SIGWAVDEC EE 92.55±5.1
6 SIGAR 75.67±16.85 SIGAR 92.51±5.04
7 CATWAVDEC AR 74.96±18.20 CATWAVDEC EST 92.49±8.16
8 SIGFFT 74.68±9.84 CATFFT 92.42±4.38
9 CATWAVDEC DFT 73.34±10.19 CATWAVDEC DFT 92.33±6.69
10 CATWAVDEC EST 72.71±13.26 SIGWAVDEC AR 91.35±8.13
11 CATFFT 71.09±14.96 CATWAVDEC AR 91.10±10.50
12 CATWAVC 70.79±14.83 SIGWAVDEC DFT 90.79±8.85
13 CATAR 67.79±16.66 CATWAVDEC EE 90.61±6.12
14 SIGWAV 67.68±8.28 CATWAV 89.68±6.04
15 SIGWAVDEC DFT 67.11±17.95 SIGWAV 88.45±8.47
16 CATWAV 65.20±7.50 SIGFFT 88.43±9.32
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Tabla 9. Tabla de comparacio´n descriptores implementados en los experimentos EMG+IMU
y EMG+Kinect®+IMU
Puesto EMG+IMU EMG+Kinect+IMU
CyH 98.78±1.38 CyH 98.81±1.74
1 SIGWAVDEC EST 94.41±6.19 CATAR 98.89±0.78
2 SIGWAVC 93.67±6.35 CATWAVDEC EE 7.70±2.58
3 SIGWAVDEC EE 93.21±3.77 CATWAVDEC AR 96.68±2.92
4 CATWAVDEC EST 92.72±5.83 CATWAV 96.18±3.69
5 CATWAVDEC EE 92.55±7.59 CATWAVC 96.09±4.82
6 CATFFT 91.88±5.91 SIGWAVDEC EST 96.02±3.10
7 SIGFFT 91.81±5.53 SIGWAVC 95.84±3.89
8 CATWAVDEC DFT 91.45±8.69 CATWAVDEC EST 95.63±4.38
9 CATWAVDEC AR 91.33±8.09 SIGWAVDEC EE 95.46±3.60
10 CATWAV 91.11±2.83 SIGAR 95.28±5.06
11 SIGAR 91.00±9.26 CATFFT 95.24±4.53
12 SIGWAVDEC DFT 90.75±3.90 CATWAVDEC DFT 95.01±4.99
13 CATAR 90.00±13.00 SIGWAVDEC AR 94.95±4.39
14 CATWAVC 88.98±12.46 SIGWAVDEC DFT 94.49±4.45
15 SIGWAVDEC AR 88.58±10.10 SIGFFT 94.09±8.17
16 SIGWAV 87.50±10.02 SIGWAV 93.96±4.90
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8. CONCLUSIONES Y RECOMENDACIONES
8.1. CONCLUSIONES
Con el desarrollo de este trabajo se logro implementar un conjunto de descriptores que apo-
yan el mejoramiento del desempen˜o en la clasificacio´n de actividades f´ısicas. Los resultados
presentados por Calvo y Holgu´ın en [8] se encuentran dentro de los valores reportados en el
estado del arte con porcentajes de clasificacio´n superiores al 95 %. En el presente trabajo fue
posible aumentar el desempen˜o de los resultados de los experimentos propuestos por Calvo y
Holgu´ın desarrollando nuevos descriptores sobre las sen˜ales EMG.
Como se comento anteriormente, se observa que la implementacio´n de la clasificacio´n de movi-
mientos primitivos propuesta por Calvo y Holgu´ın presenta una dificultad para la clasificacio´n
de los movimientos primitivos 7 y 8 especialmente, esto se puede evidenciar por los resultados
presentados en la tabla 3, y aunque los descriptores presentados mejoraron el desempen˜o del
descriptor CyH, si se observan las matrices de confusio´n del anexo (Ver seccio´n 9.1), debido
a la intensidad de color permite identificar que es una dificultad marcada que no depende del
descriptor, sino, de la naturaleza de los datos; desde el estado del arte se evidencia que el
manejo de las sen˜ales EMG tienen un alto grado de complejidad debido a que presentan una
alta dependencia de su localizacio´n en el individuo [17], las combinacio´n de mu´sculos para
el desarrollo de una actividad, la cantidad limitada de sensores [23, 38] y contando con que
las sen˜ales EMG son no estacionarias lo cual dificulta el tratamiento de las mismas y hace
necesario incluir nuevas te´cnicas como las presentadas en este trabajo.
Como se evidencio en el estado del arte, los descriptores basados en la transformada Wavelet
han presentado los mejores resultados en la caracterizacio´n de sen˜ales EMG [29, 44, 30, 16, 9,
17, 23, 24, 4, 35, 43, 25, 26]. En este trabajo se incluyo la experimentacio´n con las transformada
Wavelet y se propuso la implementacio´n de descriptores usando la transformada Wavelet como
un me´todo de descomposicio´n modal des sen˜ales y aplicando mu´ltiples te´cnicas sobre los
modos descompuestos obteniendo resultado que mejoran el desempen˜o del los clasificadores
de movimientos primitivos con un 60,88 ± 15,28 vs 38,78 ± 8,12 % presentado por Calvo Y
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Holgu´ın.
En la implementacio´n del Clasificador HMM para la identificacio´n de secuencia de movimien-
tos primitivos e identificar actividades f´ısicas se obtuvieron resultados aceptables, donde los
descriptores propuestos superaron los resultados comparados en el experimento donde se fu-
sionan los 3 tipos de sensores multimodales donde se mantuvo un porcentaje de 98,89±0,78 %
por el descriptor CATAR, versus 98,81±1,74 % reportado por Calvo y Holgu´ın para el mismo
experimento, logrando deducir la desviacio´n del 1,74 % al 0,78 % con la implementacio´n del
descriptor CATAR. Con los resultados obtenidos tambie´n se puede identificar que los des-
criptores basados en modelos autorregresivos no se quedan atra´s en la capacidad de mejorar
un sistema de clasificacio´n, en dos de los cuatro experimentos realizados, el escritor CATAR,
sen˜ales EMG concatenadas y caracterizadas por modelos autorregresivos presentaron los me-
jores resultados, se evidencia que es precisamente en los experimento que involucran los datos
del Kinect, pero ser´ıa necesario hacer un disen˜o experimental para probar alguna correlacio´n.
Figura 5. Matriz de confusio´n Actividades f´ısicas - Descriptor CATAR
Las te´cnicas basadas en la implementacio´n de la trasformada Wavelet presentaron los mejores
resultados, lo cual es af´ın a lo presentado en el estado del arte, e incluso permitio´ que los
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resultados obtenidos por Calvo y Holgu´ın presentara resultados aceptables desde las sen˜ales
EMG, Sin embargo, las te´cnicas como los modelos autorregresivos pueden aun ser ampliamente
exploradas y desarrollar experimentacio´n usando curvas ROC para validar su potencial en la
clasificacio´n.
8.2. RECOMENDACIONES
El trabajo con sen˜ales EMG es un nicho amplio para la investigacio´n de te´cnicas de carac-
terizacio´n, aun quedan metodolog´ıas por implementar en cuanto a los me´todos basados en
sistemas adaptativos y probar combinaciones de metodolo´gicas como la propuesta en este tra-
bajo usando Wavelet como un me´todo de descomposicio´n modal y aplicando te´cnicas como
AR, FFT, momentos estad´ısticos, entre otros. En el desarrollo de este trabajo se logro demos-
trar que los descriptores propuestos mejoran la capacidad de clasificacio´n de la metodolog´ıa
propuesta por Calvo y Holgu´ın en [8] y que se puede observar en la figura 1.
Una de las limitantes del proceso fue la cantidad de sensores usados en la adquisicio´n de datos,
para una mejora en el proceso de identificacio´n seria u´til aumentar la cantidad de sensores por
extremidad permitiendo obtener valores diferenciales que pueden entregar mas informacio´n
sobre la actividad muscular de un individuo. Ya se han adelantado algunos ana´lisis parciales
realizando la adquisicio´n de datos desde un sensor EMG denominado Myo Armband pues
este sensor cuenta con 8 sensores dispuestos en forma de brazalete y comunicacio´n Bluetooth
con una capacidad de muestreo de 200Hz, caracter´ısticas deseables en cuanto al aporte de las
sen˜ales EMG a la identificacio´n de actividades f´ısicas.
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9. ANE´XOS
9.1. Matrices de Confusio´n movimientos primitivos
Figura 6. Matrices de confusio´n Movimientos primitivos - Descriptor DFT (Izq. Sen˜ales
Individuales - Der. Sen˜ales concatenadas )
Figura 7. Matrices de confusio´n Movimientos primitivos - Descriptor AR (Izq. Sen˜ales Indi-
viduales - Der. Sen˜ales concatenadas )
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Figura 8. Matrices de confusio´n Movimientos primitivos - Descriptor Wavelet concatenado
coeficientes de aproximacio´n y detalle (Izq. Sen˜ales Individuales - Der. Sen˜ales concatenadas
)
Figura 9. Matrices de confusio´n Movimientos primitivos - Descriptor Wavelet descomposicio´n
de orden superior (Izq. Sen˜ales Individuales - Der. Sen˜ales concatenadas )
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Figura 10. Matrices de confusio´n Movimientos primitivos - Descriptor Wavelet FFT (Izq.
Sen˜ales Individuales - Der. Sen˜ales concatenadas )
Figura 11. Matrices de confusio´n Movimientos primitivos - Descriptor Wavelet AR (Izq.
Sen˜ales Individuales - Der. Sen˜ales concatenadas )
71
Figura 12. Matrices de confusio´n Movimientos primitivos - Descriptor Wavelet Estad´ısticos
(Izq. Sen˜ales Individuales - Der. Sen˜ales concatenadas )
Figura 13. Matrices de confusio´n Movimientos primitivos - Wavelet Estad´ısticos y energ´ıa
(Izq. Sen˜ales Individuales - Der. Sen˜ales concatenadas )
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9.2. Matrices de Confusio´n actividades f´ısicas
9.2.1. Experimento EMG
Figura 14. (Experimento EMG) Matrices de confusio´n Actividades f´ısicas - Descriptor DFT
(Izq. Sen˜ales Individuales - Der. Sen˜ales concatenadas )
Figura 15. (Experimento EMG) Matrices de confusio´n Actividades f´ısicas - Descriptor AR
(Izq. Sen˜ales Individuales - Der. Sen˜ales concatenadas )
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Figura 16. (Experimento EMG) Matrices de confusio´n Actividades f´ısicas - Descriptor Wavelet
concatenado coeficientes de aproximacio´n y detalle (Izq. Sen˜ales Individuales - Der. Sen˜ales
concatenadas )
Figura 17. (Experimento EMG) Matrices de confusio´n Actividades f´ısicas - Descriptor Wavelet
descomposicio´n de orden superior (Izq. Sen˜ales Individuales - Der. Sen˜ales concatenadas )
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Figura 18. (Experimento EMG) Matrices de confusio´n Actividades f´ısicas - Descriptor Wavelet
FFT (Izq. Sen˜ales Individuales - Der. Sen˜ales concatenadas )
Figura 19. (Experimento EMG) Matrices de confusio´n Actividades f´ısicas - Descriptor Wavelet
AR (Izq. Sen˜ales Individuales - Der. Sen˜ales concatenadas )
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Figura 20. (Experimento EMG) Matrices de confusio´n Actividades f´ısicas - Descriptor Wavelet
Estad´ısticos (Izq. Sen˜ales Individuales - Der. Sen˜ales concatenadas )
Figura 21. (Experimento EMG) Matrices de confusio´n Actividades f´ısicas - Wavelet Estad´ısti-
cos y energ´ıa (Izq. Sen˜ales Individuales - Der. Sen˜ales concatenadas )
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9.2.2. Experimento EMG+Kinect
Figura 22. (Experimento EMG+Kinect) Matrices de confusio´n Actividades f´ısicas - Descriptor
DFT (Izq. Sen˜ales Individuales - Der. Sen˜ales concatenadas )
Figura 23. (Experimento EMG+Kinect) Matrices de confusio´n Actividades f´ısicas - Descriptor
AR (Izq. Sen˜ales Individuales - Der. Sen˜ales concatenadas )
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Figura 24. (Experimento EMG+Kinect) Matrices de confusio´n Actividades f´ısicas - Descriptor
Wavelet concatenado coeficientes de aproximacio´n y detalle (Izq. Sen˜ales Individuales - Der.
Sen˜ales concatenadas )
Figura 25. (Experimento EMG+Kinect) Matrices de confusio´n Actividades f´ısicas - Des-
criptor Wavelet descomposicio´n de orden superior (Izq. Sen˜ales Individuales - Der. Sen˜ales
concatenadas )
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Figura 26. (Experimento EMG+Kinect) Matrices de confusio´n Actividades f´ısicas - Descriptor
Wavelet FFT (Izq. Sen˜ales Individuales - Der. Sen˜ales concatenadas )
Figura 27. (Experimento EMG+Kinect) Matrices de confusio´n Actividades f´ısicas - Descriptor
Wavelet AR (Izq. Sen˜ales Individuales - Der. Sen˜ales concatenadas )
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Figura 28. (Experimento EMG+Kinect) Matrices de confusio´n Actividades f´ısicas - Descriptor
Wavelet Estad´ısticos (Izq. Sen˜ales Individuales - Der. Sen˜ales concatenadas )
Figura 29. (Experimento EMG+Kinect) Matrices de confusio´n Actividades f´ısicas - Wavelet
Estad´ısticos y energ´ıa (Izq. Sen˜ales Individuales - Der. Sen˜ales concatenadas )
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9.2.3. Experimento EMG+IMU
Figura 30. (Experimento EMG+IMU) Matrices de confusio´n Actividades f´ısicas - Descriptor
DFT (Izq. Sen˜ales Individuales - Der. Sen˜ales concatenadas )
Figura 31. (Experimento EMG+IMU) Matrices de confusio´n Actividades f´ısicas - Descriptor
AR (Izq. Sen˜ales Individuales - Der. Sen˜ales concatenadas )
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Figura 32. (Experimento EMG+IMU) Matrices de confusio´n Actividades f´ısicas - Descriptor
Wavelet concatenado coeficientes de aproximacio´n y detalle (Izq. Sen˜ales Individuales - Der.
Sen˜ales concatenadas )
Figura 33. (Experimento EMG+IMU) Matrices de confusio´n Actividades f´ısicas - Descriptor
Wavelet descomposicio´n de orden superior (Izq. Sen˜ales Individuales - Der. Sen˜ales concate-
nadas )
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Figura 34. (Experimento EMG+IMU) Matrices de confusio´n Actividades f´ısicas - Descriptor
Wavelet FFT (Izq. Sen˜ales Individuales - Der. Sen˜ales concatenadas )
Figura 35. (Experimento EMG+IMU) Matrices de confusio´n Actividades f´ısicas - Descriptor
Wavelet AR (Izq. Sen˜ales Individuales - Der. Sen˜ales concatenadas )
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Figura 36. (Experimento EMG+IMU) Matrices de confusio´n Actividades f´ısicas - Descriptor
Wavelet Estad´ısticos (Izq. Sen˜ales Individuales - Der. Sen˜ales concatenadas )
Figura 37. (Experimento EMG+IMU) Matrices de confusio´n Actividades f´ısicas - Wavelet
Estad´ısticos y energ´ıa (Izq. Sen˜ales Individuales - Der. Sen˜ales concatenadas )
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9.2.4. Experimento EMG+Kinect+IMU
Figura 38. (Experimento EMG+Kinect+IMU) Matrices de confusio´n Actividades f´ısicas -
Descriptor DFT (Izq. Sen˜ales Individuales - Der. Sen˜ales concatenadas )
Figura 39. (Experimento EMG+Kinect+IMU) Matrices de confusio´n Actividades f´ısicas -
Descriptor AR (Izq. Sen˜ales Individuales - Der. Sen˜ales concatenadas )
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Figura 40. (Experimento EMG+Kinect+IMU) Matrices de confusio´n Actividades f´ısicas -
Descriptor Wavelet concatenado coeficientes de aproximacio´n y detalle (Izq. Sen˜ales Indivi-
duales - Der. Sen˜ales concatenadas )
Figura 41. (Experimento EMG+Kinect+IMU) Matrices de confusio´n Actividades f´ısicas -
Descriptor Wavelet descomposicio´n de orden superior (Izq. Sen˜ales Individuales - Der. Sen˜ales
concatenadas )
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Figura 42. (Experimento EMG+Kinect+IMU) Matrices de confusio´n Actividades f´ısicas -
Descriptor Wavelet FFT (Izq. Sen˜ales Individuales - Der. Sen˜ales concatenadas )
Figura 43. (Experimento EMG+Kinect+IMU) Matrices de confusio´n Actividades f´ısicas -
Descriptor Wavelet AR (Izq. Sen˜ales Individuales - Der. Sen˜ales concatenadas )
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Figura 44. (Experimento EMG+Kinect+IMU) Matrices de confusio´n Actividades f´ısicas -
Descriptor Wavelet Estad´ısticos (Izq. Sen˜ales Individuales - Der. Sen˜ales concatenadas )
Figura 45. (Experimento EMG+Kinect+IMU) Matrices de confusio´n Actividades f´ısicas -
Wavelet Estad´ısticos y energ´ıa (Izq. Sen˜ales Individuales - Der. Sen˜ales concatenadas )
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