Abstract. In this paper, we consider the effect that the data-storage scheme and pivoting scheme have on the efficiency of LU factorization on a distributed-memory multiprocessor. Our presentation will focus on the hypercube architecture, but most of our results are applicable to distributed-memory architectures in general. We restrict our attention to two commonly used storage schemes (storage by rows and by columns) and investigate partial pivoting both by rows and by columns, yielding four factorization algorithms. Our goal is to determine which of these four algorithms admits the most efficient parallel implementation. We analyze factors such as load distribution, pivoting cost, and potential for pipelining. We conclude that, in the absence of loop-unrolling, LU factorization with partial pivoting is most efficient when pipelining is used to mask the cost of pivoting. The two schemes that can be pipelined are pivoting by interchanging rows when the coefficient matrix is distributed to the processors by columns, and pivoting by interchanging columns when the matrix is distributed to the processors by rows.
goal is to determine whether the choice of storage scheme for the coefficient matrix and pivoting strategy appreciably affects the efficiency of parallel factorization and, if so, which of the four algorithms is to be preferred. The empirical results presented in the sequel were obtained by implementing the factorization algorithms on an Intel iPSC hypercube.
A number of papers have appeared in recent years describing various approaches to parallelizing LU factorization, including Davis [4] , Chamberlain [2] , and Geist [7] . The present work is motivated primarily by Geist and Heath [8] and Chu and George [3] . In most of these earlier papers, row storage for the coefficient matrix was chosen principally because no efficient parallel algorithms were then known to exist for the subsequent triangular solutions if the coefficient matrix was stored by columns. Recently, Romine and Ortega [16] , Romine [15] , Li and Coleman [11] [12] , and Heath and Romine [10] [14] ). QR factorization is inherently stable and thus avoids the complication of pivoting. Since the operation count for QR factorization is twice that of LU decompo-sition, QR factorization will only be competitive if the efficiency of LU factorization with pivoting is less than half the efficiency of QR factorization. We show that the parallel LU factorization algorithms presented in this paper have efficiencies of over 85 percent. Given this result, parallel QR factorization is not considered a competitive alternative to LU factorization.
2. LU factorization with row storage and row pivoting. The first algorithm we discuss is LU factorization with row interchanges on a matrix which has been assigned to the processors by rows, which we will refer to as RSRP. The algorithm is given in Fig. 1 [3] , in which it was demonstrated that the extra communication cost required by explicit exchange is more than offset by the gain due to improved load balance.
In order to ensure fairness in the comparisons, we have implemented the Chu and George strategy for pivoting in the algorithm described above. The same random matrix was factored with this new algorithm, and the results given in the second column of Table 1 . Even though 993 row exchanges were required (nearly the maximum possible), the explicit exchange strategy performed better than implicit pivoting. However, there is still an 80.3-second penalty for these exchanges (almost 10 percent of the total execution time), compared to only 24.6 seconds for the pivot search.
These results agree with the conclusion given in Chu and George [3] , that balancing the load is desirable even at the cost of increased communication. However, load balancing can be achieved with fewer exchanges than is required by the Chu and George pivoting strategy. The large number of exchanges is caused by the requirement that the final distribution of the rows be a wrap mapping. Wrap mapping balances the load effectively, but other mappings are equally effective at load balancing. Hence, we should be able to design a less restrictive explicit pivoting strategy which will reduce the number of exchanges from that required by the Chu and George strategy, while at the same time balancing the load. One possibility is to require that any p consecutive rows be distributed evenly to the p processors. However, this is only a permuted form of wrapping, and will also produce a large number of exchanges.
A less restrictive rule is to require that rows kp through (k + 1)p-1 (0 <_ k < n/p) lie in distinct processors for each k, with the order in which they are assigned unconstrained. That is, a processor that already contains one of these pivot rows cannot contain another, and must exchange rows with a processor that does not already contain one. This scheme produces any one of a family of mappings that have the load-balancing properties of wrapping in that the rows assigned to a processor are more or less uniformly distributed in the matrix. This scheme allows considerable leeway in the choice of mapping and, hence, should reduce the number of exchanges required during pivoting. Because the final mapping depends upon the elements of the matrix, we call this pivoting strategy dynamic pivoting. The RSRP algorithm with dynamic pivoting included is shown in Fig. 2 [10] , and Li and Coleman [12] 3. LU factorization with column storage and row pivoting. The second algorithm we will describe is LU factorization with row pivoting when the coefficient matrix is distributed among the processors by columns, which we will refer to as CSRP. The algorithm is given in Fig. 3 . This algorithm is quite similar to the RSRP algorithm, except that the updating of the submatrix is done by columns rather than by rows. In the taxonomy of Dongarra et al. [5] this is the kji-form, as opposed to the kij-form of LU factorization used in the RSRP algorithm (see Ortega and Romine [13] ). Since the coefficient matrix is stored by columns, the computation of the column of multipliers at each stage is done serially by the processor containing the pivot column. This will reduce the efficiency of the factorization unless this serial phase can be masked.
Pivoting by rows with storage by columns has several implications. First, the way in which the columns are mapped to the processors remains unchanged by pivoting. This is in contrast to the previous case, where obtaining 4. LU factorization with column pivoting. LU factorization using column pivoting is advocated in Barrodale and Stewart [1] in the context of interpolation problems, and further described in Chamberlain [2] . Barrodale and Stewart's version of the algorithm involves an extra search phase to take advantage of solving systems in which several components of the solution vector are known to be quite small. Since we are concerned with efficient implementation of LU factorization for general systems, we will eliminate this phase of the algorithm.
The algorithm, which we refer to as RSCP, consists of searching the current pivot row for the element with maximum modulus, and then exchanging columns to bring this element to the diagonal. The RSCP algorithm can quickly be seen as nothing more than the dual of the CSRP algorithm and hence the same techniques would apply. When implemented on the iPSC, it yielded the same results. Hence, there is no reason to pursue this algorithm further.
As might be expected, LU factorization with column storage and column pivoting, which we refer to as CSCP, is the dual of the RSRP algorithm, and would yield results identical to those listed in 2. However, one difference in the resulting factors of the two algorithms should be noted. LU factorization using either the RSRP or the CSRP algorithm yields a matrix L all of whose entries are less than or equal to 1. The RSCP and CSCP algorithms produce the reverse situation, in which the elements of U are less than or equal to 1. Since the back substitution phase of Gaussian elimination solves the triangular system Ly b and then Ux y, this difference can have an effect upon the error obtained in the solution. If L contains large elements (as in RSCP and CSCP), then rounding error can occur in the solution of Ly b which is then propagated through the solution of Ux y. In practice, we have noticed that the error produced by RSCP can be significantly larger than that produced by RSRP. 5 . Unrolling the middle loop of LU factorization. The concept of expanding the computation in a looping procedure by writing it out explicitly is an established technique for reducing the amount of integer arithmetic in a numerical algorithm. Since the ratio of the costs of floating-point and integer arithmetic has dropped due to the advent of floating-point accelerators, a reduction in integer overhead can dramatically improve the performance of an algorithm. Commonly used on both serial and vector computers, the effect that such unrolling of a computational loop has on a parallel numerical algorithm has only been recently explored (see Dongarra and Hewitt [6] ). Geist and Heath [8] Note that in each case, the execution time of the algorithm has dropped by almost 25 percent. It should be emphasized that on machines which have a larger discrepancy in the cost of integer versus floating-point operations, the improvement would be less dramatic. The C source code for the RSRP algorithm with dynamic pivoting (Strategy 2) and the loop-unrolling option can be found in Appendix 1 of Geist and Romine [9] .
We can apply multiple pivot columns at a time in the CSRP algorithm to achieve a reduction in integer computation as was done for the RSRP algorithm; however, since the pivot search is far more expensive, we cannot achieve competitive factorization times without also pipelining the CSRP algorithm. Unfortunately, while both pipelining and loop-unrolling are effective techniques for reducing execution time, .they do not complement each other. Saving pivot columns in order to perform multiple updates reduces the beneficial effects of pipelining. Combining the two techniques also complicates the code considerably. To simplify matters we started by writing the pipelined code (which can be found in Appendix 2 of Geist and Romine [9] ) with only two pivot columns applied at a time. In Table 4 we compare the factorization time of this new version of the CSRP algorithm with the execution time of the RSRP algorithm. As the results in Table 4 show, the pipelined CSRP algorithm obtains a smaller improvement than the RSRP algorithm does when loop-unrolling is applied, since multiple updating interferes with the pipelining. Table 5 shows the parallel efficiencies of several of the algorithms under consideration. The serial time used here in computing the parallel efficiency is based on the observed execution rate for one processor using a straightforward serial code for LU factorization, coded in C and designed specifically for serial computation on one processor. For the CSRP and RSRP algorithms with no loop-unrolling this serial execution rate is 0.0286 Mflops. If loop-unrolling is allowed (which also improves the serial code), the serial execution rate increases to 0.040 Mflops. As Table 5 shows, the efficiencies obtained for these algorithms are as high as 97 percent. 
