Bayesian regression methods that incorporate different mixture priors for marker effects are used in multi-trait genomic prediction. These methods can also be extended to genome-wide association studies (GWAS). In multiple-trait GWAS, incorporating the underlying causal structures among traits is essential for comprehensively understanding the relationship between genotypes and traits of interest. Therefore, we develop a GWAS methodology, SEM-BayesCΠ, which, by applying the structural equation model (SEM), can be used to incorporate causal structures into a multi-trait Bayesian regression method using mixture priors. The performance of SEM-BayesCΠ was demonstrated by comparing its GWAS results with those from multi-trait BayesCΠ. Through the inductive causation (IC) algorithm, three potential causal structures were inferred of 0.9 highest posterior density (HPD) interval. SEM-BayesCΠ provides a more comprehensive understanding of the genotype-phenotype mapping than multi-trait BayesCΠ by performing GWAS based on indirect, direct and overall marker effects. The software tool JWAS offers open-source routines to perform these analyses.
Multi-trait Bayesian regression model using mixture priors
Assuming that individuals have all traits measured with a general mean as the only fixed effect, we write the multi-trait model for individual i from n genotyped individuals as:
where y i is the vector of phenotypes of t traits for individual i, µ 20 is a vector of overall means for t traits, p is the number of geno-21 typed loci, m ij is the genotype covariate at locus j for individual 22 i (coded as 0,1,2), α j is the vector of marker effects of t traits for 23 locus j, and e i is the vector of residuals of t traits for individual 24 i. The fixed effects are assigned flat priors. The residuals, e i , are 25 a priori assumed to be independently and identically distributed 26 multivariate normal vectors with null mean and covariance matrix 27 R, which is assumed to have an inverse Wishart prior distribution, 28 W −1 (S e , ν e ). 29 Allowing each locus to affect any combination of traits, in a multiple-trait Bayesian variable selection method, i.e., multi-trait BayesCΠ (Cheng et al. 2018b) , the vector of marker effects at locus j can be written as α j = D j β j , where D j is a diagonal matrix whose diagonal element is δ j = (δ j1 , δ j2 ..., δ jt ), where δ jk is the indicator variable indicating whether the marker effect of locus j for trait k is zero or not, and β j is a priori assumed to be independently and identically distributed multivariate normal vectors with null mean and covariance matrix G, which is assumed to have an inverse Wishart prior distribution, W −1 t (S β , ν β ). Given that a locus can have an effect on any combination of traits, we use numeric labels "1", "2", · · · , "l" to represent all 2 t possible combinations for δ j , in which case the prior distribution for δ j is: p(δ j = "i") = Π 1 I(δ j = "1") + Π 2 I(δ j = "2") + ... + Π l I(δ j = "l") where Π i is the prior probability that the vector δ j corresponds 30 to the vector labeled "i" and ∑ Π i = 1. We assume the prior for 31 Π = (Π 1 , Π 2 , ...Π l ) is a uniform distribution.
32

Structural Equation Model 33
The linear SEM is composed of two parts: the measurement equation analyzing the relationship between the observable variables and latent variables, and the structural equation capturing the connections among latent variables (Anderson and Gerbing 1988) . These two equations can be written as:
where y i is the vector of observable variables for individual i, η i is 34 a q × 1 vector of exogenous latent variables, ξ i is a r × 1 vector with 35 endogenous latent variables, Λ is a t × (q + r) matrix of unknown 36 structural coefficients, κ 1 and κ 2 are t × 1 vectors of residuals. The 37 details of parameter estimation are discussed in Song and Lee 38 (2012).
39
In our study, no latent variables are assumed and the sole ob-40 servable variables are phenotypes. Thus only the causal relation-41 ship among observable variables, i.e., phenotypes, are fitted in the 42 SEM model (also known as path analysis (Wright 1921)) as:
where y i and Λ are defined as above, i represents everything 44 that is not explained by Λy i , and Λ is an t × t matrix of structural 45 coefficients representing the causal structure recovered from the 46 Inductive Causation (IC) algorithm as described in the next section. 47 To illustrate, we assume that the phenotypes of three traits for 48 each individual (i.e., y 1 , y 2 , and y 3 for traits 1, 2, and 3) have the 49 following causal relationship:
where causal coefficient λ ij represents that a 1-unit increase in trait 52 i results in a λ ij unit increase in trait j. Given the causal structure 53 above, the Λ can be written as:
Searching Causal Structure 3. In the partially-oriented graph from step 2, orient as many 17 edges as possible following two requirements:
18
(a) Any alternative orientation will not yield a new V struc-19 ture (i.e., X→Z←Y).
20
(b) Any alternative orientation will not yield a directed cy-21 cle.
22
In summary, we find all the pairs of variables that have a depen-23 dent relationship to reconstruct the basic structure of the underly- 
Move Λy i from the right side to the left side of equation (2), and 32 define Λ * = I − Λ, where I is a t × t identity matrix and Λ is a 33 t × t matrix of structural coefficients based on the discerned causal 34 structure, the model becomes:
To guarantee that the structural coefficient is identifiable, we as-36 sume that the residuals for each trait of individual i are indepen-37 dent with each other, which means the residual covariance matrix non-zero elements in Λ, e.g., λ = [λ 12 , λ 13 , λ 23 ], is assumed to 40 have a prior distribution:
where 1 is a vector of ones, I is the identity matrix, and λ 0 is a 43 known mean for all elements in λ. τ 2 is a tuning parameter to 44 adjust the sharpness degree of the prior (Gianola and Sorensen 45 2004). In this paper, we set λ 0 = 0 and τ 2 = 1. The priors for 46 remaining parameters are the same as in the section Multi-trait Bayesian regression model using mixture priors.
48
Gibbs samplers are used to draw samples for all parameters. 49 The full conditional distribution to draw samples for λ is shown 
53
Full conditional distribution of Λ We follow Gianola and Sorensen (2004) to obtain the full conditional distribution of Λ, with the difference between our derivation and Gianola and Sorensen (2004) being that we specify the causal structure with positions of parameters in the Λ. Let Ω denote all parameters except λ in the SEM-BayesCΠ and use the causal structure Λ =
as an example, the left hand side of equation (3), Λ * y i , can be written as:
The conditional posterior distribution of λ can be written as: (4) can be written as:
Following the derivation in Gianola and Sorensen (2004) and the 55 fact that |Λ * | = 1 in a recursive system, the full conditional distri-56 bution of λ is
Decomposition of SNP Effects 1
In SEM-BayesCΠ, the marker effect for locus j, α j , is considered as the vector of direct marker effects of t traits. The indirect effect of locus j of t traits can be calculated as ∑ t−1 ρ=1 Λ ρ α j . The overall effect of locus j on t traits is computed as ∑ t−1 ρ=0 Λ ρ α j or (I − Λ) −1 α j , which is the summation of both direct and indirect effects of locus j. For example, given a causal structure
, and the indirect effect for locus j on three traits is calculated as
, and the overall effect of locus j on trait k is The genetic value that is attributed to genomic window w is calculated as:
Inference of Association based on Genomic Windows
where M w is a matrix of marker covariates in window w and α w,direct , α w,indirect , and α w,overall are the MCMC samples of direct, indirect, and overall marker effects for SNPs in window w. Then the variance explained by the genomic window w is defined as:
Similarly, the total genetic variance is calculated as:
The proportion of the genetic variance explained by direct, indirect, and overall marker effects in the genomic window w is calculated as: for structural coefficients in IC1, IC2, and IC3 are shown in Table 1 The results of GWAS from multi-trait BayesCΠ and SEM-BayesCΠ 64 incorporating three causal structures are shown in Figure 3 . Sig-65 nificant signals are found only for trait FTA, and results of GWAS 66 for this trait from multi-trait BayesCΠ and SEM-BayesCΠ incorpo-67 rating three causal structures are shown in Figure 3 . A threshold 68 of WPPA = 0.8 is adopted to declare a significant genomic win-69 dow. The blue point represents genomic window A containing 70 SNPs from "id5012741" to "id5013321" on chromosome 5. The red 71 point represents window B containing SNPs from "id6005556" to 72 "id6006216" on chromosome 6. In multi-trait BayesCΠ, window B 73 I WPPA at least around 0.8. The same peak on chromosome 6 was in this paper is a typical constraint-based algorithm, which is based 1 on conditional independence tests. The score-based algorithms 2 apply the heuristic optimization techniques, which set an initial 3 graph structure and assign an initial goodness-of-fit score to it, 4 and then maximize the goodness-of-fit score to obtain the most 5 possible causal structure. The hybrid algorithm is a hybrid of both 6 the constraint-based and the score-based algorithms. that Λ and α j may be highly dependent. 
