We describe methods for the computation of Galois groups of univariate polynomials over the rationals which we have implemented up to degree 15. These methods are based on Stauduhar's algorithm. All computations are done in unrami ed p-adic extensions. For imprimitive groups we give an improvement using sub elds. In the primitive case we use known subgroups of the Galois group together with a combination of Stauduhar's method and the absolute resolvent method.
Introduction
Let f 2 Z x] be a monic irreducible polynomial. Algorithms for the computation of the Galois group Gal(f) of f are an important tool of constructive number theory. Deterministic exponential time algorithms were already used more than 100 years ago (see (Tschebotarew and Schwerdtfeger, 1950) ). Nevertheless until today no general polynomial time algorithm is known. In this paper we restrict ourselves to the case of univariate, irreducible polynomials over Q. By applying suitable transformations we assume that we have monic polynomials with integer coe cients.
All practical algorithms use the classi cation of transitive groups, which is known up to degree 31 (Hulpke, 1996) . These algorithms can be divided into the absolute resolvent method (Soicher, 1981; Soicher and McKay, 1985; Mattman and McKay, 1997) and the method of Stauduhar (Stauduhar, 1973) . From the coe cients of the given polynomial it is possible to compute so called absolute resolvents (Casperson and McKay, 1994) . The factorization of these resolvents gives lots of information about the Galois group which may be enough to identify it. In general the degrees of these resolvents can be huge compared to the degree of the given polynomial. Therefore for higher degrees (say larger than 11) it is very expensive to compute these factorizations. Another disadvantage of this approach is that we only get the name of the Galois group, but no explicit action on the roots. To know these actions is an important ingredient of the algorithms presented in Kl uners and Malle (1999) . There are implementations of this method in Maple (Mattman and McKay, 1997) and Gap (Sch onert et al., 1997) .
The Stauduhar method uses so called relative resolvents, which are computed using approximations of the roots of the given polynomial. It computes the Galois group including the action on the roots. We give a detailed description of this method in the next section. There are implementations of this method in Pari (Eichenlaub and Olivier, 1995 ) (up to degree 11) and Kant (Gei ler, 1997) (up to degree 15) which use complex approximations of the roots. The disadvantage of complex approximations is that we need a very high precision to get proven results. This makes this approach ine cient. Yokoyama (1997) suggests to use p-adic approximations. There is an implementation of this method in the computer algebra system Asir up to degree 8.
In this paper we describe Stauduhar's method using p-adic approximations. Looking at degrees 12 to 15 it turns out that the ordinary method is not e cient enough to compute the Galois group. One important improvement is the use of sub elds of the stem eld of f. Kl uners and Pohst (1997) , Kl uners (1998) give e cient algorithms to compute sub elds. Using this information we obtain that the Galois group is a subgroup of the intersection of suitable wreath products which can be computed easily. This intersection is a good starting point for our algorithm. In the case of primitive groups this method gives no improvement. Here we present a combination of the method of Stauduhar and the absolute resolvent method to compute the Galois group. As mentioned before we use p-adic approximations of the roots. The Frobenius automorphism of the underlying p-adic eld already determines a subgroup of the Galois group, which can be used to speed up the computations dramatically.
The algorithms presented in this paper are implemented in the computer algebra system Kant (Daberkow et al., 1997) . We give examples for all transitive groups of degree 12 to 15. In most examples the computing time is only a few seconds.
We remark that in the case that the stem eld is normal or even abelian there are e cient algorithms to compute the automorphism group (Acciaro and Kl uners, 1999; Kl uners, 1997) . Since the factorization of polynomials over number elds is in polynomial time (Lenstra et al., 1982; Landau, 1985) the computation of the automorphism group of a normal eld is possible in polynomial time. Landau and Miller (1985) show how to decide the question of solvability in polynomial time. To our knowledge there do not exist e cient implementations of these polynomial time algorithms.
The method of Stauduhar
In general, the method of Stauduhar (see Stauduhar (1973) ) is based on so-called resolvents, that is, polynomials whose splitting elds are sub elds of the splitting eld of the given polynomial f 2 Z x], whose Galois group we would like to calculate. The resolvents used in Stauduhar's algorithm are de ned as follows:
Consider the elds L := Q(x 1 ; : : :; x n ) of rational functions and M := Q(s 1 ; : : :; s n ) of elementary symmetric functions in x 1 ; : : :; x n and let H G S n be permutation groups acting on fx 1 ; : : :; x n g by permuting the indices. We denote by L H the xed eld of L under H. Since L=M is a Galois extension, L H =L G is nite and separable.
By the theorem of primitive elements, there exists a primitive element F 2 L H with L H = L G (F). It is always possible to choose F integral over Q s 1 ; : : :; s n ]. Since the unique factorization domain Q x 1 ; : : :; x n ] is integrally closed in its quotient eld, it follows that F is an element of Q x 1 ; : : :; x n ]. By multiplication with a scalar in Z, F is even an element of Z x 1 ; : : :; x n ]. The primitive element property of F is equivalent to the fact that Stab G (F) = f 2 G j F = F g = H. The minimal polynomial of F over L G is given by Q 2G==H (X ? F), where G==H denotes a full system of representatives of left cosets (by left cosets we mean cosets of the form H). The minimal polynomial is called a generic relative resolvent. The following de nition and the next theorem will show the importance of the last two properties for the method of Stauduhar.
We introduce the general de nition of G-relative H-invariant resolvent polynomials, these are specialized generic relative resolvents. The idea of Stauduhar's algorithm is the following: Suppose the Galois group Gal(f) is a subgroup of the group G with respect to the chosen ordering of the roots of the polynomial f. Initially we know that for G = S n . Using 2 and 3 of Theorem 2.3, we can determine whether or not Gal(f) H ?1 for some maximal subgroup H of G and some 2 G==H. If Gal(f) is contained in no maximal subgroup of G, then Gal(f) = G. Otherwise, if Gal(f) H ?1 , we reorder the roots of f according to the permutation such that Gal(f) H and repeat the procedure. Thus, the algorithm traverses the subgroup lattice of transitive permutation groups of degree n from the largest group to the actual Galois group. Some remarks are in order here.
Remark 2.4.
1 It is always possible to make the resolvent having no double integral roots by applying a suitable Tschirnhausen transformation to the polynomial f (see (Girstmair, 1983) 3 The Galois group Gal(f) is a subgroup of A n i the discriminant of the polynomial f is a rational integral square. 4 Factorization of the polynomial f into distinct monic irreducible polynomials in F p x] leads to cycle shapes of Gal(f). For each shape found in this manner, we eliminate all candidate groups which do not exhibit this shape. So it is possible to usually quickly determine if the Galois group of the polynomial f is equal to the symmetric or alternating group by nding shapes unique to these groups and using the discriminant criterion.
We will close this section giving an overview of the necessary data for each degree n which must be computed for this method:
Given a list L of representatives for the S n -conjugacy classes of transitive subgroups the following tasks have to be done for all G 2 L:
1 Find all T 2 L for which there exists a permutation 2 S n such that T ?1 is maximal in G.
) L G = f( 
We want to nd a G-relative H-invariant polynomial of smallest degree d. Since H is a maximal subgroup of G, d equals the smallest index such that the corresponding coe cients of H(R H ; t) and H(R G ; t) are di erent. Algorithm 2.8. (Computation of G-relative H-invariant polynomials) Input:
A permutation group G S n , (n 4) and a maximal transitive subgroup H of G. Output: A homogeneous polynomial F of minimal degree d n(n+1) 2 with Stab G (F) = H.
Step 1: Compute the Hilbert series H(R H ; t) and H(R G ; t) and compute the smallest index d such that the corresponding coe cients are di erent.
Step 2: Compute all homogeneous invariants of H of degree d.
Step 3: Filter out the invariants which are G-relative.
Step 4: Return the one with the smallest number of monomials.
For step 1 and 2 we use the algorithms implemented in Magma (Kemper and Steel, 1999) .
Step 2 is the most expensive one of our algorithm. In the sequel we give three lemmata (see Eichenlaub (1996) ), which are useful for obtaining computationally better invariant polynomials.
Let us start with a result about wreath products. We come to a statement about subgroups of index 2. Essentially we construct from known G-relative H-invariant polynomials F with G : H] = 2 new invariants for other subgroups of G of index 2. Thereby we try to change the known invariant polynomials F, such that the corresponding resolvent is of the form X 2 ? F 2 ( 1 ; : : :; n ), where the Until now we did not say anything about the decision step of Stauduhar's algorithm. There are several possibilities how this step can be performed. Stauduhar proposed using high-precision approximations to the roots of f. Since the resolvent has integer coe cients he approximated the roots to su cient precision so that the resulting error in the absolute value of the coe cient of R G;H;F (X) is less than 1 2 . The required precision using numerical approximations can be very large and therefore leads to bad performances. Another approach is to use p-adic approximations of the roots of the polynomial f as suggested by Yokoyama (1997) . We decided to use p-adic approximations, because the advantages are guaranteed results combined with competitive times.
The p-adic method
In this section we will describe the p-adic decision step in the algorithm of Stauduhar for irreducible monic polynomials f 2 Z x]. Let p denote a prime integer such that f is square free modulo p. Denote with Z p the ring of p-adic integers, Q p the eld of fractions of Z p and Q p an algebraic closure of Q p . In order to compute approximations of the roots 1 ; : : :; n 2 Q p , we use the following lemma. The proof of it is straightforward.
Kl uners (1998) describes the p-adic arithmetic in much more detail.
Lemma 2.16. Let l 2 Zbe minimal such that f(t) mod p has n (distinct) roots in F p l . Let g(t) 2 Z t] be monic of degree l such that F p l is generated by a root of g(t) mod p over F p . Then g(t) is irreducible over Q p . Furthermore, let N p := Q p (!) and N := Q(!) with g(!) = 0. N p is the unique unrami ed extension of Q p of degree l and is also the splitting eld of f(t) over Q p . The prime p is inert in N=Q, po N = p, and the p-adic completion of N equals N p .
For all 2 N p and k 2 Zthere is an approximation (k) 2 N such that v p ? ? (k) k holds. Using Newton lifting we are able to compute approximations (k) 1 ; : : :; (k) n 2 N of 1 ; : : :; n 2 N p . For y 2 Zdenote by byc p k the unique representative of y mod p k in ?(p k ?1)=2; p k =2 ]. We have chosen the symmetric residue system to get small numbers modulo p k . Denote by 2 N p the root of R (G;H;F) (X) belonging to 2 G==H. Darmon and Ford (1989) used the following theorem to verify the Galois groups of polynomials having the Mathieu groups M 11 and M 12 as Galois groups.
Theorem 2.17. Let M 2 R be an upper bound for the absolute values of the complex roots of R (G;H;F) (X). Let k 2 Zbe such that p k > (2M) (G:H) . If 2 N p is a root of R (G;H;F) (X) subject to 
= . From assumption (iii) we get that is a simple root of R G;H;F (X). 2
Some remarks are in order here.
Remark 2.18.
1 One important question is the prime to be chosen for the algorithm.
In general we can take every prime p 2 P which does not divide the discriminant of the given polynomial. It turns out that choosing the "wrong" prime will lead to bad running times. One optimization is to take a prime p for which the degree l of the unrami ed p-adic extension (see Lemma 2.16) is small. If no structure of the p-adic elds is used (see Section 4 and Remark 4.7) it is optimal to choose a prime with smallest l. 2 In our implementation we rst lift the approximations up to the heuristic bound p k 0 with k 0 = min f 3 log p (2M); (G : H) log p (2M) g. Approximations (k 0 ) mod p = 2 F p cannot correspond to an integer root i l > 1, since this implies that 6 2 Q p . In a second loop we lift the remaining roots up to the bound k. If the absolute value of the representative of (j) mod p j is bigger than M for j k, than either (j) is not an element of Zor j b (j) c p k j > M. Therefore can also be removed from the candidate list.
Main problems
The main problem of the relative resolvent method is that for growing n the rst descent from S n resp. A n becomes very large. For example, in degrees n = 13,14 and 15 we have the following indices of maximal transitive subgroups in S n and A n : (S 13 : 13T 6 ) = 39916800 ( 72 ) = 32432400 One problem which occurs is that the coset computation takes a lot of time, and the inclusion test, too. Another problem is the veri cation of the result. To verify the Galois group we must lift the approximations to a bound k such that p k > (2 M) (G:H) : And there the index comes in. Both points seem to be extremely time consuming for large degrees n, thus our goal is to give improvements especially on these two points.
Extension of the relative resolvent method using sub elds
In this section we develop an extension of the relative resolvent method. Previous investigations have shown that the rst descent from S n resp. A n , is particularly time consuming. Thus it would be desirable to skip this rst step by means of computing suitable additional information. Using this information, we would like to change the starting point of the algorithm in the subgroup lattice, to get as close as possible to the actual Galois group. In order for the method to work, we must be guaranteed that the Galois group Gal(f) is a subgroup of the group G chosen as the starting point. That means the Galois group considered as a permutation group must be a subgroup of G with respect to the chosen ordering of the roots of f. Such an extension can be realized for imprimitive transitive permutation groups. By Krasner's and Kaloujnine's theorem a transitive, imprimitive permutation group with a block system, which consists of m blocks of length l, can be embedded in a wreath product of the form S l oS m . If the imprimitive permutation group has di erent block systems, then it lies in the intersection of these wreath products.
How do we arrive at this information for a given polynomial f? Let be a root of f. In the computer algebra system KANT there is a fast algorithm for computing sub elds of algebraic number elds Q( ) Kl uners, 1998) . The sub elds of Q( ) of degree m are in bijection with the blocks B of length l := n m of Gal(f) which contain . Each sub eld can be represented by a pair of polynomials (g; h) 2 Z x] Q x], where g is the minimal polynomial of a primitive element of a sub eld and h( ) = .
We call h the embedding polynomial. To specialize this fact with respect to the application we have in mind, we use the following Theorem 3.1. Let E 1 = Q( ), E 2 = Q( ) be algebraic number elds with Q E 1 E 2 and g; f 2 Z x] be the minimal polynomials of and , respectively. Let h 2 Q x] be the embedding polynomial with h( ) = . Denote the conjugates of and in some algebraic closure with 1 ; : : :; n and 1 ; : : :; m , respectively. De ning B i = f j jh( j ) = i g it follows:
1 B 1 ; : : :; B m form a block system of Gal(f). Furthermore, n = jB i jm. 
B i , h( ) = i
, (h( )) = h( ( )) = k , ( ) 2 B k : From the above equivalence and the transitivity of G it follows n = j B i j m for 1 i m.
(2) From Q( i ) = Q( 1 ; : : :; n ) Stab Gal(f) (Bi) it follows that Gal(g) is equivalent to the permutation representation of G according to the B i under the mapping : i 7 ?! B i .
2
Because of 2 one knows, that the operation of the Galois group of f on the blocks B i of length l; 1 i m, is equivalent to the operation of the Galois group of the minimal polynomial of the sub eld on their roots. It follows that one can embed the Galois group in S l o Gal(g). Algorithm 3.2. (Galois group computation using sub elds) Input:
Monic, irreducible polynomial f of degree n with rational integer coe cients.
Output: Permutation group T 2 L and root ordering such that Gal(f) T.
Step 1: (Initialization) Compute roots of f and choose arbitrary root ordering.
Step 2: (Discriminant?) If disc(f(t)) is a square in Z, then G A n , else G S n .
Step 3: (Sub elds) Compute minimal polynomials g 1 ; : : :; g s of all sub elds of Q( ), ( a root of f), and embedding polynomials h 1 ; : : :; h s by using the sub eld algorithm.
Step 4: (Primitivity?) If s = 0, then Gal(f) is a primitive permutation group. Output of T G and root ordering 1 ; : : :; n and terminate. Otherwise set i 1.
Step 5: (Roots in blocks) Set m i deg (g i ) and l i n=m i . The Galois group has a block system B i = fB 1 ; : : :; B mi g with blocks of length l i . Compute the root partitioning of f with respect to the blocks B 1 ; : : :; B mi using the embedding polynomial h i (Theorem 3.1).
Step 6: (Wreath product) Let K i = S li o S mi and determine the permutation 2 S n which maps the block system of K i onto the block system B i .
Step 7: (Conjugate wreath product) Set K i K i ?1 . Now Gal(f) K i .
Step 8: (Next g i ?) If i < s, then i i + 1 and repeat from step 5.
Step 9: (Intersection) Set G G \ (
Step 10: (Identi cation) Identify G with T 2 L and determine permutation such that G = T ?1 .
Step 11: (Adjust root ordering) Set i (i) . Now Gal(f) T. Output of T and root ordering 1 ; : : :; n . Terminate. 1 If we compute the Galois group Gal(g i ) acting on 1 ; : : :; mi in step 5 of the above algorithm, we can use the isomorphism of Theorem 3.1 to improve the above algorithm. After reordering the B i according to we can use K i = S li o Gal(g i ) in step 6. The group T may become smaller, but we need some computing time to compute Gal(g i ).
2 A similar improvement can be done if we are able to compute the relative Galois group G of m over Q( ), where m denotes the minimal polynomial of over Q( ). In this case we can use K i = G o S mi .
Short coset systems
The previous section gave an improvement of Stauduhar's method for imprimitive groups. So there are still remaining the primitive groups. In order to give an e cient algorithm for this case we introduce so-called short coset systems. Let f 2 Z x] be monic and irreducible, 1 ; : : :; n 2 Q be the roots of f and set E := Q( 1 ; : : :; n ). We look at Gal(f) as a permutation group on the roots of f and assume that we know a group G S n such that Gal(f) G holds. For a maximal transitive subgroup H of G the method of Stauduhar needs to check whether Gal(f) H ?1 is possible for some 2 G==H.
Improvement: If we additionally know a permutation group K Gal(f), we can restrict to those 2 G==H with K H ?1 . Explicit permutation subgroups K Gal(f) can be obtained as follows:
Complex case: For 1 ; : : :; n 2 C we may take the cyclic subgroup K generated by the complex conjugation. Complex conjugation is an automorphism of any sub eld of the complex numbers and induces an element in Gal(f) of cycle type (2 r2 ; 1 r1 ), where r 1 denotes the number of real zeros and r 2 is the number of complex conjugate pairs of roots of f.
p-adic case: For 1 ; : : :; n 2 Q p we may take the cyclic subgroup K generated by the Frobenius automorphism. Assuming p -disc(f) all i are di erent modulo p. Therefore the Frobenius automorphism can be computed using the congruence ( i ) p i mod p. The Frobenius automorphism is an element of cycle type (deg(f 1 ); : : :; deg(f r )), where f f 1 f r mod p is the factorization of f modulo p.
Even if the group K is of small order, this shortens the set of coset representatives extremely as the following example shows:
Example 4.2. Let H be the group 14T + 30 = PGL 2 (13) which is maximal in G := S 14 .
It has index (G : H) = 39916800. Let K := h(1; 2; 3; 4; 5;6; 7; 8;9;10;11;12;14)i be the cyclic group of order 13. Then we get j(G==H) K j = 1.
Here we see another advantage of the p-adic computation. If we have chosen a prime number p for which we cannot reduce the coset system, we are able to take another prime number. In the complex case there is no such possibility for totally real polynomials. 1 In Theorem 4.3 it is enough to consider 1 ; 2 2 (G==H) with 1 6 = 2 and 1 F( 1 ; : : :; n ) 2 Zand 1 F( 1 ; : : :; n ) 6 = 2 F( 1 ; : : :; n ).
2 In the situation of Theorem 4.3 it does not follow that Gal(f) H. Application 4.5. Consider all maximal subgroups of the group G with short coset systems. If there is only one possible descent left, this descent is proven. Especially for primitive groups of degree 11 n 15 in the most cases there is only one group which is maximal in S n resp. A n .
In the following we assume that K = h i Gal(f). A straight forward, but quite impracticable and time consuming method to compute a short coset system would be to rst compute all coset representatives 2 G==H and then lter out the ones for which 2 H ?1 hold. We are looking for other possibilities to make the program more e cient. The next algorithm is a big improvement to the straight forward method for large indices. For this we have to use some basic group theory. For a permutation group G and a permutation denote by C G ( ) := f 2 G j = g the centralizer of in G. Step 1: Compute the set C of H-conjugacy classes of H which have the same cycle type as .
Step 2: For each C 2 C compute a 2 G such that ?1 2 C, if exists. The set of these is denoted by G.
Step 3: For each 2 G compute the set A := (C G ( )==C H ?1 ( )).
Step 4: Output of f a j 2 G; a 2 A g = (G==H) K . 
2
Now we come back to the problem of choosing an optimal prime for the algorithm.
Remark 4.7. In Remark 2.18 we stated that an optimal prime p for our algorithm is a prime where the degree l of the corresponding unrami ed p-adic extension is as small as possible. On the other hand, if we want to apply Algorithm 4.6 in a non trivial case (jKj > 1) we need a prime p where the Frobenius automorphism and the corresponding p-adic extension are non trivial. Frobenius automorphisms of large degree usually give smaller short coset systems. Here we have to nd a good compromise between small short coset systems and small degrees of the corresponding p-adic elds.
5. Veri cation of primitive groups with large index in the symmetric group
Up to now, we have solved the problem of large coset representative systems by means of introducing short coset systems. In order to obtain veri ed results we have to lift the p-adic approximations of the roots of up to a bound k, which strongly depends on the index of the current G : H (H a maximal subgroup of G). For running time reasons it would be desirable to avoid the lifting procedure for the S n (A n ) : H step. Roughly speaking, this can be done in the following way:
First, compute the Galois group with the method of Stauduhar using short coset systems and a lower lifting bound for the rst descent. This yields an unproven result. Secondly, verify the Galois group by using absolute resolvent methods.
The absolute resolvent method uses mainly resolvents associated to intransitive permutation groups of the form H = S r S n?r , (1 < r < n). For this kind of groups there exist very simple S n -relative S r S n?r -invariant polynomials F. For instance, one can choose F(x 1 ; : : :; x n ) = x 1 x 2 : : : x r or F(x 1 ; : : :; x n ) = x 1 + x 2 + : : : + x r : Therefore absolute resolvents corresponding to groups of the form above are often called r-set resolvents. These r-set resolvents are easy to compute, because for the computation over elds of characteristic zero only the coe cients of the polynomial f are needed (see Casperson and McKay (1994) ). Provided that the absolute resolvent is square free, it is well known (see Soicher (1981) , Soicher and McKay (1985) ) that the degrees of the irreducible factors of the resolvent in Z x] correspond to the lengths of the Gal(f)-orbits of S n ==H. For each possible Galois group Gal(f) and each group H the degrees of the irreducible factors can be tabulated in advance. Such a table is called a partition table. For small degrees the Galois group can be identi ed by comparing the irreducible factors of the absolute resolvent belonging to the group H with the partition table. For higher degrees n not all possible Galois groups can be distinguished using r-set resolvents and unfortunately, these resolvents are particularly hard to factor.
Since the method of Stauduhar also provides the action of the group on the roots, we can take the reverse way: Instead of factoring the r-set resolvent, we can write down the factors and then test if the factors divide the r-set resolvent. In our current implementation, we use this method for degrees n > 10. Instead of taking k as in Theorem 2.17, we have chosen a heuristic bound for the rst step to be k 0 = minf10 log p (2M) ; (G : H) log p (2M)g. In the sequel we describe the veri cation step. A monic irreducible polynomial f 2 Z x], H Gal(f) G as permutation groups on the roots 1 ; : : :; n 2 Q p of f, r 2 N such that the orbits of the r-sets under H and G are di erent.
Output: H 6 = Gal(f) or G 6 = Gal(f).
Step 1: Compute the r-set resolvent polynomial F 2 Z x].
Step 2: S := fA f 1 ; : : :; n g j jAj = rg.
Step 3: Compute the orbits O 1 ; : : :; O s of S under H.
Step 4:
Step 5: Check if the f i are pairwise coprime modulo p. If not, compute a suitable Tschirnhausen transformation for f and go to Step 4.
Step 6: Compute a bound M for the size of the coe cients of the factors of F and k 2 N such that p k > 2M.
Step 7: Lift F f 1 f s mod p to F F 1 F s mod p k .
Step 8: Check, if the F i correspond to true factors of F. In this case return that Gal(f) 6 = G. Otherwise return that Gal(f) 6 = H.
In
Step 6 of the above algorithm we use well known bounds of factorization algorithms (see e.g. (von zur Gathen and Gerhard, 1999) ). It is a good idea to choose the prime p in a way so that there are no unnecessary transformations in Step 5 of the algorithm. In the case that a partial factorization of the r-set polynomial is su cient to distinguish the groups G and H, the algorithm can be improved easily. In the following we give a partition table for the primitive groups of degree 12 to 15 used for the veri cation step. For the transitive groups of degree 9 to 11 tables can be found for instance in Eichenlaub (1996) 6. Examples
We tested about 70000 polynomials from degree 3 to 15. The running time of the algorithm is dependent on the size of the coe cients and the Galois group. Furthermore it is dependent on the number of Tschirnhausen transformations which usually increase the size of the coe cients. We use the examples from degree 12 to 15 given in Kl uners and Malle (1999) . The given running times include all necessary computations to get a proven result. All computations were done on a 500MHz Intel Pentium III processor running under SuSE Linux 6.1. 
