Abstract. In this paper, a Gauss-Newton method is proposed for the solution of large-scale nonlinear least-squares problems, by introducing a truncation strategy in the method presented in [9] . First, sufficient conditions are established for ensuring the convergence of an iterative method employing a truncation scheme for computing the search direction, as approximate solution of a Gauss-Newton type equation. Then, a specific truncated Gauss-Newton algorithm is described, whose global convergence is ensured under standard assumptions, together with the superlinear convergence rate in the zero-residual case. The results of a computational experimentation on a set of standard test problems are reported.
Introduction
We consider the nonlinear least-squares problem
where each component r i : R n → R of the residual vector r (x) is a twice continuously differentiable function, and n is large.
Let J (x) be the Jacobian matrix of r (x). Then, the gradient ∇ f (x) and the Hessian matrix ∇ 2 f (x) are given by
r i (x)∇ 2 r i (x). In this paper we define a truncated Gauss-Newton method for large-scale problems by adopting a truncation strategy in the method described in [9] . The latter was designed with the aim of obtaining a behavior as close as possible to that of the "pure Gauss-Newton" method, i.e., by taking the unit stepsize along the search direction obtained by solving (1). In particular, a modification of the coefficient matrix in the Gauss-Newton equation was introduced only at a subsequence of iterates, and the use of a nonmonotone line search technique allowed us to accept the pure Gauss-Newton iteration more frequently than a standard monotone one.
In Section 2 we establish sufficient conditions for ensuring the convergence of an iterative method employing a truncation scheme for computing the search direction, as approximate solution of a Gauss-Newton type equation. In Section 3 we describe a truncated nonmonotone Gauss-Newton method and we prove its convergence properties. Finally, the numerical results obtained by solving a set of test problems from the literature are compared with those derived by applying a truncated-Newton method, and a standard routine (NAG library) suggested for large-scale problems.
A truncation scheme for computing the search direction
For solving the problem min x∈R n f (x), we consider an iterative method of the form
where d k is the search direction, and the stepsize α k along it is determined by means of a suitable line search. We assume that d k is computed by solving inexactly the equation
where B k is a symmetric matrix approximating the Hessian ∇ 2 f (x k ), and that Eq. (3) admits a solution, i.e., ∇ f (x k ) belongs to R(B k ), the range or column space of B k . Moreover, likewise in [9] , we state the following conditions on the minimum and maximum eigenvalues λ min (B k ) and λ max (B k ):
(a) there exists a constant c > 0 such that for all k
where p is a prefixed integer; we assume that for every infinite
These conditions essentially ensure that the subsequence {d k } k∈K p is gradient-related to {x k } k∈K p . Note that the particular choice (periodic) of K p such that k i+1 − k i = p, ∀i, will be adopted later. Then, we consider the following algorithm for computing d k , i.e., for obtaining an approximate solution of (3).
Truncated Conjugate Gradient Algorithm (TCG)
Data.
Step 1. Compute
and exit, else compute
set i = i + 1 and go to Step 1.
Note that the vector ρ k represents the error in Eq. (3), i.e., we have
We show that Algorithm TCG is well-defined, and that any vector p i is of descent for f .
Proposition 1.
In Algorithm TCG, let B k be symmetric positive semidefinite and as-
Proof:
We note first that s 
Then, if q i = 0, we have β i−1 = 0, and hence s i = 0. On the other hand, since
Following the same reasoning employed in [8] for the case that B k is positive definite, we have
and
The latter implies, together with (6), the linear independence of s 0 , . . . , s n−1 . Then, by (7), we have q n = 0, which contradicts the assumption.
(iii) Following again the same reasoning employed in [8] for the case that B k is positive definite, we have s
P
We can prove the following convergence result.
Proposition 2.
Let {x k } be the sequence generated by the iterative scheme (2) . 
and that
Then, every limit point of {x k } is a stationary point of f (x).
Proof: Let K ⊆ {0, 1, . . .} be any infinite subset for which the subsequence {x k } K converges, i.e., lim k→∞,k∈K
By the instructions of Algorithm TCG, we have for all
where
In the case where
Let us assume now that the sequence of minimum eigenvalues {λ min (B k+ (k) )} does not converge to zero, so that there exists an infinite subset K ⊆ K for which
and hence, by (8) and (11) lim k→∞,k∈K d k+ (k) = 0. Therefore, from (10) and assumption (a) we have, for all k
so that, taking limits for k → ∞, k ∈ K , by (11) we have again ∇ f (x) = 0. P Moreover, it is possible to show that, under suitable assumptions and using the Armijo's line search, the convergence rate is superlinear. This result extends that stated in Proposition 1.15 of [1] to the truncation scheme.
Proposition 3.
where B † k is the pseudoinverse matrix of B k , and ρ k is defined in (4) . Then, if α k is chosen by means of the Armijo's rule with initial stepsize α = 1, we have
Furthermore, there exists an integerk ≥ 0 such that α k = 1, for all k ≥k.
Proof: We first prove that there exists ak ≥ 0 such that, for all k ≥k, we have α k = 1.
by the mean value theorem we have 
where γ ∈ (0, 1/2), we have to show that, for k sufficiently large
i.e., taking into account (13) , that
or equivalently,
We observe that condition (12) can be written as
where {ζ k } denotes a vector sequence with ζ k → 0, so that (14) becomes
where {τ k } is some scalar sequence with τ k → 0. Now, we have
is positive definite, inequality (16) is satisfied for k sufficiently large. To show superlinear convergence we write, for k ≥k,
From (15) we have
Since ∇ f (x ) = 0 and ∇ 2 f (x ) is positive definite, from Taylor's theorem we obtain
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Using these two relations in (18) and considering that
and (17) becomes
A truncated nonmonotone Gauss-Newton method
We refer to the version of the Gauss-Newton method described in Section 2 of [9] . It is based on the Ben-Israel iteration
is the minimum-norm solution of the linear least-squares problem min d J (
Obviously, in a truncated version of it the search direction d k will be an approximation of d (m) k , computed by means of Algorithm TCG. To ensure the global convergence it is necessary to use a line search technique for computing the stepsize along d k . Moreover, as discussed in [9] , it is necessary to impose suitable conditions on d k , at least at a subsequence of iterates. In particular [9] , we take as search direction the solution of the equation
where D k is a diagonal matrix suitably chosen to ensure that d k is gradient-related. Even here the use of Algorithm TCG gives an approximate solution. As regards the line search technique, we adopt that employed in [9] , which allowed us to obtain the global convergence together with the superlinear rate.
Nonmonotone Line Search Algorithm (NLS)
Data. γ ∈ (0, 1), 0 < σ 1 < σ 2 < 1, integer M > 1.
Step 0. Set α = 1.
Step 1. If
set α k = α and stop.
Step 2. Choose σ ∈ [σ 1 , σ 2 ], set α = σ α and go to Step 1.
Assuming that d k is a descent direction for f at x k , it can be shown that Algorithm NLS is well-defined [9] . In the sequel we prove the convergence properties of the following algorithmic scheme.
Truncated Nonmonotone Gauss-Newton (TNMGN) Stabilization Algorithm
T r (x k ), and verify the stopping criterion.
set i = i + 1, and go to Step 4.
Step 3. Compute D k = min{ε, ∇ f (x k ) }I , and compute by Algorithm TCG an ap-
Step 4. Compute by Algorithm NLS the stepsize α k . Set
, and go to Step 1. Note that the search direction d k computed at Step 2 or Step 3 is of descent for f by (iii) of Proposition 1, whatever the stopping criterion of TCG may be.
Proposition 4.
Let {x k } be the sequence generated by Algorithm TNMGN, and assume that in Algorithm TCG η k → 0 for k → ∞. Moreover, assume that the level set
stationary point of f (x).
Proof: The same proof of Proposition 3.1 in [9] can be used for proving (i) and (ii). In particular, note that, since f (
To prove (iii), let K p be the subset of iterates where Step 3 is performed, i.e., K p = { p − 1, 2 p − 1, . . . , j p − 1, . . .}, and denote by
We note that
so that, by the continuity of ∇ f (x), and taking into account that {x k } ⊂ o , the sequence {B k } satisfies assumptions (a) and (b). We show that condition (8) 
where d k is the solution of
. By contradiction, we assume that there exists an infinite subset K ⊆ K p such that {x k } k∈K and {d k / d k } k∈K converge to somex andd respectively, and
If there exists a subset
Then, by the instructions of Algorithm NLS we have, for k ∈ K sufficiently large,
where σ k ∈ [σ 1 , σ 2 ] ⊂ (0, 1), and by the mean value theorem, it follows that
We observe that, for
and since by lim k→∞,k∈K ∇ f (
Td ≥ 0, which contradicts (21). Hence, from Proposition 2, (iii) is proved. P Proposition 5. Let {x k } be the sequence generated by Algorithm TNMGN, and assume that η k → 0 for k → ∞. Moreover, assume that {x k } converges to x , where f (x ) = 0, ∇ f (x ) = 0, and ∇ 2 f (x ) is positive definite. Then, there exists an integerk ≥ 0 such that, for all k ≥k, α k = 1, and the sequence {x k } converges superlinearly.
−1 ) = 0, and hence (12) is satisfied. Therefore, employing the same arguments used in the proof of Proposition 3.2 in [9] and Proposition 3 above, the superlinear convergence rate is proved. P
Numerical results
As regards the implementative aspects of Algorithm TNMGN, we adopt in Algorithm TCG the simple truncation rule given by
as suggested in [12] in connection with a truncated-Newton method. Moreover, as discussed in [9] , we try to modify the matrix J (x k ) T J (x k ) more than every p iterations. Namely, we use here a rule based on the stepsize for establishing whether the matrix is modified more frequently. Specifically, the matrix will be modified whenever the unit stepsize along the Gauss-Newton search direction was rejected at the previous iteration, and in any case after p − 1 iterations without matrix modification.
The numerical results reported below have been obtained by Algorithm TNMGN with the following implementative choices [9] :
; -line search parameters: γ = 10 −4 , M = 10, σ 1 = 0.1, σ 2 = 0.5, and at Step 2 the scalar σ is computed by means of a quadratic interpolation formula.
We have considered a set of standard zero-residual large-scale test problems from the literature (the Penalty I function represents a small-residual problem). In particular, functions 1-7 are taken from [11] , function 8 from [2] , and functions 9-20 from [10] . The following list specifies the functions considered. comparison, we take η k = 10 −7 , according to the final value of the truncation rule. Moreover, in the same table we report for comparison the results obtained with the code TN downloaded from the URL http://iris.gmu.edu/˜snash/nash/software/, which is an implementation of a truncated-Newton method suggested in [12] . For each problem we report the numbers n i of iterations and n f of function evaluations required for satisfying the stopping criterion (the gradient is evaluated only once at each iteration by Algorithms TNMGN and NMGN, so that n g = n i ). Moreover, we report the total number n cg of iterations performed by the conjugate gradient algorithm. In all problems, the dimension is n = 1000 (m = n, apart from function 3, the Penalty I function, where m = n + 1, and function 4, the Variably dimensioned function, where m = n + 2). We remark that the behaviour of the algorithms does not change significantly for higher dimensions, because the structure of the problems remains substantially unchanged.
We observe that the performance of the two versions of the algorithm is similar in terms of n i and n f , which suggests the effectiveness of the search direction d k computed by TCG. However, as expected, the number n cg is lower in the truncated version. In particular, in four problems over twenty, n cg is smaller than 20% of that in the nontruncated version, in five problems it is smaller than 50%, and in one problem only it is slightly greater. As regards the results obtained with the code TN, the solution was not found within 10 4 function evaluations for functions 10 and 15. In the remaining eighteen problems, in five of them the performance of Algorithm TNMGN is clearly superior, in eight is better, and in five is worse. We note also that in function 5 the results of Algorithm TN were obtained by setting the stopping criterion on the gradient norm at 10 −5 , due to the occurrence of line search failure at 10 −6 . Finally, in Table 2 we compare the results obtained by Algorithm TNMGN with those obtained by the E04DGF routine of the NAG library, which is the implementation of a limited-memory quasi-Newton method, the only one suggested for large-scale problems. Note that the routine E04GBF, specifically designed for nonlinear least-squares, is not suitable for large-scale problems. In fact, since it uses the singular-value decomposition of the Jacobian matrix to calculate the search direction [6] , a very high computation time is required. For comparison we report, together with n i , n f and n g (n f = n g for E04DGF routine) , the CPU time in seconds. We observe that, in thirteen problems over twenty, the performance of Algorithm TNMGN is clearly superior. In the remaining seven problems, although in some of them the number of iterations performed by Algorithm TNMGN is larger, the numbers n f and n g are always smaller, and only in the last problem the time is slightly longer. From these results it appears that the method proposed here may be a valuable alternative for solving large-scale least-squares problems.
