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Abstract
The atmosphere of the Earth is divided into layers, and the boundaries of these layers
are positioned at altitudes where inversions in the atmospheric temperature lapse rate occur.
The content of the present work is concerned with water vapour within the upper troposphere
- lower stratosphere (UTLS) which is a region of the atmosphere within five kilometres of the
tropopause - the boundary between the troposphere and stratosphere. The behaviour of this
region is very important in the formation of both the troposphere and stratosphere with water
vapour being a principle factor. While broad characteristics of the UTLS, and the role of
water vapour within, are well understood questions do remain. To get a better understanding
of the answers to these questions there is a need for a continuous high resolution scientific
data set of UTLS constituents like water vapour.
The Spatial Heterodyne Observation of Water (SHOW) is a scientific instrument designed
to measure atmospheric water vapour. The premise of the SHOW measurement technique is
Spatial Heterodyne Spectroscopy (SHS) which performs a frequency decomposition on input
light to create an interferogram. SHOW measures the atmosphere by observing the UTLS
region in the limb. The measurements of SHOW can be combined with a radiative transfer
model, a SHS instrument model, and an inversion technique to infer the water content of the
observed atmosphere.
Due to the nature of the SHS technique, SHOW has the ability to obtain measurements at
a high spatial and altitude resolution. This gives SHOW, and SHS technology, the potential
to obtain the desired high resolution data sets of the UTLS. However, SHS based instru-
ments, including SHOW, are largely unproven for the application of atmospheric research
like measuring water vapour. As a demonstration to validate SHOW, and SHS technology,
as applicable to atmospheric science, SHOW was deployed on NASA’s ER-2 high altitude
science aircraft in July of 2017 for a scientific campaign. The goal of this campaign was
to determine the abilities of SHOW with the desired results being to measure atmospheric
water vapour to within ±1 ppm, with a vertical resolution of less than five hundred meters,
and with high spatial sampling. To provide a comparison for the assessment of SHOW, a
Vaisala RS41 radiosonde was launched from the Jet Propulsion Laboratory facility located
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close to Table Mountain. This radiosonde was launched in-situ with some SHOW measure-
ments taken during the engineering flight on July 18th, 2017 and measured the atmospheric
water vapour within the region above the facility.
The SHOW data which corresponded to the radiosonde measurements was analyzed and
found that the measurements between the two instruments agreed largely within the goal
of ±1 ppm. Furthermore, SHOW was able to do so at a vertical resolution of two hundred and
fifty meters and achieved a spatial resolution of 0.005◦ to 0.01◦ in latitude (roughly 500 m
to 1000 m) along a north-south flight track when deployed on the ER-2 platform. These
results lend strong supporting evidence that SHOW is capable of providing the desired high
resolution UTLS water vapour data set and should be considered for further development
and deployment in the future. Furthermore, SHS based instruments should be considered
viable atmospheric instruments, and should potentially be used to measure other atmospheric
constituents within the UTLS.
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Chapter 1
Introduction
Water vapour makes up less than 1% of the constituents in the Earth’s atmosphere but
plays an extremely important role in both everyday weather and long term climate trends
[Caballero, 2014]. The influence of water on the atmosphere is largely driven by its role in the
atmospheric processes that take place in the upper troposphere - lower stratosphere (UTLS),
a region where the troposphere and stratosphere interact. The processes that take place
here drive temperatures in both the troposphere and stratosphere, influence concentrations
of other species like ozone, and dictate the radiative balance of the region [Sherwood et al.,
2010; Gettelman et al., 2011]. Due to its importance, the UTLS is of considerable interest to
the field of atmospheric science. To this end there is cause to obtain continuous, and higher
vertical and spatial resolution measurements than what is currently available [Gettelman
et al., 2011; Randel and Jensen, 2013; SPARC et al., 2017].
The Spatial Heterodyne Observation of Water (SHOW) is a scientific instrument intended
to pursue this need of an UTLS data set. It was originally prototyped at York University
[Lin, 2010] as part of a Canadian Space Agency Advanced Studies Project. A balloon and
aircraft worthy flight version of SHOW [Langille et al., 2017] followed this development which
was done by industry partner ABB, and in cooperation with the Canadian Space Agency, as
well as the University of Saskatchewan. The University of Saskatchewan is currently leading
the SHOW project.
SHOW is designed to measure atmospheric water vapour within the UTLS by employ-
ing the Spatial Heterodyne Spectroscopy (SHS) technique [Harlander, 1991] to perform a
frequency decomposition of atmospheric light observed in the limb and record the resulting
interferograms. Specifically, SHOW observes a vibrational band of water between 1363 nm
and 1366 nm to a resolution of ≈ 0.02 nm.
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SHS technology is unproven for the application of measuring atmospheric water vapour
and needs validation. As such, the fundamental mission of SHOW, and the objective of the
present work, is to validate the technique as applicable to the field. To this end a campaign
was carried out in mid July of 2017 involving the University of Saskatchewan, the Canadian
Space Agency, NASA, and industry partner ABB, in which SHOW was deployed on NASA’s
Earth Resource 2 (ER-2) high altitude science aircraft. This campaign was done to provide
an opportunity where SHOW could take measurements of UTLS water vapour concentration.
The requirements for meeting the objective of validation was to demonstrate that SHOW
measurements could result in measured water vapour profiles to within ±1 ppm, with a
vertical resolution of less than five hundred meters, and with high spatial sampling capability
[Langille et al., 2018]. This validation is done through comparison of SHOW measurements to
data from a Vaisala RS41 radiosonde which was launched from the Jet Propulsion Laboratory
facility located close to Table Mountain. The radiosonde was launched in-situ with some
measurements taken during the campaign. If SHOW proves itself feasible the goal is to one
day deploy in low Earth orbit for long term measurements.
As part of this endeavour, a significant amount of work was needed to build the necessary
infrastructure in support of the mission objective. Most of this infrastructure involved the
development of a model that is capable of turning the measured interferograms into water
vapour concentration. This is done through a processes of accurately simulating atmospheric
radiance for a particular limb geometry, accurately simulating the SHOW instrument, and
combining these with a retrieval algorithm that determines how the simulated radiances needs
to change in order to match the observed SHOW measurements. In addition, calibration work
needed to be done on SHOW itself so that its measurements could be correctly interpreted
and the developed model needed to be evaluated for its own capabilities.
The content of the present work concerns itself with documenting the work done in the
effort and scope of validating SHOW and SHS technology as being viable for atmospheric
measurement of water within the desired accuracy and resolution goals. Following this intent
background information on water vapour in the UTLS, different atmospheric measurement
techniques and their trades, radiative transfer theory, current atmospheric water observing
instruments, SHS theory, and details of SHOW as an instrument are provided. In addition,
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the details of the theory, construction, and resulting abilities of the aforementioned model
are presented as well. Finally, information on the SHOW instrument calibration, the July
2017 campaign, and the results of analyzing the campaign data with respect to water vapour
are given which culminates in a reported conclusion of the abilities of SHOW.
3
Chapter 2
Background
2.1 Water Vapour in the Upper Troposphere - Lower
Stratosphere
Earth’s atmosphere can be sectioned into five different layers. From lowest to highest these
layers are the troposphere, stratosphere, mesosphere, thermosphere, and exosphere. The
boundaries of these layers are defined by the changes in the lapse rates of the atmospheric
temperature profile [Salby, 2012]. The present work only concerns itself with the troposphere
and stratosphere, specifically the region around the boundary between the two. The tropo-
sphere is warmest closest to the surface of the Earth and cools with increasing altitude. This
temperature gradient promotes vertical mixing of the gases in this region that drives much of
the everyday weather experienced on the surface [Salby, 2012]. In contrast, the layer above
the troposphere, the stratosphere, has a temperature profile that increases with altitude pro-
moting atmospheric stability. The tropopause marks the boundary between these two layers
in which the positive lapse rate of the troposphere turns into the negative lapse rate of the
stratosphere. The most common definition, the thermal definition, for the location of the
tropopause comes from the World Meteorological Organization in which it is defined as “the
lowest level at which the lapse rate decreases to 2 ◦C/km or less, provided also the average
lapse rate between this level and all higher levels within 2 km does not exceed 2 ◦C/km.”
[Organization, 1957]. There are a number of factors which determine at what altitude this
lapse rate occurs but typically the tropopause is located at an altitude of approximately
nine kilometres in the polar regions and approximately sixteen kilometres around the equa-
tor. The UTLS is generally classified as the region of the atmosphere which is within 5 km
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of the tropopause [Gettelman et al., 2011]. Figure 2.1 below shows the UTLS region for a
tropopause located at sixteen kilometres along with example temperatures and pressure with
respect to altitude.
Figure 2.1: Example pressure and temperature of the troposphere and stratosphere.
UTLS region shaded in gray.
In general, the atmosphere is made up of 78% nitrogen and 21% oxygen. The remaining 1%
of constituents in the atmosphere is made up of argon, carbon dioxide, helium, hydrogen,
krypton, methane, neon, water, and other trace species such as aerosols and ozone [Caballero,
2014]. As Figure 2.1 above shows, the pressure exponentially decrease with altitude. The
rate of this decrease is characterized by the scale height which is defined as the altitude in
which the pressure decreases by a factor of 1/e. The temperature profile seen in this same
figure is principally controlled by the solar flux incident on the Earth’s surface and the con-
centration of ozone. As sunlight strikes the surface of the Earth it heats up the ground which
then re-radiates this energy back into the atmosphere in the infrared region of the spectrum
acting as a heat source. As altitude increases the pressure surrounding any parcel of air de-
ceases and causes it to expand. The expansion reduces the temperature until the tropopause.
Above the tropopause ozone is absorbing energy from the ultra-violate radiation of the Sun
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and acts as another heat source to warm the atmosphere. This causes the increase in the
temperature profile above the tropopause as a function of altitude.
The atmospheric processes that occur within the UTLS play a pivotal role in the charac-
teristics of both the troposphere and stratosphere. Principal among these processes are the
effects associated with the presence of water vapour. Water vapour accounts for the majority
of upward heat transfer and drives convection in the troposphere [Sherwood et al., 2010], a
primary force behind weather in this region. In addition, convection and heat transfer in the
troposphere is heavily linked to the structure and composition of the stratosphere through
stratosphere-troposphere exchange (STE) within the UTLS. This exchange influences con-
centrations of radiative and chemically important species like ozone [Gettelman et al., 2011].
For example, ozone is extremely important to temperatures in the stratosphere as well as
habitability of the troposphere through absorption of harmful ultra-violet radiation. Influ-
enced by STE, water vapour in the UTLS is thought to play a major role in the radiative
balance of the region and forming of the tropopause inversion layer (TIL) which is a region
of static stability above the tropopause. The region acts as a convective barrier hindering
vertical transport of constituents and is linked to the temperature inversion of the tropopause
giving it its name [Gettelman et al., 2011].
While a lot of the behaviour and composition of the UTLS is understood, there are some
uncertainties to the role of water vapour in the formation of the TIL as well as questions
related to the radiative feedback mechanisms associated with water vapour in the UTLS, such
as, how the processes which control the chemical composition of the UTLS vary temporally
and spatially, the relative importance in TIL formation between dynamical and radiative
processes and its relation to STE [Gettelman et al., 2011]. There are broader questions
concerning the UTLS role in climate change through mechanisms of STE [Randel and Jensen,
2013]. In the pursuit of answers to these questions, a continuous high resolution data set
of UTLS constituents, especially of water vapour, would play a significant and vital role in
the study of climate processes and improvement of modelling capabilities [Gettelman et al.,
2011; Randel and Jensen, 2013; SPARC et al., 2017; Hegglin et al., 2013]. For example, it
is known that there are steep chemical gradients and large dynamic variability within the
UTLS which is a likely reason for the observed disagreement between some instruments which
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have made UTLS measurements in the past [Hegglin et al., 2013]. Capturing this variability
continuously will allow for significant reduction on the uncertainty in UTLS observations
which provide insight to the processes that take place there [Gettelman et al., 2011].
2.2 Atmospheric Measurement Techniques
Scientific instruments which measure the atmosphere can do so directly or indirectly. Direct
methods involve an instrument or sensor measuring the atmosphere through some controlled
method of evaluation that directly measures a property. As an example, a capacitive humidity
sensor uses a hygroscopic dielectric material between two electrodes to form a capacitor. As
the relative humidity of the atmosphere surrounding the dielectric material changes so does
its dielectric constant which changes the capacitance. This allows for a direct relationship
between the relative humidity of the atmosphere in contact with the sensor and the measured
capacitance.
In contrast to direct measurements, indirect measurements work by measuring one prop-
erty and using that to infer the state of another property. In atmospheric science, indirect
measurements often imply measuring the spectrum of the atmosphere and then using knowl-
edge of spectroscopy and atmospheric physics to determine some other property. Using the
example of humidity again, indirect measurements differ from direct measurements in that
where a humidity sensor’s output directly resembles the relative humidity, the output of
an indirect measurement only directly resembles the spectrum and additional knowledge or
information is needed to get the humidity information from the spectrum.
While direct measurements have the advantage of being simpler to process, they suffer
from the amount of data they can acquire. Simply put, a humidity sensor can report about
the water content immediately surrounding it but the spectrum taken from some detector
can potentially tell you about the water content in its entire optical field of view. It is for this
reason that indirect measurements, commonly refereed to as remote sensing in atmospheric
science, is a large focus of work within the field.
Instruments which indirectly measure the atmosphere are deployed from the ground, high-
altitude balloons, high-altitude aircraft, or space faring satellites. Ground based deployment
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is obviously the cheapest and most accessible platform since it often requires little infrastruc-
ture aside from the instrument itself. However, the solar geometry and spectral properties
involved in ground based measurements can often prove constricting on the amount of useful
information that can be recorded, depending on the experiment. As an example, the instru-
ment of concern in the present work measures spectral water absorption features and, if it
were deployed on the ground, the measured features would be so broad and saturated that its
effectiveness would be highly reduced. This is in addition to the ground platform’s inherent
lack of spatial or global coverage as well. Both high-altitude balloons and aircraft offer a plat-
form that operates at an altitude ranging from twenty kilometres to about forty kilometres.
This altitude range allows for ideal observation of the troposphere and stratosphere. The
advantages of a balloon platform over the aircraft platform is the lower cost and longer flight
time yielding more observations for the cost. However, the aircraft typically provides a more
controlled flight path which can potentially cover a much larger area than a balloon yielding
higher quality measurements. Finally, satellites which are typically launched in low earth
orbit provide an expensive but very long term observation platform with missions lasting
years or decades. In addition, the viewing geometry provided by satellites allows for global
coverage in comparison to sub-orbital methods but can come at the trade off of much lower
spatial resolution.
Regardless of deployment method, indirect scientific measurements employ at least one
of the following viewing methods: nadir, occultation, and limb. The nadir method works by
pointing the instrument down at the ground to image a column of the atmosphere between
the surface and the instrument [SPARC et al., 2017]. The nadir method clearly does not work
for ground based observations but is employed by the other platforms. The occultation and
limb methods are very similar in that they are both employ a limb viewing geometry [SPARC
et al., 2017]. They work by imaging the atmosphere above and tangentially to the surface.
In this geometry, the geographical coordinates of the point along the line of sight which is
closest to the Earth’s surface is called the tangent point. The altitude of this tangent point is
called the tangent altitude and it defines the lowest layer of the atmosphere the line of sight
is observing. In addition, a reference point and altitude refers to some representative point
that can inform what multiple lines of sight are observing. Figure 2.2 below conceptually
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depicts this geometry. The fundamental difference between the limb and occultation methods
is that the occultation method observes the Sun (solar occultation) or another star (stellar
occultation) at the end of the line of sight where as limb has no requirement for this.
Figure 2.2: Conceptual depiction of limb viewing geometry. The tangent point is
defined as the point along the line of sight closet to the the Earth. The reference point
informs what multiple lines of sight are observing.
The nadir method provides high spatial resolution in comparison to the two limb geom-
etry methods [SPARC et al., 2017] and can deal with weather effects such as clouds easier;
however, it has poorer altitude resolution which can only be resolved through observation of
the pressure broadening of spectral lines or through optical depth calculations [SPARC et al.,
2017]. Limb geometry measurements have increased altitude resolution due to the vertically
resolved lines of sight. They are also better at observing trace species of the atmosphere
since the total line of sight of these geometries is longer than nadir and provides a higher
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signal from the increased path length. The increased path length and the ability to avoid the
abundance of signal from the lower troposphere makes the limb and occultation methods a
superior choice over nadir when observing the stratosphere or upper troposphere. As for the
trade between the limb and occultation methods, recall that occultation requires observation
of a light source. This requirement imposes a restriction on the potential viewing geometry of
the measurements which the limb method does not suffer from. Not only is pointing direction
limited but the measurements can only be made while the source is right above the horizon.
This limits the times of measurement to, in the case of solar occultation for example, sunrise
and sunset which reduces the quantity and coverage of data. However, using a bright source
like the Sun in solar occultation can provide an extremely high Signal to noise ratio (SNR)
and using stellar occultation can provide measurements during nighttime.
2.3 Radiative Transfer Theory
Measurements taken by remote sensing instruments often need some extra tools to get at
the desired information. In the field of atmospheric science, one of these tools usually takes
the form of a radiative transfer model. Radiative transfer models are used in atmospheric
science to interpret optical measurements of the atmosphere where the spectral signals are
being used to infer some property of the atmosphere. The goal of these models is to accurately
predict the photons seen by an observer given some viewing geometry and atmospheric state.
Generally speaking, a user can define the chemical species which make up the atmosphere
within the model along with other parameters such as the Sun’s position and ground albedo
to define the atmospheric state. Further supplied with lines of sight for an observer, such
as an optical instrument, these models then calculate a simulated spectrum that would be
seen by the observer. Accomplishing this provides a tool which can be used to infer the
atmospheric state at the time of an observed measurement.
The backbone of these models is the equation of radiative transfer initially put forth
by [Chandrasekhar, 1960]. This equation requires a set of five coordinates to be properly
defined. The first three are the spatial position vector ~ro and the last two comprise an
angular vector Ωˆ which specifies the direction of radiation propagation at the point of ~ro.
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This setup constructs the definition of the radiation path length, s, which is a scalar value
defined as zero at the observer position (~ro) and increasing along the direction of propagation
specified by ~ro and Ωˆ. Essentially, the radiation path length describes a position along the
observer’s line of sight. Under this framework the radiative transfer equation can be written
as
I(~ro, Ωˆ) = I¯(s1, Ωˆ)e
−τ(s1,0) +
∫ 0
s1
J(s, Ωˆ)e−τ(s,0)k(s)ds (2.1)
where I(~ro, Ωˆ) is the observed radiance, I¯(s1, Ωˆ) is the radiance at the end of the radiation
path length defined by path position s1, τ(s, 0) is the optical depth for some segment of the
radiation path with respect to the observer’s position, J(s, Ωˆ) is a source term describing
additional sources of radiance along the radiation path, and k(s) is the extinction at a par-
ticular point along the radiation path. What this equation is saying in simple terms is that
the measured radiance for an observer looking in some direction from some position is the
radiance of a possible source at the very end of the line of sight attenuated through the obser-
vation medium (in this case the atmosphere) to the observer. In addition, any more radiance
sources which exist along the line of sight (such as a scattering event, thermal emission, or
photochemical sources) are also attenuated back to the observer and added to the measured
signal. It should be noted that if the observer is looking through the atmosphere into space,
as is often the case with limb measurements, then the I¯ is zero.
Equation 2.1 mentioned two quantities, extinction and optical depth. Along the radiation
path length (s) the radiance can get attenuated through absorption or scattering by the
atmospheric species present. The extinction quantifies this attenuation for any single point
on the radiation path and is written as
k(s) =
∑
i
σi(s)ni(s) (2.2)
where the summation index i specifies an atmospheric species, σi(s) is the cross section for a
species, and ni(s) is the volume number density of the species. Essentially, the cross section
defines the probability of scattering or absorption with the species per unit area and when
multiplied with the volume number density results in amount of attenuation per unit length
11
caused by that species. Summing the attenuation effects for all the species present leads to
the extinction at point s along the radiation path. The optical depth is simply the integral
of extinction written as
τ(sa, sb) =
∫ sb
sa
k(s)ds (2.3)
to represent attenuation over some segment of the radiation path rather than at a point. It
is through these two quantities that Equation 2.1 models the scattering and absorption for
some given atmospheric state.
Multiple radiative transfer models exist such as SASKTRAN (discussed in Section 3.2),
VLIDORT [Spurr, 2006], SCIATRAN [Rozanov et al., 2014], and GSLS [Loughman et al.,
2015] for example. Each of these models uses different methodologies and techniques sur-
rounding the radiative transfer equation to calculate atmospheric radiance. Due to the dif-
ferences, one model may lend itself better to an application than another and it is important
that a model be selected with this in mind.
2.4 The Inverse Problem
As discussed in Section 2.2 and Section 2.3, remote sensing in the context of atmospheric sci-
ence needs tools to infer the state of the atmospheric property one actually wants to measure.
One of these tools is typically the radiative transfer model, but these models only simulate
atmospheric radiance and need another tool to interpret measurements taken by an optical
instrument into an atmospheric property. This tool is called a retrieval algorithm and these
algorithms solve what is known as the inverse problem. In the context of atmospheric science,
the inverse problem is taking some atmospheric radiance and determining the atmospheric
state that produced it. Note how this is inverse to what a radiative transfer model dose.
This inverse process works by making an initial guess of the atmospheric property one
wants to determine. Then a radiative transfer model (also known as a forward model in this
context) calculates the observed radiance using the guessed profile which is input into an
instrument model (discussed more in Section 3.3) that imprints instrument effects onto the
simulated data. The simulated data are then compared with the real data and an improved
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estimate of the atmospheric state is produced. The new state is input back into the forward
model as an updated guess profile where the whole process repeats until the newest estimate
no longer changes significantly from the previous one. In addition to this, an a priori profile
can be supplied to the process which helps regulate and solve the problem. The a priori profile
can be the same as, or different from, the initial profile guess but should have characteristics
of the expected trend.
The retrieval algorithm used to solve the inverse problem in the present work follows
the non-linear optimal estimation approach put forth in Inverse Methods for Atmospheric
Sounding: Theory and Practice [Rodgers, 2000] which is widely accepted in the field as
standard. The algorithm takes the form of
xi+1 = xi+(S
−1
a +R
TR+KTSK+λ diag(K
TSK))
−1[KTS−1(y−F(xi))−(Sa−1+RTR)(xi−xa)]
(2.4)
where the index i represents the current iteration of the inverse problem, x is the state vector
(the desired atmospheric property) of length n, xa is the a priori state vector of length n, y
is the measurement vector (vectorized form of the measurement data) of length m, Sa is the a
priori covariance matrix of n by n size, R is a regularization matrix of dimensions n by n, K
is the Jacobian matrix of size m by n, S is the measurement covariance of size m by m, λ
is a Levenberg-Marquardt type damping parameter [Marquardt, 1963], and F(xi) is a vector
the results from the forward model and instrument model with a length of m. Note that
lengths n and m are arbitrary and defined by the parameters of the inverse problem.
Equation 2.4 basically describes the application of the Gauss Newton Method to the
minimization of a cost function
χ2 = (y − F(xi))TS−1(y − F(xi)) + (x− xa)TSa−1(x− xa) (2.5)
which maximizes the likelihood of x producing y [Rodgers, 2000] with the addition of damp-
ing and regularization terms to stabilize the inverse problem.
The covariance matrices, Sa and S, are constructed from the uncertainty in their respec-
tive quantities. Essentially, these allow one to weigh particular measurements or points in
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the state vector more than others based on the confidence of their accuracy. λ prevents the
retrieval algorithm from updating its guess of the state vector by too much in one iteration.
Complementary to this, R provides regularization to the inverse problem which reduces oscil-
lation in the updated state vectors. The retrieval algorithm used in the present work employs
a second derivative Tikhonov type constraint such that R = λL2
TL2, where L2 is a second
order difference operator of size n by n. The Jacobian K is defined as the sensitivity of a
particular state vector point to a particular measurement vector such that K = δF(x)/δx.
As [Rodgers, 2000] also describes, this formulation of the inverse problem allows the
calculation of the gain matrix (G) with
G = (S−1a + R
TR + KTSK)
−1KTS−1 (2.6)
which is a n by m matrix. The gain matrix can be used to find the solution covariance
matrix (Ss), which describes the error in the final state vector due to the measurement
covariance, by
Ss = GSG
T (2.7)
which is a n by n matrix. Finally the gain matrix can also be used in finding the averaging
kernel (A), which provides indication of state vector resolution and the influences of the
retrieval algorithm on the final answer, with
A = GK (2.8)
which is a n by n matrix. These tools are extremely helpful in quantifying the precision on
the reported state vector and interpreting the actual quality of the retrieval.
2.5 Water Observing Instruments
There are a number of scientific instruments that provide data sets for the study of atmo-
spheric water vapour including, but not limited to, ACE-FTS, MIPAS, SCIAMACHY and
Aura-MLS. These instruments take indirect measurements of the atmosphere which are used
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in conjunction with radiative transfer models to retrieve water concentration. However, these
instruments do not solely focus on water concentration in the UTLS and include observa-
tions of other species at other atmospheric regions as well. While the tactic of obtaining a
larger picture of the atmosphere has its advantages, generally speaking, doing so often leads
to sacrifices in the ability to observe a single species as well as possible since it is not the
sole purpose of the instrument. It has been shown that current observations lack the spatial
and temporal resolution within the UTLS to observe water vapour to the necessary degree
[Hegglin et al., 2013].
The instrument which is the focus of the present work (SHOW) is intended to fill this
empty niche by one day measuring water vapour in the UTLS to a high spatial and temporal
resolution from low earth orbit. Until then, instruments like these are what is available.
While these instruments have no influence on the present work, it is worthwhile to know and
understand their respective missions and abilities.
ACE-FTS
ACE-FTS (Atmospheric Chemistry Experiment - Fourier transform spectrometer) is a Michel-
son interferometer that is part of a Canadian satellite mission which indirectly measures the
Earth’s atmosphere from low earth orbit. The mission overview [Bernath et al., 2005] gives
the following information on the instrument along with the four goals of the endeavour:
• Understanding the chemical and dynamical processes that control the distribution of
ozone in the stratosphere and upper troposphere, particularly in the Arctic.
• Exploring the relationship between atmospheric chemistry and climate change
• Studying the effects of biomass burning on the free troposphere.
• Measuring aerosols and clouds to reduce the uncertainties in their effects on the global
energy balance.
To accomplish these goals ACE-FTS was given an orbit that provides coverage in the
tropical, mid-latitude, and polar regions with a designed observational spectral window
of 750 cm−1 to 4400 cm−1 at a resolution of 0.02 cm−1. This spectral window allows for
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the retrievals of a significant number of species, only one of which is water vapour. ACE-
FTS takes these measurements using solar occultation providing data at sunrise and sunset
at a number of tangent altitudes. After the inversion of these measurements the resulting
atmospheric profiles have a vertical resolution of about four kilometres beginning at the cloud
top altitude up to about one hundred and fifty kilometres.
MIPAS
The Michelson Interferometer for Passive Atmospheric Sounding (MIPAS) [Fischer et al.,
2008] is another Michelson interferometer designed to measure multiple atmospheric species
for the study of the chemistry and physics of the upper troposphere, stratosphere, mesosphere,
and lower thermosphere. This includes a focus on stratospheric ozone and STE. MIPAS flew
aboard ENVISAT which is a satellite run by the European Space Agency until the mission
ended in April 2012. The interferometer itself is designed to measure mid-infrared spectral
emission in the limb within the range of 4.15 µm to 14.6 µm. The nature of the infrared
spectrum allows measurements to be taken during both the day and the night.
The data set that MIPAS provides is used to retrieve atmospheric pressure, temperature,
aerosol/cloud parameters, and roughly twenty five atmospheric species including O3, H2O,
CH4, N2O, NO2, and HNO3. The altitude resolution of these measurements range from one
to eight kilometres over an observable range of five to one hundred and sixty kilometres.
Within the UTLS specifically, MIPAS is able to resolve data on a roughly three kilometre
altitude grid.
SCIAMACHY
The Scanning Imaging Absorption Spectrometer for Atmospheric Chartography (SCIAMACHY)
[Bovensmann et al., 1999] is a spectrometer that measures light from 240 nm to 2380 nm.
Unlike both ACE-FTS and MIPAS which are designed around one viewing geometry, SCIA-
MACHY uses a combination of nadir, limb, solar occultation, and lunar occultation to make
its measurements. Also aboard ENVISAT, the primary mission of SCIAMACHY is to study
the chemistry and physics of the atmosphere on a global scale with the more particular goals
of studying:
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• Tropospheric pollution.
• STE
• Polar and mid-latitude stratospheric chemistry.
• Changes in atmospheric composition as a result of from natural phenomena (volcanic
eruptions, solar cycle, or solar proton events).
SCIAMACHY observed a number of atmospheric species, including water vapour, from
surface level up to ninety kilometres with varying altitude resolution. Within the UTLS re-
gion, the vertical resolution depends on the measurement mode. Occultation measurements of
the UTLS provided a roughly 2.5 km vertical resolution while limb geometry yielded roughly
three kilometres of resolution.
Aura-MLS
The Aura Microwave Limb Sounder (Aura-MLS) [Waters et al., 2006] is a microwave limb
sounder on-board the Aura satellite that launched July 15th, 2004. It is part of the Earth
Observing System (EOS) on Aura and is the successor to another microwave limb sounder
that was part of the Upper Atmosphere Research Satellite [Barath et al., 1993]. Aura-MLS
uses heterodyne radiometers to measure thermal emission in the limb. It specifically measures
regions centred near 118 GHz, 190 GHz, 240 GHz, 640 GHz, and 2.5 THz. Observing these
thermal emissions provides Aura-MLS information on: OH, HO2, H2O, O3, HCl, ClO, HOCl,
BrO, HNO3, N2O, CO, HCN, CH3CN, and volcanic SO2. By observing these species Aura-
MLS pursues its scientific missions of:
• Determining if stratospheric ozone chemistry is recovering.
• Quantifying aspects of how composition affects climate.
• Studying aspects of pollution in the upper troposphere.
As for as the performance of the water vapour data product, the products made by Aura-
MLS have a vertical resolution of roughly three kilometres in the UTLS. The full range of the
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product goes up to an altitude of about one hundred and thirty kilometres but the resolution
decreases with height.
2.6 Spatial Heterodyne Spectroscopy
SHS is an optical technique developed to measure a spectrum of light within a small passband
to a high resolution without any moving parts. The basic principles of a SHS operate in a
very similar way to a Michelson Interferometer but, unlike the Michelson, the SHS has fixed
diffraction gratings instead of scanning mirrors. The use of diffraction gratings facilitates the
frequency decomposition of light with respect to physical space by creating Fizeau fringes
with a frequency dependence on λ. The fringes are measured by an imaging detector to create
an interferogram with the spectrum encoded in the interference pattern. The spectrum can be
recovered from the frequency patterns in the interferogram through a Fourier transform. This
section will construct and explain the scientific operating principles of the SHS technique.
2.6.1 Fundamental Theory
For the purposes of this thesis, the SHS technique is throughly explained by [Harlander,
1991]. The following presents a re-derivation of fundamental SHS theory, constructed from
core optical and signal processing principles, in agreement with Harlander’s work.
Basic Formulation
The most basic configuration of a SHS system, shown in Figure 2.3, uses a beam splitter to
send collimated light down two arms of equal length. At the end of each of these arms is an
identical diffraction grating which diffracts the light. As these two sets of diffracted wavefronts
pass through the beam splitter a second time and exit towards the detector they will now
be crossed with an angle of 2γ between them, where γ is the angle of the grating’s outgoing
wavefront with respect to the optical axis. These exiting wavefronts interfere with each other
to create the Fizeau fringes measured by the imaging detector, creating the interferogram.
The entrance optics of the SHS are responsible for collimating the light while the exit optics
are needed to focus the fringes and localize the interference onto the detector for imaging.
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It is important to note that the interference is localized onto the imaging detector when the
detector is imaging the diffraction gratings.
Figure 2.3: Basic SHS configuration. Input light is split by a beam splitter that
travels down two different arms. At the end of each arm the light is diffracted by a
diffraction grating and returns to the beam splitter resulting in crossed wavefronts. As
the light reaches the imaging detector the crossed wavefronts form Fizeau fringes which
are measured by the detector.
To understand how the interferogram contains information about spectra, begin with the
definition of the Poynting vector (S) expressed as
S =
1
µo
(E×B) (2.9)
where µo is absolute permeability equal to 4pi × 10−7Hm−1. Assuming plane waves, E and
B are the electric and magnetic fields of a monochromatic EM wave given by
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E = Eo cos(kz − ωt)ˆi
B = Bo cos(kz − ωt)ˆj
(2.10)
in which Eo and Bo are the magnitudes of the electric and magnetic fields respectively, k is
the propagation constant equal to 2pi/λ where λ is wavelength, z is the position, t is time, and
ω is angular frequency. Equation 2.9 describes the energy flow per unit time per unit area of
an EM wave but the property of light measured by the imaging detector is the intensity (I).
The intensity is calculated by taking the time average of the Poynting vector. Substituting
Equation 2.10 into Equation 2.9 gives S = (Ei)(Bj)/µokˆ which results in the time average
becoming
I =< |S| >= 1
µot
∫ t
0
(Eo cos(kz − ωt′))(Bo cos(kz − ωt′))dt′ . (2.11)
Using Bo = Eo/c derived from Faraday’s law of induction, where c is the speed of light in
vacuum, to equate the magnitudes of the electric and magnetic fields, in addition to, applying
c = (µoεo)
−1/2 where εo is absolute permittivity, reforms Equation 2.11 into
I =
εoc
t
∫ t
0
E2dt . (2.12)
Note that Equation 2.12 was derived using only one EM wavefront and that the solution
for a single wavefront is I = E2oεoc/2 using the electric field given in Equation 2.10. However,
in the case of the SHS there are two wavefronts, one from each arm, incident on the detector
at the same time. Incorporating the second wavefront into Equation 2.12 yields
I =
εoc
t
∫ t
0
(E1 + E2)
2dt =
εoc
t
∫ t
0
E21 + E
2
2 + (2)E1E2dt . (2.13)
The E21 and E
2
2 terms in Equation 2.13 both contribute a E
2
oεoc/2 respective to their
electric fields with the remaining term describing the interaction between the two wavefronts.
Within the context of an ideal SHS system both wavefronts would have the same angular
frequency, same initial intensity, and same initial phase because they both originated from
the same initial input source. Under these conditions the interaction between the wavefronts
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will depend entirely upon the different optical paths taken between them. Applying the
electric field from Equation 2.10 to carry out the integration Equation 2.13 becomes
I = 2Io(1 + cos(kz1 − kz2)) (2.14)
where Io is equal to E
2
oεoc/2. Note that Equation 2.14 assumes polarization has no effect
on the intensity (linear or unpolarized light) and that the optical components within the
interferometer are ideal, as in, the transmittance and reflectance of the components are such
that there is equal intensity distribution between the two arms. Furthermore, this equation
does not take into account that half of the light from the initial input source will exit back
out the front via the return pass through the beam splitter.
Equation 2.14 shows that the intensity measured by the imaging detector for a monochro-
matic wave will depend on a constant dictated by the initial source intensity as well as the
phase difference induced by the optical path. To better reflect this relation within a SHS
this equation can be reformed into
I =
∫ ∞
0
B(σ)(1 + cos(2piσ(u)))dσ (2.15)
where σ is the wavenumber equal to 1/λ, B(σ) is the spectral density of a particular σ given
by the initial source taking into account the 1/2 loss of the SHS, and u is the optical path
difference induced by z1 − z2. The integral over σ adds together the contribution of each
wavenumber being radiated from the input source.
Diffraction Gratings and Optical Path Difference
To find the expression for the optical path difference the SHS will impart upon the wavefronts
as a result of travelling down the different arms begin by looking at the general diffraction
grating equation
σ[sin(θi) + sin(θm)] =
m
d
(2.16)
where m is the order of diffracted light, 1/d is the grating groove density, θi is the angle the
incoming wavefront makes with the grating’s normal axis, and θm is the angle the outgoing
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wavefront of order m makes with the normal. An important note to make is that this form
of the diffraction grating equation assumes that angles can be negative or positive depending
on what side of the grating’s normal axis the angle is on. It does not particularly matter
which side of the normal is defined as positive or negative as long consistency is maintained.
A diagram of the grating geometry within a SHS is shown in Figure 2.4.
Figure 2.4: Diffraction grating geometry in a SHS. The optical axis of the diffraction
grating is shown by the dashed line. The optical axis of the instrument is shown by the
incoming ray.
Each diffraction grating in a SHS is fixed at an equal distances from the beam splitter
and is rotated by an angle called the Littrow angle (θL). The Littrow angle, which is chosen
by design, is defined by the Littrow wavenumber (σL) which is the wavenumber of light that
will have its first order diffracted wavefront return along the path of incidence. Using these
definitions the grating equation from Equation 2.16 can be rewritten to a more useful form
for a SHS
σ[sin(θL) + sin(θL − γ)] = 1
d
(2.17)
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where γ is the angle the outgoing wavefront makes to the optical axis. Note that this
expression of the diffraction grating equation assumes that m is equal to one. This is because
a basic (non-echelle) SHS system, like SHOW (Section 2.7), is designed to only observe first
order diffracted light.
From Equation 2.17 two expressions can be determined. The first of these expressions
can be found by setting σ to be σL. In this case the angle γ becomes zero by definition and
the expression becomes
2σL sin(θL) =
1
d
. (2.18)
The second expression is found by substituting the right hand side of equation 2.17 with the
left hand side of Equation 2.18 and solving for γ by applying the small angle approximation
after using the sum and difference identity. Note that when solving for γ, one should not
forget that the value can be positive or negative depending on the sign convention with
respect to the diffraction grating’s normal axis. This yields
γ = ±2 tan(θL)(σ − σL
σ
) . (2.19)
Equation 2.18 shows the relationship between the grating groove density, σL, and the
θL. Knowing or designing any two of these quantities allows for the third to be calculated.
Equation 2.19 provides a means to calculate γ for any σ given a particular Littrow configu-
ration. Notice that γ is dependent on the difference between σ and σL. This observation is
the first piece of evidence that the SHS heterodynes the light entered into the system with
respect to σL. That is to say, observations made by the SHS for some σ will be with respect
to σL. This will become more clear when looking at Equation 2.24 in which σL was input into
the system will produce zero frequency and the frequency produced by some σ will increase
in frequency the further it is away from σL.
The expression for γ facilitates finding the optical path difference generated between the
exiting wavefronts in Figure 2.3. These wavefronts, shown to more detail in Figure 2.5, create
a scenario similar to that of an optical cavity in which constructive and destructive inter-
ference takes place when localized. Complete constructive interference of these wavefronts
occurs when the distance transversed in the “cavity” is an integer multiple of the λ. The
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dashed line in this figure represents the projection of the detector onto which the fringe
pattern caused by the constructive interference is recorded; distance along this dimension is
quantified by x.
Figure 2.5: Fizeau fringe producing wavefronts. Condition for constructive interfere
between the crossed wavefronts occurs only at specific spatial points.
In the case of an input σL, the wavefronts from each arm travel along the optical axis of
the interferometer and simply add with only destructive interference due to γ being zero. As
the input σ moves away from σL by δσ such that σ = σL ± δσ just begins to produce fringes
then γ is no longer zero and the interfering wavefronts have travelled a different path than
σL. Using this argument and the expression for γ in Equation 2.19 it can be said that the
optical path travelled through the instrument by a wavefront of wavenumber σ depends on the
difference of σ from σL. The optical path difference (u) can be determined by calculating the
extra distance travelled by a wavefront compared to the Littrow wavefront. The calculation
can be done using one quarter of Figure 2.5 in which half of the optical path difference will
be equal to half of the length of the cavity in which the first constructive interference occurs.
This yields
u
2
x
= tan(γ) (2.20)
and after applying the small angle approximation the substitution of Equation 2.19 gives the
σ dependent optical path difference of
u = ±4x tan(θL)(σ − σL
σ
) . (2.21)
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Although it can be useful to view optical path difference within a SHS as being wavenum-
ber dependent it is not conventional to do so. Conventionally, the optical path of the SHS is
defined only as 4x tan(θL) and the wavenumber dependence is imposed on the propagation
constant such that k = 2pi(σ − σL/σ). In either framework of the optical path difference, the
equation for the intensity as detected by the imaging detector can be found by substituting
these findings into Equation 2.15 yielding
I(x) =
∫ ∞
0
B(σ)(1 + cos(8pix tan(θL)(σ − σL)))dσ . (2.22)
Note that the ± of Equation 2.21 can be dropped since the cosine is an even function. This
equation describes the intensity measured by the imaging detector as a function of physical
position (x) on the projected imaging detector. Note that any magnification caused by the
exit optics needs to be taken into account when determining values for x in the equation.
Resolving Power
The ideal resolving power of a SHS system depends on the interplay between the abilities
of the diffraction gratings and the ability of the imaging detector. Inherently, the source
spectrum cannot be resolved any better than the resolving power of the gratings because, as
far as the SHS system is concerned, it is the first limiting element in the optical chain. How-
ever, since the light undergoes a frequency decomposition (see discussions around Figure 2.5
above and Equation 2.24 below in which input light is turned into fringes of a particular
frequency recorded by the detector) the detector must be able to meet the Nyquist criteria
for the observed spectral window. In order to incorporate the limits of the imaging detector
it is useful to have an expression which describes the frequency (f) at which the fringes will
occur for a particular σ. Rearranging Equation 2.20 to solve for x instead of optical path
difference yields
λ
2
sin γ
=
x
cos(γ)
→ x = cos(γ)
2σ sin(γ)
(2.23)
where using the small angle approximation on γ and substituting Equation 2.19 results in
an expression for x, the reciprocal of which gives the frequency of the fringes
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f = 4 tan(θL)(σ − σL) . (2.24)
To meet the Nyquist criterion the detector must be able to spatially sample at least twice
as often as the frequency caused by the furthest observable wavenumber from σL (σmax).
This defines an observable spectral range (∆σ) and a maximum detectable fringe frequency
(fmax) of
∆σ = |σmax − σL|
fmax = 4 tan(θL)∆σ
(2.25)
which results in the physical width of the detector (Wdet) becoming
Wdet =
NM
(2)4 tan(θL)∆σ
(2.26)
where N is the desired number spatial samples (number of pixels) contained in the imaging
detector along x, and M is the magnification factor provided by the exit optics in Figure 2.3.
Note that this definition of M is to project the actual size of the diffraction gratings into
the perceived size as seen by the imaging detector. Knowing that each diffraction grating is
rotated by θL from the optical axis, the required width of the illuminated diffraction gratings
(Wgrat) to capture fmax can be found using Equation 2.26 giving
Wgrat =
Wdet
M cos(θL)
=
N
(2)4 sin(θL)∆σ
. (2.27)
To relate Wdet and Wgrat to the resolution of the SHS start with the definition of resolving
power in wavenumber space
R =
σ
δσ
(2.28)
where δσ is the system’s minimum wavenumber separation that can be measured. For the
SHS, δσ can be found by determining how much of the full spectral range each element of
the detector can resolve. To do this divide the spectral range (∆σ) by half the number of
detector samples, recalling that the half comes from the Nyquist criterion. This results in
the minimum observable wavenumber separation becoming
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δσ =
2∆σ
N
. (2.29)
Solving Equation 2.27 for 2/N and substituting that into Equation 2.29, then substituting
this into Equation 2.28 yields an expression for the ideal limiting resolving power of a SHS
system
Rideal = 4Wgratσ sin(θL) . (2.30)
It is critically important to be aware that the imaging detector images the illuminated
portions of the diffraction gratings, as such, the effective width of Wdet is limited by the width
of the illuminated gratings. Likewise, if the size of the illuminated gratings is larger than
that of the detector the effective width of the illuminated gratings is limited by the detector.
It is this trade that marks the interplay between the detector and the diffraction grating in
the resolving power of the SHS such that
Rideal limited = minimum(4Wgratσ sin(θL),
4Wdetσ tan(θL)
M
) . (2.31)
It is worth pointing out that another trade exists between Rideal limited and ∆σ depending
on the value of M . Say for instance that θL, N , and Wdet have all been specified based on
the selection of the diffraction gratings and imaging detector, then from Equation 2.26 it is
clear to see that the ratio of M/∆σ has to be fixed. As a result increasing M in the optical
design naturally increases ∆σ as well which in turn lowers R as seen in Equations 2.28 and
2.29. Likewise, ∆σ can be sacrificed in exchange for a better R.
Fourier Transform
Since a SHS measures the spatial frequency decomposition of the source spectrum, a Fourier
transform can be applied to the interferogram to recover the spectrum. Recall the definition
of the Fourier transform
f(x) =
∫ ∞
−∞
F (k)e2piikxdk =
∫ ∞
−∞
F (k)(cos(2pikx) + i sin(2pikx))dk
F (k) =
∫ ∞
−∞
f(x)e−2piikxdx =
∫ ∞
−∞
f(x)(cos(2pikx)− i sin(2pikx))dx
(2.32)
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where F (k) is the Fourier transform of the function f(x) and e2piikx is the kernel. It may not be
immediately clear how Equation 2.22 can take the appropriate form of a Fourier transform
but recall Equation 2.13. In this equation there is a constant term as a result of the two
wavefronts from each arm adding together; this term needs to be removed from Equation 2.22.
In practise, this constant term is removed from an interferogram by subtracting off the mean
signal but mathematically it can just be dropped. This turns Equation 2.22 into
I(x) =
∫ ∞
0
B(σ)(cos(8pix tan(θL)(σ − σL)))dσ (2.33)
which now only depends on the modulated part of the interferogram - the part which contains
the useful information about the input spectrum.
To show that Equation 2.33 is of the form required by equation 2.32 start by working
back from equation equation 2.32 and break apart the integral
f(x) =
∫ ∞
−∞
F (k)e2piikxdk =
∫ 0
−∞
F (k)e2piikxdk +
∫ ∞
0
F (k)e2piikxdk (2.34)
then apply a simple proof presented in Introductory Fourier Transform Spectroscopy by Bell
[Bell, 1972] which shows
∫ 0
−∞
F (k)e2piikxdk =
∫ ∞
0
F ∗(k)(e2piikx)∗dk (2.35)
when f(x) is purely real. Since I(x) is a purely real measurement this proof can be applied
in the context of equation 2.33. As such, Equation 2.35 becomes
f(x) =
∫ ∞
−∞
F (k)e2piikxdk =
∫ ∞
0
(F (k)e2piikx + [F (k)e2piikx]∗)dk (2.36)
and as long as F (k) is also purely real then it follows that
f(x) =
∫ ∞
0
F (k)cos(2pikx)dk =
1
2
∫ ∞
−∞
F (k)e2piikxdk . (2.37)
Since B(σ) is a real quantity Equation 2.33 can be directly applied to Equation 2.37 which,
after some substitution of variables, yields
I(x) =
∫ ∞
0
B(σ′)cos(2piσ′x)dσ′ =
∫ ∞
−∞
Be(σ
′)ei(2pixσ
′)dσ′ (2.38)
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where σ′ = 4 tan(θL)(σ − σL), B(σ′) is B(σ) formulated to σ′, and Be(σ′) = 12 [B(σ′) +B(−σ′)]
so that the spectral density can extend to negative wavenumbers and still have the amplitude
conserved with the factor of one half. This mathematically demonstrates that a Fourier trans-
form of the interferogram will provide a path to the input spectrum. Note that since B(σ)
(the desired quantity) and B(σ′) (the recovered quantity after a transform of Equation 2.38)
are not of the same form B(σ′) needs to be converted back into B(σ).
2.6.2 Aliasing
Aliasing is the misidentification of a signal from one or more other signals. In the specific
context of a SHS, aliasing refers to the inability to determine which σ created an observed
fringe pattern in the interferogram. This occurs under two circumstances, when violating the
Nyquist criteria by observing a σ outside of ∆σ and when two σ of equal absolute difference
from σL are input into the system. The circumstance of the Nyquist criteria is inherent to
all signal sampling but the aliasing caused by the absolute wavenumber difference of σ from
σL, hence forth called σL aliasing, is unique to heterodyne systems. Mathematically, the
σL aliasing is immediately apparent in equation 2.22 due to the even nature of the cosine
function acting upon the (σ − σL) term. When present, aliasing creates major challenges to
correctly reconstructing the input spectrum as the magnitude of a particular fringe pattern
is created from at least two spectral sources without any knowledge of how much intensity
each source contributed. The following will explain aliasing within the SHS and methods to
identify and control it.
Aliasing Within the Spectral Passband
The behaviour of aliasing in a SHS depends on the arrangement of the instrument’s spectral
passband with respect to the spectral window (acceptable input created from ∆σ), σL, and
the chosen wavenumber domain (observed side of σL after the Fourier transform). The
direct affect of the σL aliasing is that the spectra contained within the spectral window and
not within the wavenumber domain gets reflected about σL into the wavenumber domain.
However, the σL aliasing also has an indirect effect on aliasing when the Nyquist criteria is
not satisfied.
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The aliasing attributed to the Nyquist limit (∆σ aliasing) has two sides, a “high” side
which occurs when σ > σL + ∆σ and a “low” side when σ < σL −∆σ. Each of these sides
behave a little differently depending on the wavenumber domain. As both the high and
low sides of the ∆σ aliasing fold into the observed spectrum they are first shifted to the
inner walls of the observed spectral window. This shifting is such that the high side will be
observed on the right side of the σL −∆σ window limit and the low side will be seen to the
left of the σL + ∆σ window limit. It is now that the wavenumber domain plays a role as that
choice determines which region of the spectral window gets reflected by the σL aliasing. As a
result, the indirect affect of the σL aliasing is the reflection of whatever ∆σ aliasing happens
to reside in the non-observed part of the spectral window. This reflection may heavily favour
one side of the ∆σ aliasing over the other depending on the shape of the passband and the
relative position of the spectral window.
Figure 2.6 shows an example of how all the possible aliasing will skew the observed spec-
trum for both wavenumber domains given a particular passband, like that of an optical filter,
within a SHS. Notice that in this particular case, the indirect effect of the σL aliasing is much
more prominent in the right wavenumber domain convention then it is in the left. Naturally,
this is because with a right domain convention a much larger amount aliasing is reflected
about σL.
Figure 2.6: Effects of aliasing with respect to the passband and wavenumber domain.
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The Two Dimensional Method
From the previous section it should be clear that the most obvious, straightforward, and
generally ideal solution to deal with both kinds of aliasing is to design a passband such
that it is eliminated. While this is the only method of combating ∆σ aliasing there is an
additional method, the two dimensional method, which can deal with σL aliasing for some
applications. Recall equation 2.22 and how the occurrence of the σL aliasing was the end
result of constructing this equation from an one dimensional optical path difference within
the cosine term beginning in equation 2.14. To understand the two dimensional method
and how it changes this dynamic a more generalized approach to finding the optical path
difference needs to be taken.
Begin by re-examining the wavefronts at the diffraction gratings but this time within
the context of vectors. Let k = kxxˆ+ kyyˆ + kz zˆ define a three dimensional propagation
constant and r = xxˆ+ yyˆ + zzˆ define the path of k such that the optical path difference is
now k1 · r− k2 · r instead of kz1 − kz2 as it was in equation 2.14. In addition to this allow
for an arbitrary rotation of each diffraction grating (φ and ψ) about the x-axis. Figure 2.7
shows a diagram of this setup with G1 and G2 labelling diffraction gratings one and two
respectively as well as ki labelling the incoming wavefront to each grating. The reflection
caused by the G2 exiting wavefront passing through the beam splitter has been imposed
in this diagram. Note that for sign conventions to be consistent, G2 must have a counter-
clockwise rotation of ψ be considered negative due to the beam splitter’s reflection.
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Figure 2.7: Diagram of the diffraction grating wavefronts in a vector framework.
Writing k1 and k2 in terms of their components, recalling that the x-axis rotations will
result in these vectors making angles twice that of φ and ψ above or below the plane shown
in Figure 2.7 as a result of the diffraction grating reflection, yields
k1 = k1[cos(2φ) sin(γ)xˆ+ sin(2φ)yˆ + cos(2φ) cos(γ)zˆ]
k2 = k2[cos(2ψ) sin(−γ)xˆ+ sin(2ψ)yˆ + cos(2ψ) cos(−γ)zˆ]
(2.39)
and applying small angle approximations to φ, ψ, and γ along with even/odd identities refines
the above into
k1 = k1[γxˆ+ 2φyˆ + 1zˆ]
k2 = k2[−γxˆ+ 2ψyˆ + 1zˆ] .
(2.40)
Knowing that the initial light came from the same source the substitution k1 = k2 = 2piσ
can be made. In addition, define a new angle, α, which represents the relative difference
between the x-axis rotations of the diffraction gratings such that α = 2(φ− ψ). The optical
path difference now becomes
k1 · r− k2 · r = 2piσ(2γx+ αy) . (2.41)
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Entering this form of the optical path difference into the analysis done to reach equation 2.22
changes it to give
I(x, y) =
∫ ∞
0
B(σ)(1 + cos(2pi(4x tan(θL)(σ − σL) + σyα)))dσ . (2.42)
There are a number of things to note about this equation. First, is that when substituting
γ the ± can be dropped due to the sign convention being handled in the G2 reflection.
Second, if α is set to zero, as was the assumption in the previous analysis, then equation 2.22
is recovered again. Third, when the relative x-axis rotation between the diffraction gratings is
nonzero then the interferogram depends on both x and y instead of just x. The y dependence
will produce fringes in its dimension of a frequency (fy) equal to
fy = σα (2.43)
which can be found in the exact same way equation 2.24 was except changing the perspective
from the x-z plane to the y-z plane.
The fringes produced in the y overlay with the fringes in the x and result in the observed
fringes being rotated by an angle ν, where
tan(ν) =
fx
fy
(2.44)
and fx is the frequency from equation 2.24. The direction of this rotation changes depending
on the sign of fx which is the result of where σ is with respect to σL. The end result of all of
this is when α is nonzero then the σL aliasing can be resolved via the information stored in
the direction of fringe rotation; however, a two dimensional Fourier transform is required to
do this.
2.7 SHOW
SHOW is a SHS instrument originally prototyped at York University [Lin, 2010] as part of
a Canadian Space Agency Advanced Studies Project. Later a balloon and aircraft worthy
flight version of SHOW was developed by industry partner ABB also in cooperation with the
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Canadian Space Agency and the University of Saskatchewan. The University of Saskatchewan
now leads the SHOW project. Figure 2.8 below depicts the SHS system of SHOW which is
designed to measure limb scattered sunlight to determine the atmospheric water vapour con-
centration in the UTLS by recording spectra between 1363 nm and 1366 nm to a resolution
of ≈ 0.02 nm. This spectral region was chosen since it centres around a strong vibrational
absorption band of water vapour and limb viewing geometry is used since the long term
goal of the SHOW design is for eventual deployment in low earth orbit. This geometry pro-
vides high vertical resolution and along track spatial sampling which is ideal for meeting the
scientific needs of the atmospheric community.
Figure 2.8: SHS system of SHOW. The large chunk of glass depicted is the monolithic
design of the beam splitter and two diffraction gratings.
SHOW observes the limb through anamorphic entrance optics which collimate the light
in the horizontal plane but focus the light in the vertical plane. This configuration images
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the limb on the diffraction gratings and allows for the input light to be collimated in the
interference plane allowing for the formation of interferograms while allowing for altitude
information to still be independently resolved. In addition, this averaging collimates any
structure in the field of view such as clouds. The diffraction gratings are imaged by the
Raptor Photonics Owl 640 InGaAs detector inside of SHOW though a set of exit optics
which provide appropriate magnification. This arrangement allows for a direct mapping of
each row of the detector to a different observed tangent altitude. As such, the instrument
has as many lines of sight as detector rows which image the illuminated diffraction gratings.
The Owl 640 detector in SHOW has a 640 x 512 detector array rotated so the 640 di-
mension is along the vertical (altitude) dimension of the instrument. The rotation was done
so that each row interferogram would be read out along the same scheme as the readout
electronics. This is necessary to minimize the inter-pixel variation along a row due to hav-
ing different biases from the electronics that would make the interferograms much harder to
interpret. In this configuration the bore sight of the instrument corresponds to the three
hundred and twenty second row of the detector with the zeroth row being at the bottom.
The top and bottom limits of the useful rows, or rows that imaged the illuminated gratings,
are on the one hundred and ninety seventh row and the four hundred and ninety first row of
the detector inclusively and respectably. This results in two hundred and ninety five usable
lines of sight from the instrument and through verification done at ABB each row maps to
a 0.0125◦ vertical field of view of the atmosphere. This results in the total vertical field of
view of SHOW being 3.69◦.
Table 2.1 below shows the remaining relevant specifications of SHOW. These specification
come from [Langille et al., 2017] but due to practical effects like temperature variation some of
these properties can vary and these values should be recognized as the baseline specifications.
Note that the hight and width of the Owl 640 pixel has been modified slightly from the data
sheet which states both the hight and width as being 1.46× 10−3 cm . This was done to
compensate for observed detector pixel response.
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SHOW Specifications
Littrow Wavelength 1363.715 nm
Littrow Angle 0.4975798 rad
Diffraction Grating Groove Density 7000 cm−1
Relative Difference Between X-Axis Grating Rotation (α) 1.0158× 10−4 rad
Horizontal Grating Width 4.4 cm
Vertical Grating Width 3.0 cm
Individual Transmission of Entrance & Exit Optics 0.8
Transmission of SHS 0.46
Individual Horizontal & Vertical Magnification 0.223
Individual Field Widen Half Angle Horizontal & Vertical 6.9813170× 10−2 rad
Resolving Power 51527.84
Number of Usable Detector Pixels in the Horizontal 494
Number of Usable Detector Pixels in the Vertical 295
Individual Hight & Width of Detector Pixel 1.46× 10−3 cm
Detector Quantum Efficiency 0.85 e− photon−1
Low Gain Detector ADU Conversion 39.67 e− ADU−1
High Gain Detector ADU Conversion 0.61 e− ADU−1
Low Gain Detector Well 6.5× 105 e−
High Gain Detector Well 1.0× 105 e−
Low Gain Detector Readout Noise 195 e−
High Gain Detector Readout Noise 50 e−
Detector Dark Current 5.3× 103 e− second−1
Table 2.1: Table of typical SHS specifications for SHOW. Note that some properties
change with effects like temperature.
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2.8 Thesis Motivation
SHOW was installed on board the ER-2 Science aircraft for a demonstration campaign in
July of 2017. SHOW as an instrument, and more broadly SHS technology, is largely unproven
for the application of atmospheric measurements like water vapour. To this end, the main
mission of this campaign was not to obtain scientifically useful results but to verify SHOW as
being capable of measuring water vapour concentration in the UTLS within ±1 ppm, with a
vertical resolution of less than five hundred meters, and with high spatial sampling [Langille
et al., 2018] as proof of the instrument concept. The long term goal of this exercise is to
further develop the SHOW concept and one day provide another tool to the atmospheric
community that can meet the call for high resolution and continuous observation of the
UTLS.
The purpose of this thesis is to provide insight into the work required to support and fulfil
the mission of the campaign. This support primarily required the development of a model
to facilitate extracting the water vapour concentration from the observed spectra. To do
this, a forward model capable of simulating the atmospheric radiance seen by SHOW is used
in combination with an instrument model that accurately simulates the interferograms and
spectra that SHOW produces. This simulation is then input to a retrieval algorithm that
determines the needed state of the forward model to reproduce the observed measurements
of SHOW. Through this process the water vapour concentration is determined.
In addition to the model development, there was a need to simulate the ER-2 campaign
before it took place. This served two purposes, one being a test of the software in processing
SHOW measurements, and two was to determine expectations and strategies for the campaign
itself. Further support for the SHOW mission also involved doing instrument calibrations for
SHOW, performing the analysis of the data, and reporting on the final results of the capability
of SHOW. All of which is work that needed to be done in the eventual accomplishment of
the end goal of the SHOW mission and to move a step closer to providing a better data set
of UTLS water vapour for scientific study.
Much of the work done in this thesis has contributed to [Langille et al., 2018] and [Langille
et al., 2019] but these publication are comprised of efforts from other sources as well. For
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clarity, the original efforts of the present work which contributed to these two publications
are:
• The overall development and construction of the model.
• Development of required supporting algorithms for the model.
• Development of the instrument model.
• Setting up, executing, and analyzing the ER-2 campaign simulation.
• The collection of the raw data for the SHOW calibrations.
• Processing and analyzing the ER-2 campaign data.
It is also worth to further clarify that the efforts listed above had the scientific support of
other individuals as well. These individuals are those listed in the acknowledgements section
with relation to the University of Saskatchewan and the Institute of Space and Atmospheric
studies. However, particular recognition should be given to the head author of the two
publications, Jeff Langille. Jeff provided support to the efforts of the present work as a
co-worker and formulated the work into a cohesive publication.
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Chapter 3
Modelling and Simulation
To preform simulation and analysis of SHOW data a robust model was developed. The
purpose of the model is to not only accurately simulate the workings of a SHS, but to extend
that into atmospheric water vapour retrievals using SHOW data. Figure 3.1 below concep-
tually depicts the general process by which the model produces water vapour concentration
from observed spectra.
To accomplish this process atmospheric radiance must be reliably simulated and used
as input to a SHS instrument model (Figure 3.1 top left). The instrument model must use
the simulated radiance to produce an interferogram faithful to an interferogram of SHOW
(Figure 3.1 top right). Applying a Fast Fourier Transform (FFT) to the interferograms of
both SHOW and the simulation yields spectra. When the spectra is applied to a retrieval
algorithm (Section 2.4) the spectra made from an initially guessed profile is updated by
comparison to SHOW spectra until the modelled spectra converges (Figure 3.1 bottom left).
This results in an estimation of the water vapour present at the time of the measurements
(Figure 3.1 bottom right).
This chapter will go into detail the architecture used to construct the model, the forward
model used to simulate atmospheric radiances, the SHS instrument model, the retrieval
algorithm, and the other important tools required by the model.
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Figure 3.1: Conceptual depiction of the model process. Simulated radiance from an
estimated water vapour profile is given to a instrument model to produce simulated
measurements. Real measurements are compared with simulation to produce a better
estimation of a water vapour profile to use in the model. This is iteratively repeated
until simulation matches real, resulting in a water vapour profile which would produce
the real measurement.
3.1 Modelling Approach
Here a succinct overview of the approach to the model’s architecture will be presented to
provide some context on the flow of the SHOW data analysis. The model is written entirely
in Python 3.x and follows an object orientated design. The only exception to this is the base
code of SASKTRAN which is written in C/C++ but still makes use of object orientated
design principles [Bourassa, 2007]. The overall structure of the model, information flow, and
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brief descriptions of the functionality of individual parts are shown in Figure 3.2 below. The
portrayal in this figure is a simplified picture of the actual code but is true to the essence of
the code’s object layout and purpose.
As Figure 3.2 shows, the model is broken down into eight objects each with its own
function. The backbone of the model is comprised of SASKTRAN, the SHS Model, and
the Retrieval Algorithm. SASKTRAN is a radiative transfer model and is used to simulate
atmospheric radiance following the geometry present in some SHOW measurement. This
radiance is given to the SHS instrument model which has been configured to be as true to
the state of SHOW at the time of the measurement as possible. The purpose of the instrument
model is to artificially imprint the instrumental effects of SHOW onto the simulated radiance
from SASKTRAN. Following a FFT of the modelled interferograms, the spectra is then input
into the retrieval algorithm to provide an estimation of the water vapour in the atmosphere.
The Water Species object creates the measurement vectors used by the retrieval algo-
rithm by applying normalization and formatting to the radiances. The Optimization object
determines what parameters are desired by the SHS instrument model to best match the
conditions SHOW experienced during a measurement. Finally, the Systematic Correction
uses a sample set of real SHOW data to provide a correction which combats behavioural
affects of within the detector of SHOW that are difficult to calibrate out.
Five of the six previously mentioned sections will be discussed in further detail later in this
chapter with the Systematic Correction being discussed in Section 4.4.1; however, the Model
Launcher and Wrapper Classes will not be discussed at all. These two sections are important
to the functionality of the model but are entirely coding infrastructure to aggregate and
distribute data through out the model and contain nothing more worth mentioning beyond
that.
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Figure 3.2: Simplified architecture of the modelling approach. The bottom four boxes
display the iterative loop which results in water vapour profiles.
3.2 SASKTRAN
SASKTRAN is a radiative transfer model that was developed by A. E. Bourassa [Bourassa,
2007], D. A. Degenstein, and E. J. Llewellyn for use in processing Osiris measurements
[Bourassa et al., 2008]. It employs the same radiative transfer theory described in Section 2.3
but for the purposes of this thesis the more detailed workings specific to SASKTRAN will
be covered here in brief to contextualize its role as a forward model for the simulation and
analysis of SHOW data.
Following the needs of Osiris, an instrument which measures light in the limb, SASK-
TRAN was developed specifically with limb measurements in mind making it an ideal choice
for SHOW. It breaks up the atmosphere into a number of homogeneous spherical layers of
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variable thickness above the earth. As stated before, the specific chemical composition and
properties of these layers, such as amount of water or particle size of aerosols, can be user
defined but sources such as MSIS90 and ECMWF are readily available to provide back-
ground climatology. This atmosphere is then set in a geocentric coordinate system with
the zˆ axis pointing from the Earth’s centre to the North Pole and the xˆ axis leading to the
prime meridian; the yˆ axis is set according to the conventional right hand rule. The position
of the Sun can be set manually as a unit vector within the geocentric system or it can be
set automatically by providing a Modified Julian Date (MJD). An observer is then placed
within the model with its position and lines of sight defined within the geocentric system.
Over a wavelength region of interest, SASKTRAN then calculates the radiance observed by
the instrument following the scattering and emission properties of the defined atmospheric
state, including the user defined albedo of the Earth’s surface. Figure 3.3 below conceptually
displays the scenario that SASKTRAN models for an observer with a single line of sight. If
more then one light of sight is desired, as is the case with SHOW, the scenario is repeated
using the different geometry. What makes SASKTRAN ideal for limb observations is its abil-
ity to accurately calculate different cases of photon scattering in the atmosphere including
single scattering, multiple scattering, and albedo scattering.
Figure 3.3: Conceptual picture of SASKTRAN modelling. Photons from different
scattering cases are seen by an observer (limb observing instrument) along one of its
lines of sight through different homogeneous layers of the atmosphere.
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To implement the calculation of these different scattering events, SASKTRAN uses the
method of successive orders. Essentially the radiative transfer equation (Equation 2.1) is
recursively repeated to model a photon path of multiple scattering points before entering the
observer’s line of sight. Modelled light from the Sun becomes incident on the atmospheric
state specified by the user and the calculation of the scattered light from this event creates a
first scattering term. The term from the first incident of scattered light is then proliferated
through the atmosphere again to make a second term and so on. This processes can be
repeated as many times as the user desires at the cost of increased computational time.
3.3 SHS Instrument Model
The ultimate purpose of the instrument model within the context of the simulation is to
accurately simulate the instrumental affects of SHOW and imprint them onto the radiances
produce by SASKTRAN for the purposes of preforming the water retrieval. Examples of
these instrumental affects include the resolution of the measurements, the aliasing affects
imposed by the SHS method, intensity losses due to transmission coefficients of the optical
components, noise caused by the electronics of the detector, affects of non-perfect optical
alignment, the imprint of the filter bandpass, and various temperature dependant changes.
The SHS instrument model was designed and constructed to be as abstract as possible
and as such is not inherently specific to SHOW. It allows for each design property of a SHS
instrument, including detector properties, to be specified or automatically calculated to meet
the user’s needs. As such, the model could be used in any python modelling project involving
a SHS. However, in the context of the current work it will be discussed from the perspective
of modelling SHOW specifically where applicable. The following will explore capabilities of
the model and how the results were achieved.
3.3.1 Interferogram Modelling
Fundamentally, the instrument model needs to accurately calculate interferogram signals
(Equation 2.42, shown again below as Equation 3.1 for easy reference) to produce the inter-
ferogram measurement results of SHOW (or any other SHS instrument) in the ideal case.
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However, to model non-ideal cases such as temperature effects within a simulation, adjust-
ments to this equation need to be made which will be outlined here.
I(x, y) =
∫ ∞
0
B(σ)(1 + cos(2pi(4x tan(θL)(σ − σL) + σyα)))dσ . (3.1)
Recall that Equation 3.1 describes the measured intensity as a function of a position
on the diffraction gratings as defined by x and y within the coordinate system of the SHS.
Since x and y are functionally positions on the imaging detector (after the projection of the
exit optics), Equation 3.1 has to be evaluated at every pixel on the detector. For large
detector arrays this can add up to a non-trivial amount of computational time, especially
when coupled with retrieval algorithms which will repeat the whole calculation many times
over. Therefore, Equation 3.1 is re-written in terms of matrix operations for computational
speed starting with the definitions of x and y. Based on the pixel dimensions of the detector
projected through the exit optics onto the diffraction gratings, the arrays of x and y can be
defined as
x =
[
−xw
2
+ xoffset −xw
2
+ 1 + xoffset · · · 0 · · · xw
2
− 2 + xoffset xw
2
− 1 + xoffset
]
y =
[
−yh
2
+ yoffset −yh
2
+ 1 + yoffset · · · 0 · · · yh
2
− 2 + yoffset yh
2
− 1 + yoffset
]
(3.2)
where xw
2
and yh
2
are respectively the number of pixels which make up the width and height
of the detector divided by two. This imposes a Cartesian grid system on the projected
detector pixels in which the centre pixel is the origin. In a perfectly aligned SHS the centre
pixel would correspond to the zero path difference in the horizontal (xˆ) dimension and the
principle horizontal fringe in the vertical (yˆ) dimension (should α 6= 0) which occurs at the
optical axis of the instrument. The values xoffset and yoffset are shifts which move the origin
of the imposed detector grid from the geometric centre pixel of the detector to whatever pixel
these fringe conditions occur on thus modelling any misalignment of the imaging detector
with respect to the optical axis.
It is worth noting further that the yoffset shift can also incorporate a pseudo-correction
to the angle α. Since α is determined by the physical geometry of the diffraction gratings an
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error in its calculation will be constant. Due to this an effective correction can be applied
just by changing the value that yoffset is adding; however, the nature of the correction is such
that it would have to be determined numerically in comparison with real interferograms to
be properly applied.
The coordinate system of the projected detector in Equation 3.2 simply labels each pro-
jected pixel with an index but the required units need to be the inverse of the wavenumber
units for Equation 3.1 to make sense. Therefore, the units of x and y need to be converted
into a length. Additionally, as stated before, the detector images the diffraction gratings
through the exit optics so the magnification of the exit optics needs to be factored into this
unit conversion as well to compensate for the aforementioned projection. This is a simple
matter of mapping the physical length of each pixel in both dimensions to the physical length
on the diffraction gratings which it images. This can be written as
xp = x(
Wdet
MxNx
)
yp = y(
Hdet
MyNy
)
(3.3)
where xp and yp are the projected pixel arrays in the xˆ and yˆ directions respectively, Wdet is
the physical width of the detector array in the xˆ direction, Hdet is the physical width of the
detector array in the yˆ direction, Mx and My are the magnification factors of the exit optics
acting on the xˆ and yˆ directions respectively, and Nx and Ny are the number of pixels that
makes up the detector in the xˆ and yˆ directions respectively.
Recall that the entrance optics of SHOW are anamorphic such that light in the horizontal
is collimated but light in the vertical is focused to resolve altitude. This allows for a mapping
of atmospheric tangent altitudes to detector rows via the mapping of the detector to the
gratings done above. So the implementation of the affects of the entrance optics begins
with determining the spectral density (previously noted as B(σ)) for each tangent altitude
observed by each row using SASKTRAN. This produces a radiance matrix (R(y,σ)) in
units of photons sr−1 nm−1 cm−2 s−1 and with dimensions equal to the number of detector
rows (Ny) and the number of wavenumbers used in the SASKTRAN calculation (Nσ). This is
then converted and scaled into an appropriate spectral density (B(y,σ)) of units ADU nm−1
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observed by the detector with
B(y,σ) = R(y,σ)diag(F(σ))(
(QE)(τfτbτSHS)ΩMxWpixelMyHpixelT
g
) (3.4)
where QE is the quantum efficacy of the detector, Ω is the solid angle of a projected pixel, Wpixel
and Hpixel are the physical widths and heights respectively of an individual pixel, τf and τb
are the transmission coefficients of the front and back end optics respectively, τSHS is the
transmission coefficient inherent to the SHS itself which is nominally one half due to half the
input light escaping back out the front, T is the integration time of the detector’s exposure, σ
is an array comprising the wavenumbers used in the radiative transfer calculation, F(σ) is a
vector created from the wavenumber dependant transmission function of the SHS’s modelled
filter, and g is the detector’s gain or a conversion from measured electrons to analog-digital
units.
Equations 3.2, 3.3, and 3.4 have formulated the quantities within Equation 3.1 to incor-
porate various sources of imperfections and practical parameters. All that remains is finishing
the description of the matrix implementation. The term within the cosine of Equation 3.1
can easily be broken into two parts, each describing the horizontal and vertical behaviour of
the interferogram (Θx, Θy respectively), and rewritten in matrix form giving,
Θx = 8pi tan(θL)xp(σ − σL1)
Θy = 2piαypσ
(3.5)
where 1 denotes the identity matrix. Thus, we can define
Θxy = Θx + Θy (3.6)
but note that Θx has dimensions of Nx and Nσ and that Θy has dimensions of Ny and Nσ.
Therefore, in order for Equation 3.6 to be valid and produce the correct result both Θx and Θy
need to be repeated and reshaped with respect to the other so that they are both of
dimensions Nx, Ny, Nσ. With this in mind Equation 3.1 can be rewritten as
I(x,y) =
∫ ∞
0
B(y,σ)(1 + cos(Θxy))dσ (3.7)
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where the matrix inside the integral is of dimensions Nx, Ny, Nσ. The integration is then
performed by the composite trapezoidal rule resulting in the interferogram matrix (I(x,y))
of dimensions Nx and Ny.
By inputting parameters into the model which accurately describe the state of the real
SHS instrument at the time of its measurement Equation 3.7 does accurately simulate an
interferogram with the same instrument affects in the actual measurement. It is worth
mentioning that there are still improvements that can be made to the model that incorporate
even more non-ideal effects such as a detector that is rotated with respect to the optical
axis, off-axis rays, poor focus in the optical system, and other various optical aberrations or
imperfections. However, as will be demonstrated later in the present work, further modelling
of such affects was not necessary in the scope of this work. Such imprints were combated in the
real data with various calibrations so that the present model agreed to SHOW measurements
within acceptable tolerances. With that said, implementing these affects into the model
remains a source of future work.
3.3.2 FFT Procedure
Included in the modelling package are the algorithms which turn the SHS interferograms
into usable spectra. The algorithms have the ability to do both one dimensional and two
dimensional FFTs on the interferograms. Recall that the advantage of the two dimensional
FFT is its ability to resolve σL aliasing where an one dimensional FFT cannot. However, for
the purposes of SHOW the two dimensional FFT is not useful since the altitude information
resolved in the vertical is lost. To maintain the altitude resolved spectral information the
fringe patterns on each individual row must be put through an one dimensional FFT.
From Equation 2.42 it is clear that there are two additive components which make up
the fringe pattern on the interferogram. There is a constant term which depends only on the
spectral density and a cosine term which results from the interaction between the wavefronts
of the two interferometer arms. The constant term is of no interest since it contains no
information about the interfering wavefronts where as the cosine term, hereby called the
phase dependent term, is of interest since it contains the spectral information which can be
extracted with the FFT. In a modelling case, the constant term can be removed from an
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interferogram easily by calculating and subtracting off
∫∞
0
B(y,σ)dσ but in a realistic case
this cannot be done so a row by row subtraction of the mean of the full interferogram row is
done instead. In either case, one ends up with an interferogram of the form
I(x, y) =
∫ ∞
0
B(σ)(cos(2pi(4x tan(θL)(σ − σL) + σyα)))dσ (3.8)
which is appropriate for a two dimensional FFT but does break the ideal form of an one
dimensional FFT unless α = 0. However, as will be shown later, treating Equation 3.8 as
one dimensional for the intents and purposes of the present work produces acceptable and
interpretable results.
The next step is to perform an apodization on the phase dependent interferogram. This
is done to smooth the discontinuities at the ends of the interferogram improving the Fourier
Transform. A hanning window was chosen to do this so as to smooth the interferogram down
to zero on the end points ensuring continuity in the spatial FFT. For ideally modelled data
this has little affect since the fringe patterns are very clean to begin with but for noisy data
this can significantly improve the quality of the spectra. Figure 3.4 below shows examples of
both the one dimensional and two dimensional versions of the hanning window used in the
apodization. In the case of the one dimensional window, the function is multiplied with each
row of the interferogram individually. In the two dimensional case, the window is applied to
the whole interferogram at once.
Figure 3.4: One and two dimensional Hanning windows used for apodization.
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From this point extracting the spectra from the apodized interferogram is a simple matter
of performing an one dimensional or two dimensional FFT as appropriate. The absolute value
of this needs to be taken to incorporate any imaginary component. Then there is still work
somewhat unique to a SHS remaining on identifying the wavenumbers/wavelengths of the
observed spectra thus converting Be(σ
′) back into Be(σ) which is different from B(σ) only
by an amplitude scale factor. If desired, the exact scale factor can be found by inputting flat
uniform radiance into the model, taking the FFT of the interferogram, and finding the scale
factor to turn the amplitude of the resulting spectra back into one.
Recall, the expression for the max observable spatial frequency in Equation 2.25. In order
to capture this frequency correctly and meet the Nyquist criteria the sample frequency has
to be twice as high as this value such that
fsample = (2)4 tan(θL)∆σ (3.9)
where fsample is the sampling frequency along the horizontal (xˆ) direction. Knowing that the
signal length is simply Nx, the observed spatial frequencies can then be found with
fo = (fsample/Nx)xidx (3.10)
where fo is the observed frequencies along the plane measuring the Fizeau fringes, and xidx
is x as described in Equation 3.2 but with a xoffset equal to zero since now the data is being
viewed in a purely signal processing context. The observed wavenumbers can be found using
σo =
fo
4 tan(θL)
+ σL1 = (
2∆σ
Nx
)xidx + σL1 (3.11)
where σo is the index of wavenumbers corresponding to the spectra. It should be noted that
one of the limits of the returned wavenumbers will fall short of the SHS’s spectral range
by one increment of the resolution due to Equation 3.2. Since there is required to be one
and only one zero pixel in this index both ends of the x array cannot be at xw
2
and will not
mathematically meet the spectral range. However, in practise this is only noticeable when
taking the two dimensional transform. When the one dimensional transform is taken half
the returned spectrum will be a reflection of the other half due to the aliasing nature of the
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SHS which cannot be resolved using α in this case.
Mathematically speaking, the FFT is being taken on purely real input so the output is
Hermitian-symmetric. The negative frequency terms are redundant complex conjugates of
the positive terms. When taking the one dimensional FFT it makes more sense to only look
at half of the full FFT and then take care to assign the new x array based on the domain
begin observed as shown in Figure 2.6. Depending on the domain, x in Equation 3.11 can
be recast into a truncated form
xR =
[
−xw
2
−xw
2
+ 1 · · · 0
]
xL =
[
0 · · · xw
2
− 1 xw
2
] (3.12)
where xR is used in a right domain case and xL is used in a left domain case. The first, more
two dimensionally purposed, description yielded Nx points; this description is effectively a
real-valued FFT which returns (Nx/2) + 1 points and will meet the spectral range in the
domain being examined.
3.3.3 Noise
For the purposes of simulating the operation of a real SHS instrument such as SHOW with
accuracy it is important to have the ability to model and quantify noise. In the context of
the present work the modelling of noise is critical in simulation of SHOW campaigns to get
a sense of desired SNR for the purpose of meeting retrieval precision goals. Furthermore, it
provides a mechanism to check if one can accurately quantify the amount of noise in a single
interferogram. This section outlines the cause of noise on the interferograms, how it can be
modelled, and how it can be estimated in real measurements.
As explained in Electronic Imaging In Astronomy - Detectors and Instrumentation [McLean,
2008] if instrument calibrations have been applied such that relevant values for electronic read
out noise and the gain can be established, then the generic noise on the measurement will
have only two sources: Poisson noise (pn, also called photon or shot noise) which is caused
by the uncertainty associated to the distribution of photons over time, and the electronic
readout noise (rn) associated to the effects of operating the electronics. Both of these noise
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components physically present themselves as electrons in the measurement electronics and
add in quadrature giving the expression
(
n
g
)2
=
(
pn
g
)2
+
(
rn
g
)2
(3.13)
where n is the noise in electrons, and g is gain which converts each term into the desired units
of of ADU. The left hand side of this expression is simply the variance in the measurement
and, in accordance with Poisson statistics, pn can be expressed as the square root of the mean
signal. Accounting for the unit conversion between electrons and ADU this takes the form
of pn =
√
(g)sm, where sm is the signal in ADU averaged over time. Making this substitution
into Equation 3.13 yields
vm =
sm
g
+
(
rn
g
)2
(3.14)
where vm is the variance of the measurement in ADU.
It is worth highlighting here that the ability to model or quantify noise in a SHS in-
terferogram depends significantly on the quality of the calibrations such as the flat field.
The higher the quality of calibrations, more applicable the data sheet values for for rn and g
get, and the more physical Equation 3.14 becomes. When simulating noise on a modelled
interferogram sm is the signal mean after the dark current has been added into I(x,y). The
dark current is calculated to match the dark calibrations applied to any real interfeorgram
that the model is simulating. Finally, the square root of Equation 3.14 is taken to find the
standard deviation of the noise which is used to construct a normal Gaussian distribution
that adds random noise to each pixel in I(x,y). However, it should be noted that when using
the instrument model with a retrieval algorithm injecting artificial noise into the model only
serves to make the retrieval less precise. Instead the model should be run without adding any
noise to the simulated interferograms and only use an uncertainty on the real measurement
data.
To quantify the uncertainty in an interferogram, without using the quantities to construct
it in the case of a simulated interferogram or if they are simply unknown as the case for a
real interferogram, a SNR is calculated. Finding an estimation of the SNR in interferogram
space is a simple processes shown in Fourier Transform Spectrometry [Davis et al., 2001].
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This processes assumes that, in a two arm interferometer like a SHS, the signal at the zero
path is dependent only on the intensity of the input beam and that its error is independent
of path position such that
I0 = Ia(0) + Ib(0)±
√
2a + 
2
b (3.15)
where I0 is the intensity at the zero path position, Ia(0) and Ib(0) are the intensity contri-
butions of each arm at the zero path, and a and b are the errors associated with each arm
added in quadrature. In this scenario the SNR simply becomes the ratio of the observed
signal and the error in the measurement which is expressed as
SNRx =
I0√
2a + 
2
b
(3.16)
where SNRx is the signal to noise ratio in interferogram space.
When looking at a real or simulated interferogram in the context of SHOW the SNR is
taken at a row by row basis since the interferogram is vertically resolved in altitude and each
row will have independent intensity levels. As such the I0 term for a row can simply be taken
as the intensity at the zero path position for that row. The corresponding error term is made
with the assumption that the error is totally dependent on Poisson statistics which is only
true if corrections such as dark and readout noise have been applied. However, in this case
the error can simply be taken as the square root of the signal I0 at that row such that
SNRxi =
I0i√
I0i
g
(3.17)
where the subscript i now denotes a particular row on the interferogram. The gain factor has
to be included in the square root to make the units of SNR dimensionless since the quantities
are in units of ADU and not raw counts.
Equation 3.16 and 3.17 describe the SNR in interferogram space but, as said already and
discussed more later, the retrieval algorithm is designed to work with SASKTRAN in spectral
space. As such, calculating the SNR in spectral space is required to assign uncertainty in the
measurement for the purposes of retrieving water vapour. Fourier Transform Spectrometry
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[Davis et al., 2001] also lays out this transformation by following the power of the noise from
the interferogram domain into the spectral which results in
SNRσ =
Be(σ)
σ
=
√
2
Nx
Be(σ)
Be avg
(SNRx) (3.18)
where SNRσ is the signal to noise ratio in spectral space, σ is the spectral error, and Be avg
is the average spectral intensity. However, in the case of the SHS modifications to this
formula need to be made. First a factor of square root two needs to be removed since in
the initial formulation of Equation 3.18 this factor comes about by assuming only the noise
in the real domain is applicable. In the case of the FFT procedure used in the present
work, the absolute value of the resulting complex spectral density is taken. This incorporates
the imaginary parts so the imaginary noise also needs to be accounted for by getting rid of
this root two factor. Next, the spectral SNR is taken on a row by row basis for the same
reason, and in the same way, as was done with the interferogram SNR. Finally, since the
interferogram undergoes apodization a scale factor needs to be included to account for its
effects. Applying these adjustments leads to Equation 3.18 becoming
SNRσi = A
√
1
Nx
Be(σ)i
Be avg i
(SNRxi) (3.19)
where A is the scale factor for the apodization which a Monte Carlo style simulation found
numerically to be approximately 1.6 for the hanning windows used. It was confirmed that the
apodization factor was actually a result of the hanning apodizaton when the simulation was
run again without the hanning window and the factor was no longer needed. Section 3.3.4
has more detail on the execution of the Monte Carlo style simulation.
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3.3.4 Results
With the theory behind the SHS technique explained in Section 2.6 and its implementation
to the simulation described in the other parts of this section all that remains is the evaluation
of the SHS model’s performance. As mentioned earlier the model is capable of doing both
one and two dimensional transforms of the interferograms; however, the two dimensional
transform trivially returns a full spectrum which is an effective average of all the spectra in
all vertical rows. Since no vertical information can be kept it is of no use to the application of
the present work and as such only the one dimensional transform will be discussed here. To
begin, the model was configured with the SHOW parameters from Table 2.1 with different
filter functions used to accommodate the evaluation and various forward model inputs given
to examine the performance of the model.
First, the most basic scenario involving quasi-monochromatic light. In this case there
is no tilt in the diffraction gratings such that α = 0 and the quasi-monochromatic input
used is at 1364.0 nm with a width of 0.02 nm. This wavelength was picked since it is very
close to λL. From the theory, this case should produce uniform Fizeau fringes along the
entire vertical dimension of the detector with a frequency predicted by Equation 2.24. This
equation can be slightly modified to find the frequency in arbitrary pixels (fx pixel) such that
it becomes
fx pixel = 4 tan(θL)(σ − σL)Wpixel
M
(3.20)
where Wpixel is the physical width of a pixel on the detector. Doing this calculation yields an
expected, theoretical, fringe frequency of 0.0218 pixel−1 which, when considering the number
of pixels in the detector of SHOW, should produce eleven observed fringes. The resulting
interferogram of the SHS model under these conditions is shown in Figure 3.5 which indeed
shows eleven uniform fringes across the entire detector as expected.
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Figure 3.5: Simulated interferogram for a basic quasi-monochromatic case.
To confirm the spatial frequency of the fringes more accurately, a cosine fit was pre-
formed on the interferogram row shown in Figure 3.5 which resulted in a fit frequency
of 0.0215 pixel−1. The fit frequency of 0.0215 pixel−1 and the theoretical frequency of 0.0218 pixel−1
differ by only 3.0× 10−4 pixel−1 or 1.39% which shows high agreement between theory and
model. In addition, notice the shape of the envelope which differs the interferogram row
from the cosine fit. This envelope is caused by the quasi-monochromatic light not being of
infinitely finite width. Increasing or decreasing the width of the quasi-monochromatic input
will increase and decrease the envelop imprint respectively. Another consequence of using the
trapezoidal integration is an under calculation of spectral magnitude for sharp gradients in
the spectrum as can be seen in Figure 3.6 below. This effect is less of a concern for analysis
of a continuous spectrum than it is for quasi-monochromatic light but it is still a notable lim-
itation of the model especially around absorption features. A continuous spectrum example
will be shown later to better show the limitation in a SHOW application.
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Figure 3.6: Simulated spectrum for a basic quasi-monochromatic case.
Regardless of this inaccuracy the model still identifies the input source with correct wave-
length. Furthermore, you can observe the line broadening of the quasi-monochromatic light
due to the resolving power of the SHS. Given SHOW specifications the expected resolution
is about 0.0265 nm at this wavelength. With the input spectrum being made of light in
the range of 1363.99 nm to 1364.01 nm we should expect signal to be observed in the range
of 1363.9635 nm to 1364.0365 nm which is seen in the above figure.
Limitations of the numerical integration aside, the above example show the model cor-
rectly simulating the interferogram, fringe frequency, spectrum, and resolution expected from
the SHS for quasi-monochromatic light. Repeating the example above but adding in a rel-
ative rotation between the diffraction gratings, such that α 6= 0, should produce the same
interferogram pattern in Figure 3.5 expect with a row dependent phase shift. The phase
shift should present itself by tilting the fringes and a phase offset be added to the observed
cosine curve predicted by 2piσyα. Running this scenario through the model produced the
interferogram seen in Figure 3.7 below which again shows the expected eleven fringes but
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tilted as expected.
Figure 3.7: Simulated interferogram for a basic quasi-monochromatic case with alpha
rotation.
The non-arbitrary row plotted in this figure is row fifty which results in a predicted phase
shift of 2piσyα
Wpixel
M
equal to −1.55. The cosine fit to this interferogram has the same (and
expected) fringe frequency as the α = 0 but now included a phase shift of −1.65 which differs
from the theoretical value by 0.1 or 6.25% showing reasonable agreement between theory and
model.
To demonstrate that, for the purposes of SHOW, treating the two dimensional interfer-
ogram as one dimensional produces acceptable results Figure 3.8 below shows the spectrum
given by the one dimensional FFT applied to each row of the two dimensional interferogram
above. Notice that despite the phase shift given by the relative rotation of the gratings
and the tilted interferogram that the resulting spectrum is identical to what was seen in
the α = 0 case. Note that additional complications of treating the two dimensional case as
one dimensional do arise when aliasing is involved but to better quantify that aliasing in the
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one dimensional case should be evaluated first.
Recall that within the SHS system there are two potential sources of aliasing: Nyquist
and σL aliasing. The σL aliasing is caused by the even nature of the cosine term in equation
in Equation 2.42 and, in the case where α = 0, should present itself simply by adding the
input intensities of one wavenumber domain into the other. In Figure 3.9 below a completely
flat spectrum was given to the SHS instrument model which had intensities on both sides
of λL and the one dimensional transform was taken with respect to the right domain.
Figure 3.8: Simulated spectrum for a basic quasi-monochromatic case with alpha
rotation.
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Figure 3.9: Simulated flat spectrum showing aliasing about the littrow wavelength.
As predicted by theory, the intensity contribution from the left domain is directly added
onto the corresponding wavelengths in the right domain in this simple case. Likewise, the
aliasing caused by violating the Nyquist criterion can also be tested in the exact same way.
Figure 3.10 below again show the simple case of flat uniform radiance input into the model.
This time however the input went past the Nyquist sampling limit and the one dimensional
transform was taken in the right domain. From theory and basic knowledge of aliasing the
expected result of violating this limit should shift the aliased signal to the right of the left
Nyquist limit; however, given the σl aliasing of the SHS system, this signal is then reflected
about σL such that it appears as it was reflected about the violated limit.
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As Figure 3.10 shows the model again produces the result predicted by theory. Coupled
with Figure 3.9 the conclusion is reached that aliasing in the SHS model is handled correctly
in the one dimensional, α = 0, case as demonstrated by the input of simple flat uniform
radiance. As said before, the introduction of a non-zero α can significantly complicate the
behaviour of the aliasing. The addition of the phase shift in interferogram space translates
into spectral space in a sophisticated way for aliased signal. This presents itself as the aliased
signal oscillating between adding and subtracting itself to the non-aliased signal based on
detector row. Figure 3.11 below demonstrates this by repeating the exact same exercises of
the two aliasing cases shown in Figures 3.9 and 3.10 but now with α 6= 0. Section 3.6 will
show that the oscillation of the aliasing is physical and observed in real SHOW measurements
in addition to the SHS instrument model’s ability to correctly simulate the phenomenon.
Figure 3.10: Simulated flat spectrum showing aliasing caused by the nyquist limit.
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Figure 3.11: Aliasing behaviour for simulated flat spectrum when α 6= 0. Note the
vertical modulation as a result of the aliased signal.
Now that the fundamental behaviour of a SHS system has been shown to be correctly
simulated by the instrument model, the model can now be used with more complicated spec-
tra produced by SASKTRAN to observe the performance on realistic atmospheric spectra
that SHOW will observe. Figure 3.12 below shows the model’s ability to accurately capture
the spectral features of atmospheric radiance using 0.005 nm resolution input from SASK-
TRAN. Notice that overall shape and intensity of the spectrum is captured very well; however,
the ≈ 0.02 nm resolution of SHOW cannot capture a lot of the fine structure provided by
the input. The consequence of this is the spectrum returned by the model is a version of the
input signal which has been convolved down to the resolution of the instrument model.
Finally, to ensure that the theory behind the SHS instrument noise is correct, iterative
testing was done using the instrument model. Flat uniform radiance was given to the SHS
instrument model in a SHOW like configuration over its full spectral range and the one
dimensional transform of the resulting interferogram was taken. The resulting spectra was
taken as a true no noise SHS spectrum of the input. Next, at each of fifty iterations the same
input was given again but the spectra produced by the SHS instrument model had random
noise added in accordance with Equation 3.14. The standard deviation of the noisy (but
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otherwise flat) spectra was taken and was divided out of the true flat signal on a row by row
basis to calculate a SNR. This calculated SNR was divided by the theoretical SNR given by
Equation 3.19 to produce a row by row ratio between the calculated and theoretical cases.
The mean of this row by row ratio was taken to be reprsentative of the SNR ratio of that
iteration. The results of running the full fifty iterations are shown in Figure 3.13 below where
the ratio is approximantly one showing that the theory linking Equations 3.14 and 3.19 are
correct for application to a SHS system.
Figure 3.12: SHS model performance on atmospheric radiance.
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Figure 3.13: Iterative testing confirming the accuracy of modelled noise.
3.4 Retrieval Algorithm
The ultimate goal of the model is to retrieve the vertical profile of atmospheric water vapour
from the spectral radiance measurements made by SHOW. As alluded to before, the basic idea
behind doing this is to have a forward model simulate the atmosphere with variable water
vapour. The radiance produced by the forward model is then compared against SHOW
measurements and the water vapour within the forward model is updated based on this
comparison. The algorithm which does this comparison is called a retrieval algorithm and
the one used by the present work is the non-linear optimal estimation approach put forth
in Inverse Methods for Atmospheric Sounding: Theory and Practice [Rodgers, 2000]. This
algorithm has already been discussed in detail in Section 2.4 but it is worth making clear
that the state vector, as it is in the present work, is water vapour and that the Jacobian is
calculated by the used forward model - SASKTRAN.
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3.5 Retrieval Measurement Vector
As discussed in Section 2.4, the retrieval algorithm requires a measurement vector y, and
a forward model output F(xi) to solve the inverse problem. However, constructing these
quantities requires some thought and processing in order to optimize the end results of the
retrieval. This section will cover how these quantities are made and why they are made the
way they are for the purposes of SHOW water retrievals.
The vectors F(xi) and y are, for the intents and purposes of construction and formating,
the same vector with their only difference being the source of the data used to make them.
Vector y is constructed from a set of experimental spectra which measured the true state of
the atmosphere and vector F(xi) is made from the iterative output of the forward model being
put through the SHS instrument model. Ideally, the iterations of the retrieval algorithm will
update F(xi) such that F(xi) and y become equal within noise so the two vectors must be
constructed with the intent of comparing the two. Furthermore, the data used to make these
vectors is initially in the matrix format defined by the observed wavelengths and image height
of size (Nx/2) + 1 by Ny as explained in Section 3.3.2. This adds the additional requirement
that the matrix of instrument data needs to be reshaped into a vectorized format for the
retrieval algorithm.
To begin ensuring that the two vectors are comparable to each other, the wavelengths used
in the forward model need to make sense for the application. In a real application a SHS like
SHOW will measure a continuous spectrum of light within the passband of the filter. However,
a forward model like SASKTRAN will only calculate radiance for discrete wavelengths. For
the best results, the forward model should calculate a high resolution discrete spectrum which
is much finer than the resolution of the SHS. This allows the forward model to approximate
a continuous spectrum. However, this can be computationally expensive so it is possible that
only select wavelengths will be calculated by the forward model. In either case, the setup of
the retrieval defines a set of wavelengths, called the state wavelengths, which will be used in
the construction of both y and F(xi) to ensure that they are spectrally comparable to each
other. The state wavelengths should be selected to accurately capture the desired spectral
features and instrument effects for the retrieval, furthermore, these wavelengths should be
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directly calculated by the forward model for highest accuracy.
After the state wavelengths have been defined, the two sets of spectral data can be further
refined for the retrieval vectors by selecting only particular altitudes (Ny rows) to perform a
retrieval on. Doing this prevents altitudes which are too optically thin or thick to provide
a good water vapour signature from being used in the inverse problem since the injection of
insensitive altitudes will worsen the overall quality of the retrieval. It is difficult to determine
which altitudes should be used and which should be cut since it depends on the amount of
water vapour in the atmosphere, which is the quantity the retrieval is solving for. The most
robust way to determine the altitudes to use is to look at the sensitivity of the Jacobian
matrix during the retrieval. A second, more direct way, is to simply employ the trial and
error method over multiple retrievals and observe which altitudes produce the most stable
and reasonable solutions. Either way, once common wavelengths and altitudes have been
established for F(xi) and y the corresponding data can be extracted from the modelled and
measurement spectral data sets respectively for further processing.
Once the spectral data to use has been isolated for either F(xi) or y the next step is to
divide out the mean of the spectrum on a row by row (altitude) basis. The reason this is done
is to remove the dependence of intensity from the data and to compare only on the shape and
characteristics of the spectral lines in the retrieval. The line shapes and their relative depths
are directly affected by the amount of water absorption and provide a much better indicator
of water vapour concentration than raw intensity values. After this the final step in making
the vectors is to take the logarithm of the normalized spectral data set and then flatten the
two dimensional matrix into an one dimensional vector by stacking one altitude’s spectrum
after the other. The logarithm is taken for two reasons. The first reason is to help linearize
the inverse problem. Since the intensity of limb scattered radiance will follow the exponential
trend of atmospheric density with altitude, taking the logarithm of the spectral data will turn
the exponential trend into a linear trend which is easier for the retrieval algorithm to fit. The
second reason is that doing the retrieval in log space will help prevent unphysical negative
water densities from being a valid solution.
As one final note on the construction of F(xi) and y it is that typical that one would
perform a high altitude normalization on the spectral data instead of simply dividing by
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the mean intensity. By dividing all the spectral data by the spectrum of the highest used
altitude two things are accomplished. The first is that the relative intensity of the spectral
lines are highlighted better than what is done in a mean normalization. And the second is
this method can easily combat systematic errors in the data set or systematic inconsistencies
between a real instrument and the instrument model simply by dividing them out. The
reason this was not done for the retrievals in the present work is because of the aliasing
affects demonstrated in Figure 3.11. SHOW does exhibit this aliasing behaviour and when a
high altitude normalization is applied to these row dependant spectral affects it emphasizes
the instrument model’s ability to perfectly simulate the working state of SHOW as well as to
normalize the data by aliased spectral features which are ultimately unknown. Due to this
it was found during testing that just doing the mean normalization provided better results
than high altitude normalization.
3.6 Instrument Optimization
As Sections 3.3.4 and 3.5 allude to, having the SHS instrument model configured to be as close
to SHOW as possible is important to correctly match the instrument affects and preform the
retrieval. Furthermore, as Section 2.7 indicates, the properties of SHOW are not invariant
and change with temperature. While the changes are subtle they result in large impacts
on the measured interferograms, particularly with respect to aliasing, which need to be
accounted for in accurately modelling the instrument. To do this a method needed to be
developed which minimizes the difference between the state of SHOW during a window of
measurements and the SHS instrument model, thus optimizing the model to the true state of
the real instrument. This section will discuss this method with an example of its application
with lab measurements of SHOW.
The idea behind this optimization method is to model a high resolution spectrum which
is representative of the spectrum SHOW saw during some window of measurements and
give it as input to the model. The SHS model is then iteratively run while adjusting one
parameter such as the position of the filter or the α angle. On each iteration the resulting
spectra produced by the model in its current configuration is tested for its similarity to the
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SHOW spectra and given a score. After all desired permutations have been tested the model
configuration which produced the most realistic spectra is reported and used in simulating
SHOW measurements for data taken around the window of interest.
To demonstrate this in detail, laboratory measurements were taken with SHOW using
a large integrating sphere as the source input. A two dimensional FFT was taken of the
recorded interferogram to provide an example of the input spectrum to SHOW. Then a high
resolution simulation of the recorded spectrum was done in an attempt to reverse engineer an
appropriate input to the SHS model. Figure 3.14 below shows the modelled and measured
spectra plotted on top of one another for comparison. It is clear that despite the instrumental
effects in the recorded spectrum that the two spectra do not match perfectly; however, for
the purpose of minimizing the difference between SHOW and the model a perfect match is
not required.
Figure 3.14: Comparison of recorded and simulated lab spectra.
The reason the two spectra do not need to be identical is because the optimization al-
gorithm does not care about the reproduction of the initial spectrum but rather reports on
the configuration that has the smallest difference from the initial spectrum. The goal being
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to match aliasing affects seen in Figure 3.11, the detector offset discussed in Equation 3.2,
and other such properties. This is done by testing the spectra along both dimensions. Along
the spectral dimension (horizontal xˆ) the absolute difference between model’s spectra and
SHOW spectra is taken on a row by row basis. The mean of this difference is taken as a
measure of the each row’s similarity, with zero being ideal. Along the vertical (yˆ) dimension
the non-absolute difference is taken on a column by column basis. The standard deviation of
each column difference is taken as the measure of similarity, with zero again being ideal. The
configuration which produced scores closest to zero along each dimension is recorded. If the
optimal configuration for the horizontal test does not match the optimal configuration for
the vertical test then the solution is not used and the whole test is run again with modified
parameters to find a different configuration in which they do agree.
Figures 3.15 and 3.16 below show both the interferogram and spectra of the measured
SHOW lab data taken from the large integrating sphere along side the results of the SHS in-
strument model after the optimization was applied. In the applied optimization one single lab
measurement was reproduced using the same exposure time for the model as the actual mea-
surement. The optimization found that the modelled filter should be shifted by −0.08 nm,
α was equal to −1.0216× 10−4 rad, and the detector needed to be shifted by 15.77 pixels
horizontally and by −15.52 pixels vertically. It is important to note that the interferogram
and spectral characteristics such as the zero path position, zero path angle, and aliasing
modulation are virtually identical between the two. This is evidence that the optimization
algorithm ensured the SHS model was in an accurate configuration compared to SHOW.
While the two figures below may show that both the interferograms and spectra look a like,
it is important that a quantitative measure on the optimization’s effectiveness is supplied. A
direct comparison of the spectra shown in Figure 3.16 yields that the mean absolute difference
between the SHOW measurements and the simulation is 13.754 ADU nm−1. Since both spec-
tra should have the same noise this absolute mean difference should be attributed entirely to
the difference in the input spectra if the optimization worked. Comparing the spectra shown
in Figure 3.14 shows that the mean absolute difference between them is 13.367 ADU nm−1
which is only 0.387 ADU nm−1 or 2.85% lower than the difference found between the final
spectra. This suggests that the spectral difference of the final result is almost entirely due
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to the input spectra and that the optimization was very successful in reproducing the state
of SHOW, furthermore, that the SHS instrument model is also very capable of being an
accurate virtual substitute for the real instrument.
Figure 3.15: Comparison of SHOW lab measurement and SHS model interferograms.
Figure 3.16: Comparison of SHOW lab measurement and SHS model spectra.
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Chapter 4
SHOW ER2 2017 Campaign
It was the intention to fly SHOW on NASA’s ER-2 science aircraft since the present
work was started. The goal of this flight was to asses capability of SHOW to measure
water vapour spectra of high enough quality to facilitate atmospheric water vapour retrievals
within ±1 ppm accuracy and a vertical (altitude) resolution less than five hundred meters
[Langille et al., 2018]. Of course, any scientific information which could be gained by studying
the UTLS water content observed in this campaign would be desirable but the primary
mission was to validate SHOW, and more widely SHS technology, as applicable to atmospheric
remote sensing. To this end, only the validation of SHOW is within the scope of the present
work.
The work prior to the flight taking place involved two tasks. The first was to simulate
the campaign to asses the performance of the modelling software and to make campaign
expectations. The second was to develop a database of instrument calibrations to correct the
collected data for non-ideal effects. The campaign itself took place in mid July of 2017 out
of the Armstrong Flight Research Center. During the campaign three different flights took
place. The first was a qualification flight which was to test the integration of SHOW into
the ER-2 aircraft. The second flight was an Engineering flight purposed with experimentally
determining integration times for SHOW, establish flight procedures for the science flight and,
most notably, collect some in-situ radiosonde measurements to assist in later verification of
SHOW. The last flight was the science flight which collected measurements all along the west
coast of the United States of America. The final phase of work was to process the collected
data from the campaign, particularly, to demonstrate that SHOW was capable of meeting
its scientific goals through comparison to the radiosonde data. This chapter will describe the
work done during these phases of the project.
71
4.1 Campaign Simulation
Prior to the flights of the ER-2 campaign there was a desire to run a simulation of the expected
science flight. This simulation was done to form expectations of the altitude sensitivity of
water, SNR of the measurements needed, and the performance of the retrieval algorithm
along with its modelling capabilities. The methods and results of this work have already
been published in the Journal of Quantitative Spectroscopy & Radiative Transfer [Langille
et al., 2018] in which the present work contributed by constructing, executing, and analyzing
the results of the simulation. However, the topic will be covered here in a more succinct
manner for inclusion.
The need for better defining the SNR and sensitivity expectations is because limb scat-
tered spectral measurements fail to contain a quality imprint of the water features when the
observing line of sight is too optically thick or too optically thin as described by Equation 2.3.
In the case where there is very little water content, as there is in the higher instrument lines
of sight, the spectral imprint of the water is too weak against the noise of SHOW for the
retrieval algorithm and forward model to develop an accurate guess. These lines of sight are
too optically thin to be of use. Likewise, when the water concentration is very high, as they
are in the lower instrument lines of sight, there is so much water that the depth of spectral
features bottom out, resulting in loss of information about the concentration. Furthermore,
the pressure broadening of the features becomes so significant in these optically thick lines
of sight that the overall signal level gets lowered closer to the noise floor, again resulting
in a worse SNR. Inclusion of these poor quality measurements in the inversion problem will
worsen the overall quality of the retrieval since it will attempt to fit to the poor data at the
expense of higher quality data.
The simulation to understand these limits better was done using the model described
in Chapter 3 but without the inclusion of the systematic corrections or optimization. The
simulation and its retrievals were run in an entirely artificial capacity in which the instrument
model was used as the stand in for real SHOW data. SASKTRAN, which substituted Earth’s
atmosphere, provided the input to the instrument model to construct the measurement set.
The water vapour content in the measurement state of the atmosphere within SASKTRAN
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was set to an Environment and Climate Change Canada (ECCC) Global Environmental
Multi-scale - Modelling Air quality and CHemistry forecast model [Talbot et al., 2008] for
relative realism. Note that sharp discontinuous were observed in the forecast model which
were smoothed over in the simulation. Integration times of the exposures was selected to be
three hundred milliseconds to provide observed SNR between 250 and 600.
The flight path taken by the simulated SHOW instrument in constructing the measure-
ment set was broken into two legs: north and south. Both legs were simulated with the
instrument at a constant twenty two kilometres above sea level. Figure 4.1 below shows the
two flight paths, both of which start at 34◦ N, 118◦ W - the approximate location of the
Armstrong Flight Research Center (AFRC). The north and south legs take linear paths to
48◦ N, 125◦ W and 14◦ N, 125◦ W respectively. At the time of the simulation this was the
best knowledge of the planned flight path. In order to manage processing time and to match
the spatial resolution of the ECCC forecast model, five rows of the interferogram were binned
together to provide an interferogram which is smaller than the actual interferogram expected
from SHOW and measurements were only conducted every twenty nine kilometres along the
flight track.
Figure 4.1: SHOW ER-2 simulation flight path. Altitude was 22 km.
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Noise as described in Section 3.3.3 was included in the simulated data set but there are
still some realistic effects which are not present. As already noted, there is the systematic
correction which is required for real data that is not included in the simulation. This step
is simply not applicable under the artificial conditions. There is also pitch variation of the
aircraft in a real scenario which was not simulated in the constructed data set. In reality the
pitch variation would cause each y row of the interferogram to likely view a different altitude
from exposure to exposure or even cause smearing of the observed altitudes within a single
exposure. In practise this can be corrected to a large extent with accurate knowledge of the
aircraft position and orientation during flight but is not included in the present simulation.
Finally, there was no inclusion of clouds in the simulated data set but this is not particularly
relevant since interferograms of real data which show a localized increase of intensity due to
clouds are neglected in processing.
The results of the simulation are shown in Figure 4.2 below. This figure shows the true
state of the atmosphere as was in SASKTRAN along the two flight tracks, the retrieved
water concentration along the flight track, and the absolute difference between the two to
show the true error of the retrieval. The first take away from the results is that the scientific
goals of SHOW (retrievals within ±1 ppm accuracy and an altitude resolution less than five
hundred meters) are achievable, at least in theory, with the methods described in Chapter 3.
The error is largely less than ±1 ppm; however, the vertical resolution in the particular re-
trievals shown above is almost double that of the target five hundred meter goal. Reducing
the vertical resolution down to an acceptable level is not a significant challenge since, as
demonstrated more robustly in the published work [Langille et al., 2018], simply increasing
the SNR by averaging more exposures or increasing exposure time will reduce the vertical
resolution. The second result of the simulation was a better understanding of the water
sensitivity and retrieval limits. By virtue of the water content being so low at high altitudes,
the upper altitude limit of useful information is determined by the path length of the obser-
vation. Through experimentation the upper limit was constantly found to be about eighteen
kilometres. The lower limit, which is now dominated by the amount of water vapour instead
of path length, is determined by the examination of the Jacobian matrices K produced by
the retrieval algorithm. Since this matrix expresses the effect on the forward model caused
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by changing water concentrations at different altitudes then the largest values in this matrix
should be at their corresponding altitudes; i.e. if a change in water concentration at altitude
X is not observed most prominently in the line of sight observing altitude X then this line of
sight is too optically thick for use. The white space in the retrieval shown in Figure 4.2 below
is where a dynamic algorithm determined the lines of sight to be too optically thick. While
the fundamental idea behind this method is sound, and in general the lower limit of useful
information is at about twelve kilometres, the algorithm used at the time failed to reliably
produce the correct results all the time. The resulting Jacobian matrices proved difficult to
interpret with an algorithm and in all retrieval exercises done after this point in time of the
present work the lower limit was found in a manual fashion.
Figure 4.2: Water vapour in flight simulation.
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4.2 SHOW Calibration and Characterization
As with any scientific instrument, there are imperfections and idiosyncrasies in SHOW which
need to be understood and calibrated out so that the collected data can be interpreted to the
truest physical extent possible. These properties can be broadly categorized into the charac-
teristic of the imaging detector and characteristic of the SHS. This section outlines all of the
properties that these two categories encompass, the procedures taken to isolate and quantify
them, and the data pipeline structure which corrects them. Much of the information pre-
sented here can also be found in [Langille et al., 2019] which, as stated before, is a publication
the present work contributed to. Furthermore, while this section will be discussed within the
context of SHOW, the general procedures can be applied to other scientific instruments of a
similar nature.
4.2.1 Detector Characterization
The imaging detector within SHOW is a commercial Raptor Photonics Owl 640 InGaAs
camera. It should be noted that, somewhat unexpectedly, the frame rate of this detector
significantly changes its behaviour as far as these characterizations are concerned. It is
not well understood why the frame rate matters but the dependent behaviour is constantly
repeatable. While this may not be the true cause, a possible explanation as to why is within
the manual for the detector. The manual describes the timings of the detector operations
within a single frame. Within this frame there is a delay between when the camera is told to
begin an exposure and when the actual integration takes place. During this delay the detector
behaves in a non-linear way. Since the frequency of this non-linear behaviour exhibiting itself
is tied to the frame rate, it is possible that this is the reason. However, since the behaviour
at a particular frame rate is consistent and repeatable, the issue was not investigated further
and rather it was decided that the camera would only be operated in two frame rates: one
hertz and one half hertz. This was to narrow the scope of the detector’s behaviour into one
which could be practically calibrated.
In addition to, and possible related with, the frame rate dependency was some observed
non-linearity in the behaviour of the detector. This non-linearity was also observed to have
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a behaviour dependent on the intensity of light incident on the detector which made some
of the calibrations discussed here difficult and ultimately lead to the need for the systematic
correction mentioned in Section 4.4.1.
Regardless, any InGaAs detector will have the non-ideal characteristics of dark current,
non-uniform photo response, and faulty pixels. Without quantifying and correcting these
errors it will be impossible to correctly interpret the spectral information contained in the
interferograms this detector is responsible for collecting. The following are the particulars of
each effect along with the procedure used to quantify them.
Dark Current
Dark current presents itself as a detected signal level in the collected image even when no light
is incident. This results in an intensity offset of the collected interferograms. The magnitude
of the dark current is dependant on exposure time, temperature, and the frame rate of the
camera. The limitation of the frame rate discussed above limits the range of exposure times
which can be used. It was decided that for images requiring less than one second exposure
would used the one hertz rate and images which needed more than one second would use the
half hertz rate. As such, collecting dark current calibrations in the range of ten milliseconds
to the nine hundred and ninety milliseconds at ten millisecond intervals would provide enough
calibration points for the one hertz data. Likewise, collecting data from one thousand one
hundred milliseconds to eighteen hundred milliseconds at 10 millisecond intervals would be
adequate for the half hertz data. As for the temperature, it is highly controllable due to
the thermal electric cooler built into the detector. However, as the cooler works to drive
the temperature of the detector lower it produces more and more heat which is dispersed
into the rest of the SHS instrument. To balance the performance of the detector with the
thermal needs of the rest of the instrument, it was decided that the detector would always
be operated at zero degrees Celsius.
The campaign simulation done in Section 4.1 showed that an exposure time of three
hundred milliseconds was adequate so the constraints set above should cover the needed op-
erational range of the detector with plenty of margin for adjustment. Under these constraints
the procedure to collect the dark current calibration is as follows:
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• Ensure that the entrance cover of SHOW is on so that no light can enter the instrument.
• Turn on the detector’s cooler and allow the temperature to reach 0◦ C.
• Set the frame rate of the detector to either 1 Hz or 0.5 Hz.
• If the frame rate is 1 Hz then the exposure range will be 10 ms to 990 ms at intervals
of every 10 ms. If the frame rate is 0.5 Hz then the range will be 1100 ms to 1800 ms
at intervals of every 10 ms.
• At this frame rate collect between one hundred and one thousand images at each
exposure time of the frame rate’s range and average these images together.
• Repeat for the other frame rate.
Figure 4.3 below shows an example dark image correction and the mean signal of all
averaged dark images with respect to exposure time. In general, the dark images for both
frame rates at all exposure times were comparable to the example figure below; falling within
the 2000 ADU to 2200 ADU range with longer exposure times tending toward higher values.
The noise in each individual dark image was about 4 ADU which, after averaging, was re-
duced to approximately 0.4 ADU in each final calibration image. Note, the trend of the dark
images is clearly not linear and there is a discontinuous jump between the two sets of frame
rate data. The discontinuous jump is evidence of the unexpected frame rate dependence
discussed before; however, the non-linear trend that is evident here is typical of this type of
detector and was expected. The issue with the non-linearity which lead to the need for the
systematic correction is a result of the observed intensity dependence and not the inherent
trend of the dark current. This will be discussed more in the photo response non-uniformity
correction below.
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Figure 4.3: (left) Dark calibration image (600 ms, 1 Hz) after averaging. Red outline
shows usable region of image. (right) The mean signal of the dark images vs exposure
time to display non-linearity and frame rate effect.
Photo Response Non-Uniformity
Each pixel in an InGaAs detector has an unique response to illumination due to manufac-
turing limitations. This means that every pixel of the detector needs to be thought of as an
individual sensor with an unique offset for calibration purposes. The non-uniform response
of the pixels leads to systematic offsets in the interferograms which distributes error into the
resulting spectra. For this reason it is important that this non-uniformity response be quan-
tified and corrected. Normally, this correction would be done on a bare detector; however,
at this point in time the detector was already installed into the optics of SHOW and could
not be removed. It is because of this constraint that this correction was intertwined with the
flat field correction (Section 4.2.2).
The idea behind quantifying this response, under the constraints presented, is to do a
pixel by pixel linear fit to the detector with data collected at two different intensities of
uniform light; one intensity obviously higher than the other. To act as a source of uniform
light a large, high-grade, and calibrated integration sphere was used. By setting the current
of the sphere’s lamp to two different settings the two different uniform intensities could be
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achieved. The particular settings used for the SHOW calibration were 2.67 A and 3.63 A.
These two settings allowed for good coverage over the range of the detector well. Collecting
the data to produce this pixel by pixel linear fit to the response was done in the following
steps:
• Allow the integrating sphere to stabilize at either the 2.67 A or the 3.63 A current
setting.
• Let the detector cool to 0◦ C for consistency with the dark current considerations.
• Select either the 1 Hz or 0.5 Hz frame rate.
• While the sphere is illuminating the entrance aperture of SHOW, take 100 to 1000
images at each exposure time of: 100 ms, 150 ms, 200 ms, 250 ms, 300 ms, 350 ms, and
400 ms.
• Repeat the above step two more times. Each time with a different arm of the interfer-
ometer blocked.
• Repeat the whole thing again for the all combinations of current and frame rate.
• Construct the photo response non-uniformity correction following the procedure below.
The reason to take the arm blocked measurements is to incorporate the flat field correction
which will be discussed more in Section 4.2.2. The fundamental idea is that the observed
signal for a particular pixel takes the form of
y[i,j] = g[i,j]x[i,j] + b[i,j] (4.1)
where i and j are pixel indices, y is the observed signal, g is the slope or gain, x is the incident
radiance, and b is the offset. This means that the corrected image can be obtained pixel by
pixel using
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x[i,j] = g[i,j](y[i,j] − b[i,j])
g[i,j] =
I1 − I2
I1[i,j] − I2[i,j]
b[i,j] = I1[i,j]
(4.2)
where I1 and I2 are the average signal over the full image for the high current and low current
settings respectively, and I1[i,j] and I2[i,j] are the measured signals at a particular pixel in the
same images.
The idea is to do the flat field correction for two lamp currents, apply the lower current
flat field correction to both the high and low current images such that the lower current
image was basically constant and the higher current image highlighted the gain variation.
The non-uniformity response fit described above was applied to these images to find a guess
of the response correction. This response correction was applied to the lower current image
of the flat field correction but not the higher current image and then process repeated to
further isolate the response correction.
After the procedure was done it was found that the photo response non-uniformity could
not be fully separated from the flat field due primarily to non-linearity in the pixel re-
sponse. To compensate for this the flat field corrections applied have the photo response
non-uniformity included. This means that flat field corrections have to be obtained for each
signal level. For the purposes of the SHOW campaign, this method worked but left residual
variations which required an additional systematic correction discussed in Section 4.4.1.
Faulty Pixels
In a similar vein to the photo response non-uniformity correction, manufacturing limitations
prevent every pixel in the detector from operating correctly. Some pixels in the detector
array will always be “hot” and have a high signal regardless of incident light. Likewise, some
pixels will be “dead” and respond with a very low (if any) signal when the array is otherwise
saturated.
The process of identify these pixels is very straight forward. Looking at the dark images
it is expected that under no light conditions each pixel should give no more than about
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two thousand and two hundred counts. Pixels which repeatably surpassed this value in well
averaged (over one hundred images) dark images by a clear margin were deemed hot. To
identify dead pixels the detector was saturated to ninety five percent of its full well depth of
about sixteen thousand counts. Pixels which repeatably showed a weak response under these
saturation conditions in well averaged images were deem dead. The correction to the identi-
fied pixels is a simple interpolation of their value using the values of the surrounding pixels
and it is applied in the level 0 to level 1A conversion discussed in Section 4.2.3. Figure 4.4
below shows the resulting bad pixel map of the detector of SHOW for the usable region of
the detector.
Figure 4.4: Dark pixel map of SHOW detector. Bad pixels are the white marks. Only
bad pixels within usable region shown.
4.2.2 SHS Characterization
In contrast to the last section which covered the characterization of the SHOW imaging de-
tector, this section concerns itself with the characterization of the optical components of the
instrument. The properties of interest are the magnification of the exit optics, the passband
of the optical filter, the spectral resolution, measuring λL, and determining a flat field cal-
ibration. Quantifying the magnification and the filter passband are not very important for
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direct calibration but are instead very important for assessing the health of the instrument
and interpreting the data. In addition, these also provide information required to correctly
model SHOW as Chapter 3 has discussed. Determining the spectral resolution of the in-
strument, as well as measuring λL, are not very useful beyond an instrument checkout since
these properties fluctuate with temperature and are also “calibrated” through the instru-
ment optimization of Section 3.6 as well. What is very useful to calibration is finding the
flat field of the instrument. The intent of the flat field is to combat the optical imperfections
imprinted in the observed measurements. Accomplishing this greatly improves the quality of
the instrument’s scientific observations.
It should be noted that there are obviously additional optical properties which could be
included in this section. Properties like the focus of the optics, transmission efficiencies,
verification of the field of view and angular resolution of the instrument, grating groove
density, and more. However, direct measurement of such things laid outside of the scope
of the present work. As far as the present work was concerned SHOW was given as a
complete and unmodifiable instrument with these kinds of properties confidently verified
by previous parties. With that said, some of these properties, such as the grating groove
density, were indirectly measured through the instrument optimization process discussed in
Section 3.6 when possible. The following will detail the procedures used to measure all of
the aforementioned properties that fell within the scope of the present work.
Exit Optic Magnification
The concept behind measuring the magnification of the exit optics is very simple. The height
of the diffraction gratings is known to be three centimetres and the pixel pitch of the Raptor
Owl 640 is fifteen micrometres. Since the exit optics of the SHS image the gratings onto
the detector, then the magnification can be measured by imaging the gratings, measuring
the observed height, and then calculating its scale from the known true height. The formal
procedure is:
• Uniformly illuminate the entrance aperture of SHOW with white light. Ensure the
signal is strong enough to produce clear intergerograms.
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• Take roughly 100 images at a constant exposure time.
• Turn off the light and cover the entrance aperture of SHOW.
• Take roughly 100 dark images at the same exposure time as before.
• Average the illuminated images together.
• Average the dark images together.
• Subtract the average dark image from the average illuminated image.
• Determine the number of pixels that image the grating in the vertical and convert that
to a height.
• Take the ratio of observed height and the actual height to find the magnification.
In the case of SHOW the fully illuminated grating was imaged by four hundred and forty
six rows of pixels. Note that this range extends beyond the usable range of the detector. This
means that the imaged height of the diffraction gratings is 0.669cm. Dividing this number by
the true three centimetre height of the diffraction gratings the magnification becomes 0.223
as listed in Table 2.1.
It is worth noting that measuring the magnification is an indirect way to measure the focus
of the exit optics with respect to the imaging detector from the optical design as on paper.
If one assumes that the optical system was constructed as designed and that design states
there is a magnification factor of 0.223 then it follows that measuring that magnification also
confirms the proper focus. This was the case with SHOW which had a designed magnification
of 0.22.
Filter Passband
All light which enters the front aperture of SHOW goes through an optical filter that iso-
lates a narrow wavelength range of the input spectrum. It is important to understand the
transmission profile and position of the filter when looking at observational data since it
directly impacts the observed intensities of the spectrum. The filter does have a tempera-
ture dependence which is fine tuned using the instrument optimization method during data
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analysis. However, to get the first quantification of the filter passband requires the ability to
produce near monochromatic light within the observable range of the SHS. The present work
accomplished this with the use of a monochromator that takes a broad spectrum source as
input and uses diffraction gratings to output desired wavelengths of light with a maximum
passband of 0.18 nm. The procedure to map the filter passband of the SHS instrument is
done as follows using the monochromator:
• Using coupling optics illuminate the entrance aperture of SHOW with the output of
the monochromator.
• Determine a source intensity and exposure time combination which produces clear
signal on the interferograms.
• Scan the output of the monochromator across the entire range of the SHS instrument.
In the case of SHOW this was 1355 nm to 1372 nm in steps of 0.2 nm.
• At each monochromator step take a minimum of 25 images.
• Repeat all measurements with each arm of the interferometer blocked.
• Correct the measurements for dark current and then average them together to produce
a singular intensity value for each monochromator step.
• Internally normalize the three different full measurement sets (SHS fully open, one arm
blocked, other arm blocked) to the maximum observed intensity seen in each.
It should be made clear that this method does not allow one to exactly determine the
transmission of the filter since the intensity of the initial source is not quantified. However,
this method does still determine the relative shape and position of the filter. The idea behind
doing the three different measurement sets is primarily to perform due diligence in taking
more than one measurement of the filter.
Spectral Resolution and Littrow Wavelength
Measuring both λL and the spectral resolution of the instrument is a straight forward process,
however, both are influenced by operating temperature making the measurement mostly
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useful for instrument checkout purposes. To measure both of these things a monochromatic
source is required. For SHOW a Krypton spectral lamp served as the monochromatic source
since there is a spectral line in Krypton at 1363.422 nm (in air). This wavelength closely
corresponds to λL of SHOW which makes the process more widely. Regardless of the source
used the procedure is as follows:
• Stabilize the temperature of SHOW as much as possible.
• Using the monochromatic source antebellum the front aperture of SHOW.
• Take roughly 25 exposures.
• Take roughly the same number of dark images.
• Correct the interferograms for the dark current and average.
• Select some example rows of the interferogram.
• Do a least mean square cosine fit of the form A cos(2pifx+ c) to the interferogram
pattern.
• Determine the frequency of the cosine fit and use it to solve for σL in Equation 2.24,
incorporating the magnification such that fx = 4Mx tan(θL)(σ − σL).
• Convert σL into λL to complete the wavelength measurement.
• Take the FFT of the interferogram to get an observed spectrum of the monochromatic
source.
• Estimate the full width half max of the observed peak in the spectrum to obtain a
resolution.
Flat Field
The theory behind flat fielding a SHS instrument is described in Flatfielding in spatial het-
erodyne spectroscopy [Englert and Harlander, 2006] and will not be discussed here. For the
purposes of the present work all that is required to know is that there are two terms:
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FF1 = IA(x) + IB(x)
FF2 =
2[IA(x)IB(x)]
1
2
IA(x) + IB(x)
(4.3)
where IA(x) and IB(x) are interferograms where one arm is blocked and then the other.
The FF1 term corrects for intensity variations caused by the entrance and exit optics.
The FF2 term is used to measure the optical imbalance between the two interferometer
arms. The procedure to collect the data is:
• Uniformly illuminate the entrance aperture of SHOW with white light.
• Stabilize the detector temperature at 0◦C.
• Select either the 1 Hz or 0.5 Hz frame rate.
• The exposure time and light intensity combo should fill roughly 60% of the detector
well for ideal conditions.
• Take 100 exposures with one interferometer arm blocked.
• Take another 100 exposure with the other interferometer arm blocked.
• Take 100 dark images and correct both previous sets for dark current.
• Average the two corrected image sets and then normalize them by their average value.
For SHOW it was found that the FF2 was equal to one within 0.2% displaying that the
two interferometer arms are very well balanced with each other. As a result of this the FF2
was deemed not needed in the calibration. An example of a FF1 correction is shown in
Figure 4.5 below. This term is significantly more dominate than the the FF2 term and it is
applied as a correction through division of the interferograms by this term during calibration.
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Figure 4.5: Example flat field correction for SHOW data. Only usable region shown.
4.2.3 Data Pipeline
The data pipeline is a Python 3.x code package which takes raw interferograms directly from
the instrument, calibrates them, and turns them into usable spectra. The raw interferograms,
referred to as Level 0 data, are completely uncorrected. A set of Level 0 data from a particular
section of data, such as a set of calibration measurements, is then turned to Level 1A data.
Level 1A data are a collection of Level 0 data bundled together into a netcdf file with
calibrations and relevant house keeping data attached to each interferogram. For the purposes
of the present work the Level 1A data are of limited interest since the retrieval algorithm
works in the spectral space. As a result of this, the Level 1A data are transformed into another
netcdf file referred to as Level 1B data. The Level 1B data are the Level 1A data transformed
into spectral space with aircraft position and attitude information (if applicable) now being
attached to the scientific data. Table 4.1 below shows the calibrations and associated data
of the two data stages. Finally, there is a third Level 1C stage in which the systematic
correction of Section 4.4.1 has been applied. Other than this one change there is no other
difference between Level 1B and Level 1C.
To apply the Level 1A calibrations to an interferogram the dark current is first subtracted
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Level 1A Corrections Level 1A Data
Dark current Corrected interferogram
Faulty pixels Exposure time of interferogram
Flat field UTC / MJD time stamp
Unusable region discarded Interferogram error
Various temperature data
Level 1B Corrections Level 1B Data
Interpolation over faulty pixels Spectrum
Apodization Wavelength
Exposure time of interferogram
UTC / MJD time stamp
Spectral error
Various temperature data
Raw aircraft information (if applicable)
Processed geocentric aircraft information (if applicable)
Table 4.1: Table of level 1 A & B data stages, applied corrections, and associated
data.
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off and then the interferogram is divided by the flat field. The pixels which were identified
as faulty (pixels which are too hot or too cold) are assigned a NAN value to identify them in
further processing. Finally, to reduce file size the unused region of the interferogram (region
outside of red box in Figure 4.3 (LEFT)) is discarded. The faulty pixels identified in the
Level 1A data are interpolated over using the surrounding pixels in the Level 1B data before
the being apodized with an one dimensional Hanning window (see Figure 3.4) and turned
into a spectrum via a FFT. All data from rows 384 - 388 where the large chunk of bad pixels
are is kept in the Level 1B data but discarded for the retrieval since the interpolation fails
due to lack of data in the surrounding pixels.
In regards to the aircraft data attached to the Level 1B data, this is only done if there
is aircraft data to be attached from one of the science flights discussed in Section 4.3 below.
The raw information is provided from NASA as an ER-2 data product. This information
contains time, GPS position, aircraft speed, and aircraft attitude. Of vital importance to
the retrieval algorithm is the aircraft position and attitude. SHOW is mounted in the ER-2
wingpod during flight and what it observes is dictated by the attitude, heading, and location
of the aircraft. This information is correlated to the timestamps of the interferograms and
then converted into the geocentric coordinate frame used by SASKTRAN where individual
lines of sight for each row of the instrument can be calculated. This step is extremely
important for determining the geometry of the retrieval and while careful effort has been put
into making this as accurate as possible it is not perfect. Ultimately, the accuracy of the
geometry can only be as good as the measuring devices on board the ER-2 which, along with
conventional instrument error, does not measure the steadiness of the wing which SHOW
is mounted on. Spatial Heterodyne Observations of Water (SHOW) from a high altitude
airplane: Characterization, performance and first results [Langille et al., 2019] delves into
the analysis of this error but it was found that as a result the angular resolution of the
instrument is roughly twice as large as it could be without unaccounted wing moment.
90
4.3 Campaign Flight Details
In mid July of 2017 the SHOW campaign took place which involved flying SHOW for a total
of three flights on board NASA’s ER-2 aircraft. The first flight was a qualification flight that
took place on July 13th and was primarily done to test the integration of SHOW into the
ER-2 aircraft. The second flight was the engineering flight which took place on July 18th
and was focused on instrument performance. Finally, the last flight was the main science
flight which took place on July 21st and collected a large set of scientific data for study.
For all three of these flights SHOW was mounted inside of a wing pod of the ER-2 facing
forward of the aircraft. SHOW was also angled down from the aircraft frame. The measured
angle between the SHOW optical axis and the forward vector of the aircraft as measured by
its instruments was 2.40◦ ± 0.1◦. This section will document the details of all three of these
flights and give perspective on the data they collected.
Qualification Flight
For the purposes of the present work the qualification flight is of little interest because its
mission was not to collect any meaningful data with SHOW. However, the flight is still covered
here in brief for context. As said before, the purpose of this flight was to ensure integrating
of SHOW into the ER-2 systems and to test control, thermal systems, and telemetry during
flight.
The flight took off from AFRC at 14:30 coordinated universal time (UTC) and flew north
to a latitude of of 40◦ N before turning around and following the same flight path home to
land at 16:20 UTC. During this flight telemetry between the ground station and the ER-2
performed well. Images taken by SHOW could be downloaded in near real time and would
allow changes to the aircraft attitude to be made for the engineering and science flights based
on the observed interferograms if needed.
Engineering Flight
The goal of the engineering flight was to asses the performance of SHOW on board the ER-2
aircraft. To do this two main objectives were given to this flight: narrow in on the exposure
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times to use for the science flight, and to collect coincident in-situ measurements with a
radiosonde. The flight itself took off from AFRC at 15:02 UTC and flew the path shown in
Figure 4.6 below. The flower looking pattern in the upper left was for the first objective. This
pattern is called a compass rose and it allowed testing exposure times versus solar scattering
angle. By downloading images in flight and looking at the number of counts with respect
to the relative position of the sun a better sense of what exposure times to use during the
science flight could be determined. At this time it was decided that the flight track for the
science flight would be very different than what was originally thought in Figure 4.1. The
science flight would consist of a north track following the west coast of the United States
and a return south track along the same path. Ultimately, this compass rose exercise lead to
the conclusion to use an eighteen hundred millisecond exposure at an one half Hertz frame
rate for the north flight track given the foreseen sun position and a nine hundred millisecond
exposure at one Hertz frame rate for the south track.
Figure 4.6: Planned flight path of the engineering flight, July 18th 2017.
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The ideal behind the second goal of the flight, collecting in-situ measurements, was to
provide a second data set to which the SHOW data could be compared to. After the turn
marked by the number thirty seven in Figure 4.6 which occurred at 17:41 UTC to the point
marked by thirty eight which was at 18:12 UTC, SHOW and the ER-2 were in straight and
level flight at twenty one kilometres collecting a scientific data set. At this same time a
Vaisala RS41 radiosonde was launched from the Jet Propulsion Laboratory facility located
close to Table Mountain. The full exercise of performing the retrieval on the ER-2 data set
of this time period and comparing it to the radiosonde data is discussed in Section 4.4.1.
Science Flight
The final flight of the SHOW ER-2 campaign followed a flight path along the west coast of
the United Sates. This path was different than what was expected during the course of the
campaign simulation in Section 4.1 simply because that flight path was a rough preliminary
one. SHOW took off from AFRC at 15:02 UTC on board the ER-2 aircraft and headed west
until it was over the ocean. At 16:00 UTC the aircraft began its turn north to start the first
leg of the science mission. The ER-2 flew at an altitude of twenty one kilometres north until
a latitude of 48◦. At 17:38 UTC the ER-2 reached the end of the north leg and turned south
following the same path back. At 19:22 UTC the ER-2 made its turn east to head back to
AFRC where it landed at 20:30 UTC.
There was a large amount of interesting data taken during this science flight but it is not
the focus of the present work. As already noted, the ultimate purpose of the present work
is to validate SHOW as an atmospheric instrument capable of measuring water vapour in
the UTLS to within ±1 ppm, with a vertical resolution of less than five hundred meters, and
with high spatial sampling [Langille et al., 2018]. To this end the data collected from the
radiosonde during the engineering flight is more useful and the full analysis of the data taken
from the science flight remains a topic of future work. However, the performance over the
science flight can yield results about the spatial sampling. It was found that along this north-
south flight track SHOW, on-board the ER-2 platform, achieved a spatial resolution of 0.005◦
to 0.01◦ in latitude depending on the length of interferogram exposure. This translates into
roughly a 500 m to 1000 m spatial resolution.
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4.4 Data Analysis
The primary goal of the ER-2 campaign was to validate SHOW as an instrument able to
measure water vapour in the UTLS. To this end, the data collected from the ER-2 campaign,
specifically the engineering flight, was processed with the intent to meet the campaign’s goal.
The objective was to perform a retrieval using the Table Mountain data from the engineering
flight in-situ with the radiosonde data as an example of the ability of SHOW to successfully
retrieve water vapour.
In the processes of analyzing the campaign flight data for these retrievals it became quickly
apparent that detector behaviour observed in the calibration (discussed in Section 4.2) would
require a systematic correction to be applied which is constructed from the data itself. This
correction is applied in addition to the calibrations done within the data pipeline but before
the retrieval takes place. This section will explain the systematic correction and how the
Table Mountain retrieval wes done and the results in comparison to the radiosonde.
4.4.1 Systematic Correction
There are effects associated with the measurements of SHOW which are very difficult to cal-
ibrate out. Specifically, the residual error left over from the flat field correction being inter-
twined with the photo response non-uniformity as discussed in Section 4.2.1. This introduces
a fixed relative error in the interferograms in both the horizontal and vertical dimensions.
When the error carriers over into spectral space after the FFT it results in a fixed variation
in spectral space which requires correction for the retrieval algorithm to work correctly. To
combat this in the retrievals a systematic correction was developed which normalizes this
bias out of the data. This correction works by observing each row’s response to an identi-
cal source, such as a particular tangent altitude, and isolates the behaviour relative to the
other rows. In order to create and apply this correction a data set is required in which a
number of different rows observe the same light source. Since the correction is required for
the retrievals and will be different depending on the source(s) being looked at it makes sense
to take advantage of aircraft pitch and create the correction for whatever individual data
set is being looked at using the data set itself. This section will outline the creation of the
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systematic correction using the data set of the Table Mountain Retrieval (discussed further
in Section 4.4.2) for example purposes.
To begin constructing the correction for flight data, a reasonably sized temporal window
of the data being looked at needs to be chosen in which there is adequate amount of vertical
pitching that a single tangent altitude is observed by multiple rows. It is worth emphasizing
that this correction assumes the source intensity at a particular tangent altitude is constant
throughout the temporal window selected. Each observed wavelength of the spectral data in
these measurements, along with their reported uncertainty, is binned onto a finely resolved
tangent altitude gird. The binned information is then correlated to the detector row which
observed it and for each detector row the spectral data, along with the uncertainty, is averaged
to produce a representative intensity recorded by the detector row for observed tangent
altitude. Note that if a detector row did not see enough data points to make a reasonable
average then the row was discarded for the rest of the analysis. The result of doing this is
presented in Figure 4.7 at an example tangent altitude of 13122 m and at a representative
wavelength of 1364.81 nm.
Figure 4.7: SHOW detector signal levels without correction. Note the non-uniformity
of the red line depicting the systematic error.
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If the detector was behaving in an ideal way than one would expect that each row’s
cluster of black markers be centred at some consistent signal level with a spread which can
be correlated to the uncertainty of the measurement. Instead what is observed in the above
figure is that the clusters of black markers jump around in average signal level such that a
straight flat line cannot be drawn within the corresponding error bars. If the assumption
that the intensity of the observed tangent altitude is constant with the selected temporal
window is true than this row deviation from a consistent signal level is a systematic error
which needs to be corrected.
To continue in creating the systematic correction, the row bias seen in Figure 4.7 above
was overlaid with all other row biases seen at all other tangent altitudes at the same wave-
length. This provided highly correlated bias behaviour for each individual detector row
regardless of tangent altitude. All biases from all tangent altitudes pertaining to a particular
row were then normalized by their mean and averaged together to form one coherent bias
correction for all detector rows at the current wavelength. The whole process was repeated for
all observed wavelengths which produce a bias correction value at each row and wavelength
in the data set. As a final step to creating the systematic correction, recall from Figure 3.11
there is modulation imposed onto the spectra by the aliased signal. Since the SHS instru-
ment model does a good job of simulating this modulation it is important that the systematic
correction does not change it in the real data. To this end a high order polynomial is divided
out of the systematic correction in the wavelength regions where aliased data is expected in
an effort to eliminate any redundant modulation of the systematic correction itself.
The final result of this effort is a normalized matrix correction which when divided out of
relevant spectral measurement made by SHOW will flatten the row biased response and give
the data an uniformity expected by the forward model. Figure 4.8 below is the same data
shown in Figure 4.7 above but now with the correction applied. Note that the consistent
signal level expected is now achieved and the intensity dependant row bias which cannot
easily be removed in lab calibrations is now compensated for. It was found through testing
that the application of the systematic correction makes a significant improvement to the
behaviour of the retrieval.
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Figure 4.8: SHOW detector signal levels with correction. Note the uniformity of the
red line suggesting significant reduction of the systematic error.
It is worth noting that this systematic error is actually an additive error and not a
multiplicative error as the application of the correction would suggest, such that
S ′ = S + δs (4.4)
where S ′ is the observed signal at a tangent altitude for a particular row, S is the actual
signal, and δS is the systematic error of the row. When all the biases from all the tangent
altitudes are normalized by their mean value this makes any difference from a value of one
proportional to δS for a particular row if, and only if, the assumption is made that the average
of the rows which observed the tangent altitude is equal to S. This assumption is valid if
the inter-row variation appears random and that a reasonable number of rows observed the
tangent altitude. So the effective correction being made and applied is
S ′
S¯ ′
(4.5)
97
where S¯ ′ is the average of S ′ and since under the assumption above S¯ ′ is equal to S this
clearly produces S when divided out of Equation 4.4. The reason this method is applied as
opposed to one which employs a subtractive application is that such a correction would also
have to make the same assumption. Furthermore, through this method overlapping data
points from other tangent altitudes for a single row can be averaged together to incorporate
more information.
4.4.2 Table Mountain Retrieval
The Table Mountain retrieval serves as the primary piece of supporting evidence of the ability
of SHOW to retrieve water vapour in the UTLS. A fair number of retrievals have been done
using the Table Mountain data set employing different parameters; however, only one will
be discussed here. The retrieval which will be discussed is an ideal example and displays
the best ability of the retrieval algorithm applied to SHOW measurement data. This section
will go into detail of how the SHOW retrieval was done in terms of the geometry and image
averaging of the retrieval, the retrieval settings used, how SASKTRAN was setup, SHS
insturment parameters, and finally, how the retrieval compares to the radiosonde data.
Retrieval Geometry and Image Averaging
The retrieval uses ten interferograms taken at 17:57:41 UTC to 17:57:59 UTC on the day of
the engineering flight, July 18th 2017. The spectra obtained from these interferograms after
all corrections were applied was averaged together to maximize the SNR while maintaining a
respectable spatial resolution. As said before, each row of the imaging detector can be mapped
to an observed tangent altitude. So the averaging of the spectral information from each
interferogram is done via matching of the tangent altitude. A base image is selected to define
the geometry of the retrieval and then all other lines of sight from all other images are averaged
with their closest matching line of sight in the base image. Averaging the measurement images
together in this fashion means that for optimal accuracy of the retrieval the same averaging
needs to be done for each iteration of the retrieval on side of SASKTRAN and the SHS
instrument model. Since this can be computationally time consuming the geometry of all
averaged images are kept track of and then a single radiance profile is calculated at a higher
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tangent altitude resolution than any of the measurements. Next, the radiance profiles used
to make the simulated interferograms for averaging are consturcted through interpolation of
this high resolution radiance profile. Note that this makes the assumption that the averaged
images are temporally and spatially close enough that the observed atmosphere won’t have
changed significantly to invalidate this method. Attention should be paid to the images being
selected for averaging with respect to this assumption.
Figure 4.9 below shows the tangent altitudes of the base image used to define the geometry
of the Table Mountain retrieval. Note that the indices shown are with respect to the usable
region discussed in the Section 4.2. The particular reference latitude and longitude of the
retrieval is 33.9◦ N and −118.5◦ W with a reference altitude of 15.0km.
Figure 4.9: Tangent altitudes used in Table Mountain retrieval.
Retrieval Settings
The particular settings of the retrieval can make significant impacts on the results. These
settings should be optimized so the retrieval is well behaved and converges. To this end it
is worth mentioning the settings used in this retrieval. The a priori covariance (Sa) for this
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retrieval is zero such that no confidence was placed in the a priori profile. The idea behind
this is to allow the retrieval to mold the initially guessed profile to the measurement data with
as little external influence as possible. The retrieval was performed using fifteen iterations, a
damping factor of five used to construct the Levenberg-Marquardt damping parameter, and a
Tikhonov constraint damping factor of 0.1. The altitude limits of the retrieval were set with
eighteen kilometres being the high altitude limit and thirteen and a half kilometres defining
the low limit. These limits were set using the techniques developed during the campaign
simulation of Section 4.1. Furthermore, the retrieval was performed on a two hundred and
fifty meter altitude grid which works well for computation time and desired performance.
The amount of scattering events within SASKTRAN was set to one for this retrieval which
was well known from the simulation study. It was also found during testing that increasing
the scattering events did not make any significant difference in the resulting retrieval for
comparison to the radiosonde data. Because of these reasons the scattering was kept at one
to reduce computational time.
The ideal end result of doing the inverse problem is that the spectrum produced by the
last iteration of the retrieval will be identical to the measurement spectrum taken by SHOW.
This is an impractical task for the SHOW retrievals of the present work since there are still
imperfections in the simulation. For instance, not having any certain knowledge of the aerosol
profile at the time of the measurements, not narrowing in on the temperature affects perfectly
through the optimization process, and imperfections in the systematic correction are among
the reasons why the spectrum won’t be identical. After the retrieval is done, particular
wavelengths at different altitudes will match better than others. It is possible to have the
retrieval artificially weigh some wavelengths more than others with respect to their altitude
but such weights would be determined somewhat arbitrarily based on human judgement.
Therefore, the strategy to just simply discount some wavelengths, regardless of altitude, from
being incorporated into the retrieval was adopted to reduce the amount of human judgement.
Note that these are the wavelengths chosen to make the vectors y and F(xi) and do not define
what wavelengths SASKTRAN calculates to construct the instrument model interferograms
and spectra. Furthermore, the mean averaging described in Section 3.5 is done based on these
wavelengths and not the wavelengths of SASKTRAN. The Table Mountain retrieval has been
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tried with many different combinations of these wavelengths but the retrieval presented here
uses only the wavelengths which matched very well. Table 4.2 below lists these wavelengths.
1364.80 1364.96 1365.11 1365.26 1365.41 1365.57
1364.83 1364.98 1365.14 1365.29 1365.44 1365.60
1364.87 1365.01 1365.16 1365.32 1365.47 1365.62
1364.88 1365.03 1365.19 1365.34 1365.49 1365.65
1364.91 1365.06 1365.21 1365.37 1365.52 1365.67
1364.93 1365.09 1365.24 1365.39 1365.55 1365.70
Table 4.2: Table listing the wavelengths used to make vectors y and F(xi) for the
Table Mountain retrieval. Units of nm.
SASKTRAN Settings
Setting up SASKTRAN for the this, or any other, retrieval involves specifying the atmo-
spheric climatology to begin the retrieval with. Recall Section 3.2 which described briefly
how SASKTRAN works, the atmospheric species and their concentrations for each shell need
to be defined for at least the first iteration. The atmosphere for this retrieval included a
background climatology provided by MSIS90, aerosol, and of course water. In addition, the
surface albedo was given a factor of 0.3 which is a common average value for the Earth’s
surface.
The aerosol profile used in the retrieval comes from Global Space-based Stratospheric
Aerosol Climatology (GloSSAC) [Thomason et al., 2018]. While this is obviously not perfectly
ideal it is the most realistic aerosol state that is available to the retrieval. Figure 4.10 below
shows the particular aerosol profile used from the GloSSAC data which is the most recent
profile corresponding to the reference latitude and longitude of the SHOW measurements.
The work done in [Langille et al., 2018] explores the effect of using incorrect aerosol profiles
in the retrieval. These results show that a poor choice of aerosol in the retrieval can lead
to an inaccuracy largely on the order of one part per million of the retrieved profile. While
undesirable and unknown to an exact degree, this error by no means defeats the purpose of
validating SHOW.
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The initially guessed water profile is the only atmospheric state in the retrieval which will
change from iteration to iteration. The initial guess given can have an influence on the results
of the retrieval. In testing with artificial data during the campaign simulation of Section 4.1
it was observed that the choice of a starting guess had no effect on the results of the retrieval;
however, experimenting with real SHOW measurements showed a clear dependence of the
results on the initial input. Due to this the initially guessed profile was selected to be as
benign as possible. The profile as a whole follows the general trend of atmospheric water but
is very dry, furthermore, the region where the retrieval is being done is forced to be flat at a
value of 0.25 ppm. Outside the retrieval range the estimated profile profile is simply shifted
to remain continuous with where the retrieval puts the limits. Figure 4.11 below shows the
initial water profile used in the retrieval.
Figure 4.10: GloSSAC aerosol profile used in Table Mountain Retrieval.
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Figure 4.11: Initial water profile used in Table Mountain retrieval.
SHS instrument parameters
Like with both the SASKTRAN settings and the retrieval settings, the settings given to
the instrument model are also important. From the optimization procedure discussed in
Section 3.6 a x and y offset of 17.27 and −18.581 pixels were used respectively. The filter
determined by the same procedure is shown in Figure 4.12 below which is the filter shape
reported by the manufacturer shiftedby −0.048 nm. Finally, a λL value of 1363.76 nm was
determined.
The wavelengths calculated by SASKTRAN and input to the instrument model was a high
resolution array between the wavelengths of 1360 nm to 1370 nm at a resolution of 0.005 nm.
It is important that the spectrum calculated by SASKTRAN be of a high enough resolution
to capture the absorption features. This is because if the high resolution detail is either not
there or simulated through interpolation of a lower resolution spectrum, the shape of the
instrument spectrum made as the input spectrum is convolved down to the resolution of the
instrument will be incorrect.
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Figure 4.12: Instrument model filter used in Table Mountain retrieval.
Radiosonde Comparison
To properly compare the results of the retrieval to the data of the radiosonde, its data
must be put into context. The radiosonde used was a Vaisala RS41 which reports relative
humidity, pressure, temperature, and altitude. These quantities had to be converted into
parts per million of water vapour for comparison. The method to do this was done using the
Hyland and Wexler formulation [Hyland and Wexler, 1983]. Of course, the radiosonde itself
is an instrument with its own uncertainty. To calculate the error in parts per million from
the data recorded the maximum uncertainty as reported by the data sheet was added onto
the raw data. The erroneous data were then processed with the same procedure as before.
The difference in parts per million between this maximum error profile and the unaltered
measurements made the error in parts per million.
The measurements provided by the radiosonde also need to be matched to the retrieval
grid resolution for a proper comparison. The raw data of the radiosonde has an altitude
resolution of roughly four meters. So to produce a profile comparable to the retrieval profile,
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the data points which best matched the altitudes on the retrieval grid and their surrounding
data were convolved with a gauss constructed with a full width half max of the averaging
kernel at that same altitude. This lower resolution profile resembles the profile that one could
expect to see from the retrieval if both are accurately measuring the same atmospheric water
content. The original radiosonde data, the convolved radiosonde data, and the results of the
retrieval algorithm are showed in Figure 4.13 below. This figure also shows the subtraction of
the convolved radiosonde data and the retrieval results as well as example spectra to display
the level of agreement between the two.
As Figure 4.13 shows, the Table Mountain retrieval performed from SHOW data and the
radiosonde data are in very good agreement. The strong majority of points agree within error
and the rest agree to within, or very close to within, one part per million which resembles
the accuracy goal of the SHOW instrument. However, there are a number of important
things to note for proper context of these results. First and foremost these measurements
are not perfectly coincidental in either time or space. The radiosonde measurements take
place between 17:59:16 UTC and 18:04:14 UTC where as the full set of SHOW data used
in this retrieval takes place before in the last twenty seconds of 17:57 UTC. Spatially, the
reference coordinates of the SHOW data are over the Marina Del Rey in Los Angeles, CA. The
radiosonde did not report its position but presumably it measured a column of atmosphere
above the facility from which it was launched. Needless to say there is spatial uncertainty
between what atmospheric water is being compared. Furthermore, as discussed before, there
is an error of uncertain magnitude in the pointing of SHOW which affects the geometry of the
retrieval as well as uncertainty in the atmospheric state of SASKTRAN compare to the true
atmospheric state. Lastly, while the uncertainties of both instruments were carried with the
analysis there is still a question of both instruments can truly measure the atmospheric water.
SHOW remains in its infancy in this regard but studies of this and other radiosondes showed
that accuracy changes as a function of humidity and temperature differently for different
radiosondes [Miloshevich et al., 2009] and that errors between sensors to be on the order
of 2 - 5% [Jensen et al., 2016]. However, with all this in mind, the agreement between the
two measurements is strong supporting evidence to the measurement abilities of SHOW.
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Figure 4.13: Results of the Table Mountain retrieval. (top left) The SHOW retrieval
at an altitude resolution of 250 m in comparison to the radiosonde data. (top right)
The SHOW results and the radiosonde data largely agree within one part per million.
This lends strong supporting evidence that SHOW is capable of measuring water to the
desired level. (bottom) An example of the spectral fit the retrieval algorithm was able
to accomplish.
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Chapter 5
Conclusion
The present work detailed the efforts of validating SHOW, and SHS technology, as ap-
plicable to collecting atmospheric observations. In presenting these efforts, background in-
formation on water vapour in the UTLS, different atmospheric measurement techniques and
their trades, radiative transfer theory, current atmospheric water observing instruments, SHS
theory, and details of SHOW as an instrument have been provided. In addition, the details
of the theory, construction, and resulting abilities of the model have been presented as well.
Finally, information on the SHOW instrument calibration, the July 2017 campaign, and
the results of analyzing the campaign data with respect to water vapour are given which
culminates in a reported conclusion of SHOW’s abilities.
As Section 2.1 has mentioned, there is a need for high spatial, and vertical, resolution
measurement of water vapour within the UTLS. To validate SHOW as an atmospheric mea-
surement tool it needed to succeed in providing high resolution measurements within an
accuracy of ±1 ppm of water vapour. During the July 2017 campaign a radiosonde was
launched to collect in-situ measurements for comparison against SHOW. An analysis of this
data showed that SHOW agreed to the radiosonde very well, largely within the goal of one
part per million of water vapour. This result provides very strong supporting evidence that
SHOW is able to measure water within the desired accuracy goal. Furthermore, the measure-
ments taken by SHOW yield water vapour profiles with a vertical resolution of two hundred
and fifty meters using the analysis methods and tools described in the present work. This res-
olution is very high relative to the other atmospheric water observing instruments mentioned
in Section 2.5 and within the desired goal of five hundred meters. The spatial resolution of
SHOW is largely controlled by the speed and viewing geometry of the craft that it is on.
However, in the slowest operating mode used in the present work a useful measurement was
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taken every two seconds. Given the speed and geometry of the ER-2 platform this resulted
in a latitude resolution of 0.005◦ to 0.01◦ (roughly 500 m to 1000 m). This conclusion makes
the SHOW SHS design a valid candidate to fulfil the missing water vapour observations of
the UTLS. Furthermore, SHOW should be considered for future development, and potential
deployment, in low earth orbit and SHS based instruments should be considered as potential
solutions to measuring other UTLS constituents.
As mentioned in Section 4.3 there was a science flight over the west coast of the United
States. A very large amount of data was collected in this flight and to process all of this
data in a similar fashion to the Table Mountain retrieval will take roughly three hundred and
seventy core years of computation time. Processing this data is an ongoing task using the
Cedar Supercomputer and at the time of writing the present work there is intent to make
another future publication presenting the results of that analysis.
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