ABSTRACT. In this paper, we characterize operator-theoretic properties (boundedness, compactness, and Schatten class membership) of Toeplitz operators with positive measure symbols on weighted Fock-Sobolev spaces of fractional order.
INTRODUCTION
The primary aim of this paper is to develop the standard theory regarding boundedness, compactness, and Schatten class membership of Toeplitz operators with nonnegative measure symbols on weighted Fock-Sobolev spaces of fractional order.
Let C n be the n-dimensional complex Euclidean space and let dv be the Lebesgue volume measure on C n that is normalized so that C n e −|z| 2 dv(z) = 1. For a real number α, let dv α (z) = dv(z) (1 + |z|) α .
Then for every 0 < p < ∞, we denote by L Let H(C n ) be the set of entire functions on C n . Then for a given 0 < p < ∞, the weighted Fock space F ) is defined as
If p = 2, then F 2 α equipped with the natural inner product defined by
is a reproducing kernel Hilbert space for every real α. However, it is difficult compute the reproducing kernel of F 2 α explicitly with respect to the inner product (1.1). To avoid this difficulty, in Section 2 we discuss a slightly different inner product ·, · α on F 2 α that generates an equivalent norm and enables us to compute the reproducing kernel of is the Taylor expansion of f up to order α/2 and f
Note that the spaces F 2 α are in fact very natural generalizations of the so called "weighted Fock-Sobolev spaces" from [3] . In particular, given real numbers α, s and 0 < p < ∞, the weighted Fock-Sobolev space F p α,s is defined as the space of entire functions f such that R s f L p α < ∞, where R s is the radial fractional derivative operator of order s (see [3] ). It was then proved in [3] that the FockSobolev space F p α,s coincides with the weighted Fock space F p α−sp . Now let K α (z, w) denote the reproducing kernel for F 2 α with respect to ·, · α . If µ is a complex Borel measure on C n , then we will define the Toeplitz operator T α µ by the formula for every z ∈ C n , then the Toeplitz operator T α µ is densely defined on F 2 α . If µ satisfies condition (1.6) andμ is the Berezin transform of µ (see Section 3 for the precise definition), then the following are the main results of this paper:
Theorem A. Let µ be a nonnegative Borel measure on C n satisfying (1.6) and let α be a real number. Then the following are equivalent for every 1 ≤ p < ∞.
(a) The Toeplitz operator T α µ extends to a bounded operator on F Theorem B. Let µ be a nonnegative Borel measure on C n satisfying (1.6) and let α be a real number. Then the following are equivalent for every 1 ≤ p < ∞. Theorem C. Let µ be a nonnegative Borel measure on C n satisfying (1.6) and let α be a real number. Then the following are equivalent for every 0 < p < ∞.
(a) T α µ extends to a Schatten p class operator.
Let r > 0 and let {a j } = sZ 2n , where 0 < s < r 2/n so that {B(a j , r)} covers C n . Then the sequence {µ(B(a j , r))} ∈ ℓ p .
Note that Theorems A, B, and C for the ordinary Fock spaces F p (which is defined as the space F p α when α = 0) were proved by Isralowitz and Zhu in [7] , and results that are similar to Theorems A, B, and C were proved in [6, 11] for a very large class of generalized Fock spaces (see Section 5 for a more detailed comparison between our results and those of [6, 11] .) Furthermore, note that condition (c) in Theorems A, B, and C and condition (d) in Theorem C are independent of r > 0 in the sense that if one of these conditions is true for some r 0 > 0 then they are true for every r > 0 (see [7] for a proof of this fact). Finally, note that the proofs of Theorems A, B, and C are primarily based on the (by now standard) techniques in [12] for handling Toeplitz operators with positive Borel measure symbols. However, the presence of an awkward inner product and reproducing kernel forces us to make tedious modifications to these techniques. This paper consists of five sections. In the next section, we will discuss the explicit formula of the reproducing kernel for F 2 α with respect to ·, · α in more detail and provide useful estimates for this reproducing kernel. In Sections 3 and 4 we will prove Theorems A, B, and C. Finally, as mentioned before, the last section will contain a comparison of our results with the results in [6, 11] and briefly discuss the problem of extending our results to Toeplitz operators on weighted Fock spaces that are defined in terms of the reproducing kernel of F 2 α with respect to the inner product (1.1).
We will end this introduction with a comment on some notation. For positive quantities A and B (which may depend on a variety of parameters or variables), we will use the notation A B if there exists an unimportant constant C such that A ≤ CB. The notation A B and A ≈ B will have a similar meaning.
THE REPRODUCING KERNEL OF F 2
α WITH RESPECT TO ·, · α As was mentioned in the introduction, the inner product ·, · α generates a Hilbert space norm on F 2 α that is equivalent to the F 2 α norm. In particular, if we define
are equivalent norms (quasi-norms when 0 < p < 1) for all 0 < p < ∞. To prove this we first need the following pointwise estimate from [3] , p. 4 (which in fact will often be used throughout the rest of the paper) Lemma 2.1. Let p, a, t > 0 and α be real. Then there is a constant C = C(a, t, α) > 0 such that
for every entire function f and every z ∈ C n . ) is a Banach space when p ≥ 1 and is a quasi-Banach space when 0 < p < 1. Thus, by the closed graph theorem (see [8] ), it is enough to show that
is a polynomial, we only need to show that
Since f is entire, the Cauchy estimates (see p. 101 in [9] ) immediately tell us that the first term above is finite. Similarly the Cauchy estimates in conjunction with Lemma 2.1 give us that f
gives us that the second term is also finite.
The proof when when α ≤ 0 is similar to the proof when α > 0 and will therefore be omitted.
Note that (as one would obviously expect) ·, · α is in fact a bounded sesquilinear form on F p α × F q α if 1 < p < ∞ where q is the conjugate exponent of p (and is also bounded on
and that a similar equation holds for (f )
. Thus, by the standard Cauchy estimates and Lemma 2.2 for p = 1, we have that
In virtue of Lemma 2.2, we will use the notation · F 2 α to refer to either the L 2 α norm on F 2 α from the introduction or the norm induced by ·, · α . Note that Lemma 2.1 tells us that F 2 α is in fact a reproducing kernel Hilbert space. As is well known, we have
where {φ β } is any orthonormal basis for F 2 α with respect to ·, · α . Note that polynomials form a dense subset of F 2 α (see Proposition 2.3 in [3] ). Also, note that monomials are mutually orthogonal, which means that { z β √ z β ,z β α } β is an orthonormal basis for F 2 α . Equation (2.2) and arguments that are identical to the ones in the proof of Theorem 4.5 in [3] then give us that
Here, I s is the fractional integration operator defined as:
Moreover, for s > 0, f + s is the tail part of the Taylor expansion of f of degree higher than |s| given by f
and we let f − s = f − f + s (see [3] for more information on fractional differentiation and integration).
) is a closed subspace of F 2 α with respect to ·, · α . In this case, let P α denote the orthogonal projection, so that
α . Note that the inner product ·, · α does not make sense on L 2 α when α > 0. Also note that T α µ would not even make sense for very natural µ (for example µ being point-mass measure at the origin) if we gave F 2 α the inner product ·, · α when α > 0 and defined T α µ (in the usual way) in terms of this inner product. Furthermore, if dµ = f dv for a measurable function f on C n , then note that T α µ = P α M f when α ≤ 0 where M f is "multiplication by f ." On the other hand, even though ·, · α does not make sense on L 2 α , we will show in Section 3 that the definition of T α µ given by (1.4) and (1.5) defines the "correct" sesquilinear form on F 2 α with respect to ·, · α when |µ| is Fock-Carleson (see Section 3 for precise definitions, and note that this sesquilinear form itself is sometimes taken as the definition of a Toeplitz operator, see [2] , p. 583 for example.)
We will finish this section by proving some useful estimates for the reproducing kernel K α (z, w).
Lemma 2.3. If α is any real number, then there is a positive constant
Proof. It was proved in [3] , p. 15 that
The proof now follows from the elementary fact that
|z||w| ≤ 2e
We now estimate K α (z, z) for any z ∈ C n as follows:
Proof. By (2.3) , it is enough to prove that
and
for s > 0 where the constant of equivalence depends on σ.
To that end, let s > 0 and let s = m + r where m is a nonnegative integer and 0 ≤ r < 1. Then for an entire function f , it was proved in [3] p. 14 that
for any entire f . Let σ > 0. If |z| ≤ σ, then (2.6) tells us that
To finish the proof we will estimate I −s K(z, z) with 0 < s = m + r where m is a non-negative integer and 0 ≤ r < 1. Let e k (t) = ∞ j=k+1 t j j! . Then by (2.7) we have
Note that ∂ k t e m+1 (t) = e m+1−k (t) when k < m + 1 and ∂ k t e m+1 (t) = e t when k ≥ m + 1. Thus, we have
Finally in this section we will obtain a lower estimate of K α (z, w) near the diagonal.
Proposition 2.5. If α is a real number then there is an r > 0 such that
|w| 2 for all w ∈ B(z, r).
Proof. It was proved in [10] , p. 420 that there exists a constant C = C(r) where
for any 0 < p < ∞ and f entire, provided f (z) = 0. By (2.8), we have
r, w ∈ B(z, r) for small r > 0.
Hence we have
where
Also by (2.8), we have
Note that if r ≤ 1/2, then |ζ| ≈ |z| for ζ ∈ B(z, r). Hence, we have
Finally, by Proposition 2.4, we have
|z| 2 , w ∈ B(z, r) for small r > 0.
BOUNDEDNESS AND COMPACTNESS FOR TOEPLITZ OPERATORS
In this section we prove Theorems A and B. As usual, the proofs rely heavily on a natural characterization of Carleson measures. First we prove some preliminary results. Let µ be a complex Borel measure in the sense that µ can be written as µ = (µ 1 − µ 2 ) + i(µ 3 − µ 4 ) where each µ j for j = 1, . . . , 4 is a σ−finite positive Borel measure on C n If µ further satisfies (1.6) then define the Berezin transform µ of a Borel measure µ bỹ
Note that we will prove in this section that (as one would expect)
|µ| is bounded. Lemma 3.1. µ(B(z, r)) μ(z) for small enough r > 0 and |z| ≥ 2r .
Proof. First assume that α ≤ 0. By Propositions 2.4 and 2.5, we havẽ
The case α > 0 is now identical to the case α ≤ 0 under the assumption that |z| ≥ 2r since then B(z, r) ⊆ {w : |w| ≥ r}.
Note that by (1.6) we have that
µ(B(z, r)) < ∞ for any r > 0 (where the supremum obviously depends on r > 0).
Proof. By Lemma 2.3, we have
where as before E(z, w) = e Therefore, since
there is a positive constant C = C(p, α) such that
Combining this with Proposition 2.4, we see that
To get the lower estimate, fix r > 0 small enough that Proposition 2.5 holds. Then
which completes the proof.
when α ≤ 0. Note that our definition of a Carleson measure for F p α is fundamentally different than than the definition of a Carleson measure for F p α in [3] . However, our definition is far more convenient for proving results about Toeplitz operators on F p α . Furthermore, as the next theorem shows, our definition is equivalent (modulo the weight factor (1 + |z|) α ) to the definition in [3] . 
On the other hand, |k
if r is sufficiently small by Propositions 2.4 and 2.5. Plugging (3.2) into (3.1), we get the conclusion. 
for all |z| ≥ r if f is entire. Since B(z, r/2) ⊂ B(w, r) for every w ∈ B(z, r/2), we have
for every z, w ∈ C n , so that
where the last inequality follows from Lemma 2.2. Now, by the Cauchy estimates and Lemma 2.1, one can easily prove that
for small enough r > 0 independent of f . Thus, since condition (b) is independent of r > 0, we can assume r > 0 is small enough so that
Finally, since µ is a Carleson measure for the classical Fock space F p (see [7] ) and since f
by the Cauchy estimates, we have that
Lemma 3.4.
If f is a polynomial, g ∈ F ∞ , and µ is a complex Borel measure on C n such that |µ| is a weighted Fock-Carleson measure, then
if α ≤ 0 and
Proof. First we consider the case α ≤ 0. By definition we have that
By arguments that are similar to proof of Theorem 3.3 with p = 1, we have that
Thus, an easy application of Fubini's theorem and the reproducing property proves Lemma 3.4 if α ≤ 0. Now we will prove the lemma for α > 0. By definition we have that
(w)e −|w| 2 dv(w) (3.3)
First, by Fubini's theorem and the proof of Theorem 3.3, we will have that
if we can show that
for each w ∈ C n . This will then tell us that
Obviously we may assume that f (u) = u m 0 for some multiindex m 0 with |m 0 | > α 2 . Note that Stirling's formula tells us that
Combining this with the elementary inequality (m!) −1 ≤ n |m| (|m|!) −1 we get that
for each w ∈ C n by another application of Stirling's formula. Finally, since the proof of Theorem 3.3 tells us that
(w) e −|w| 2 e −|u| 2 dµ(u) dv(w)
we can plug (3.4) and (3.5) into (3.3) and use Fubini's theorem and the reproducing property to complete the proof when α > 0.
Corollary 3.5. If µ Fock-Carleson measure, theñ
Proof. By definition, we have that
Note that Theorem 3.3 implies that T α µ K α (·, z) ∈ L 2 α for each z ∈ C n . Moreover the estimates from the proof of Lemma 3.4 tell us that T α µ K α (·, z) is entire for each z ∈ C n . The reproducing property of F 2 α and the definition of k α z immediately completes the proof. Proof. First, recall from the introduction that (b) is known to be independent of r > 0 (again see [7] ). Now we will prove Theorem 3.6 by showing that (a) ⇒ (c)
Lemma 2.1, Proposition 3.2, and the boundedness of T α µ on F p α gives us that 
if f is a polynomial and g ∈ F ∞ . Also note that the estimates from the proof of Lemma 3.4 allow us to conclude that T α µ f is entire. Thus, since polynomials are dense in F p α for all 1 ≤ p < ∞, we have that T α µ extends to a bounded operator on F p α . Now if p = 1 then the same arguments gives us that
for f a polynomial and g ∈ F ∞ which completes the proof since the proof of Theorem 5.7 in [3] tells us that (
If µ is a nonnegative Borel measure, then define the norm
when α ≤ 0 If 1 ≤ p < ∞ and µ is a weighted Fock-Carleson measure, then the inclusion
is bounded. We call µ a vanishing weighted Fock-Carleson measure for F p α if ι p is compact. Note that as one would expect, a simple argument involving Montell's theorem and the standard Cauchy estimates tells us that µ is a vanishing weighted Fock-Carleson measure if and only if f j L p α,µ ∩H(C n ) → 0 whenever {f j } is a bounded sequence in F p α where f j → 0 uniformly on compact subsets of C n . We conclude this section with a characterization of vanishing weighted FockCarleson measures that is similar to Theorem 3.6. First, however, we need to prove some standard results for the F } is bounded and f j → 0 uniformly on compact subsets of C n implies that T f j X → 0. Furthermore, sufficiently holds when p = 1.
Proof. Sufficiency follows immediately from Alaoglu's theorem.
For necessity, pick a bounded sequence {f j } ⊂ F p α where f j → 0 uniformly on compact subsets of C n . Since T is compact, passing to a subsequence if necessary, we can assume that T f j → u in X. Then since f j → 0 weakly by reflexitivity and Lemma 3.7, we have for any v ∈ X * that
which implies that u = 0.
Proof. By the estimates from Lemma 2.3, Proposition 2.4, and Proposition 3.2 we have that k α z / k α z F p α → 0 uniformly on compact subsets of C n as |z| → ∞. Thus, the Corollary immediately follows from Lemma 3.8 if 1 < p < ∞.
On the other hand, if p = 1 and T α µ is compact, then let |z j | → ∞ as j → ∞. Passing to a subsequence if necessary, assume that
for some f ∈ F 1 α . However, since the reproducing property holds for f ∈ F 1 α and since ·, · α is bounded on
However, since µ is a weighted Fock-Carleson measure, Theorem 3.3 and Lemma 3.4 gives us that
(3.6) Moreover, plugging in the estimates from Lemma 2.3, Proposition 2.4, and Proposition 3.2 into (3.6) we get that
(|u−z j | 2 +|w−u| 2 ) dv(u).
(3.7) However, it is very easy to see that the right hand side of (3.7) converges to 0 (for w fixed) as j → ∞. In particular, assuming |w| ≤ Proof. As was mentioned in the introduction, condition (c) is independent of r > 0. We will now prove Theorem 3.10 by showing that (a)
(a) ⇒ (b) : By proposition 3.2, we have that
where the last equality follows from Corollary 3.9. 
since the proof that
is similar.
To that end, choose R > 2r such that µ(B(z, r)) < ε whenever |z| > R/2.
} is bounded, we can easily use the Cauchy estimates to estimate the Taylor coefficients of (f j )
tinuous at the origin, so there exists 0 < δ < 1 where 0, 1)) .
Moreover, since (f j )
→ 0 uniformly on compact sets, we have that
Now choose s > 0 small enough that {B(a j , r)} covers C n , where {a j } is an arrangement of the lattice set sZ 2n . We denote by {b j } a rearrangement of the set {a j :
From the local finiteness of the covering {B(a k , 2r)}, there exists a positive integer N such that
Therefore, we have lim sup
which completes the proof since ε is arbitrary.
We only prove this for α > 0 since the case α ≤ 0 is similar. Also for convenience we will let F ∞ α := F ∞ for any α. First we claim that Lemma 3.4 holds for f ∈ F p α and g ∈ F q α . To see this, let {f j } be a sequence of polynomials where
µ is bounded (and thus µ is a weighted Fock-Carleson measure), we have that
Now let {f j } be a bounded sequence in F p α converging to 0 uniformly on compact subsets of C n . By Lemma 3.8, it is enough to show that lim j→∞ T α µ f j F p α = 0. However, the previous paragraph gives us that
We only show that lim j→∞ B j = 0 since the proof that lim j→∞ A j = 0 is similar. Let ε > 0. Again by the standard Cauchy estimates, we have that
(z)||z| −α is equicontinuous (with respect to both j and g where g F q α ≤ 1) at the origin. Thus, there exists δ > 0 such that
On the other hand, if
is the homogenous expansion of f j , then by the standard Cauchy estimates, Hölder's inequality, and the fact that µ is a weighted Fock-Carleson measure, we have that
is the Berezin transform of T . In particular, T is trace-class if and only if the integral above converges.
Proof. Let T = S 2 for some S ≥ 0. Let {e j } be an orthonormal basis for F 2 α . Then by Fubini's theorem,
where K α z (w) = K α (w, z) and the last estimate is due to Proposition 2.4.
We will need one more result before we prove the main result of this section. If µ is a positive Borel measure on C n then let µ 1 be defined by
for any Borel set E ⊂ C n and let µ 2 be defined by
for any Borel set E ⊂ C n Lemma 4.2. If µ satisfies condition (1.6) then T α µ 1 ∈ S α p for each p ≥ 1. Proof. We only prove this for α > 0 since the proof for α ≤ 0 is similar. Obviously it is enough to show that T α µ 1 is trace class. For each multiindex β, let e β be the standard normalized (with respect to ·, · α ) monomial
However, by Lemma 3.4, we have that
Thus, we have that
Similarly, we have that
which completes the proof. 
For any r > 0, let {a j } = sZ 2n where 0 < s < r 2/n so that {B(a j , r)} covers C n . Then the sequence {µ(B(a j , r))} ∈ ℓ p .
Note that the equivalence between (c) and (d) can essentially be found in [7] . For convenience, we divide the rest of the proof of Theorem 4.3 into two parts. In particular, we first finish the proof of the theorem when 1 ≤ p < ∞ and then finish the proof of the theorem when 0 < p < 1. For the proof when 0 < p < 1, we will need the following simple lemma that is well known in the classical Fock space setting (see [13] 
α , then the Cauchy-Schwarz inequality, Proposition 2.4, Lemma 2.1, and the reproducing property gives us that 
Therefore, the conclusion follows since
by Lemma 4.1.
(b) ⇒ (c) : This is immediate by Lemma 3.1.
(c) ⇒ (a) : We only prove this for α > 0 since the case α ≤ 0 is similar. Furthermore, since condition (c) is independent of r > 0 (see [7] ), we can assume that r < 1 2 . Let {e j } be the standard orthonormal basis of normalized monomials for F 2 α . If ϕ ∈ L ∞ (C n ), and T α ϕ := T α ϕ dv , then T α ϕ is bounded on F 2 α and
by Proposition 2.4. Thus, by complex interpolation, we see that
Since µ(B(w, r/2)) ≤ µ(B(z, r)) for every z ∈ B(w, r/2), we see that µ(B(w, r/2)) 1 for every w ∈ C n . Thus, Theorem 3.6 gives us that the Toeplitz operators T α ϕ and T α µ are bounded on F 2 α . By (4.1) and Lemma 4.2, it suffices to show that
for every polynomial f . However, We only show that
since the other term in the definition of µ can be shown to be in L p (C n , dv) by a similar argument. As in Lemma 4.2, write µ = µ 1 + µ 2 so thatμ = µ 1 + µ 2 . For every z, w ∈ C n , we have that
If |w| ≥ 1 then this implies that |z−w| 2 dµ(w).
If w ∈ B(a j , r), then |z − w| 2 ≥ |z − a j | 2 − 2r|z − a j |, so that for r > 0 small enough and some constant C 1 > 0 independent of R. By Lemma 6.36 in [13] ,
The last equality follows from the fact that ν = 0 on {|z| < 1}. Note that if |z| > 1 and |w| > 1, then |K α (z, w)| (1 + |z|) Therefore,
