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Abstract
Generalizing a theorem of Macdonald, we show a formula for the mixed Hodge structure on the cohomology of the symmetric
products of bounded complexes of mixed Hodge modules by showing the existence of the canonical action of the symmetric group
on the multiple external self-products of complexes of mixed Hodge modules. We also generalize a theorem of Hirzebruch and
Zagier on the signature of the symmetric products of manifolds to the case of the symmetric products of symmetric pairings on
bounded complexes with constructible cohomology sheaves where the pairing is not assumed to be non-degenerate.
© 2011 Elsevier Masson SAS. All rights reserved.
Résumé
Généralisant un théorème de Macdonald, on donne une formule pour la structure de Hodge mixte sur la cohomologie des
produits symétriques de complexes bornés de modules de Hodge mixtes, en établissant l’existence d’une action canonique du
groupe symétrique sur les puissances externes de complexes de modules de Hodge mixtes. On étend également un théorème de
Hirzebruch et Zagier sur la signature des produits symétriques d’une variété au cas des produits symétriques d’accouplements
symétriques sur les complexes bornés à faisceaux de cohomologie constructible, sans supposer les accouplements en question non
dégénérés.
© 2011 Elsevier Masson SAS. All rights reserved.
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Introduction
For a complex algebraic variety X, let SnX denote the n-fold symmetric product of X. This is by definition the
quotient of the n-fold self-product Xn by the action of the symmetric group Sn. We assume X is quasi-projective so
that SnX is an algebraic variety. Let π :Xn → SnX denote the canonical projection. We have a canonical isomorphism
of sheaves of Q-vector spaces,
QSnX = (π∗QXn)Sn ,
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L. Maxim et al. / J. Math. Pures Appl. 96 (2011) 462–483 463where the right-hand side is the Sn-invariant part. This implies canonical isomorphisms,
H •
(SnX,Q)= H •(Xn,Q)Sn = (⊗n H •(X,Q))Sn ,
where the last isomorphism follows from the multiple Künneth formula. So we get an isomorphism of bigraded vector
spaces:
H •
(S•X,Q)(:=⊕
n0
H •
(SnX,Q))= Sym• H •even(X,Q)⊗∧• H •odd(X,Q),
where H •even(X,Q) :=
⊕
j : even H
j(X,Q) (similarly for H •odd), and Sym• V • on the right-hand side denotes the direct
sum of the usual symmetric tensor products
⊕
n0 Symn V • for a graded vector space V •. The last formula, which
was implicit in [27], is pointed out to us by S. Kimura, and is closely related to the theory of finite dimensional
motives [21] (see also [8]). We show that the above isomorphisms are compatible with mixed Hodge structures, and
extend to the case of intersection cohomology (with local system coefficients). These imply formulas in [27] for the
Hodge numbers and Hirzebruch’s χy -genus [20] of the (intersection) cohomology of symmetric products, generalizing
earlier work by [23,7] and others.
In the case when X is smooth, SnX is a complex V -manifold, hence is a Q-homology manifold, so the intersection
cohomology of SnX coincides with its usual cohomology (see [17]). If furthermore X is projective (or, more generally,
compact with a Kähler desingularization), then the pure Hodge structure on the cohomology of X defined in [36]
(which is reproduced in [28, Section 2.5]) coincides with the mixed Hodge structure in [11] and also with the pure
Hodge structure on the intersection cohomology in [29] (which is obtained by applying the decomposition theorem
to the desingularization in the non-projective case), see Proposition 2.8. Here we can prove only a weaker version of
[15, Theorem 5.3], showing that if an algebraic complex V -manifold X is globally embeddable into a smooth variety
(e.g. if X is quasi-projective), then the filtered Steenbrink complex (Ω˜•X,F ) is canonically isomorphic to the filtered
Du Bois complex (Ω•X,F ) as filtered differential complexes on the ambient variety. It is, however, unclear whether
the isomorphism holds as filtered differential complexes on the original variety X as noted in [15], see also a remark
after (2.7.2) below.
In this paper we extend the above assertions on the symmetric products to the case of arbitrary bounded complexes
of mixed Hodge modules M ∈ Db MHM(X), where MHM(X) is the abelian category of (algebraic) mixed Hodge
modules on X, and Db MHM(X) is the derived category of bounded complexes of MHM(X). There are, however,
certain technical difficulties associated to mixed Hodge modules.
For instance, it is not clear a priori if there is a canonical action of the symmetric group Sn on the n-fold external
self-product nM in a compatible way with the natural action on the underlying Q-complexes, since the difference
in the t-structures of the underlying D-modules and Q-complexes gives certain differences of signs. In this paper we
solve this problem by showing a cancellation of sings appearing in the morphisms of a commutative diagram, see
Proposition 1.5 and Theorem 1.9 below. It is rather surprising that the sign coming from certain changes of orders
of the multiple external products of complexes cancels out with the sign coming from the anti-commutativity of the
exterior algebra
∧•
Θ where Θ is the sheaf of vector fields.
We also prove the multiple Künneth formula for the n-fold external products of bounded complexes of mixed
Hodge modules in a compatible way with the action of the symmetric group Sn, see (1.12). For the compatibility
with the action of Sn, we have to construct a canonical multiple Künneth isomorphism. Once a canonical morphism
is constructed, the assertion is reduced to the formula for the underlying Q-complexes, which is well known.
As a consequence of these considerations, we get the following assertion, which is used in [27]:
Theorem 1. For any bounded complex of mixed Hodge modules M on a complex quasi-projective variety X, the
symmetric product can be defined by,
SnM = (π∗ n M)Sn ∈ Db MHM(SnX),
and we have canonical isomorphisms of graded mixed Hodge structures,
H •
(SnX,SnM)= H •(Xn,nM)Sn = (⊗n H •(X,M))Sn ,
in a compatible way with the corresponding isomorphisms of the underlying Q-complexes.
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with constructible cohomology sheaves K ∈ Dbc (X,A) on a topological stratified space X as in (3.1) with
dimA H •(X,K) < ∞ where A is a field of characteristic 0, see (3.8) below.
In Theorem 1 we use the splitting of an idempotent in Db MHM(SnX) (see [1] and also [22] for a simpler
argument) together with the complete reductivity of Sn to show the existence of the Sn-invariant part in
Db MHM(SnX). The complete reductivity is also used to show the commutativity of the Sn-invariant part with
the direct image by Xn → pt . Note that a certain amount of representation theory is needed to justify the definition
of the projector 1
n!
∑
σ∈Sn σ defining the invariant part in case of bounded complexes of mixed Hodge modules, see
Remark 2.6 below.
Corollary 1. With the above notation, there is a canonical isomorphism of bigraded mixed Hodge structures,
H •
(S•X,S•M)= Sym• H •even(X,M)⊗∧• H •odd(X,M),
where H •(S•X,S•M) has the bigrading ⊕j,n0 Hj(SnX,SnM), and Sym• on the right-hand side denotes the
direct sum of the usual symmetric tensor products of the graded mixed Hodge structure H •even(X,M) consisting of
the even degree part.
For this we use the fact that the Sn-invariant part coincides with the maximal quotient on which the action of Sn
is trivial (this follows from the complete reductivity ofSn). Corollary 1 implies Theorem 1.1 in [27] for any bounded
complexes of mixed Hodge module M. More precisely, the Hodge numbers of M ∈ Db MHM(X) are defined for
p,q, k ∈ Z by,
hp,q,k(M) := hp,q(Hk(X,M)) := dimC(GrpF GrWp+qHk(X,M)C),
where Hk(X,M)C denotes the underlying C-vector space of a mixed Hodge structure. Taking the alternating sums
over k, we get the E-polynomial in Z[y±1, x±1]:
e(M)(y, x) :=
∑
p,q
ep,q(M)ypxq with ep,q(M) :=
∑
k
(−1)khp,q,k(M).
For the generating series of the above numbers and polynomials, Corollary 1 implies the following assertion in [27,
Theorem 1.1]:
Corollary 2. For any bounded complex of mixed Hodge modules M on a complex quasi-projective variety X, we
have the following identities:
∑
n0
( ∑
p,q,k
hp,q,k
(SnM)ypxq(−z)k)tn = ∏
p,q,k
(
1
1 − ypxqzkt
)(−1)khp,q,k(M)
,
∑
n0
e
(SnM)(y, x)tn =∏
p,q
(
1
1 − ypxqt
)ep,q (M)
= exp
(∑
r1
e(M)(yr , xr) t r
r
)
.
Indeed, the isomorphism in Corollary 1 holds after passing to the bigraded quotients Gr•F GrW• , and it implies
that the direct sum decomposition V • = V •even ⊕ V •odd with V • := H •(X,M) gives a multiplicative decomposition
of the left-hand side in a compatible way with the one on the right-hand side defined by the denominators and the
numerators. So the first equality is reduced to the case V • = V •even or V • = V •odd, and easily follows (using a basis of
Gr•F GrW• V • if necessary). Here the degree of z corresponds to the degree of the graded vector space V •. The second
equality follows from the first by substituting z = 1, and the last equality uses the identity − log(1 − t) =∑i1 t i/i.
Note that Corollary 2 in the constant coefficient case with X singular is stated in [7, Proposition 1.1], without
any comments about the compatibility with the mixed Hodge structures as in Proposition 2.2 below (although [11]
should be used there). Note also that the formalism in Appendix A of [27] does not directly apply to mixed Hodge
modules since the external product  for mixed Hodge modules is not defined by using smooth pull-backs pr∗i and
tensor product
⊗ (both have certain shifts of degrees in case of mixed Hodge modules, which cause the problem of
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independent of the order of {1, . . . , n} if one proves the formula by induction on n reducing to the case n = 2 without
assuming the existence of a canonical isomorphism for multiple products, even though this independence is crucial
to the proof of the compatibility with the action of Sn. To avoid this problem, we use multiple tensor product in
Section 1.
We define the χy -genus of M ∈ Db MHM(X) in Z[y±1] by:
χ−y(M) :=
∑
p
f p(M)yp with f p(M) :=
∑
k
(−1)k dimC GrpFHk(X,M)C.
Only this χy -genus has the corresponding characteristic class version, see [4,35]. A generating series formula for these
characteristic classes of symmetric products is discussed in [5]. Since
f p(M) =
∑
q
ep,q(M), χ−y(M) = e(M)(y,1),
Corollary 2 implies the following assertion in [27, Corollary 1.2]:
Corollary 3. For any bounded complex of mixed Hodge modules M on a complex quasi-projective variety X, we
have the following equalities:
∑
n0
χ−y
(SnM)tn =∏
p
(
1
1 − ypt
)f p(M)
= exp
(∑
r1
χ−yr (M) t
r
r
)
.
Replacing cohomology by cohomology with compact supports, we get hp,q,kc (M), ec(M)(y, x), etc. instead of
hp,q,k(M), e(M)(y, x), etc. and the assertions also hold for those numbers and polynomials as is stated in [27].
Indeed, we can replace X with a compactification X and M with the zero extension j!M where j :X → X is the
inclusion.
We can apply the above formulas, for instance, to the cases where M = (aX)∗Q with aX :X → pt the canonical
morphism or M = (ICX L)[−dimX] with X irreducible and L a polarizable variation of Hodge structure defined on
a smooth Zariski-open subset of X, see also [27] for more examples and applications.
Setting y = 1 in the formula of Corollary 3, we get a formula for the underlying Q-complex K . This formula also
holds in case X is a topological stratified space as in (3.1) and K ∈ Dbc (X,A) with dimA H •(X,K) < ∞ where A is
a field of characteristic 0, see also [27, Theorem 1.4(a)]. For such X and K with A = R, we also have a generalization
of [27, Theorem 1.4(c)] on the signature of the induced pairing on the symmetric products as follows:
Assume there is a pairing,
φ :K ⊗R K → DX := a!XR,
where aX :X → pt is the natural morphism. This induces a pairing
π∗ n φ :π∗ n K ⊗ π∗ n K → π∗ n DX = π∗DXn Tr−→ DSnX,
where the last morphism is the trace morphism Tr :π!π !DSnX → DSnX associated with the adjunction for π!, π !.
Restricting this self-pairing to SnK , we get the induced pairing,
Snφ :SnK ⊗ SnK → DSnX.
Assume dimR H •c (X,K) < ∞, and moreover φ induces a graded-symmetric self-pairing φX of the graded vector
space H •c (X,K) (in particular, its restriction to the odd degree part is anti-symmetric). The last condition is satisfied
if φ :K ⊗R K → DX is symmetric. We do not assume, however, that φX on H •c (X,K) is non-degenerate. Let σ(φ)
be the signature of φX on H 0c (X,K). Let ρi be the rank of the induced pairing between Hic (X,K) and H−ic (X,K)
(i ∈ Z). Set χ(φ) =∑i (−1)iρi . This coincides with the Euler characteristic χc(X,K) if φX is non-degenerate. Let
σ(Snφ) be the signature of the induced pairing on H 0c (SnX,SnK).
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n0
σ
(Snφ)tn = (1 + t) σ(φ)−χ(φ)2
(1 − t) σ(φ)+χ(φ)2
.
This generalizes a result of Hirzebruch and Zagier [38] which is closely related to the Hirzebruch signature theorem,
see also [27, Theorem 1.4(c)]. If X is an even-dimensional complex analytic space and if X is a Q-homology manifold,
then we consider ICX R = RX[dimX] instead of RX , where the dualizing complex DX is given by RX[2 dimX] (here
the Tate twist is omitted). However, this does not cause any problem of sign since the complex is shifted by an even
degree.
Finally, note that Corollary 3 implies Theorem 2 in the case when X is projective, K underlies a pure R-Hodge
module M of even weight with strict support, and φ gives a polarization of M, see (3.7) below. Note also that
Theorem 1 and its corollaries hold also for mixed R-Hodge modules which is defined in the same way as in [29,30]
using induction on the dimension of the support with Q-Hodge structure replaced by R-Hodge structure in the zero-
dimensional case. Here we assume the local monodromies are quasi-unipotent so that the V -filtrations are indexed
by Q. This is different from [31, 1.11]. Note that the proof of (0.10) (i.e. Theorem 2.2) in [31] is still incomplete
even now (the problem is very difficult), and we have to wait until the detailed version of a paper quoted there will be
published.
In Section 1 we show the canonical action of the symmetric group together with the multiple Künneth formula for
the multiple external products of bounded complexes of mixed Hodge modules. In Section 2 we prove Theorem 1 after
showing Proposition 2.2 which is related to a certain λ-structure. We also prove Proposition 2.8 in case of complex
V -manifolds. In Section 3 we prove Theorem 2 treating only bounded R-complexes with constructible cohomology
sheaves.
1. Multiple external products and the symmetric group
1.1. Multiple external products of complexes
Let K•i be bounded complexes of A-modules for i ∈ [1, n], where A is a field. We have the n-fold tensor complex⊗n
i=1 K•i such that the j -th component is given by,⊕
|p|=j
(
n⊗
i=1
K
pi
i
)
,
with |p| :=∑ni=1 pi , and the restriction of the differential to⊗ni=1 Kpii is given by,
n∑
i=1
(−1)p1+···+pi−1di, (1.1.1)
where di denotes also the morphism induced by the differential di of K•i .
Let K•i be bounded complexes of sheaves of A-modules on topological spaces Xi for i ∈ [1, n]. We have the n-fold
external product ni=1K•i on
∏n
i=1 Xi such that the j -th component is given by,⊕
|p|=j
(
ni=1K
pi
i
)
,
and the differential is given as in (1.1.1).
Note that the n-fold external product of sheaves of A-modules Ei is defined by,
ni=1Ei = E1  · · ·En := pr−11 E1 ⊗A · · · ⊗A pr−1n En,
with pri the projection to the i-th factor. In the case X = pt , the n-fold tensor product
⊗n
i=1 Ei is defined by using
the universality for multilinear maps E1 × · · · ×En → E′.
We will write A instead of  when we have to specify A.
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Let Mi ∈ M(DXi ) for i ∈ [1, n], where Xi is a complex manifold and M(DXi ) denotes the category of DXi -
modules. Set X =∏ni=1 Xi . We have the n-fold external product,
Oni=1Mi = M1  · · ·Mn ∈ M(DX ),
which is defined by the scalar extension of
Cni=1Mi := pr−11 M1 ⊗C · · · ⊗C pr−1n Mn,
by the inclusion
O′X := pr−11 OX1 ⊗C · · · ⊗C pr−1n OXn ↪→ OX . (1.2.1)
For bounded complexes of DXi -modules M•i ∈ Cb(DXi ), we can then define the n-fold external product,
Oni=1M
•
i = M•1  · · ·M•n ∈ Cb(DX ),
where the differential is given as in (1.1.1). This induces the n-fold external product in Db(DX ) for M•i ∈ Db(DXi ).
Note that the above definition also applies to the case of OX-modules.
1.3. Action of the symmetric group Sn
With the notation of (1.2), assume Xi = X so that X = Xn. Let Ei be sheaves of A-modules on X. For σ ∈Sn,
we have a natural isomorphism (without any sign),
σ # :ni=1Ei
∼−→ σ∗
(
ni=1Eσ(i)
)
. (1.3.1)
Here σ∗, σ ∗ denote the sheaf-theoretic direct image and pull-back associated to the action of σ so that σ∗ = (σ−1)∗,
and hence σ∗pr∗i = (σ−1)∗pr∗i = pr∗σ(i). We have moreover:
σ∗τ # ◦ σ # = (στ)#, (1.3.2)
as morphisms
ni=1Ei → σ∗τ∗
(
ni=1Eστ(i)
)= (στ)∗(ni=1Eστ(i)).
(Set E′i = Eσ(i) so that E′τ(i) = Eστ(i).) Thus we get a contravariant action. If one prefers a covariant action, it can be
defined by σ# = (σ #)−1.
Let K•i be bounded complexes of sheaves of A-modules on X. We have a canonical isomorphism (see [10]),
σ # :ni=1K•i
∼−→ σ∗
(
ni=1K•σ(i)
)
, (1.3.3)
which is defined for mi ∈ Kpii by,
ni=1mi → (−1)ν(σ,p)σ∗
(
ni=1mσ(i)
)
, with ν(σ,p) :=
∑
i<j,σ (j)<σ(i)
pipj . (1.3.4)
Here (−1)ν(σ,p) coincides with the sign of the permutation of {i ∈ [1, n] | pi : odd} ignoring the i with pi even. More
precisely, let 1  i1 < · · · < in′  n be the integers with pik odd (k ∈ [1, n′]), and 1  j1 < · · · < jn′  n be the
integers such that {σ(ik)} = {jk}. There is σ ′ ∈Sn′ such that jσ ′(k) = σ(ik), and (−1)ν(σ,p) is the sign of σ ′.
For M•i ∈ Cb(DXi ), we have similarly a canonical isomorphism in Cb(DXn),
σ # : Oni=1M
•
i
∼−→ σ∗
(
Oni=1M
•
σ(i)
)
, (1.3.5)
inducing an isomorphism in Db(DXn) for M•i ∈ Db(DXi ). Here σ∗ may be viewed as the direct image of D-modules
since the action of σ is an isomorphism.
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With the notation of (1.2), the external product  is compatible with the de Rham functor DR. This means that
there is a canonical morphism for M•i ∈ Cb(DXi ):
Cni=1DRXi
(
M•i
)→ DRX (Oni=1M•i ), (1.4.1)
where the left-hand side is defined for K•i = DRXiM•i as in (1.1) with A = C. Here we use right D-modules so that
the j -th component of DRX(M) for a right DX-module M on a complex manifold X is given by M ⊗O
∧−j
ΘX ,
where ΘX is the sheaf of holomorphic vector fields, and the complex is locally identified with the Koszul complex
associated to the differential operators ∂/∂xi if one chooses a local coordinate system (x1, . . . , xd) so that the
∧−j
ΘX
are locally trivialized, see [29]. Note that (1.4.1) is a quasi-isomorphism in the holonomic case (i.e. if the HkM•i are
holonomic D-modules).
For mi ∈ Mpii and ηj ∈
∧−qj ΘXj , the morphism (1.4.1) is then given by:
ni=1(mi ⊗ ηi) → (−1)ν(p,q)
(
ni=1mi
)⊗( n∧
i=1
pr∗i ηi
)
, with ν(p, q) :=
∑
i>j
piqj , (1.4.2)
where
∧n
i=1 pr∗i ηi := pr∗1η1 ∧ · · · ∧ pr∗nηn ∈
∧−∑i qi ΘX , and the sign comes from the same reason as (1.3.4).
Proposition 1.5. With the notation of (1.3), the action of the symmetric group Sn is compatible with the de Rham
functor DR, i.e. for M•i ∈ Cb(DX), there is a commutative diagram:
Cni=1DRX(M•i ) σ
#
σ∗(Cni=1DRX(M•σ(i)))
σ∗(DRXn(Oni=1M•σ(i)))
DRXn(Oni=1M•i )
DR(σ #) DRXn(σ∗(Oni=1M•σ(i)))
where the horizontal morphisms are induced by (1.3.3) and DRXn of (1.3.5), and the vertical morphisms are induced
by (1.4.1) together with the commutativity of DRXn and σ∗.
Proof. We may assume σ = (k, k + 1) for some k ∈ [1, n− 1], i.e. σ(i) = i for i /∈ {k, k + 1} and σ = id. Indeed, Sn
is generated by such elements and the action is compatible with the group law by (1.3.2). (The last property cannot be
used to define the action of σ ∈Sn without showing the independence of factorizations of σ .)
Let mi ∈ Mpii , ηj ∈
∧−qj ΘX . Consider the image of ni=1(mi ⊗ ηi) in each term of the diagram. These are given
up to sign by:
ni=1(mi ⊗ ηi) σ∗(ni=1(mσ(i) ⊗ ησ(i)))
σ∗(ni=1mσ(i))⊗ σ∗(
∧n
i=1 pr∗i ησ(i))
(ni=1mi)⊗ (
∧n
i=1 pr∗i ηi) σ∗(ni=1mσ(i))⊗ (
∧n
i=1 pr∗i ηi).
We have to show that the signs associated to the morphisms of the diagram cancel out. Since σ(i) = i for i /∈ {k, k+1},
certain signs associated to the two vertical morphisms cancel out. Indeed, these are associated to the sum of pjqj over
i < j with (i, j) = (k, k + 1) in (1.4.2). So the assertion is reduced to the case n = 2 and σ = id. Then the signs
coming from the horizontal and vertical morphisms are given by,
(−1)(p1+q1)(p2+q2), (−1)p1p2 and (−1)p2q1 , (−1)p1q2 , (−1)q1q2 ,
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∧−q1−q2 ΘX2 , and the other signs come from (1.3.4)
and (1.4.2). So the assertion follows. 
Remarks 1.6. (i) In the above argument it is also possible to use left D-modules instead of right D-modules if we
replace the de Rham functor DRX with DRX[−dimX] and cancel the effect of the shift of complexes by using the
twist of the character εdimX . Here
ε :Sn → {−1,1} (1.6.1)
is a character such that ε(σ ) is the sign of a permutation σ . In this case
∧•
ΘX is replaced by Ω•X =
∧•
Ω1X . Note
that the shift of complex [k] in general corresponds to the twist of the action by the character εk .
In the case M = OX , we have to twist the action by εdimX since the de Rham functor DRX is shifted by dimX so
that DRX(OX) = CX[dimX].
(ii) In Proposition 1.5, we considered the de Rham complexes in the category of C-complexes. However,
Proposition 1.5 holds also if we use the filtered de Rham functor which is defined for bounded complexes of filtered
D-modules (M•,F ) and whose value is in the category CbF(OX,Diff) of bounded filtered differential complexes
in [29]. This filtered differential complex version is needed in [5]. Here the multiple external products C in the
first row of the diagram in Proposition 1.5 is replaced by O, since the multiple external product for bounded
filtered differential complexes is defined by using the scalar extension by (1.2.1). However, we have to define first
C for bounded filtered differential complexes before applying the scalar extension by (1.2.1). So we need the
category CbF(O′X ,Diff) consisting of bounded filtered differential complexes of O′X -modules, see (1.2.1) for O′X .
This category is defined in the same way as in [29] using,
D′X := Cni=1DXi = O′X 〈∂1, . . . , ∂d ′ 〉,
instead of DX = OX 〈∂1, . . . , ∂d ′ 〉 where ∂i := ∂/∂xi for local coordinates x1, . . . , xd ′ of X with d ′ = dimX .
To prove the above variant of Proposition 1.5, we first prove the commutativity of the original diagram in
Proposition 1.5 by the same argument as before where the multiple external product C in the first row is defined in
CbF(O′X ,Diff). Then we can take the scalar extension of the two terms in the first row by the morphism (1.2.1) since
the other terms are filtered differential complexes of OX -modules.
1.7. Action of Sn on mixed Hodge modules
Let MHM(X) be the category of mixed Hodge modules [30], and Db MHM(X) be the derived category of bounded
complexes of MHM(X). Here we assume X is a complex manifold or a smooth complex algebraic variety. (Since X
is assumed quasi-projective in Theorem 1, we may replace X with a smooth variety containing it.) In the algebraic
case, we use analytic D-modules (assuming the stratifications are algebraic) to simplify the de Rham functor.
For Mi ∈ MHM(X), there is the n-fold external product,
ni=1Mi := M1  · · ·Mn ∈ MHM
(
Xn
)
,
and there is a natural action of Sn on it by Proposition 1.5. This implies a natural action of Sn on
ni=1Mi ∈ Cb MHM
(
Xn
)
for Mi ∈ Cb MHM(X),
and then on ni=1Mi ∈ Db MHM(Xn) for Mi ∈ Db MHM(X). By Proposition 1.5 this action is compatible with the
natural action on the underlying Q-complexes using the faithfulness of the functor⊗
Q C :D
b
c (X,Q) → Dbc (X,C).
Here the faithfulness follows from the well-known formula:
Hom
(
K,K ′
)= H 0(X,RHom(K,K ′)) for K,K ′ ∈ Dbc (X,A).
Note also that the composition of the functor rat associating the underlying Q-complex and the above functor⊗Q C
is canonically isomorphic to the de Rham functor,
DRX :Db MHM(X) → Dbc (X,C).
This follows from the construction of the realization functor in [3].
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Let X be a complex algebraic variety or a complex analytic space (assumed Hausdorff). A filtered D-module
(M,F) on X is a collection of filtered DZ-modules (MU↪→Z,F ) for any closed embeddings U ↪→ Z where U is an
open subvariety (or an open subset) of X, Z is smooth, and (MU↪→Z,F ) ∈ MF(DZ)U . Here MF(DZ)U ⊂ MF(DZ)
is defined by the condition that the GrFpMU↪→Z are OU -modules (in particular MU↪→Z is supported on U ), and
it is satisfied by mixed Hodge modules supported on U , see [29, Lemma 3.2.6]. They satisfy some compatibility
conditions, see [29, 2.1.20], and also [32, 1.5]. For instance, if there are two closed embeddings Ua ↪→ Za (a = 1,2),
set
U1,2 := U1 ∩U2 ↪→ Z1,2 := Z1 ×Z2.
Then we have isomorphisms for a = 1,2,
(MUa↪→Za ,F )|Za\(Ua\Ua′ ) ∼= (prZa )∗(MU1,2↪→Z1,2,F ), (1.8.1)
where a′ := 3 − a and (prZa )∗ is the direct image as a filtered D-module under the projection to Za . Here we use the
following:
Let f :X′ → Y ′ be a morphism of smooth varieties or complex manifolds inducing an isomorphism X ∼−→ Y
where X ⊂ X′, Y ⊂ Y ′ are closed subvarieties or closed subspaces. Then the direct image of D-modules induces an
equivalence of categories,
f∗ :MF(DX′)X ∼−→ MF(DY ′)Y . (1.8.2)
This assertion is local, and is reduced to the case where X ↪→ X′ is a minimal embedding at x ∈ X, i.e. the Zariski
tangent space of X at x has the same dimension as X′.
Mixed Hodge modules on singular varieties can be defined in the same way as above. In the above notation, we
use an equivalence of categories,
f∗ : MHM
(
X′
)
X
∼−→ MHM(Y ′)
Y
, (1.8.3)
where MHM(X′)X ⊂ MHM(X) is the full subcategory consisting of objects supported on X. Note that (1.8.3) holds
also for complexes by replacing MHM(X′)X with Cb MHM(X′)X and MHM(Y ′)Y with Cb MHM(Y ′)Y since
f∗M = H 0f∗M, Hjf∗M = 0 (j = 0) for M ∈ MHM
(
X′
)
X
. (1.8.4)
Theorem 1.9. Let X be complex algebraic variety or a complex analytic space. Assume X is globally embeddable
into a smooth variety or space. Let Mi ∈ Cb MHM(X). For σ ∈Sn we have a contravariant action,
σ # :ni=1Mi ∼−→ σ∗
(
ni=1Mσ(i)
)
in Cb MHM
(
Xn
)
,
satisfying σ∗τ # ◦ σ # = (στ)# for any σ, τ ∈Sn. The induced isomorphism in Db MHM(Xn) for Mi ∈ Db MHM(X)
is compatible with the canonical action on the underlying Q-complexes via the functor rat associating the underlying
Q-complex.
Proof. Note first that the assertion is proved in (1.7) if X is smooth. By hypothesis there is a closed embedding
X ↪→ X′ with X′ smooth. Then we have an equivalence of categories,
MHM(X) ∼−→ MHM(X′)
X
,
where MHM(X′)X ⊂ MHM(X′) denotes the full subcategory consisting of objects supported on X. This follows from
the definition of D-modules on complex varieties or complex analytic spaces, see (1.8). So any M ∈ Cb MHM(X) is
canonically represented by,
M′ ∈ Cb MHM(X′)
X
:= Cb(MHM(X′)
X
)
.
Here M′ is a bounded complex of mixed Hodge module defined by using filtered DX′ -modules in the usual
sense. Then Theorem 1.9 in the smooth case can be applied to M′, and we get the canonical action of Sn in
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X ↪→ X′a (a = 1,2), set X′3 = X′1 ×X′2. By (1.8.3) we have an equivalence of categories,
(pra)∗ :Cb MHM
(
X′3
)
X
∼−→ Cb MHM(X′a)X,
induced by the direct image under the projection pra :X′3 → X′a (a = 1,2), and similarly for the projection between
their multiple fiber products where MHM(X′a)X is replaced by MHM((X′a)n)Xn for a = 1,2,3. Since (1.8.4) holds
for f = pra , we have the commutativity of the multiple external product with the direct image as in (1.12.2) below
also in the analytic case. So the independence of the embedding follows. This finishes the proof of Theorem 1.9. 
Remark 1.10. In the case Mi = M (∀i) and M = a∗XQ for a variety X or M = ICX L with L a variation of Hodge
structure on a smooth dense Zariski-open subset of an irreducible variety X, it is not difficult to show Theorem 1.9
using the following property:
(P ) There is a sufficiently small smooth open subset U of Xn which is stable by the action of Sn and such that the
restriction induces an isomorphism:
End
(
nM) ∼−→ End((nM)∣∣
U
)
.
Note that
na∗XQ = a∗XnQ, n(ICX L) = ICXn
(
nL).
1.11. Direct image of mixed Hodge modules
The definition of the direct image of mixed Hodge modules under a morphism of complex algebraic varieties
f :X → Y is as follows (see the proof of [30, Theorem 4.3]): Take an affine open covering Uj of X, and let
UJ =⋂j∈J Uj with fJ the restriction of f to UJ . Here X may be singular, and we have closed embeddings Uj ↪→ Zj
with Zj smooth since Uj are affine, see (1.8) for mixed Hodge modules on singular varieties. We may also assume
that there is an affine open covering {U ′j } of Y together with closed embeddings U ′j ↪→ Z′j such that Z′j is smooth,
f (Uj ) ⊂ U ′j and f |Uj is extended to f ′j :Zj → Z′j , see also [29, 2.3.9]. Then, for any bounded complex of mixed
Hodge modules M on X, there is a quasi-isomorphisms N → M such that
Hk(fJ )∗
(N p∣∣
UJ
)= 0 for any p ∈ Z, k = 0 and J .
(This is essentially the same argument as in [2].) Here (fJ )∗ can be defined by using f ′J :=
∏
j∈J f ′j . Combining this
construction with the Cech complex for UJ , we get a double complex such that the associated single complex M′ is
a representative of M satisfying the condition:
Hkf∗
(M′p)= 0 for any p ∈ Z and k = 0. (1.11.1)
Then the direct image f∗M is defined by H 0f∗(M′ •). This is independent of the choice of the above N by the
standard argument in the theory of derived categories since there is a quasi-isomorphism N → M for any M. It is
also independent of the choice of Uj by using a refinement of two affine coverings.
In case X is projective, we can take Ui to be the complement of a hyperplane section, and the resolution N → M
can be constructed by using the dual of the Cech complex (using the direct images with proper supports) which is
associated to an open covering defined by the complements of sufficiently general hyperplane sections, see [2].
We can similarly define the direct image with compact support f! by the dual argument where the Cech complex
associated to the Ui is replaced by the dual of the Cech complex using the direct images with proper supports and the
directions of the morphisms are all reversed, e.g. we have M → N instead of N → M.
1.12. Multiple Künneth formula for mixed Hodge modules
For morphisms of complex algebraic varieties fi :Xi → Yi , set X = ∏ni=1 Xi , Y = ∏ni=1 Yi , and f =∏n
i=1 fi :X → Y . Let Mi ∈ Db MHM(Xi). We first show that the direct image commutes with the multiple external
products, i.e. there is a canonical isomorphism,
ni=1(fi)∗Mi = f∗
(
ni=1Mi
)
in Db MHM(Y), (1.12.1)
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isomorphism is compatible with the action of Sn in case Xi = X and Yi = Y for any i. These assertions follow from
the definition of the direct image of bounded complexes of mixed Hodge modules as is explained in (1.11). We note
a proof for the usual direct images. The argument is similar for the direct images with proper supports.
Take a representative M′i in (1.11) for each Mi so that (1.11.1) is satisfied. Then the isomorphism (1.12.1) follows,
since there are natural isomorphisms of mixed Hodge modules,
ni=1H 0(fi)∗M′pii = H 0f∗
(
ni=1M′pii
)
. (1.12.2)
By this argument, (1.12.1) is compatible with the action of Sn in case Xi = X for any i. Moreover, in case Yi = pt
for any i, (1.12.1) is compatible with the corresponding isomorphism (3.8.1) below for the underlying R-complexes
Ki of Mi . This follows from the definition of the realization functor in [3] using Proposition 3.1.8 in [3].
In case Yi = pt for any i, we also show that the above proof of (1.12.1) implies the multiple Künneth isomorphism
of graded mixed Hodge structures,
n⊗
i=1
H •(Xi,Mi ) = H •
(X ,ni=1Mi), (1.12.3)
and this also holds for cohomology with compact supports. Moreover, the isomorphism is compatible with the action
of Sn in case Xi and Mi are independent of i. Here the category of graded-polarizable mixed Q-Hodge structures
MHS is naturally identified with MHM(pt) as in [30] (where ‘graded-polarizable’ means that the graded quotients of
the weight filtration are polarizable, see [9]). The obtained mixed Hodge structure in the constant coefficient case in
[30] coincides with that in [11], see [33]. (Note that Exti in MHS vanishes for i > 1 by [6] although this is not used
in our argument.)
By the above argument, the proof of (1.12.3) is reduced to the multiple Künneth formula for n-fold tensor products
of bounded complexes of mixed Hodge structures,
n⊗
i=1
H •Ni ∼−→ H •
( n⊗
i=1
Ni
)
, (1.12.4)
where N pi := H 0(fi)∗M′pi . For the proof of (1.12.4), we have a canonical morphism induced by the natural
inclusions,
n⊗
i=1
Ker
(
d :N pii → N pi+1i
)
↪→ Ker(d :N p → N p+1),
where N =⊗ni=1 Ni and p =∑ni=1 pi . This is compatible with the multiple Künneth formula for the n-fold tensor
products of the underlying complexes of Q-vector spaces, and the assertion is well known in the latter case. So (1.12.4)
follows.
Remark 1.13. It is also possible to prove the multiple Künneth formula for mixed Hodge modules by induction on n
(reducing to the case n = 2). In this case it is not easy to show that the obtained isomorphism is independent of the
choice of the order of {1, . . . , n} although this is essential for the proof of the compatibility with the action of Sn. In
the case Y = pt , however, there is a canonical isomorphism for the underlying Q-vector spaces (see (3.8) below), and
we can use this canonical isomorphism by showing its compatibility with the mixed Hodge structure.
2. Symmetric products
2.1. Representations of Sn
Since Sn is a finite group, it is completely reductive, and every finite dimensional representation of Sn
over Q is semisimple. (In fact, this is easily shown by taking a positive definite symmetric pairing 〈u,v〉 for
any finite dimensional representation on a Q-vector space V and replacing it with ∑σ∈Sn〈σ(u), σ (v)〉 so that〈σ(u), σ (v)〉 = 〈u,v〉 for any u,v ∈ V and σ ∈Sn.)
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characters,
Q[Sn] =
⊕
χ
Q[Sn]χ ,
where χ runs over the irreducible characters of Sn, and Q[Sn]χ is the sum of simple left Q[Sn]-submodules of
Q[Sn] with character χ . Since this decomposition is compatible with the right action of Q[Sn], the direct factors
Q[Sn]χ are two-sided ideals of Q[Sn]. Hence
Q[Sn]χQ[Sn]χ ′ ⊂ Q[Sn]χ ∩ Q[Sn]χ ′ = 0 if χ = χ ′.
By the above decomposition, there are unique elements,
eχ ∈ Q[Sn]χ with
∑
χ
eχ = 1 ∈ Q[Sn].
The above property implies that the eχ are mutually orthogonal idempotents and eχ is the identity of Q[Sn]χ .
Let Vχ be an irreducible representation over Q with character χ . In the case of symmetric groups, it is known that
any irreducible representation over C is defined over Q. So the multiplicity of Vχ in Q[Sn] as a left Q[Sn]-module
coincides with dimVχ by the well-known orthonormal relation between the irreducible characters χ . This implies that
dim Q[Sn]χ = (dimVχ)2, and hence Q[Sn]χ is isomorphic to the full endomorphism algebra EndQ(Vχ ). The last
assertion is used in [14].
As a corollary of the semisimplicity, the Sn-invariant part of a finite dimensional representation on a Q-vector
space is identified with the Sn-coinvariant part, which is by definition the maximal quotient on which the action of
Sn is trivial.
By the theory of Young diagrams, the irreducible characters χ correspond to the Young diagrams, i.e. the partitions
λ = {λ1, λ2, . . .} of n such that λ1  λ2  · · · and∑i λi = n. The corresponding representation can be constructed by
using the Young symmetrizer. The trivial character 1 corresponds to the trivial partition {n}, and the corresponding
idempotent is given by,
e1 = 1
n!
∑
σ∈Sn
σ ∈ Q[Sn]. (2.1.1)
The sign character ε in (1.6.1) corresponds to {1,1, . . .} = t {n}, and
eε = 1
n!
∑
σ∈Sn
ε(σ )σ ∈ Q[Sn]. (2.1.2)
It is not difficult to prove (2.1.1) and (2.1.2) by using the above definition of eχ via the left action of Q[Sn] on itself
by considering the condition: τ(
∑
σ aσ σ ) =
∑
σ aσ σ (or ε(τ )
∑
σ aσ σ ) for any τ ∈Sn, where aσ ∈ Q.
In general the relation between eχ and the Young symmetrizer is not so trivial. For the proof of Theorem 1, the
explicit form of the idempotents is not needed. We will need rather the coincidence of theSn-invariant and coinvariant
part as explained above.
The following is known to the specialists in a more general situation (i.e. for any decompositions V • = V ′ •⊕V ′′ •),
see e.g. [14, Section 1], [19, 4.2]. It is closely related to a λ-ring structure of the Grothendieck group of a graded vector
space although a canonical isomorphism as graded vector spaces is finer than an equality in the Grothendieck group.
Proposition 2.2. Let V • be a finite dimensional graded vector space. We have the decomposition V • = V •even ⊕ V •odd
by the parity of the degree. Then we have a canonical isomorphism of bigraded vector spaces:⊕
n0
(⊗n
V •
)Sn = Sym• V •even ⊗∧• V •odd, i.e.
(⊗n
V •
)Sn = ⊕
n′+n′′=n
(
Symn′ V •even ⊗
∧n′′
V •odd
)
, (2.2.1)
where the action of Sn is defined by identifying the graded vector space V • with a complex with zero differential so
that the sign appears as in (1.3.4) with X = pt . If V • is graded mixed Hodge structure, then (2.2.1) is an isomorphism
of bigraded mixed Hodge structures.
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fied with a maximal quotient of
⊗n
V ′ on which the action of Sn is trivial, see (2.1). We have a similar assertion for∧n
V ′ using the action of Sn twisted by the character ε in (1.6.1). Using these, we get a canonical surjection:⊗n
V • →
⊕
n′+n′′=n
(
Symn′ V •even ⊗
∧n′′
V •odd
)
. (2.2.2)
Indeed, for v := v1 ⊗ · · · ⊗ vn ∈⊗n V • with vi ∈ V ki , its image is defined by the image of
(vp1 ⊗ · · · ⊗ vpn′ )⊗ (vq1 ⊗ · · · ⊗ vqn′′ )
in the right-hand side, where pi and qj are strictly increasing sequences such that
kpi is even, kqj is odd, {p1, . . . , pn′ }  {q1, . . . , qn′′ } = {1, . . . , n},
where n′ + n′′ = n. Then the morphism respects the action of Sn where the action is trivial on the target. We have
moreover a canonical morphism from the right-hand side to the maximal quotient of
⊗n
V • divided by the subspace
generated by σv − v for any σ ∈Sn and v ∈⊗n V •. So the first assertion follows.
The compatibility with the mixed Hodge structures follows from the property that any morphism of mixed Hodge
structures is strictly compatible with the mixed Hodge structures [9] since (2.2.2) is a morphism of mixed Hodge
structures. This finishes the proof of Proposition 2.2. 
2.3. Proof of Theorem 1
Since X is assumed quasi-projective, we can apply Theorem 1.9, and get the canonical action ofSn on π∗n M ∈
Db MHM(SnX) which is compatible with the one on the underlying Q-complexes. By the splitting of an idempotent
in Db MHM(SnX) (see [1] and also [22] for a simpler argument) which is applied to e1 in (2.1.1), we get a direct
factor SnM of π∗ n M endowed with two morphisms in Db MHM(SnX),
SnM → π∗ n M → SnM,
whose composition is the identity. Note that SnM is unique up to a canonical isomorphism using the above two
morphisms together with the forgetful functor associating the underlying Q-complexes. So the first assertion follows.
Using the decomposition of π∗n M under the irreducible characters χ in (2.1) together with the compatibility of
the direct image functor with the composition of Xn → SnX → pt , we get the canonical isomorphism,
H •
(SnX,SnM)= H •(Xn,nM)Sn .
By the multiple Künneth formula (1.12) we get the second canonical isomorphism,
H •
(
Xn,nM)=⊗n H •(X,M).
These are compatible with the corresponding isomorphisms for the underlying Q-complexes. Then the second iso-
morphism is compatible with the action of Sn using the action on the underlying Q-complexes. Thus the remaining
assertions are proved. This finishes the proof of Theorem 1.
Remarks 2.4. (i) We have:
SnM = a∗SnXQ ∈ Db MHM
(SnX) if M = a∗XQ ∈ Db MHM(X), (2.4.1)
where aX :X → pt , etc. denote the natural morphisms. This immediately follows from the characterization of a∗XQ
in [30, (4.4.2)], i.e. it is uniquely characterized by the conditions that rat(M) = QX and H0(X,M) = Q as a mixed
Hodge structure.
(ii) We have:
SnM = ICSnX SnL ∈ MHM
(SnX) if M = ICX L ∈ MHM(X), (2.4.2)
where L is a polarizable variation of Hodge structure on a smooth open subvariety U of an irreducible variety X, and
SnL is defined on the smooth part of SnU . This follows from the fact that the intersection complexes are stable by
multiple external product, direct factor, and also by the direct image π∗ by a finite morphism π . Indeed, the intersection
complexes are defined by using the intermediate direct image, and the latter commutes with the direct image π∗ by a
finite morphism π (since π∗ is an exact functor of mixed Hodge modules).
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The assertion follows from Theorem 1 and Proposition 2.2.
Remark 2.6. Let M ∈ Db MHM(X) with K its underlying Q-complex. Set:
I := Im(Q[Sn] → End(π∗ n M)),
I ′ := Im(Q[Sn] → End(π∗ n K)),
I ′′ := Im(Q[Sn] → End(Qn)),
where the last representation is given by permutation matrices. In the notation of (2.1) there are sets of irreducible
characters Λ ⊃ Λ′ ⊃ Λ′′ such that
I =
⊕
χ∈Λ Q[Sn]χ , I
′ =
⊕
χ∈Λ′ Q[Sn]χ , I
′′ =
⊕
χ∈Λ′′ Q[Sn]χ ,
since there are surjections I → I ′ → I ′′. The last morphism can be defined by restricting to the fiber of π over a
certain good point of the support of π∗ n K .
In certain cases (e.g. in the constant coefficient case), we have the equality I = I ′ = I ′′, and the Sn-invariant part
is clearly given by the projector e1 in (2.1.1) looking at the action of Sn on the fiber over a general point of SnX.
In this case we would not need the representation theory as is explained in (2.1). For a general bounded complex of
mixed Hodge modules M, however, it is unclear whether the above three coincide, and we need some argument as
in (2.1).
2.7. Hodge theory on compact complex V -manifolds [36]
Let X be a complex V -manifold with j :X′ ↪→ X the inclusion of the smooth part X′ of X. Following [36], set
Ω˜
p
X := j∗ΩpX′ . (2.7.1)
By definition, a complex V -manifold X is locally a quotient of a smooth complex manifold Y by an action of a finite
group G. Let π :Y → X denote this quotient morphism (locally defined on X). Since π is finite and X \ X′ has at
least codimension 2, we have locally a canonical isomorphism,
Ω˜
p
X =
(
π∗ΩpY
)G
. (2.7.2)
Indeed, this holds on X′ and we can apply the Hartogs extension theorem on Y since the pull-back of X \X′ in Y has
at least codimension 2. (Note that j∗Ω•X′ = Rj∗Ω•X′ even in the algebraic case by taking the global section functor
and applying [18, Theorem 1′], see the proof of [15, Theorem 5.3]. We can prove only a weaker version of [15] by
Proposition 2.8 below.)
By Steenbrink [36], there is Hodge theory for compact complex V -manifolds with a Kähler desingularization.
(This is reproduced in [28, Section 2.5].) As for the relation with the theory of Hodge modules, we first note the
following:
The filtered complex (Ω˜•X,F ), with Fp defined by the truncation σp in [9], is a filtered differential complex in
the sense of [15], and hence also in the sense of [29], i.e. it belongs to CbF(OX,Diff) in [29]. This assertion follows
from (2.7.2). Note that the derived category of filtered differential complexes in [15] is canonically equivalent to the
one in [29] if the variety is smooth, see [16].
There are canonical isomorphisms (see [3,17]):
QX[dimX] ∼−→ ICX Q, H •(X,Q) ∼−→ IH•(X,Q), (2.7.3)
since a complex V -manifold is a Q-homology manifold, see Remark 2.10 below. Moreover, these isomorphisms are
lifted to MHM(X) and MHS in the algebraic case, see [30].
For a bounded filtered differential complex (L•,F ) ∈ CbF(OX,Diff) on a complex manifold, we have the asso-
ciated bounded complex of filtered right D-modules DR−1X (L•,F ), see [29, 2.2.5]. This is naturally extended to the
case of singular spaces and also to the algebraic case.
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the intersection complex ICX Q. This is represented by filtered right D-modules (MZ,F ) for closed embeddings
U ↪→ Z where U is an open subset of X and Z is smooth, see [29, 2.1.20]. Note that HiGrFp DRZ(MZ,F ) is an
OU -module by [29], Lemma 3.2, and is independent of Z. So it is globally well-defined on X, and is denoted by
HiGrFp DRX(M,F).
Proposition 2.8. Let X be a compact complex V -manifold with a Kähler desingularization. Then the pure Hodge
structure on H •(X,Q) in [36] coincides with the one on the intersection cohomology IH•(X,Q) which is obtained by
using the decomposition theorem in [29,31] for the desingularization. Moreover, there is a canonical filtered quasi-
isomorphism of complexes of filtered D-modules on X:
DR−1X
(
Ω˜•X,F
)[dimX] ∼−→ (M,F), (2.8.1)
where (M,F) is as above, and we have:
HiGrpF DRX(M,F) = Ω˜pX if i = p − dimX, and 0 otherwise. (2.8.2)
In case X is algebraic, the pure Hodge structure on H •(X,Q) in [36] also coincides with the mixed Hodge structure
on H •(X,Q) in [11,30]. If furthermore X is a closed subvariety of a smooth complex algebraic variety Z, then there
is an isomorphism in the derived category of filtered differential complexes on Z in the sense of [15] or [29]:(
Ω˜•X,F
)= (Ω•X,F ), (2.8.3)
where (Ω•X,F ) is the filtered Du Bois complex in [15].
Proof. We first show the analytic case. Using the decomposition theorem [31, Theorem 0.5] for a Kähler desingu-
larization ρ : X˜ → X, we can show that (M,F) is a direct factor of ρ∗(ωX˜,F ) (where [29] is enough in case ρ is
projective), and this is compatible with the Q-structure using Deligne’s canonical choice of the decomposition [13].
This implies a pure Hodge structure on the intersection cohomology. By the definition of the direct image of filtered
D-modules in the analytic case in [30, 2.13] (applied to aX :X → pt), it is then enough to show (2.8.1).
Since the assertion is local on X, we may assume that X is a quotient of Y as above, and moreover, X is a closed
analytic subset of a complex manifold Z so that (M,F) is represented by a filtered DZ-module (MZ,F ). Thus the
assertion is reduced to showing the canonical filtered quasi-isomorphism of complexes of filtered DZ-modules,
DR−1Z
(
Ω˜•X,F
)[dimX] ∼−→ (MZ,F ). (2.8.4)
Let π ′ :Y → Z be the composition of π :Y → X and the inclusion X ↪→ Z. Since π ′ is finite, the direct image as
a filtered right D-module π ′∗(ωY ,F ) is a filtered DZ-module and underlies a pure Hodge module corresponding to an
intersection complex with local system coefficients and with strict support X. So we get:
(MZ,F ) =
(
π ′∗(ωY ,F )
)G
. (2.8.5)
Indeed, the assertion is clear on a Zariski-open subset X′ of X over which π is étale, and (MZ,F ) is uniquely
determined by its restriction to the complement of X \X′ (using [29, Proposition 3.2.2]).
The direct image of filtered differential complexes are defined by the sheaf-theoretic direct image, and the direct
image commutes with the de Rham functor, see [29, Lemma 2.3.6]. Since Y is smooth, we have:
DRY (ωY ,F ) =
(
Ω•Y ,F
)[dimY ].
So we get a canonical filtered quasi-isomorphism of complexes of filtered DZ-modules,
DR−1Z
(
π ′∗
(
Ω•Y ,F
))[dimY ] ∼−→ π ′∗(ωY ,F ).
This is equivalent to an isomorphism in the derived category since π ′∗(ωY ,F ) is a filtered DZ-module and π ′∗ΩpY = 0
for p > dimY . So the isomorphism is compatible with the action of G since it is clear on the complement of X \ X′
where X′ is as in the proof of (2.8.5). By definition we have:
DR−1
(
π ′∗Ω
p) := π ′∗Ωp ⊗OZ DZ,Z Y Y
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p
Y (i.e. it is the identity on DZ). So (2.8.4) follows by taking the
G-invariant part.
In the algebraic case the mixed Hodge structures on the cohomology of X defined in [11] and [30] coincide
(see [33]) and the canonical isomorphisms in (2.7.3) are lifted to MHM(X) and MHS. So it remains to show (2.8.3).
By the same argument as above, we have the algebraic version of (2.8.1). In the case X is globally a closed subvariety
of a smooth variety Z, we have a canonical isomorphism in the derived category of filtered DZ-modules,
DR−1Z
(
Ω˜•X,F
)[dimX] = (MZ,F ).
By [33, Theorem 0.2], we have:
(MZ,F ) = DR−1Z
(
Ω•X,F
)[dimX].
We get thus,
DR−1Z
(
Ω˜•X,F
)= DR−1Z (Ω•X,F ).
So (2.8.3) follows by using [29, Proposition 2.2.10] and applying the functor DRZ which is denoted by D˜RZ in [29].
This finishes the proof of Proposition 2.8. 
Remarks 2.9. (i) For a complex algebraic V -manifold X, Proposition 2.8 implies the canonical isomorphisms of
coherent OX-modules,
Ω˜
p
X = GrpFΩ•X[p] (p ∈ Z), (2.9.1)
since the assertion is local. It might be possible to prove [15, Theorem 5.3] by extending the isomorphisms in (2.9.1)
if we have the following vanishing of the negative extensions in the derived category of filtered differential complexes
in [15]:
Extp−q+1
((
Ω˜
p
X,F
)
,
(
Ω˜
q
X,F
))= 0 if q > p + 1.
There are, however, no truncations τk for filtered differential complexes. The usual definition in [9] does not work
for filtered differential complexes even in the filtered acyclic case.
(ii) In case X is singular it is unclear whether for any filtered differential complex (K,F ), there is a filtered
injective resolution, i.e. a quasi-isomorphism (K,F ) ∼−→ (I,F ) such that the GrpF I i are injective OX-modules. If it
always exists, then the extension group can be calculated by using an injective resolution, and a version of Theorem 5.3
in [15] can be proved where the isomorphism is considered in the derived category of filtered differential complexes
in [29]. (For the derived category in [15], the definition of homotopy in [15] is not compatible with the calculation
using an injective resolution.)
(iii) Let i :X ↪→ Y be a closed embedding of algebraic varieties. In case X is singular (even if Y is smooth), it is
unclear whether the following direct image functor is fully faithful:
i∗ :DbF(OX,Diff) → DbF(OY ,Diff).
For OY -modules M , we have the functor i!O defined by:
i!OM := HomOY (OX,M) = {m ∈ M | IXm = 0} ⊂ M,
where IX is the sheaf of ideals of X ⊂ Y . This derives i! :Dbcoh(OY ) → Dbcoh(OX) by using injective resolutions.
However, differential operators do not necessarily preserve i!OM ⊂ M in general, e.g. if X = {0} ⊂ Y = Spec C[t]
with M = C[t, t−1]/C[t] and i!OM = C.
Remark 2.10. We say that a complex analytic space X is a Q-homology manifold if the local cohomology Hi{x}QX
for any x ∈ X is isomorphic to Q if i = 2 dimX, and vanishes otherwise. If a finite group G acts on a complex analytic
space X and if X is a Q-homology manifold, then the quotient complex analytic space X/G is also a Q-homology
manifold, since the action of the stabilizer Gx of x on the local cohomology H 2 dimX{x} QX is trivial. In particular,
a complex V -manifold is a Q-homology manifold.
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3.1. Induced pairings
Let X be a topological stratified space, i.e. X is a Hausdorff topological space with a stratification given by an
increasing sequence of closed subspaces Xk (k −1) with X−1 = ∅, Xd = X (d  0), and for any x ∈ Xd \ Xd−1
with d  0, there is an open neighborhood Ux of x in X together with a compact topological space Lx having an
increasing sequence of closed subspaces (Lx)k (k −1) with (Lx)−1 = ∅ and such that there is a homeomorphism
Ux ∼= Rd ×C(Lx) inducing Xk ∩Ux ∼= Rd ×C((Lx)k−d−1) for any k  d (see also [17] and [34, Definition 4.2.1]).
Here C(Z) for a topological space Z denotes the open cone of Z if Z = ∅, and C(Z) = pt if Z = ∅. (We do not
assume X equidimensional.) It is known that the multiple Künneth formula holds for bounded complexes on such
spaces having constructible cohomology sheaves and finite dimensional global cohomology groups (with compact
supports), see (3.8) below.
Let K ∈ Dbc (X,R) endowed with a pairing,
φ :K ⊗R K → DX,
where DX = a!XR (see [37]) with aX :X → pt the canonical morphism. We say that φ is symmetric if the composition
of the involution of K ⊗R K with φ coincides with φ.
We have the induced pairing π∗ n φ which is the composition of
π∗ n K ⊗ π∗ n K → π∗
(
nK ⊗nK) γ∼= π∗ n (K ⊗K)
φ−→ π∗ n DX = π∗DXn Tr−→ DSnX, (3.1.1)
where the last morphism is given by the trace morphism Tr associated with the adjunction for π!, π !. Note that we
have a certain sign for the isomorphism γ as in (1.3.4).
Restricting this self-pairing to SnK , we get the induced pairing,
Snφ :SnK ⊗ SnK → DSnX.
Note that the subcomplex SnK ↪→ π∗ n K is defined by using the symmetrizer e1 in (2.1.1).
The above construction is compatible with the global section functor with compact supports. Here we assume the
nonzero Hic (X,K) are bounded and finite dimensional. We have the induced self-pairing
φX :V
• ⊗ V • → R with V • := H •c (X,K).
This is graded-symmetric if φ is symmetric. It induces further,⊗n
φX :
⊗n(
V • ⊗ V •)→ R.
Then the induced pairing SnφX on H •c (SnX,SnK) coincides with the restriction of the composition,
φnX :=
⊗n
φX ◦ γ ′ :
(⊗n
V •
)
⊗
(⊗n
V •
) γ ′∼=⊗n(V • ⊗ V •)→ R, (3.1.2)
to the Sn-invariant part,
H •c
(SnX,SnK)= (⊗n V •)Sn ↪→⊗n V •. (3.1.3)
Here the last inclusion is defined by using the symmetrizer e1 in (2.1.1). Note that we have a certain sign for γ ′ as
in (1.3.4).
3.2. Good bases of the cohomology groups
With the notation and the assumption of (3.1), set ri := dimV i . We have bases vi,1, . . . , vi,ri of V i for i ∈ Z
satisfying:
φX(vi,j , vi′,j ′) = 0 ⇐⇒ i + i′ = 0, j = j ′  ρi, (3.2.1)
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J = {(i, j) ∈ Z × N ∣∣ j  ri (∀i)}.
Let Λn ⊂ NJ consisting of μ = (μi,j )(i,j)∈J ∈ NJ satisfying the condition:∑
i,j
μi,j = n,
∑
i,j
iμi,j = 0, μi,j ∈ {0,1} for i odd. (3.2.2)
Then we have a basis of (SnV •)0 defined by the images of
vμ :=
⊗
i
(⊗
j
v
μi,j
i,j
)
(μ ∈ Λn),
where
⊗
i and
⊗
j are the ordered tensor products as in (1.1) which are applied successively. Here we identify,
SnV • :=
(⊗n
V •
)Sn
,
with the maximal quotient of
⊗n
V • on which the action of Sn is trivial. We have to apply the symmetrizer e1 in
(2.1.1) to get an element in the Sn-invariant subspace.
By the above argument, the vi,j for j > ρi do not contribute to the signature of SnφX . Then, replacing V • with the
subspace generated by vi,j with j  ρi , the proof of Theorem 2 is reduced to the case where the self-pairing φX on
V • is non-degenerate.
3.3. Proof of Theorem 2
By the above argument we may assume:
ρi = ri (∀i ∈ Z). (3.3.1)
With the notation of (3.2), let ι be an involution of Λn defined by:
ι(μ) = μ′ with μ′i,j := μ−i,j (∀i, j).
Then
φnX
(
vμ, vμ
′) = 0 ⇐⇒ μ′ = ι(μ).
This gives an orthogonal decomposition of SnV • into the direct factors of the form,
V μ := Rvμ + Rvι(μ),
which has dimension 1 or 2 depending on whether ι(μ) = μ or not. If dimV μ = 2, then this orthogonal direct factor
is hyperbolic, and hence the signature is zero. So this can be neglected. Thus it is enough to consider only the V μ with
ι(μ) = μ (and hence dimV μ = 1). Set
Λ′n =
{
μ
∣∣ ι(μ) = μ}⊂ Λn.
We have an additive structure on Λ′ :=∐n Λ′n defined by:
(μ+ ν)i,j =
{
μi,j + νi,j if μi,j + νi,j  1 for any (i, j) with i odd,
0 if μi,j + νi,j > 1 for some (i, j) with i odd.
This additive structure is compatible with an orthogonal direct sum decomposition,
V • = V •1 ⊕ V •2 ,
if the latter is compatible with the basis vi,j (i.e. if it corresponds to a partition of the basis vi,j ).
The right-hand side of the formula in Theorem 2 is compatible with the above direct sum decomposition since σ
and χ are additive. So we first calculate the right-hand side of the formula in the primitive cases of 2- or 1-dimensional
vector subspaces of the form:
V ′ • = Rvi,j + Rv−i,j (i = 0) or V ′ • = Rv0,j . (3.3.2)
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∑
μ∈Λ′ Rvμ ⊂ SnV • is generated by the images of the multiple tensor products of vector subspaces of the
form (
⊗dimV ′
V ′ •)0 where V ′ • is as in (3.3.2).
In the first case of (3.3.2) we have σφ = 0 and χφ = ±2, depending on the parity of the degree i. So the right-hand
side of the formula is given in this case by:(
1 − t2)−1 = 1 + t2 + t4 + · · · or 1 − t2,
depending on the parity of the degree i.
In the second case of (3.3.2) we have χφ = 1 and σφ = ±1, depending on the signature of φX . So the right-hand
side of the formula is given in this case by:
(1 − t)−1 = 1 + t + t2 + · · · or (1 + t)−1 = 1 − t + t2 − t3 ± · · · ,
depending on the signature of φX .
The compatibility with the above direct sum decomposition is rather nontrivial for the left-hand side for the odd
degree part since there is a problem of sign associated to γ ′ in (3.1.2). This is trivial for the even degree elements
since they commute with any elements (even with any odd degree elements) without any signs. In the above primitive
case with even degrees, we can calculate the left-hand side of the formula, and verify the formula in these cases. So
the assertion is proved in the case V • has only the even degree part using the above compatibility with direct sum
decompositions. Then, by Proposition 2.2 together with the commutativity of even degree elements with any elements
(without any signs), it now remains to calculate the left-hand side of the formula in the case V • has only the odd
degree part.
So the proof of Theorem 2 is reduced to the calculation in the next subsection.
3.4. The odd degree case
With the notation and the assumption of (3.3), assume further V • = V •odd. Take any μ ∈ Λ′n where μi,j = 0 for i
even by the above hypothesis. We have to calculate the sign of
φnX
(
e1
(
vμ
)
, e1
(
vμ
))
,
see (2.1.1) for e1. Here we replace vμ with
u := u1 ⊗ u′1 ⊗ · · · ⊗ ur ⊗ u′r ,
where uk = vik,jk , u′k = v−ik,jk , and n = 2r . Then e1(u) coincides with e1(vμ) up to the sign ε(τ ) of τ ∈Sn such
that τ(u) = ε(τ )vμ. Note that the action of Sn on⊗n V •odd is twisted by the sign character ε in (1.6.1). Since the two
signs cancel out, we get:
φnX
(
e1
(
vμ
)
, e1
(
vμ
))= φnX(e1(u), e1(u)).
We then replace the second u in φnX(e1(u), e1(u)) by
u′ := u′1 ⊗ u1 ⊗ · · · ⊗ u′r ⊗ ur .
Here we get the first sign (−1)r . This is the sign of τ ′ such that τ ′(u) = (−1)ru′. Hence
e1(u) = (−1)re1
(
u′
)
.
By (2.1.1), we have to calculate the sign of∑
σ,σ ′∈Sn
φnX
(
σu,σ ′u′
)= ∑
σ∈Sn
φnX
(
σu,σu′
)= φnX(u,u′)n!. (3.4.1)
Here the middle equality follows from the vanishing of φnX(σu,σ ′u′) for σ = σ ′, since u′ coincides with vι(μ) up to a
sign. For the last equality, we need:
φnX
(
σv,σv′
)= φnX(v, v′) for any v, v′ ∈⊗n V •odd. (3.4.2)
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case by:
(−1)n(n−1)/2 = (−1)r . (3.4.3)
So (3.4.2) and hence (3.4.1) are shown. Thus the sign of φnX(e1(vμ), e1(vμ)) coincides with that of φnX(u,u′) up to
the sign (−1)r .
We also get the second sign (−1)r from γ ′ in the definition of φnX in (3.1.2) as is shown in (3.4.3). We then get the
third sign (−1)r from the products,
φX
(
uk,u
′
k
)
φX
(
u′k, uk
) (
k ∈ [1, r]),
since φX is anti-symmetric on V •odd and φX(uk,u′k) ∈ R.
Thus we get the sign (−1)r in total (since we got it three times). This sign coincides with that of the corresponding
term on the right-hand side, which is the sign of the coefficient of t2r in the polynomial (1 − t2)m where m :=∑
i∈N ρ2i+1. The absolute value of the coefficient is
(
m
r
)
, and this also coincides with that for the left-hand side in this
case. So Theorem 2 is proved.
Remark 3.5. The above calculation in the even degree case is closely related to [26]. In the odd degree case, however,
we get an anti-symmetric pairing, and this is different from [25].
3.6. Abstract Hodge index theorem
Let (V •; l, φ) be a graded R-Hodge structure of Lefschetz type of weight w in [29, Section 4] with the precise
signs (see [12]). This means that V k is a pure R-Hodge structure of weight w+ k endowed with a morphism of Hodge
structures l :V • → V •+2(1) and a graded-symmetric pairing of vector space φ :V • ⊗ V • → R such that φ induces
a self-pairing of graded R-Hodge structures with value in R(−w), we have φ(lu, v) = φ(u, lv) for any u, v, and
(−1)k(k−1)/2φ(id ⊗ lk) gives a polarization of Hodge structure on the primitive part V −kprim := Ker lk+1 ⊂ V −k (k ∈ N).
These conditions imply:
iq−pφ
(
lkv, v
)
> 0 for any v ∈ V p,qprim,C \ {0},
where k := w − p − q ∈ N. Here we use the Hodge decomposition:
V −kprim,C =
⊕
p+q=w−k
V
p,q
prim,C.
In some references, ip−q is used instead of iq−p . However, this does not cause a problem if p + q is even. Set
χy
(
V •
)=∑
p,q
(−1)q−whp,q(V •)yp with hp,q(V •)= dimC GrpFV p+q−wC .
Since χ−y(V •) =∑p,q(−1)p+q−whp,q(V •)yp , this agrees with the previous definition.
Assume w is even so that (−1)w = 1. Let σ(φ|V 0) denote the signature of the restriction of the graded-symmetric
self-pairing φ to V 0. Then
σ
(
φ
∣∣V 0)= χ1(V •)=∑
p,q
(−1)qhp,q(V •). (3.6.1)
This follows from the same calculation as in [20, p. 125, Theorem 15.8.2], using the above conditions together with
the primitive decomposition. Since w is even, we also have:
χ
(
V •
)= χ−1(V •)=∑
p,q
(−1)p+qhp,q(V •). (3.6.2)
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Using the above properties, we can show that Corollary 3 implies Theorem 2 in the case when X is a projective
variety, the complex K is an intersection complex underlying a polarizable Hodge module M of even weight, and φ
is a polarization of M. In this case H •(X,M) is a graded Hodge structure of Lefschetz type of weight w, see [29,
Theorem 5.3.1]. Then Theorem 2 is shown by splitting the summation inside the exponential in the last term of the
formula in Corollary 3 in two parts according to the parity of the index of summation. (For a similar formulation in
case X is a smooth projective variety, see [24, p. 173, Corollary 2.13], which is based on the Hodge index theorem for
global projective complex V -manifolds in [24, p. 171, Corollary 2.11].)
3.8. Multiple Künneth formula for A-complexes
In case of bounded A-complexes with constructible cohomology sheaves on topological stratified spaces as in (3.1)
(or [37]), the multiple Künneth formula holds by assuming the finiteness of the global cohomology, where A a field of
characteristic 0. Indeed, let Ki ∈ D+c (Xi,A) with dimH •(Xi,Ki) < ∞ for i ∈ [1, n]. There is a canonical morphism
of complexes,
n⊗
i=1
RΓ (Xi,Ki) → RΓ
(∏
i
Xi,ni=1Ki
)
, (3.8.1)
which is defined by taking a flasque resolution,
ni=1Ki
∼−→ K˜. (3.8.2)
Here we may assume that each Ki is flasque by replacing it with a flasque resolution if necessary. It is shown that the
canonical morphism (3.8.1) is a quasi-isomorphism as follows.
Let prn denote the projection to the n-th factor Xn with fiber X ′ :=
∏n−1
i=1 Xi where n 2. Note that (3.8.1) holds
for K′ := n−1i=1 Ki by inductive assumption if n − 1 > 1 (and it is trivial if n − 1 = 1). We first show the quasi-
isomorphism,
RΓ
(X ′,K′)⊗Kn ∼−→ R(prn)∗(ni=1Ki), (3.8.3)
where RΓ (X ′,K′) on the left-hand side is identified with a constant sheaf complex on Xn. The morphism in (3.8.3) is
defined by using the flasque resolution (3.8.2) (together with the inductive hypothesis for K′). To show that (3.8.3) is a
quasi-isomorphism, we have to determine the stalk of the right-hand side at each xn ∈ Xn. For this we take Uxn ⊂ Xn
in (3.1) and prove the following canonical quasi-isomorphism induced by the restriction morphism for the inclusion
X ′ × {xn} ↪→ X ′ ×Uxn :
RΓ
(X ′ ×Uxn,K′  (Kn|Uxn)) ∼−→ RΓ (X ′,K′ ⊗Kn,xn). (3.8.4)
Note that the right-hand side is canonically isomorphic to RΓ (X ′,K′)⊗Kn,xn using the hypotheses on the finiteness,
and the left-hand side is independent of the size of Uxn under the restriction morphisms using the cone structure in
(3.1) since Kn is cohomologically constructible with respect to the stratification in (3.1). For the proof of (3.8.4),
consider the direct image by the projection pr′ to X ′ with fiber Uxn . We get a canonical quasi-isomorphism induced
by the restriction under the inclusion X ′ × {xn} ↪→ X ′ ×Uxn :
Rpr′∗
(K′  (Kn|Uxn)) ∼−→ K′ ⊗Kn,xn . (3.8.5)
This is proved by restricting it over
∏n−1
i=1 Uxi and reducing to the fact that the resolution (3.8.2) induces a quasi-
isomorphism at each stalk. Then (3.8.4) and hence (3.8.3) follow by applying the global section functor over X ′
to (3.8.5). We now apply the global section functor over Xn to (3.8.3), and conclude that (3.8.1) is a quasi-isomorphism
by increasing induction on n. (The argument seems to work also for Ki ∈ Dbc (Xi,A) in the sense of [37] assuming
dimH •(Xi,Ki) < ∞.)
The above quasi-isomorphism (3.8.1) implies the multiple Künneth isomorphism and also a remark after Theo-
rem 1. Note that similar assertions hold for cohomology with compact supports where Uxi is replaced by its closure
in Xi after shrinking it. (See [34] for an argument using the base change theorem.)
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