Abstract-Performance analyses of subspace algorithms for cisoid parameter estimation available in the literature are predominantly of statistical nature with a focus on asymptoticeither in the sample size or the SNR-statements. This paper presents a deterministic, finite sample size, and finite-SNR performance analysis of the ESPRIT algorithm and the matrix pencil method. Our results are based, inter alia, on a new upper bound on the condition number of Vandermonde matrices with nodes inside the unit disk. This bound is obtained through a generalization of Hilbert's inequality frequently used in large sieve theory.
e n is deterministic noise, and the number of samples N satisfies N 2K. The complex numbers z 1 , z 2 , . . . , z K can be written as z k = e −d k e 2πif k /Fs , k = 1, 2, . . . , K, where d k 0 is the damping factor and f k the frequency of the k-th sinusoid, and F s is the sampling frequency corresponding to the number of samples taken per unit time.
There is a vast literature on statistical performance analysis of subspace methods [8] , [18] [19] [20] [21] [22] . The setup in this line of work is to take the parameters α k and z k as random and to analyze the bias and the statistical efficiency of various estimators in the large N and/or high signal-to-noise ratio (SNR) limit. Deterministic (with respect to the parameters to be estimated and to additive noise), non-asymptotic performance results became available only recently for the MUSIC algorithm in [23] and for a new variant of the MP method in [24] . Both [23] and [24] apply, however, to undamped sinusoids only, i.e., |z k | = 1, k = 1, 2, . . . , K. The main statements in [23] , [24] are based on new upper bounds on the condition number of L × K (L K) Vandermonde matrices with nodes z 1 , z 2 , . . . , z K on the unit circle (i.e., |z k | = 1, for all k = 1, 2, . . . , K). To the best of our knowledge, no deterministic performance analysis exists for the ESPRIT algorithm.
Contributions. In this paper, we present a deterministic, finite-N , and finite-SNR performance analysis of the ESPRIT algorithm and the classical MP method. Our results apply to both undamped and damped sinusoids, i.e., |z k | 1, k = 1, 2, . . . , K. A central technical element of our proofs is a new upper bound on the condition number of Vandermonde matrices with nodes z 1 , z 2 , . . . , z K in the complex unit disk (i.e., |z k | 1, for k = 1, 2, . . . , K). This bound is established through a generalization of Hilbert's inequality [25] and shows that the condition number remains close to 1 if the minimum wrap-around distance between the node frequencies f k is large relative to F s /(N − 1), and if the nodes z k remain close to the unit circle. Throughout the paper proofs are omitted due to space constraints.
Notation. The complex conjugate of z ∈ C is z. Lowercase boldface letters stand for column vectors and uppercase boldface letters denote matrices. The superscripts T and H designate transposition and Hermitian transposition, respectively. For a vector x := {x k } K k=1 ∈ C K , we write x 2 for its 2 -norm, that is,
. We denote the smallest and largest singular value of A ∈ C M ×N by σ min (A) and σ max (A), respectively. The condition number of
The generalized eigenvalues of the pair (X 1 , X 2 ), with X 1 , X 2 ∈ C L×L , are the values of λ for which there exists y = 0 with
where the z 1 , z 2 , . . . , z K are the nodes in (1) .
II. SUBSPACE METHODS Before stating our main results in Section III, we summarize the ESPRIT algorithm and the MP method. In the remainder of the paper, we assume that the nodes z 1 , z 2 , . . . , z K are nonzero and pairwise distinct, i.e., z k1 = z k2 for k 1 = k 2 . We furthermore take, throughout, N 2K and let L ∈ N such that K L N − K.
A. ESPRIT algorithm
We start by constructing the data matrix
and E := H L (e 0 , e 1 , . . . , e N −1 ) ∈ C L×(N −L+1) , x n = x n + e n with x n as in (1) and e n deterministic noise. In the noiseless case, X can be factorized according to X = V L DV T N −L+1 , it has K non-zero singular values λ 1 , λ 2 , . . . , λ K , and can be decomposed as
where U ∈ C L×L and W ∈ C (N −L+1)×(N −L+1) are unitary, and Λ := diag(λ 1 , λ 2 , . . . , λ K ) ∈ R K×K . The ESPRIT algorithm relies on the following rotational invariance property of the subspace S spanned by the columns of V L . Let V ↓ ∈ C (L−1)×K be the matrix consisting of the L − 1 first rows of V L and V ↑ ∈ C (L−1)×K the matrix consisting of the L − 1 last rows of V L . We have
Since the columns of both S and V L are bases for S, there exists an invertible matrix P ∈ C K×K such that S = V L P.
K×K is invertible, z 1 , z 2 , . . . , z K are the eigenvalues of the matrix Φ.
In the noisy case, we have to work on X (instead of X), which does not have rank K, and might actually even be of full rank. The basic idea here is to identify the signal and noise subspaces, and to split the measurements into corresponding sets. This can be done by decomposing X along the lines of (2) to get
where
is a rectangular diagonal matrix containing the remaining singular values of X. In the noisy case, the ESPRIT algorithm then proceeds by applying the procedure outlined above to S instead of S: the estimates z 1 , z 2 , . . . , z K are thus given by the eigenvalues of the matrix
T ∈ C K delivered by the ESPRIT algorithm. Note that throughout the paper, we consider the least-squares (LS)-ESPRIT algorithm as introduced in [5] .
B. MP method
We start by building the data matrices
and noting that X 1 = X 1 + E 1 and X 2 = X 2 + E 2 , where
The MP method relies on the fact that in the noiseless case, the matrices X 1 and X 2 can be factorized according to
This factorization implies that the nodes z 1 , z 2 , . . . , z K are specified uniquely by the non-zero values of λ for which the rank of the matrix pencil X 2 − λX 1 drops by one relative to the rank of the pencil for all other values of λ.
In the noisy case, X 1 and X 2 are replaced by X 1 and X 2 and X 2 − λX 1 by the associated pencil X 2 − λ X 1 . It will, in general, no longer be possible to extract the nodes by determining the rank-reducing values of λ. Instead, we define
2016 IEEE International Symposium on Information Theory where S 1 ∈ C L×K and R 1 ∈ C (N −L)×K are obtained through the singular value decomposition
and Λ ∈ C K×K contains the K largest singular values of X 1 . Again, this singular value decomposition extracts the signal and noise subspaces. The matrices Ψ 1 and Ψ 2 are constructed from the signal subspace, and the MP method estimates the nodes by identifying the generalized eigenvalues (counted with their algebraic multiplicities) of ( Ψ 1 , Ψ 2 ), that we denote by z 1 , z 2 , . . . , z K . In the noiseless case, the resulting estimates are equal to the true nodes z 1 , z 2 , . . . , z K . In the noisy case, Ψ 1 and Ψ 2 may be singular. If this is, indeed, the case, the polynomial P (λ) := det( Ψ 2 − λ Ψ 1 ) has fewer than K roots, say Q K, and hence, ( Ψ 1 , Ψ 2 ) has Q K generalized eigenvalues. The "missing" K − Q values can then be thought of as generalized eigenvalues that are infinite in the sense that vectors y = 0 in the null-space of Ψ 1 (i.e., Ψ 1 y = 0 Ψ 2 y) are generalized eigenvectors of ( Ψ 2 , Ψ 1 ) corresponding to the generalized eigenvalue λ −1 = 0, and hence λ = ∞. In the remainder of the paper, we therefore extend the complex plane by adding a point denoted by ∞ and assigned to the estimated nodes that correspond to y ∈ C K \ {0} satisfying
T ∈ (C ∪ {∞}) K delivered by the MP method corresponding to the inputs ( x, K, L).
III. PERFORMANCE ANALYSIS OF SUBSPACE METHODS
The statistical performance results in [8] , [18] [19] [20] [21] [22] , [26] assume that the parameters α k and z k and noise e n are all random, and quantify the bias and the statistical efficiency of various estimators. Analytical expressions are typically, however, possible only in the asymptotic regimes N → ∞ and/or SNR → ∞. In this section, we provide a deterministic, finite-N , and finite-SNR performance analysis of the ESPRIT algorithm and the MP method. The corresponding results apply to bounded, but otherwise arbitrary, deterministic noise and assume the model order K to be known.
We want to quantify the Euclidean distance between the estimated nodes z 1 , z 2 , . . . , z K and the true nodes z 1 , z 2 , . . . , z K . We will also need the chordal distance between points of the extended complex plane C ∪ {∞}.
Definition 1 (Chordal distance).
The chordal distance between z ∈ (C ∪ {∞}) and z ∈ (C ∪ {∞}) is defined as
Furthermore, we will need the concept of regular pairs of matrices.
Definition 2 (Regular pair). Let A, B ∈ C
K×K . The pair of matrices (A, B) is said to be regular if and only if there exists
It is shown in [27, Chap. VI] that regular pairs of matrices (A, B), with A, B ∈ C K×K , have K generalized eigenvalues in C ∪ {∞} (counted with their algebraic multiplicities).
We are now ready to present our main result.
Theorem 1. For k = 1, 2, . . . , K, let z k be complex nodes in the unit disk, i.e., |z k | 1.
T ∈ C N is the measurement vector defined by x n := x n + e n , with x n := K k=1 α k z n k , e := (e 0 e 1 . . . e N −1 ) ∈ C N is a bounded noise term, K is the number of nodes (assumed known) to be recovered, and L is an integer such that K L N − K. Furthermore, we let N 2K, α min := min 1 k K |α k |, and α max := max
• Case 1: ALG = ESPRIT.
Assume that Φ := S † ↓ S ↑ is a solution of the linear system S ↓ Y = S ↑ and
Then, one can find a permutation π of {1, 2, . . . , K} such that for all k = 1, 2, . . . , K,
Assume that the pair ( Ψ 1 , Ψ 2 ) defined in (6), (7) is regular and
where A min := min
The proof of Theorem 1 for both the ESPRIT algorithm and the MP method is based on a perturbation result [28, p. 102] for the singular space of a matrix, which provides us with an upper bound on the principal angle between the noiseless and the noisy signal subspace. For the ESPRIT algorithm, we further apply the Bauer-Fike Theorem [27, Thm. IV. We next turn the bound (11) into a bound in terms of
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Euclidean distance between the estimated nodes z 1 , z 2 , . . . , z K and the true nodes z 1 , z 2 , . . . , z K .
Corollary 2. Assume that the conditions for Case 2 of Theorem 1 are satisfied. Define
and assume that d < 1/ √ 2. Then, one can find a permutation π of {1, 2, . . . , K} such that the estimates z k , k = 1, 2, . . . , K, delivered by MP( x, K, L) satisfy
This result is derived using [29, Lem. 7.16] , which expresses balls with respect to the chordal distance in terms of Euclidean quantities. We finally note that the condition d < 1/ √ 2 is satisfied as long as the noise energy e 2 remains sufficiently small.
Our upper bounds (9), (11), and (13) reflect correctly that the estimates z k are perfect in the noiseless case. This is seen by noting that e = 0 implies γ = 0 in (8) and (10) and hence also d = 0 in (12). Theorem 1 and Corollary 2 show that z 1 , z 2 , . . . , z K can be recovered stably (with respect to the dependence of the estimation errors (9) and (13) on e 2 ) from the measurements x 0 , x 1 , . . . , x N −1 both via the ESPRIT algorithm and the MP method. We emphasize that noise here is deterministic and does not have to satisfy any other condition apart from being small enough so that γ < 1 and additionally d < 1/ √ 2 in the case of the MP method. The condition d < 1/ √ 2 guarantees that the estimated nodes z 1 , z 2 , . . . , z K do not take on the value ∞. The error bounds on | z k − z k |, for all k = 1, 2, . . . , K, both for the ESPRIT algorithm and the MP method, depend on the minimum and maximum singular values of the Vandermonde matrices V L , V N −L , V L−1 , and V N −L+1 . New lower and upper bounds on these quantities, presented in Section IV, allow us to express our error estimates in terms of the minimum wrap-around distance between the node frequencies f k , the quantity max 1 k K d k , the sampling frequency F s , and N , L, α min , and α max . Specifically, these results allow us to conclude that the node estimation errors both for the ESPRIT algorithm and the MP method remain small if i) the noise level is small enough, ii) the minimum wrap-around distance between the node frequencies f k is large relative to F s /(N − 1), and iii) the nodes z k remain sufficiently close to the unit circle (i.e., the damping factors d k are sufficiently small).
In [8] , [30] , Hua and Sarkar employ a first-order perturbation analysis to compare the performance of the MP method to a variant of the Prony method, but this analysis is of statistical nature and requires a high-SNR assumption. The only deterministic result we are aware of for the MP method is due to Moitra [24] who analyzes a new variant of the MP method. Specifically, Moitra replaces the matrices X 1 and X 2 in (4) and (5) 
respectively. The corresponding results apply to undamped sinusoids, i.e., |z k | = 1, k = 1, 2, . . . , K, only. Moitra's proof technique reveals an interesting connection between the condition number of Vandermonde matrices with nodes on the unit circle and Selberg's work on the large sieve inequality [31] .
In [21] and [32] , it is shown, for undamped sinusoids, that the ESPRIT algorithm has asymptotic (SNR → ∞ in [21] and N → ∞ in [32] ) statistical efficiency close to 1. In [18] , in the context of direction of arrival estimation, expressions for the asymptotic mean squared error are derived for ESPRIT for the undamped case under a high-SNR assumption. In [19] , it is shown that in the case of undamped sinusoids, the ESPRIT algorithm and the MP method are less sensitive to noise than MUSIC. A unified performance analysis for SNR → ∞ that applies to both the ESPRIT algorithm and the MP method is proposed in [20] . All these performance analyses are of statistical and asymptotic nature. We are not aware of any non-asymptotic and deterministic performance analyses for the ESPRIT algorithm, like the one performed here.
IV. NEW BOUNDS ON THE MINIMUM AND MAXIMUM SINGULAR VALUES OF VANDERMONDE MATRICES
In this section, we provide new lower and upper bounds on the minimum and maximum singular values of Vandermonde matrices with nodes inside the unit disk. In order to put our results into perspective, we first review bounds available in the literature. An upper bound on the condition number of Vandermonde matrices with nodes inside the unit disk was provided by Bazán in [33, Thm. 6 ]. This bound is, however, somewhat complicated and seems to be amenable to analytical statements only for N → ∞. Specifically, it allows to conclude that the condition number is close to 1 if the nodes are separated enough and close to the unit circle. Unlike Bazán's result [33, Thm. 6] , the upper bound on the condition number we present here is expressed directly in terms of the minimum distance of the nodes from the unit circle. Our result is inspired by the link-first established by Moitra [24] -between the condition number of Vandermonde matrices with nodes on the unit circle and Selberg's work on sharp forms of the large sieve inequality [31] . We rely on a result by Montgomery and Vaaler [25] extending-to the complex case-a generalization of Hilbert's inequality due to Montgomery and Vaughan [34, Thm. 1] . In contrast, the derivation of Moitra's upper bound is based on extremal minorants and majorants for the characteristic function of an interval. Both Moitra's result and our result are, however, in essence, linked to the large sieve inequality. 
Theorem 3 shows that the condition number of Vandermonde matrices with nodes in the unit disk is close to 1 if the minimum wrap-around distance between the node frequencies f k is large relative to F s /(N − 1), and the damping factors d k are small enough (i.e., the nodes z k are close enough to the unit circle). The conditions (14) and (15) on d max and δ ensure that our lower bound on σ min (V N ) is positive. When particularized for the undamped case d max = 0 (i.e., |z k | = 1 for all k = 1, 2, . . . , K), our result recovers Moitra's upper bound provided in [24, Thm. 2.3] up to a difference in the constant 84/π in the numerator and denominator of (16) , which in Moitra's case (d max = 0) equals 1. We note, however, that for d max = 0, [34, Thm. 1] can be used instead of [25] to recover Moitra's upper bound exactly in our approach.
