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Abstract
Let Θ = C[e−x1 , . . . , e−xn ][∂1, . . . , ∂n] and S = C[x1, . . . , xn][[eCx1+···+Cxn ]], where C is an
effective field and xN1 · · · xNn eCx1+···+Cxn and S are given a suitable asymptotic ordering 4. Consider the
mapping L : S → Sl ; f 7→ (L1 f, . . . , Ll f ), where L1, . . . , Ll ∈ Θ . For g = (g1, . . . , gl ) ∈ SlL = im L ,
it is natural to ask how to solve the system L f = g. In this paper, we will effectively characterize SlL and
show how to compute a so called distinguished right inverse L−1 : SlL → S of L . We will also characterize
the solution space of the homogeneous equation Lh = 0.
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1. Introduction
A well-known theorem (Fabry, 1885) states that any linear differential equation over C[[z]]
admits a basis of formal solutions of the form
( f0( p
√
z)+ · · · + fd( p√z) logd z)zαeP(1/ p
√
z),
with f0, . . . , fd ∈ C[[z]], α ∈ C, P ∈ C[X ] and p, d ∈ N>. This theorem naturally generalizes
to the case when C is replaced by an effective algebraically closed field of coefficients C.
If we also replace the coefficients by polynomials in C[z], then several algorithms exist for
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the computation of a basis of solutions (Malgrange, 1979; Della Dora et al., 1982; van Hoeij,
1997).
There are several directions in which the above theorem may be generalized. In van der
Hoeven (1997, 2001, 2006), it is shown how to deal with so called transseries coefficients (a
transseries is an object which is constructed fromR orC and an infinitely large variable x using
exponentiation, logarithm and infinite summation). In collaboration with M. Aschenbrenner and
L. van den Dries, we are currently working on a generalization to arbitrary asymptotic fields
(an asymptotic field is a differential field with a total asymptotic ordering which is “naturally
compatible” with the derivation).
In this paper, we will be concerned with the generalization to the case of linear partial
differential equations. The asymptotic resolution of systems of such equations can be
decomposed into two subproblems: the computation of analogues of the exponential parts
eP(1/
p√z) and the computation of the corresponding coefficients. We intend to deal with the first
subproblem in a forthcoming paper and focus on the second subproblem in what follows.
In the case of holonomic systems of linear differential equations, algorithms are known for the
computation of formal and convergent generalized series solutions (Saito et al., 2000, Chapter 2)
in what the authors call “Nilsson rings” (Nilsson, 1965). On the other extreme, there exists a
method (Aroca and Cano, 2001) to find “fractional power series solutions” to a single p.d.e.
with coefficients in C[[z1, . . . , zn]]. In this paper, we will search for formal series solutions
to consistent systems of linear differential equations in variants of Nilsson rings of the form
C[log z1, . . . , log zn][[zC1 · · · zCn ]]. One of the major difficulties is to cope with the integrability
constraints which arise when considering more than one equation.
In fact, in the continuation of our previous work on transseries, we will rather work with
infinitely large variables x1, . . . , xn and series in e−x1 , . . . , e−xn . In this equivalent setting, our
linear differential operators belong toΘ = C[e−x1 , . . . , e−xn ][∂1, . . . , ∂n] and we consider series
in
C[x][[E]] = C[x1, . . . , xn][[E]]
where E = eCx1+···+Cxn . More precisely, we assume a total asymptotic ordering 4 on E and
consider so called grid-based series (van der Hoeven, 1997, 2006) with monomials in E and
coefficients in C[x1, . . . , xn].
In Sections 2 and 3 we first recall classical algorithms for the computation of “standard
bases”, which are used to reduce a system of equations like L f = g with L ∈ Θ and
g ∈ C[x][[E]] to suitable normal forms. The first algorithm is a variant of the skew version
(Castro, 1984, 1987; Galligo, 1985; Takayama, 1991) of Buchberger’s algorithm (Buchberger,
1965, 1985), although we rather compute coherent autoreduced sets in the sense of differential
algebra (Rosenfeld, 1959; Boulier, 1994). We also recall Mora’s standard cone algorithm (Mora,
1983; Mora et al., 1992). However, we will systematically present them in the setting of p.d.e.s
with second members, so the reader might at least want to take a look at the notations. Also,
Corollaries 2 and 4 characterize when a system of equations with second members satisfies the
necessary integrability constraints which ensure the existence of a solution.
In Section 4, we will start with the study of linear p.d.e.s with constant coefficients in C. It
is classical that the resolution of such equations in E is equivalent to finding the roots of a set
of polynomial equations in C[ξ ] = C[ξ1, . . . , ξn]. In particular, solution sets in E correspond to
radical ideals in C[ξ ]. More generally, we will show that there exists a correspondence between
the solution sets in S =⊕e∈E C[x]e and arbitrary ideals in C[ξ ].
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An important technique that we will use is the computation of so called “distinguished
solutions” to systems of equations with second members. More precisely, given L =
(L1, . . . , Ll) ∈ C[∂1, . . . , ∂n]l , we may consider L as an operator L : S → Sl; f 7→
(L1 f, . . . , Ll f ). Denoting SlL = im L , we will effectively construct a right inverse L−1 : SlL →
S of L . This right inverse is unique with the property that the coefficient of any h ∈ HL in
any f ∈ im L−1 vanishes, where HL denotes the set of dominant monomials of solutions h to
Lh = 0. Having constructed L−1, we will also show how the space of solutions HL to Lh = 0
can be obtained from HL .
In the last Section 5, we will study the case of linear p.d.e.s with coefficients in
C[e−x1 , . . . , e−xn ] (for effective purposes) and C[[E]] (for theoretical purposes). We will first
show how to reduce systems of such equations to suitable asymptotic normal forms. Given a
system in normal form, we will next show how to compute a distinguished right inverse in a
coefficientwise manner. We will also characterize the set HL in this context and give an explicit
“strong basis” forHL .
Remark 1. Section 5.2 in particular contains a skew version of Mora’s tangent cone algorithm.
One of the referees pointed us to another such algorithm, which appeared recently (Granger et al.,
2005). Besides the fact this alternative algorithm is applied to another problem (ideal membership
and the computation of sygyzies), it is also a bit different in spirit: whereas our algorithm uses
a twisted version of reduction (which enforces good properties for the ecart), the algorithm in
Granger et al. (2005) is based on homogenization.
2. Standard bases for admissible monomial orderings
2.1. Monomial orderings
Consider the “monomial monoid” X = xN1 · · · xNn , whose elements are of the form xα =
xα11 · · · xαnn , with α ∈ Nn . A total ordering 4 on X is called a monomial ordering, if it is
compatible with the multiplication, i.e. xα 4 xβ ∧ xα′ 4 xβ ′ ⇒ xα+α′ 4 xβ+β ′ . It is
classical (Robbiano, 1985) that any such an ordering is non-uniquely determined by a finite
sequence of vectors λ1, . . . , λl ∈ Rn \ {0} and
xα  xβ (1)
⇐⇒ ∃i, (α − β) · λ1 = · · · = (α − β) · λi−1 = 0 ∧ (α − β) · λi > 0. (2)
Here · denotes the scalar product. Clearly, the relation (1) allows to extend 4 to xZn and
even xQ
n
. Moreover, this extension is unique so as to preserve the compatibility with the
multiplication.
We say that 4 is admissible if 1 ≺ xi for all i . In that case, 4 extends the (partial) divisibility
ordering | on X. In particular, from Dickson’s lemma, it follows that 4 is well-ordered. Given a
subset S ⊆ X, we will denote by FS = {x ∈ X : ∃y ∈ S, y|x} the final segment of X generated
by S for the divisibility relation. We recall that each final segment is finitely generated.
Let C be a constant field of characteristic zero. Given a monomial ordering on X, a non-
zero polynomial f ∈ C[x] = C[x1, . . . , xn] and a monomial x ∈ X, we denote by fx the
coefficient of x in f . We also denote by d f the highest monomial for 4 occurring in f and
by c f the corresponding coefficient. We call d f the dominant monomial of f , c f its dominant
coefficient and τ f = c f d f its dominant term. The relation 4 naturally extends to C[x] by
f 4 g ⇔ f = 0 ∨ ( f 6= 0 ∧ g 6= 0 ∧ d f 4 dg). We denote by  the equivalence relation
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associated to 4, so that f  g ⇔ f 4 g 4 f . Similarly, we write f ∼ g if τ f = τg , which is
equivalent to f − g ≺ f .
2.2. Differential polynomials
Let K be a differential field with derivations ∂1, . . . , ∂n and field of constants C. Given
formal variables F1, . . . , Fk , we denote by K{F1, . . . , Fk} the differential algebra of differential
polynomials in F1, . . . , Fk over K. Any P ∈ K{F1, . . . , Fk} admits a unique decomposition
P = P0 + · · · + Pd ,
where each Pi is homogeneous of degree i . We denote by K{F}i the space of homogeneous
polynomials of degree i and K{F}6i = K{F}i ⊕ · · · ⊕K{F}0.
Given P ∈ K{F1, . . . , Fq}p and a tuple Q ∈ K{F1, . . . , Fk}q , the substitution of Qi
for Fi (i = 1, . . . , q) in P yields a new tuple of differential polynomials in K{F1, . . . , Fk}p,
called the composition of P and Q, and denoted by P ◦ Q. If P ∈ K{F1, . . . , Fq}p6i and
Q ∈ K{F1, . . . , Fk}q6 j , then P ◦ Q ∈ K{F1, . . . , Fk}p6i j . In particular, K{F}61 is an algebra
for ◦ and R{F}1 ⊕ S is a subalgebra of K{F}61 whenever R and S are subalgebras of K with
S ⊇ R. If P ∈ K{F1, . . . , Fk}1, we will denote by P1, . . . , Pk the unique elements of K{F}1,
such that P = P1 ◦ F1 + · · · + PkFk .
Example 1. If
P = ∂1∂2F1 + 3∂1F1 + 2∂2F2
Q1 = ∂1F + ∂2F
Q2 = x2∂21 F
then
P ◦ (Q1, Q2) = ∂1∂2Q1 + 3∂1Q1 + 2∂2Q2
= ∂21∂2F + ∂1∂22 F + 3∂21 F + 3∂1∂2F + 2x2∂21∂2F + 2∂21 F.
Example 2. If K , L ∈ K[∂1, . . . , ∂n] are differential operators, then
(K F) ◦ (LF) = (K L)(F).
In other words, K{F}1 is isomorphic to K[∂1, . . . , ∂n].
In the remainder of this paper, we will only study differential polynomials with second
members P ∈ R{F}1 ⊕ S with R and S as above (and often R = S = K). Formally
speaking, the monomial monoid T = {∂αF = ∂α11 · · · ∂αnn F : α ∈ Nn} for ◦ is isomorphic
to X. Consequently, the sets K[x] and K{F}1 = K[T] are isomorphic as vector spaces (but not
necessarily as algebras, except when K = C). This isomorphism induces natural definitions of
dP , cP and τP for P ∈ K{F}1 and of 4,,∼ and | onK{F}1. These definitions naturally extend
to K{F}61 = K[T∪ {1K}], by taking 1K ≺ t for all t ∈ T. For instance, d∂21 F+2∂2F+3 = ∂
2
1 F , if
∂1  ∂2  1.
In our context of linear differential polynomials with second members, a differential ideal
of K{F}61 is a K-subvector space which is stable under ∂1, . . . , ∂n (i.e. left composition with
∂1F, . . . , ∂nF). Moreover, if I ∩ K 6= {0}, then we require that I = K{F}61. Any tuple
P = (P1, . . . , Pp) ∈ K{F}p61 naturally generates a differential ideal [P]. If [P] ∩ K = {0},
then [P] = {A ◦ P : A ∈ K{F1, . . . , Fp}1}. When seeing P as a system of equations
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P1( f ) = · · · = Pp( f ) = 0, where f belongs to any differential K-algebra S, then these
equations are equivalent to ∀A ∈ [P], A( f ) = 0. In particular, we say that a second system
Q = (Q1, . . . , Qq) ∈ K{F}p61 is equivalent to P , if [P] = [Q].
In the sequel, it will be convenient to extend notation for sets to tuples. For instance,
(P1, . . . , Pp) ∪ (Q1, . . . , Qq) := (P1, . . . , Pp, Q1, . . . , Qq)
and
(P1, . . . , Pp) \ (Q) := (P1, . . . , Pi−1, Pi+1 . . . , Pp)
if i is smallest with Pi = Q and
(P1, . . . , Pp) \ (Q) := (P1, . . . , Pp)
if no such i exists.
2.3. Ritt reduction for linear equations with second members
Assume that we fixed an admissible monomial ordering 4 on X and denote L = K{F}61. Let
P, Q ∈ L \ K with dQ |dP , so that dP = dP,Q ◦ dQ for some dQ,P ∈ T. The partial reduction
Red (P, Q) of P w.r.t. Q is defined by
Red (P, Q) := cQP − cPdP,Q ◦ Q ≺ P (3)
Given a system Q = (Q1, . . . , Qq) ∈ (L \ K)q , let FQ = F{dQ1 ,...,dQq }. A normal form for
P ∈ L modulo Q is an R ∈ L, with R ∈ K or dR 6∈ FQ , and such that
H ◦ P = A ◦ Q + R,
for certain H ∈ K 6=F (whereK 6= = {c ∈ K : c 6= 0}) and A ∈ K{F1, . . . , Fq}1 with Ai◦Qi 4 P
for all i . In that case, we write P −→Q R. We say that Q is autoreduced if Qi −→Q\(Qi ) Qi
for all i . By using partial reductions of P w.r.t. members of Q as long as possible, one obtains a
normal form with H ∈ cNQ1 · · · cNQq F :
Algorithm NF (P, Q)
Input: P ∈ L and Q ∈ (L \K)q
Output: a normal form of P modulo Q
while P 6∈ K ∧ ∃i, dQi |dP do
P := Red (P, Qi )
return P
Given P, Q ∈ L\K, let α, β be such that dP = ∂αF and dQ = ∂βF . Setting γ = sup(α, β) =
(max(α1, β1), . . . ,max(αn, βn)), dP,Q = ∂γ−βF and dQ,P = ∂γ−αF , the ∆-polynomial of P
and Q is defined by
∆P,Q := cQdQ,P ◦ P − cPdP,Q ◦ Q. (4)
By construction, be have∆P,Q ≺ dQ,P◦P  dP,Q◦Q. We also notice that∆P,Q = Red (P, Q),
whenever dQ |dP . We say that a system Q = (Q1, . . . , Qq) is coherent if ∆Qi ,Q j −→Q 0 for
all 1 6 i < j 6 q . A coherent and autoreduced system Q = (Q1, . . . , Qq) will also be called a
standard basis. Given an arbitrary system Q ∈ Lq , the following classical algorithm computes a
standard basis which is equivalent to Q.
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Algorithm SB (Q)
Input: Q ∈ Lq
Output: a standard basis which is equivalent to Q
Q′ := ()
while Q 6= Q′
Q′ := Q
if ∃i, Qi ∈ K 6= then return (1)
while ∃i,NF (Qi , Q \ (Qi )) = 0 do
Q := Q \ (Qi )
if ∃i, ∃ j, i < j ∧ R := NF (∆Qi ,Q j , Q) 6= 0 then
Q := Q ∪ (R)
return Q
Remark 2. If K = C, then under the natural isomorphism of C{F}1 with C[x], the notions of
partial reduction and∆-polynomials correspond to reduction and S-polynomials in Buchberger’s
algorithm (up to details: Buchberger rather takes SP,Q = c−1Q (cQdQP − cPdPQ). Also, he
not only reduces the dominant term of P in NF , but all terms). Consequently, Buchberger’s
algorithm for computing a Gro¨bner basis (Buchberger, 1965, 1985) corresponds to the above
algorithm for computing a coherent autoreduced set. Coherent autoreduced sets were first
introduced by Rosenfeld (Rosenfeld, 1959) and they are similar (although more effective) to
the characteristic sets introduced by Ritt (Ritt, 1950). We opted for Hironaka’s name standard
bases here (Hironaka, 1964) in view of the generalization in the next section.
2.4. Theoretical properties of standard bases
Consider a standard basis (Q1, . . . , Qq) ∈ (L \ K)q . Then the reduction of each ∆-
polynomial ∆Qi ,Q j with i < j to zero yields a relation
∆Qi ,Q j = cQ j dQ j ,Qi ◦ Qi − cQi dQi ,Q j ◦ Q j = A1 ◦ Q1 + · · · + Aq ◦ Qq ,
with Ak ◦ Qk ≺ dQ j ,Qi ◦ Qi  dQi ,Q j ◦ Q j for all k. This relation may be rewritten as
RQ,i, j ◦ Q = 0 (5)
with RQ,i, j ∈ K{F1, . . . , Fq}1. We call (5) the critical relation for the pair (Qi , Q j ). Notice that
we may regard the set of all critical relations as a tuple RQ ∈ K{F1, . . . , Fq}q(q−1)/21 .
Lemma 1. Let Q = (Q1, . . . , Qq) ∈ (L\K)q be a standard basis. Then the RQ,i, j generate the
space of all A ∈ K{F1, . . . , Fq}1 with A ◦ Q = 0. In other words, given A ∈ K{F1, . . . , Fq}1
with A ◦ Q = 0, there exists a Σ ∈ K{F1, . . . , Fq(q−1)/2}1 with A = Σ ◦ RQ .
Proof. Assume for contradiction that there exists a relation A ◦ Q = 0 which is not generated
by the RQ,i, j . We may choose A such that t = max{dAi◦Qi : Ai 6= 0} is minimal, as well as
the number of i with t = dAi◦Qi . Since (A ◦ Q)t = 0, there must be at least two indices i and
j with t = dAi◦Qi = dA j◦Q j . Using the fact that dQ j ,Qi ◦ dQi divides t, let u ∈ T be such that
t = u ◦ dQ j ,Qi ◦ dQi , λ = cAi /cu◦(RQ,i, j )i and A˜ = A − λu ◦ RQ,i, j . By construction, A˜i ≺ Ai
and A˜ j 4 A j , so A˜i ◦ Qi ≺ t and A˜ j ◦ Q j 4 t. For all k 6∈ {i, j}, we also have A˜k ∼ Ak , so
J. van der Hoeven / Journal of Symbolic Computation 42 (2007) 771–791 777
A˜k ◦ Qk ∼ Ak ◦ Qk . It follows that the relation A˜ ◦ Q is smaller than the original relation A ◦ Q
in the sense of the minimality hypothesis. This contradiction completes the proof. 
Consider a system L = (L1, . . . , Ll) of linear differential polynomials in K{F}1. Given a
tuple g = (g1, . . . , gl) ∈ Kl , we say that g is compatible with L , if for every relation A ◦ L = 0
with A ∈ K{F1, . . . , Fl}1, we have A ◦ g = 0. The set of such tuples forms a subvector space of
Kl , which we denote by KlL .
Corollary 1. The system L − g = (L1 − g1, . . . , Ll − gl) with L i ∈ K{F}6=1 and gi ∈ K is a
standard basis if and only if L is a standard basis and g is compatible with L.
Proof. Assume that L − g is a standard basis. Consider P, Q, R ∈ K{F}1 ⊕ K with P1 6= 0
and Q1 6= 0. Then Red (P, Q)1 = Red (P1, Q1) if dQ |dP and (∆P,Q)1 = ∆P1,Q1 . It
follows that L is a standard basis with critical relation RL ,i, j = RL−g,i, j for all i < j .
Given a relation A ◦ L = 0, Lemma 1 now implies A = Σ ◦ RL = Σ ◦ RL−g for a certain
Σ ∈ K{F1, . . . , Fl}l(l−1)/21 . We conclude that A ◦ (L − g) = 0, whence A ◦ g = 0.
Assume now that L is a standard basis and that g is compatible with L . Then L − g is
autoreduced, since dL i−gi = dL i - dL j = dL j−g j for all i 6= j . Furthermore, for all i 6= j ,
the relation RL ,i, j ◦ L = 0 implies RL ,i, j ◦ g = 0. But the relation RL ,i, j ◦ (L− g) = 0 precisely
proves that ∆L i−gi ,L j−g j reduces to zero modulo L − g. Hence L − g is coherent. 
Corollary 2. Given a standard basis L ∈ K{F}l1 and g ∈ Kl , we have g ∈ KlL if and only if
RL(g) = 0.
2.5. Canonical forms
Let P ∈ L and Q ∈ (L \K)q . A canonical form for P modulo Q is an R ∈ L with
H ◦ P = A ◦ Q + R,
for certain H ∈ K 6=F and A ∈ K{F1, . . . , Fq}1 with Ai ◦ Qi 4 P for all i , and such that t 6∈ FQ
for each term ct ∈ KT occurring in R. It is easy to modify NF so that it computes a canonical
form R of P modulo Q with R 4 P:
Algorithm CF (P, Q)
Input: P ∈ L and Q ∈ (L \K)q
Output: a canonical form of P modulo Q
while P 6∈ K ∧ ∃i, ∃t ∈ T, Pt 6= 0 ∧ dQi |t do
Choose t highest for 4
P := cQi (P − Ptt)+ Red (Ptt, Qi )
return P
Lemma 2. Let Q = (Q1, . . . , Qq) ∈ (L \K)q be a standard basis. Then we have
d[Q]\K = [dQ],
where d[Q]\K := {dQ : Q ∈ [Q] \K} and dQ := (dQ1 , . . . , dQq ).
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Proof. Assume for contradiction that P ∈ [Q] is such that dP 6∈ [dQ]. Replacing P by
CF (P, Q), we may assume without loss of generality that P is a canonical form w.r.t. Q. Now
choose A ∈ K{F1, . . . , Fq}1 with P = A ◦ Q such that t = max{dAi◦Qi : Ai 6= 0} is minimal,
in the same sense as in the proof of Lemma 1. Since t ∈ [dQ], we have Pt = 0, so there must be
at least two indices i and j with t = dAi◦Qi = dA j◦Q j . Setting A˜ = A − λu ◦ RQ,i, j with the
notations from the proof of Lemma 1, P = A˜ ◦ Q then yields a more minimal representation for
P . This contradiction proves that dP ∈ [dQ] for all P ∈ [Q] \K. 
3. Standard bases for tangent cone orderings
In classical polynomial elimination theory, the use of non-admissible monomial orderings
allows for the computation in localized rings and completions, such as rings of power series.
However, additional care is needed in order to ensure termination. For instance, the naive
reduction of x modulo x − x2 would yield an infinite sequence x, x2, x3, . . .. The tangent cone
algorithm (Mora, 1983; Mora et al., 1992) allows for the computation of standard bases in the
case of localizations of polynomial rings.
In this section, we will present the tangent cone algorithm in the differential setting. In all
what follows, K is a differential field with constant field C. Geometrically speaking, elements of
C[[∂]] = C[[∂1, . . . , ∂n]] or localizations of C[∂] can still be thought of as operators. For instance,
C[[∂]] naturally operates on C[x].
3.1. Definition and properties of the ecart
Let L = C{F}1 ⊕ K and let 4 be a monomial ordering on X. Given P, Q ∈ L \ K, we
define dP,Q , dQ,P and ∆P,Q as in (4). As a special case, Red (P, Q) = ∆P,Q is given by (3) if
dQ |dP . Now let 4∗ be the opposite ordering of 4. Given P ∈ K{F} 6=61, we denote the dominant
monomial of P for4∗ by d∗P for and we define c∗P , τ ∗P , Red ∗(P, Q),∆∗P,Q , etc. in a similar way.
We will also write wP = xα for the element of X with d∗P = ∂αF . If 4 is admissible, f ∈ C[x]
and ∂i = ∂/∂xi for all i , then we notice that P( f ) 4 f/wP (i.e. P( f ) 4 d f /wP for the natural
extension of the ordering 4 to xZ1 · · · xZn ). Moreover, if wP |d f , then P( f )  f/wP .
In the sequel, we will assume that the vectors λ1, . . . , λl which determine 4 using (1) are all
in Zn . In that case 4 is called a tangent cone ordering. Notice that it is possible to consider more
general tangent cone orderings (Mora et al., 1992), but we have chosen to keep the exposition as
simple as possible. Given n1, . . . , nk ∈ Z, let
Tn1,...,nk := {∂αF : λ1 · α = n1 ∧ · · · ∧ λk · α = nk}.
Given P ∈ L \K with dP ∈ Tn1,...,nk , we denote
τP;k :=
∑
t∈Tn1,...,nk
Ptt.
Notice that τP;0 = P1 and τP;l+1 = τP (for a dummy λl+1). Now let nk and n∗k be such that
dτP;k−1 ∈ Tn1,...,nk−1,nk and d∗τP;k−1 ∈ Tn1,...,nk−1,n∗k . Then we have nk > n∗k and we define the
k-th ecart of P by EP;k := nk − n∗k . We call EP := (EP;1, . . . , EP;l) ∈ Nl the ecart of P and
recall that Nl is well-ordered by the lexicographical ordering. The definition extends to the case
when P ∈ K by taking EP;k = −∞ for all k.
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Given P, Q ∈ L \K, some easy properties of the ecart are
EΩ◦P = EP (Ω ∈ CT) (6)
EP−τP < EP
Moreover, if dP = dQ , then
EP+Q 6 EP ∨ EQ = (max(EP;1, EQ;1), . . . ,max(EP;l , EQ;l)),
where the inequality is strict whenever τP + τQ = 0. It follows that
E∆P,Q < EP ∨ EQ . (7)
In particular, if dQ |dP , then
ERed (P,Q) < EP ∨ EQ . (8)
The following lemma will guarantee the termination of the tangent cone algorithm.
Lemma 3. Let p > 0 and P1, P2, . . . ∈ L \K be such that for all i > p, we have
(a) Pi+1 = Red (Pi , Pr(i)) for some r(i) < i .
(b) Whenever dPq |dPi for some q < i , then ERed (Pi ,Pq ) > EPi+1 .
Then the sequence P1, P2, . . . is finite.
Proof. Assume for contradiction that there exist infinitely many i > p with EPi 6 EPi+1 .
By Dickson’s lemma, we may find two such indices q < i with dPq |dPi and EPq ;1 6
EPi ;1, . . . , EPq ;l 6 EPi ;l . But then
ERed (Pi ,Pq ) < EPq ∨ EPi = EPi 6 EPi+1 ,
which contradicts our assumption (b). It follows that EPi is strictly decreasing for sufficiently
large i . We conclude by the fact thatNl is well-ordered. 
3.2. The tangent cone algorithm
Given P, Q ∈ L \ K, a normal form for P modulo Q is an R ∈ L, with R ∈ K or dR 6∈ FQ ,
and such that
H ◦ P = A ◦ Q + R,
for certain H ∈ C{F}1 and A ∈ C{F1, . . . , Fq}1 with dH = F and Ai ◦ Qi 4 P for all i . Notice
that this notion extends the previous notion of normal forms, since dH = F ⇒ H ∈ C 6=F if 4 is
admissible. In our new context, we may use the following algorithm to compute a normal form:
Algorithm NF (P, Q)
Input: P ∈ L and Q ∈ (L \K)q
Output: a normal form of P modulo Q
while P 6∈ K ∧ ∃i, dQi |dP do
Take i with dQi |dP such that ERed (P,Qi ) is minimal
Q := Q ∪ {P}
P := Red (P, Qi )
return P
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Indeed, the sequence P1  P2  · · · of successive values of P during the algorithm fulfills
the conditions of Lemma 3, so this sequence is finite. Moreover, using induction, it is easily
checked that there exist Ai ∈ C{F1, . . . , Fq}1 and Bi ∈ C{F}1 and with Pi = Ai ◦ Q + Bi ◦ P
and dBi = F for all i . So the last term of the sequence is indeed a normal form for P modulo Q.
Defining the notions of autoreduced systems, coherent systems and standard bases as in
Section 2.3, the same algorithm SB may be used to compute an equivalent standard basis for a
given system. Given a standard basis Q ∈ Ll and 1 6 i < j 6 q, we have a relation
H ◦∆Qi ,Q j = H ◦ (cQ j dQ j ,Qi ) ◦ Qi − H ◦ (cQi dQi ,Q j ) ◦ Q j
= A1 ◦ Q1 + · · · + Aq ◦ Qq ,
with dH = F and Ak ◦ Qk ≺ dQ j ,Qi ◦ Qi  dQi ,Q j ◦ Q j for all k. As before, we may rewrite
this relation as a critical relation of the form RQ,i, j ◦ Q = 0.
In order to generalize Lemma 1, let C{F}1 = C[[∂]](F) ⊇ C{F}1 be the set of series
Q = ∑t∈T Qtt with well-ordered support supp Q = {t ∈ T : Qt 6= 0}. If 4 is admissible,
then C{F}1 coincides with C{F}1. If 4∗ is admissible then elements of C{F}1 are power series
in ∂1, . . . , ∂n applied to F . The set C{F}1 is naturally stable under composition. We denote
C{F1, . . . , Fq}1 = C[[∂]](F1)⊕ · · · ⊕ C[[∂]](Fq).
Lemma 4. Let Q = (Q1, . . . , Qq) ∈ (L \ K)q be a standard basis. Then the RQ,i, j generate
the space of all A ∈ C{F1, . . . , Fq}1 with A ◦ Q = 0.
Proof. We have to construct Σ ∈ C{Fi, j }1 with A = Σ ◦ RQ , where Fi, j corresponds to the
critical relation RQ,i, j . For each 1 6 i < j 6 q , let si, j = dQ j ,Qi ◦ dQi = dQi ,Q j ◦ dQ j . Writing
Σ = ∑i< j∑t∈T Ti, jt dt,si, j , let us construct Tt by transfinite induction over t. Given an ordinal
α, the induction hypothesis is as follows:
• Σt has been constructed for all t in a final segment F;α of T for 4.
• F;β  F;α for all β < α.
• Denoting Σ;α =∑i< j∑t∈F;α Ti, jt dt,si, j and A;α = A−Σ;α ◦ RQ , we have Ai;α ◦ Qi ≺ t for
all i and t ∈ F;α .
If α = 0 or α is a limit ordinal, then we may take F;α = ⋃β<α F;β . If α = β + 1 and A;α = 0,
then we are done. So assume that α = β+1 and A;β 6= 0. Let t = max{dAi;β◦Qi : A
i
;β 6= 0} 6∈ F;β
and let i be minimal such that (Ai;β ◦ Qi )t 6= 0. Let Tt =
∑
j>i λ j Fi, j , with
λ j =
(A j;β ◦ Q j )t
(dt,si, j ◦ R jQ,i, j ◦ Q j )t
,
let F;β = {u ∈ T : u < t} and take Tu = 0 for all u  t with u 6∈ F;β . By construction,
A j;α ◦ Q j = (A;β − Tt ◦ RQ) j ◦ Q j = (A j;β − λ jdt,si, j ◦ R jQ,i, j ) ◦ Q j ≺ t
for all j > i . Since (A;α ◦ Q)t = 0, it follows that Ai;α ◦ Qi ≺ t as well. This proves the last
induction hypothesis. By transfinite induction, we conclude that there exists an α with A;α = 0,
whence A = Σ;α ◦ RQ . 
Consider a system L = (L1, . . . , Ll) of linear differential polynomials in C{F}1. Assume also
that C{F}1 naturally operates on a subringR of K (for instance, we may takeR = C[x]). Given
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a tuple g = (g1, . . . , gl) ∈ Rl , we say that g is compatible with L , if for every relation A◦L = 0
with A ∈ C{F1, . . . , Fl}1, we have A ◦ g = 0. The set of such tuples forms a (strong) subvector
space RlL of Rl . The following consequences of the above lemma is proved in a similar way as
Corollaries 1 and 2.
Corollary 3. The system L − g = (L1 − g1, . . . , Ll − gl) with L i ∈ C{F} 6=1 and gi ∈ R is a
standard basis if and only if L is a standard basis and g is compatible with L. 
Corollary 4. Given a standard basis L ∈ C{F}l1 and g ∈ Rl , we have g ∈ RlL if and only if
RL(g) = 0. 
Let P ∈ C{F}1⊕R and Q ∈ (L\K)q . A canonical form for P modulo Q is an R ∈ C{F}1⊕R
with
H ◦ P = A ◦ Q + R
for certain H ∈ C{F}1 and A ∈ C{F1, . . . , Fq}1 with dH = F and Ai ◦Qi 4 P for all i , and such
that t 6∈ FQ for each term ct ∈ CT occurring in R. Although we have no algorithm to compute
canonical forms, like in Section 2.5, the existence of canonical forms can be proved using a
similar transfinite induction as in the proof of Lemma 4. Using another transfinite induction,
Lemma 2 also generalizes to the current setting:
Lemma 5. Let Q = (Q1, . . . , Qq) ∈ (L \K)q be a standard basis. Then d[Q]\K = [dQ]. 
4. Linear differential equations with constant coefficients
In this section, we consider systems L = (L1, . . . , Ll) of linear partial differential equations
in one unknown F with coefficients in a field of constants C of characteristic zero. We will
consider the resolution of such systems in the algebras
R =
⊕
ξ∈Cn
Ceξ ·x ;
S =
⊕
ξ∈Cn
C[x]eξ ·x ,
where ∂i x j = δi, j (Kronecker symbol). We will first consider homogeneous linear differential
equations, but we will also study linear differential equations with second members. In the latter
case, we will allow the second members to belong to R or S. Throughout this section 4 stands
for an admissible tangent cone ordering on X.
4.1. Solving L( f ) = 0 inR
In this section, we will only consider linear p.d.e.s without second members. Let L ∈ C{F}1
be a homogeneous linear differential polynomial. We may represent L as
L = PL(∂1, . . . , ∂n)(F),
where PL is a polynomial in C[ξ ] = C[ξ1, . . . , ξn]. Inversely, each polynomial P ∈ C[ξ ]
gives rise to a homogeneous linear differential polynomial L P = P(∂1, . . . , ∂n)(F) ∈ C{F}1.
Denoting eξ = eξ ·x , we have
L(eξ ) = PL(ξ)eξ
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for all ξ ∈ Cn and in particular
L(eξ ) = 0⇐⇒ PL(ξ) = 0.
LetHL denote the set of all e ∈ E = eCx1+···+Cxn with L(e) = 0. We have
L( f ) = 0⇐⇒ f ∈ Vec (HL)
for all f ∈ R, where Vec (HL) denotes the C-vector space generated byHL . Given e = eξ ·x ∈ E,
we will denote ξe = ξ .
More generally, given a set D of homogeneous linear differential polynomials, a subset H of
E, a subset I of C[ξ1, . . . , ξn] and a subset V of Cn , we denote
ID = {PL ∈ C[ξ ]|L ∈ D};
DI = {L P ∈ C{F}1|P ∈ I};
VH = {ξe ∈ Cn|e ∈ H};
HV = {eξ ∈ E|ξ ∈ V}
and
IV = {P ∈ C[ξ ]|∀ξ ∈ V : P(ξ) = 0};
VI = {ξ ∈ Cn|∀P ∈ I : P(ξ) = 0};
DH = {L ∈ C{F}1|∀e ∈ H : L(e) = 0};
HD = {e ∈ E|∀L ∈ D : L(e) = 0}.
Because of the natural isomorphisms
ID ∼= D;DI ∼= I;
VH ∼= H;HV ∼= V,
all algebraic geometry properties of the correspondences I 7→ VI and V 7→ IV induce
analogue properties for the correspondences D 7→ HD and H 7→ DH. In particular, Hilbert’s
Nullstellensatz implies
Theorem 1. Let L = (L1, . . . , Ll) be a coherent and autoreduced system with L1, . . . , Ll ∈
C{F}1 \ CF. If C is algebraically closed, then L admits a solution e ∈ E.
4.2. Solving L( f ) = 0 in C[x]
Recall that 4 stands for an admissible tangent cone ordering on X. Consider a standard basis
L = (L1, . . . , Ll) ∈ C{F}l1 for 4∗. We may regard L as an operator from C[x] into C[x]l , whose
image is in C[x]lL . We denote byHL the set of monomials xα , such thatwL i - xα for all i . The aim
of this section is to construct a right inverse L−1 : C[x]lL → C[x] of L , which is “distinguished”
in the sense that fh = 0 for all f ∈ im L−1 and h ∈ HL .
The relation 4 on C[x] induces a relation 4L on C[x]l by
(g1, . . . , gl) 4L (h1, . . . , hl)
⇐⇒ max{wL1dg1 , . . . ,wLldgl } 4 max{wL1dh1 , . . . ,wLldhl }.
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Whenever f, f˜ ∈ C[x]6= are such that d f 6∈ HL and d f˜ 6∈ HL , it follows that
f 4 f˜ ⇐⇒ L( f ) 4L L( f˜ ).
Indeed, if d f 6∈ HL , then L i ( f )  f/wL i for at least one i with wL i |xα .
Proposition 1. Given a standard basis L = (L1, . . . , Ll) for 4∗ and g ∈ C[x]lL , let i be such
that x = dgiwL i is maximal for 4. Then τ = (cgi /cL i (x))x does not depend on the choice of i and
g − L(τ ) ≺L g.
Proof. We will first show that cg j /cL j (x) = cgi /cL i (x) whenever j 6= i is another index with
x = dg jwL j . Let Ω j ∈ CT and Ωi ∈ CT be such that ∆∗L i ,L j = Ω j ◦ L i − Ωi ◦ L j and consider
the associated critical relation
Ω j ◦ L i − Ωi ◦ L j = K 1 ◦ L1 + · · · + K l ◦ Ll ,
with wK kwLk  wΩ jwL i = wΩiwL j for all k. Since g is compatible with L , it follows that
Ω j (gi )− Ωi (g j ) = K 1(g1)+ · · · + K l(gl).
For each k, we have
K k(gk) 4
dgk
wK k
4
dgiwL i
wLkwK k
≺ dgi
wΩ j
=: u.
It follows that
[Ω j (gi )− Ωi (g j )]u = cΩ j (gi ) − cΩi (g j ) = 0. (9)
Hence
cΩ j (dgi )cgi = cΩi (dg j )cg j
cΩ j (dLi (x))cL i (x) = cΩi (dL j (x))cL j (x)
It follows that
cgi
cL i (x)
cΩ j (dgi )
cΩ j (dLi (x))
= cg j
cL j (x)
cΩi (dg j )
cΩi (dL j (x))
.
Now dgi /dL i (x) = dg j /dL j (x) implies cΩ j (dgi )/cΩ j (dLi (x)) = cΩi (dg j )/cΩi (dL j (x)), so we conclude
that cg j /cL j (x) = cgi /cL i (x).
It remains to be proved that g − L(τ ) ≺L g, i.e. g j − L j (τ ) ≺ x/wL j for all j . If wL j - x,
then d∗L j (τ ) = 0 and for all Ω ∈ supp L j with Ω ≺ d∗L j , we have wL jΩ(τ ) 4 (wL j /wΩ )τ ≺ x.
By strong linearity, it follows that wL j L j (τ ) ≺ x. Furthermore wL j - x implies dg jwL j ≺ x,
whence g j − L j (τ ) ≺ x/wL j . If wL j |x, then the relation (9) remains valid. Moreover, if Ξ ∈ T
is such that wΞwΩiwL j = wΞwΩ jwL i = x, then
[(Ξ ◦ Ω j )(gi )− (Ξ ◦ Ωi )(g j )]1 = 0
and
[(Ξ ◦ Ωi )(g j )]1 ∈ C 6=(g j )wΞwΩi = C 6=(g j )x/wL j
[(Ξ ◦ Ω j )(gi )]1 ∈ C 6=(gi )wΞwΩ j = C 6=(gi )x/wLi
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Since (gi )x/wLi 6= 0, it follows that (g j )x/wL j 6= 0, whence x = dg jwL j . By construction, we
therefore have g j − L j (τ ) ≺ x/wL j . 
Given g ∈ C[x]lL , let τg = τ be the term as in Proposition 1. Now consider the sequence
defined by g0 = g and gi+1 = gi − L(τgi ). This sequence is finite, since τg0  τg1  · · · and
4 is a well-ordering on X. Consequently, f = τg0 + τg1 + · · · ∈ C[x] is a solution to L( f ) = g
with fh = 0 for all h ∈ HL . We set f = L−1(g) and call L−1 the distinguished right inverse of
L .
Let h ∈ HL . Since L i (h) ≺ h/wL i for all i , it follows that L−1(L(h)) ≺ h. Consequently
h = bh = h − L−1(L(h)) is a solution to L(h) = 0 with dh = h. Inversely, Lh = 0 implies
dh ∈ HL , since otherwise wL i |dh for some i and L i (h)  h/wL i 6= 0. We claim that the
bh form a basis for the solution space HL of L(h) = 0 in C[x]. Indeed, given an arbitrary
solution h, consider the sequence defined by h0 = h and hi+1 = hi − chi bdhi as long as
hi 6= 0. This sequence is necessarily finite, since dh0  dh1  · · · and X is well-ordered.
Hence, h = ch0bdh0 + ch1bdh1 + · · · . We call (bh)h∈HL the distinguished basis ofHL .
We notice that C[x] = HL ⊕ H⊥L , where H⊥L = { f ∈ C[x] : ∀h ∈ HL , fh = 0}, so that
L : C[x] → C[x]lL decomposes into an isomorphism on H⊥L with left inverse L−1 and the zero
map on HL . We also notice that the distinguished right inverse L−1 is uniquely determined by
the fact that L−1(L(g)) = g for all g ∈ C[x]lL and L−1(g) ∈ H⊥L . Indeed, assume that L( f ) = g
and L( f˜ ) = g and f˜h = fh = 0 for all h ∈ HL . Then L(h) = 0 for h = f˜ − f and hh = 0 for
all h ∈ HL . It follows that h = 0.
Let us now consider an arbitrary system L = (L1, . . . , Ll) ∈ C{F}l1. Using the tangent
cone algorithm, L may be rewritten into an equivalent system L˜ which is a standard basis. Then
the sets HL˜ and H⊥L˜ are independent from the particular choice of L˜ , since HL˜ is precisely the
set of elements which cannot occur as dominant monomials of elements in [L], by Lemma 5.
Consequently, the construction of the distinguished right inverse and the distinguished basisHL˜
do not depend on the choice of L˜ , and we may define HL = HL˜ , L−1 = L˜−1, etc.
4.3. Solving L( f ) = g in S
Let us now consider a general system L ∈ C{F}l1 as an operator L : S → SlL . Then L acts
“by spectral components” C[x]eξ ·x . More precisely, given e = eξ ·x ∈ E, let Lne be the unique
operator such that
Lne( f ) = e−1L(e f )
for all f . Considering L as an operator in C[∂]l , we obtain Lne from L by substituting ∂i − ξi
for each ∂i . Given
f =
∑
e∈E
fee,
with fe ∈ C[x], it follows that
L( f ) =
∑
e∈E
Lne( fe)e.
Hence, denoting by HLne the solution space of Lne(ϕ) = 0 for ϕ ∈ C[x], the solution space of
L( f ) = 0 for f ∈ S is given by
HL =
⊕
e∈E
HLnee.
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Denoting by L−1ne the distinguished inverse of Lne as an operator on C[x], the mapping
L−1 : SlL −→ S
g 7−→
∑
e∈E
L−1ne(ge)e
is a right inverse of L . Moreover, L−1 is unique with the property that
im L−1 ⊆ H⊥,
where
H⊥L =
⊕
e∈E
H⊥Lnee.
Remark 3. When extending the total ordering4 onX toXE in any way which preserves spectral
components (i.e. if e ≺ f, then xe ≺ yf for all x, y ∈ X), the space H⊥ coincides with the set of
all f ∈ S such that fdh = 0 for all h ∈ H 6=L ; see the next section.
Theorem 2. Let L be the set of differential ideals of C{F}1 and let H the set of subsets of S
which occur as zero-sets of systems D ∈ C{F}l1. Then the correspondences
D ∈ L 7−→ HD = {h ∈ S|∀L ∈ D : L(h) = 0} ∈H
H ∈H 7−→ DH = {L ∈ C{F}1|∀h ∈ H : L(h) = 0} ∈ L
are mutually inverse bijections.
Proof. LetD1 andD2 be two differential ideals with the same set of solutionsHD1 = HD2 . Then
the differential ideal D generated by D1 and D2 still has the same set of solutions. Assuming for
contradiction that D1 6= D2, the set D strictly contains D1 or D2, say D1. Now consider the
differential ideal D1 : D = {L ∈ C{F}1 : L ◦ D ⊆ D1}. By Theorem 1, there exists an e ∈ E
with (D1 : D)(e) = 0. Since (D1 : D)◦D ⊆ D1 63 1 and H(D1:D)ne 6= ∅ (here H(D1:D)ne stands
for HLne , where L is any system which generates D1 : D), it follows that HDne 6= H(D1)ne . But
thenHDne 6= H(D1)ne andHD 6= HD1 . 
Remark 4. Whereas Hilbert’s Nullstellensatz establishes a correspondence between radical
ideals and algebraic sets, Theorem 2 yields a correspondence between any differential ideal
of C{F}1 (which is necessarily radical and even prime) and “linear differentially algebraic”
zero-sets in S. Via the isomorphism C [X] ∼= C{F}1, arbitrary ideals of C[X] are therefore
also in a geometric correspondence with zero-sets of linear differential operators. This provides
a geometrical reason why the existence of Ritt–Rosenfeld–Buchberger-type algorithms for the
computation with ideals, and not merely radical ideals, is important.
5. Equations with polynomial coefficients
The study of the linear p.d.e.s with coefficients in C[x] is equivalent to the study of equations
with coefficients in C[e−x ] = C[e−x1 , . . . , e−xn ] modulo the substitutions xi → exi , δi =
xi∂/∂xi → ∂/∂xi and multiplication with a suitable eα·x . Since the ordinary partial derivatives
preserve the “valuation” in C[e−x ], it will be more convenient to work with coefficients in C[e−x ].
Assume that we have fixed an admissible ordering 4 on X, determined by λ1, . . . , λl ∈ Zn .
Assume also that we have fixed a total ordering on C which gives C the structure of a totally
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orderedQ-vector space. Then we also have a natural ordering 4 on E = eCx1+···+Cxn :
eα·x ≺ eβ·x
⇐⇒ ∃i, (α − β) · λ1 = · · · = (α − β) · λi−1 = 0 ∧ (α − β) · λi < 0.
A subsetG of E is said to be grid-based if there exist g1, . . . , gk, h ∈ E with g1 ≺ 1, . . . , gk ≺ 1
and G ⊆ gN1 · · · gNk h. Given a ring of coefficients R the set of series f =
∑
e∈E fee with grid-
based support supp f = {e ∈ E : fe 6= 0} forms an R-algebra (van der Hoeven, 1997, 2006).
We denote this algebra by R[[E]] and its elements are called grid-based series. This still goes
through for coefficients in C{F}1⊕C[x], since such operators act by spectral components. In this
section, we will consider systems of linear p.d.e.s in L = C{F}1[[E]]⊕C[x][[E]] and study their
solutions in S = C[x][[E]].
5.1. Skew standard bases
The admissible orderings4 onX and4 onEmay be combined into a total admissible ordering
4] on XE using
xe 4]XE yf ⇐⇒ e ≺E f ∨ (e = f ∧ x 4X y).
Hence, an element f ∈ S can also be regarded as a series f = ∑m∈XE fmm with anti-
well-ordered support in XE (the support is not necessarily grid-based, although we might have
required this). Similarly, elements in C{F}1[[E]] can be seen as series with monomials in ET.
The ordering 4] is extended to L by understanding that xne ≺] ET for all xne ∈ xNE. We will
use ] in order to emphasis when a notation should be understood with respect to the relation 4].
Consider a system L ∈ (L \ S)l such that L i  1 for all i . Given i < j with d]L i = ∂αF and
d
]
L j
= ∂βF , let γ = sup(α, β), d]L j ,L i = ∂γ−α(F), d
]
L i ,L j
= ∂γ−β(F) and
∆L i ,L j := c]L j d
]
L j ,L i
◦ L i − c]L i d
]
L i ,L j
◦ L j .
We say that L is a standard basis for 4] if for each i < j there exists a critical relation
RL ,i, j ◦ L = ∆L i ,L j − A ◦ L = 0, (10)
where A ∈ C{F1, . . . , Fl}1[[E]] is such that d]Ak ◦ d
]
Lk
≺] d]L j ,L i ◦ L i ] d
]
L i ,L j
◦ L j for all k.
Given f ∈ S with f 4 1 (or L ∈ L with L 4 1), let us denote f = f1 (resp. L = L1).
Lemma 6. Let L ∈ C{F}1[[E]]l be a standard basis and let g ∈ SlL be such that g 4 1. Then
L ∈ C{F}l1 is a standard basis and g ∈ C[x]lL .
Proof. Since d]
L i
= d]L i for all i , the system L¯ is autoreduced. For all i < j , the relation (10)
implies
RL ,i, j ◦ L = ∆L i ,L j − A ◦ L = ∆L i ,L j − A ◦ L = 0,
so L is a standard basis for the relations RL,i, j = RL ,i, j . Now consider a relation B ◦ L = 0.
Then we have B = Σ ◦ RL for some Σ ∈ C{F1, . . . , Fl(l−1)/2}1. Now Σ ◦ RL ◦ L = 0 implies
(Σ ◦ RL)(g) = 0. We conclude that B(g) = Σ ◦ RL(g) = Σ ◦ RL(g) = 0, so g ∈ C[x]lL . 
Lemma 7. Let L ∈ Ll1 be a standard basis and e ∈ E. Then Lne is again a standard basis.
J. van der Hoeven / Journal of Symbolic Computation 42 (2007) 771–791 787
Proof. Any P, Q ∈ C{F}1[[E]] 6= satisfy the relations
(P ◦ Q)ne = Pne ◦ Qne
τPne = τP
(∆P,Q)ne = ∆Pne,Qne
Hence, any critical relation RL ,i, j ◦ L for L induces a critical relation (RL ,i, j )ne ◦ Lne = 0 for
Lne. So we may take RLne = (RL)ne. 
5.2. Computation of skew standard bases
Given an arbitrary system L ∈ Ll , an equivalent standard basis can be “computed” by
a variant of Hironaka’s infinite division “algorithm”. If the dependency of L in e−x1 , . . . , e−xn is
only polynomial, then a fully effective method can be devised, by adapting the algorithms from
Section 2.3.
In this subsection and in this subsection only, let E = e−Nx1−···−Nxn , R = C[e−x ],
S = C[x][e−x ] and L = R{F}1 ⊕ S. The set R{F}1 is formally isomorphic (as a vector space)
to C[∂1, . . . , ∂2n](F) by sending each e−xi to ∂i and ∂i to ∂n+i . Moreover, the ordering 4] on ET
corresponds to a tangent cone ordering on ∂N1 · · · ∂N2nF . Consequently, the definition of ecart in
Section 3.2 transposes to elements in L \ S.
Unfortunately, we do not necessarily have EΩ◦P = EP for Ω ∈ CET and P ∈ L \ S (for
instance E(∂1F)◦(e−x1 F) > 0). Nevertheless, this relation does hold if P  1. For this reason, we
adapt the definition of partial reduction by setting
Red n(P, Q) := c]QP − c]Pd]P,Q,nd−1Q ◦ Q
for all P, Q ∈ L \ S with d]Q |d]P . Because of the twist, we again have
ERed n(P,Q) < EP ∨ EQ .
We also notice that Red n coincides with the usual partial reduction “up to lower order terms”,
since d]
P,Q,nd−1Q
∼ d]P,Q . We obtain the following version of NF :
Algorithm NF (P, Q)
Input: P ∈ L and Q ∈ (L \ S)q
Output: an “asymptotic normal form” of P modulo Q
while P 6∈ S ∧ ∃i, d]Qi |d
]
P do
Take i with d]Qi |d
]
P such that ERed n(P,Qi ) is minimal
Q := Q ∪ {P}
P := Red n(P, Qi )
return P
The termination of the modified version of NF is proved in the same way as before. Again,
the successive values P1, P2, . . . of P in the algorithm verify relations
Pi = Ai ◦ Q + (Hi + Bi ) ◦ P,
for certain Hi ∈ C 6=F , Ai ∈ R{F1, . . . , Fq}1 and Bi ∈ R{F}1 with Bi ≺ 1 and A ji ◦ Q j 4] P
for all j .
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Example 3. Let P = e−2x1∂1∂2F and Q = (e−x1 + e−2x1)∂2F . Then
P1 = Red n(P, Q) = P − e−x1(∂1 + 1)Q = −e−3x1∂1∂2F + e−3x1∂2F
P2 = Red n(P1, P) = P1 − e−x1 P = e−3x1∂2F
P3 = Red n(P2, Q) = P2 − e−2x1Q = −e−4x1∂2F
P4 = Red n(P3, P2) = P3 + e−x1 P2 = 0.
Hence Q divides P , from the asymptotic point of view.
In a similar way, we may define the twisted ∆-polynomial of P, Q ∈ L \ S by
∆nL i ,L j := c
]
L j
d
]
L j ,L i ,nd−1Li
◦ L i − c]L i d
]
L i ,L j ,nd−1L j
◦ L j .
Given a system Q ∈ (L \ S)q , the corresponding algorithm SB now computes an equivalent
system Q˜ ∈ (L \ S)q˜ , such that for all i < j we have a relation
(H + B) ◦∆n
Q˜i ,Q˜ j
+ A ◦ Q˜ = 0,
where H ∈ C 6=F , A ∈ R{F1, . . . , Fq˜}1 and B ∈ R{F}1 are such that B ≺ 1 and Aki ◦ Q˜k 4]
d
]
Q˜i ,Q˜ j
◦ d]
Q˜ j
for all k. But H + B admits (H + B)−1 = H−1 − H−2 ◦ B + H−3 ◦ B ◦ B + · · ·
as inverse in C{F}1[[E]], which leads to the relation
∆n
Q˜i ,Q˜ j
+ (H + B)−1 ◦ A ◦ Q˜ = 0. (11)
Moreover, each Q˜i induces an element
Qˆi := d−1Q˜i ◦ Q˜i ∈ C{F}1[[e
Zx1+···+Zxn ]] ⊕ C[x][[eZx1+···+Zxn ]],
with Qˆi  1. When rewriting (11) in terms of Qˆi and Qˆ j , we obtain a critical relation for Qˆi
and Qˆ j in the sense of Section 5.1. Modulo this normalization of the result, SB therefore
computes a skew standard basis.
5.3. Theoretical properties of standard bases
Let again E = eCx1+···+Cxn , L = (C{F}1 ⊕ C[x])[[E]] and S = C[x][[E]]. Let A ∈
C{F1, . . . , Fk}1[[E]]p. Using the isomorphism C{F1, . . . , Fk}1[[E]]p ∼= C{F1, . . . , Fk}p1 [[E]],
we observe that dA, supp A, etc. are well-defined. Given B ∈ C{F1, . . . , Fl}1[[E]]q it is also
convenient to extend the notation 4 by setting A 4 B if and only if dA 4 dB .
Lemma 8. Let L ∈ Ll and A ∈ C{F1, . . . , Fl}1[[E]] be such that L is a standard basis
for 4] and A 4 1. Then there exists a Σ ∈ C{F1, . . . , Fl(l−1)/2}[[E]] with Σ 4 1 and
A − Σ ◦ RL 4 A ◦ L. In particular, if A ◦ L = 0, then there exists a Σ with A = Σ ◦ RL .
Proof. Let G = gN1 · · · gNk ⊆ E with g1 ≺ 1, . . . , gk ≺ 1 be such that supp L ∪ supp RL ∪
supp A ⊆ G. Then LG := {P ∈ L : supp P ⊆ G} is stable under composition. For each
e ∈ G with e  A ◦ L , let us show how to construct Σe ∈ C{F1, . . . , Fl(l−1)/2}b1, such that
A<e = A − (∑f<e fΣf) ◦ RL satisfies A<e ≺ e. We use weak induction over G.
So let e ∈ G and assume that Σf has been constructed for all f  e. Let Ae = A −
(
∑
fe fΣf) ◦ RL . Since Ae ≺ f for all f ∈ G with f  e, and supp Ae ⊆ G, we have Ae 4 e.
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Setting B = e−1Ae, we have B ◦ L = 0, so B = T ◦ RL for some T ∈ C{F1, . . . , Fl(l−1)/2}b1.
Taking Σe = T, it follows that A<e = Ae − eT ◦ RL = Ae − e(Ae)e + o(e) ≺ e.
By induction, we conclude that Σ =∑fA◦L fΣf is well-defined and we have A−Σ ◦ RL =
A<e + o(e) ≺ e for all e  A ◦ L , so A − Σ ◦ RL 4 A ◦ L . 
Corollary 5. Given a standard basis L ∈ C{F}1[[E]]l and g ∈ Sl , we have g ∈ SlL if and only
if RL(g) = 0.
Proof. Similar to the proofs of Corollaries 1 and 2. 
Corollary 6. Assume that L ∈ C{F}1[[E]]l is a standard basis for 4] and let K ∈ [L] be
non-zero. Then cK ∈ [L].
Proof. Let A be such that K = A ◦ L . Modulo division of A by dA, we may assume without loss
of generality that A 4 1. Let Σ be as in the above lemma, so that A˜ = A − Σ ◦ RL 4 A ◦ L .
In fact, A˜  A ◦ L , since L 4 1 implies A ◦ L = A˜ ◦ L 4 A˜. We conclude that
cK = c A˜◦L = c A˜ ◦ L ∈ [L]. 
5.4. Solving L( f ) = g in S
Consider a standard basis L ∈ C{F}1[[E]]l for 4]. Given e ∈ E, we may regard Lne as an
operator on C[x]l . We denote
HL = {he : e ∈ E, h ∈ HLne};
H⊥L = {he : e ∈ E, h ∈ H⊥Lne},
and write Lne
−1
for the distinguished right inverse of Lne.
Proposition 2. Let L ∈ C{F}1[[E]]l be a standard basis for 4]. Then L : Sl 7→ SlL admits
a unique right inverse L−1 such that L−1(g) ∈ H⊥L for all g ∈ SlL .
Proof. Let G = gN1 · · · gNk ⊆ E with g1 ≺ 1, . . . , gk ≺ 1 and h = dg be such that supp L ⊆ G
and supp g ⊆ Gh. For any f ∈ S with supp f ⊆ Gh, it follows that supp L( f ) ⊆ Gh. Let us
show by well-ordered induction over e ∈ Gh how to construct fe ∈ H⊥Lne such that L( f ) = g
for f =∑e∈Gh fee.
Given e ∈ Gh, we assume that ff has been constructed for all f ∈ Gh with f  e.
Denoting fe = ∑fe fff, we also assume that g − L( fe) ≺ f for all f ∈ Gh with f  e.
By construction, we first observe that supp L( fe) ⊆ Gh, whence g − L( fe) 4 e. Now
we take fe := Lne−1((g − L( fe))e), which is well-defined by Lemmas 7 and 6. Setting
f<e = fe+ fee =∑f<e fff, it follows that L( f<e)e = L( fe)e+Lne( fe) = ge. For all f ∈ Gh
with f  e, we also have g−L( f<e) = g−L( fe)+O(e) ≺ f. We infer that g−L( f<e) ≺ e. By
induction, we obtain a series f ∈ H⊥L with supp f ⊆ Gh and g−L( f ) = g−L( f<e)+o(e) ≺ e
for all e ∈ Gh. We conclude that L( f ) = g. The uniqueness is proved as usual. 
Proposition 3. Let L ∈ C{F}1[[E]]l be a standard basis for 4]. For each h ∈ HL , let
bh = h− L−1(L(h)). Then
h =
∑
h∈HL
hhbh
for all solutions h ∈ S to L(h) = 0.
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Proof. Setting
pi =
∑
h∈HL
hhh,
we have
h˜ =
∑
h∈HL
hhbh = pi − L−1(L(pi)).
Now h˜h = hh for all h ∈ HL , by the distinguished property of L−1 and the fact that
bh = h+ o(h). Consequently, supp h˜ − h ⊆ H⊥L and L(h˜ − h) = 0. But this is only possible if
h˜ = h. 
Let us now consider an arbitrary system K ∈ C{F}1[[E]]k and let L ∈ C{F}1[[E]]l be an
equivalent standard basis. By Corollary 6, we notice that the differential ideal [L] does not
depend on the particular choice of L , and similarly for the twisted differential ideals [Lne].
Consequently, the spacesHL ,H⊥L and the operator L−1 are independent of the particular choice
of L . We may therefore define the distinguished right inverse K−1 of K by K−1 = L−1.
Putting everything together from the effective point of view, we have:
Theorem 3. There exists an algorithm which, given L ∈ C[e−x ]{F}l1 and g ∈ C[e−x ]lL ,
computes the asymptotic expansion of L−1g.
Proof. Using the algorithm from Section 5.2, we start by computing an equivalent standard basis
L := Σ ◦L for L and make the corresponding change g := Σ ◦g for g. We next test whether g is
compatible with L using Corollary 5. If so, and assuming that g 6= 0, we determine the dominant
term cge of g and compute the dominant term Lne
−1
(cg)e of f = L−1g using the method from
Section 4.2. Setting g˜ = g − L(c f e) and continuing the same procedure with g˜ instead of g, we
obtain the asymptotic expansion of f . 
Remark 5. The theorem still works if we take g ∈ C[E]lL , where C[E] =
⊕
e∈E Ce.
Remark 6. Using the technique of Cartesian representations (van der Hoeven, 1997, 2006), it is
possible to compute the full expansion of L−1g and not merely the first ω terms (as done by the
above algorithm).
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