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We study the completely synchronized states (CSSs) of a system of coupled logistic maps as a
function of three parameters: interaction strength (ε), range of the interaction (α), that can vary
from first-neighbors to global coupling, and a parameter (β) that allows to scan continuously from
non-delayed to one-time delayed dynamics. We identify in the plane α-ε periodic orbits, limit
cycles and chaotic trajectories, and describe how these structures change with the delay. These
features can be explained by studying the bifurcation diagrams of a two-dimensional non-delayed
map. This allows us to understand the effects of one-time delays on CSSs, e.g, regularization of
chaotic orbits and synchronization of short-range coupled maps, observed when the dynamics is
moderately delayed. Finally, we substitute the logistic map by cubic and logarithmic maps, in order
to test the robustness of our findings.
PACS numbers: 05.45.Ra, 05.45.Xt, 02.30.Ks, 05.45.Gg
I. INTRODUCTION
Coupled map lattices are paradigmatic models for the
study of complex collective behavior such as synchroniza-
tion [1–4]. This collective phenomenon presents scientific
and technological interest for as diverse areas as Joseph-
son junction arrays, multimode lasers, vortex dynamics,
even evolutionary biology [1], and also constitute good
prototypes to investigate control of chaos.
The asymptotic collective states can be highly influ-
enced by asynchronicities, which are present in real sys-
tems [5–9]. For instance, asynchronous updating may
open windows in parameter space where synchronization
becomes allowed [6] and induce regularity in coupled sys-
tems in contrast to a synchronous updating [5, 10, 11].
Similarly, the introduction of time delays, to account
for finite propagation times in information transmission
among units [12–15], has also a noticeable impact on the
collective patterns, e.g., although synchronization is still
possible, chaos may be suppressed [12].
Within the spatial domain, a realistic ingredient that
has important impact on the determination of the
emergent patterns in extended systems is the coupling
range [13, 16–23]. Insofar as the range of the interactions
can affect the propagation of information, it is important
to explore its interplay with the updating scheme.
In this work we propose a scheme of coupled maps that
integrates these two characteristics, allowing to explore
its interplay. Namely, the coupling depends both on the
distance among units, covering from nearest-neighbors
to global interaction, as well as on a delay protocol that
scans continuously from the fully synchronous to the fully
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one-time delayed dynamics. In particular, we monitor
the emergence and breakdown of phase space structures,
such as fixed points, periodic orbits, limit cycles, etc., in
completely synchronized states (CSSs), when the contri-
bution of delays and the range of the interactions change
between extreme cases.
II. THE MODEL
We consider a linear chain of N maps with periodic
boundary conditions. The maps are coupled according
to the diffusive scheme and obey the following dynamical
equations
xit+1 = (1−ε)f(xit)+ε
N ′∑
r=1
A(r)
(
f(xˆi−rt )+f(xˆ
i+r
t )
)
, (1)
for i = 1, . . . , N . Here xit describes the state of map i at
discrete time t, whose uncoupled dynamics is governed
by the chaotic map f(x). Delayed coordinates xˆjt are
defined by
xˆjt = βx
j
t−1 + (1− β)xjt . (2)
Thus, the interpolation parameter β (0 ≤ β ≤ 1) al-
lows to scan continuously from the synchronous or non-
delayed dynamics (β = 0), to the pure one-time delayed
dynamics (β = 1). Equation (1) describes a fully con-
nected array where elements interact through a coupling
which depends on f(x), with intensity A(r), where r is
the integer distance between maps on the ring. Finally,
the coupling parameter ε (0 ≤ ε ≤ 1) sets the relative
weights of global and local influences. At each time step,
the N maps are updated simultaneously.
In numerical examples, we will consider A(r) = r−α/η,
where α ∈ [0,∞) determines the range of the interac-
tions, and η(α) = 2
∑N ′
r=1 r
−α is a normalization factor,
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2with N ′ = (N − 1)/2 for odd N . This coupling scheme
allows to switch smoothly from global (α = 0) to nearest-
neighbor (α→∞) interactions.
In numerical simulations we will use, as paradigmatic
example, mainly the logistic map f(x) = 4x(1−x). How-
ever, we will also show results for logarithmic and cubic
maps. In analytical expressions we will keep the generic
forms of A(r) and f(x) as far as possible.
III. RESULTS
We performed numerical simulations of the coupled
maps lattice defined by Eq. (1), with the forms of A(r)
and f(x) described above, starting from random initial
conditions (uniform in the inteval [0,1]). We considered
different values for the coupling strength ε, the range of
the interactions ruled by α, and the time delay parameter
β.
We monitored the collective behavior by means of the
instantaneous mean field ht defined as [12, 22]
ht =
1
N
N∑
i=1
xit . (3)
In order to measure the degree of synchronization, we
use the time average, 〈σt〉, of the instantaneous standard
deviation of ht, namely,
σt =
√√√√ 1
N
N∑
i=1
(
xit − ht
)2
. (4)
When σ ≡ 〈σt〉 = 0, it means that the system is com-
pletely synchronized, i.e, for all t, it holds x1t = x
2
t =
. . . xNt = x
?
t , where x
?
t can trace a chaotic or a regular
trajectory. In the latter case, we measured the period of
the short orbits.
Another relevant parameter, which allows to charac-
terize the orbits of a dynamical system, is the largest
Lyapunov exponent λmax [24]. If λmax is positive, the
system displays a chaotic behavior, while if it is nega-
tive, the dynamics is regular. We computed λmax using
the Benettin algorithm [25].
In Fig. 1, we present phase diagrams in the plane ε−α
obtained from numerical simulations, for the local dy-
namics given by the logistic map f(x) = 4x(1 − x), and
for different values of β. For each pair (ε, α) we calcu-
lated σ by averaging over 100 time steps, after a transient
of t > 103. We considered the state as fully synchronized
if σ < 10−3. Only the parameter regions where complete
synchronization occurs are colored. Shown are regions
containing periodic orbits up to period-16. Green regions
may contain periodic (period > 16), quasi-periodic, in-
termittent or chaotic trajectories (see below).
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FIG. 1: (Color online) Phase diagrams in the plane ε−α for
β = 0.0 (a), 0.1 (b), 0.2 (c), 0.3 (d), 0.4 (e), 0.5 (f), 0.6 (g), 0.8
(h), 0.9 (i) and 1.0 (j). Only regions where coupled maps fully
synchronize are colored. The color scale indicates the period
of the synchronized orbits. The local dynamics corresponds
to the logistic map f(x) = 4x(1−x). The black lines indicate
the frontiers of the regions of period-1 orbits: vertical solid
lines are given by the longitudinal stability condition (12) and
point-dashed lines by the transverse stability condition (13).
The dotted line in the first panel is given by Eq. (19). In all
cases, the array size is N = 201. We chose initial conditions,
xi0 and x
i
1, randomly in [0,1].
Figure 1 shows several known features such as the ex-
istence of an interval of the coupling strength ε for the
system to synchronize, and that long-range interactions
3favor synchronization, i.e., stability of completely syn-
chronized (CS) regions shrink as α grows. Besides these
features, Fig. 1 also exhibits important changes with β.
In particular, there is a qualitative change of the stability
regions around β ≈ 0.5.
Let us first look the case β = 0.0 in Fig. 1(a): here
CSSs are fully chaotic; however these states only exist
above minimum values of 1) interaction strength and 2)
interaction range. By increasing the contribution of de-
layed states (β > 0), windows of regular behavior are
introduced. For instance, in the case β = 0.1 the visible
windows of regularity correspond to period doubling cas-
cades (from right to left) of periods 3×2k and 5×2k, with
k = 0, 1, 2, . . ., around  ' 0.55 and 0.83, respectively. In
the case β = 0.2, shown in panel (c), we neatly notice
a period doubling cascade from right to left of periods
2k, with k = 1, 2, . . . leading to chaos below ε ≈ 0.67.
This cascade is shifted to the left as β increases. The
larger the delay contribution, the shorter range of the
interactions that gives rise to CSSs. Moreover, when
β ∈ (≈ 0.3,≈ 0.6), i.e., moderate delay contribution,
even nearest-neighbor couplings allow complete synchro-
nization of regular trajectories. When the contribution
of delays is large enough, the structure of bifurcations
becomes more complex, and will be discussed in Sec. IV.
These qualitative changes, that for the logistic map oc-
cur around β ≈ 0.5, can be understood heuristically as
follows. When complete synchronization occurs, all maps
share the same state x?t at each time step, then, substi-
tuting xit by x
?
t into Eq. (1), the summation becomes
εf(xˆ?t ). Thus, the dependence on α and N embodied in
η cancels out. Finally, using the definition of xˆ?t given by
Eq. (2), Eq. (1) becomes
x?t+1 = (1− ε)f(x?t ) + εf(βx?t−1 + {1− β}x?t ). (5)
The stability of a given trajectory x?t depends only on
ε and β. However, when thought of as a CSS of the
coupled-map lattice, its stability is also governed by α
and N , while parameters ε and β only determine the
longitudinal stability of CSSs.
For weakly delayed dynamics, the map (5) resembles
the logistic map and its bifurcation diagram is logistic-
like. However, for delay dominated dynamics (β > 0.5
in this case), the dynamics of CSSs becomes really two-
dimensional and the family of bifurcations expands. We
return to this issue in Sec. IV.
Now, let us analyze the stability of CSSs, starting by
periodic motion.
A. Stability of the CSS: fixed point
If the system synchronizes at a fixed point X0, then
for each element i, one has xit = x
i
t−1 = x
?
t = X
0, hence
xˆit = βx
i
t−1 + (1 − β)xit−0 = X0. Since, from Eq. (1),
each equation in the array verifies the single map rela-
tion X0 = f(X0), then the fixed points of the array are
identical to the fixed points of the uncoupled maps. For
instance, in the case f(x) = 4x(1 − x), the fixed points
are X0 = 0 and X0 = 3/4, which are unstable in the un-
coupled map, since in both cases |f ′(X0)| > 1. However,
their stability is expected to change in the array.
In order to study the stability (both longitudinal and
transversal) of the fixed points of the coupled system,
we consider the linearized form of Eq. (1) around a fixed
point X0, which reads
δxit+1 = (1− ε)D0δxit + ε
N ′∑
r=1
A(r)D0
(
δxˆi−rt + δxˆ
i+r
t
)
,
(6)
where D0 ≡ f ′(X0) and δxˆjt = βδxjt−1 + (1 − β)δxjt−0.
The system of linear equations (6) can be cast in the form
δx˜t+1 = F
0δx˜t (7)
by defining the 2N dimensional tangent vector δx˜t =
(δxt, δxt−1)t, and the 2N × 2N (time independent) ma-
trix F0:
F0 =
(
D0[(1− ε)1 + (1− β)εA] D0βεA
1 0
)
, (8)
where A is the N ×N matrix whose elements are Aij =
(1− δij)A(rij) and rij is the distance between elements i
and j on the circle, i.e., rij = mink|i−j+kN |. The eigen-
values of A are obtained by Fourier diagonalization [17]:
ak = 2
N ′∑
m=1
A(m) cos(2pikm/N) , (9)
for 1 ≤ k ≤ N . By setting F0(u,v)t = λ(u,v)t, and
using Eq. (16), we obtain
D0[(1− ε)1 + (1− β)εA]u+D0βεAv = λu
u = λv . (10)
Simple algebra shows that the eigenvalues λ of the
block matrix F0 are related to the eigenvalues ak (k =
1, . . . , N) of A, through the characteristic equations:
λ2 − λD0[1− ε+ ε(1− β)ak]−D0βεak = 0 , (11)
each ak giving two values of λ. The conditions |λ| < 1 for
all eigenvalue ak determine the region of stability of the
fixed point in the parameter space (α, β, ε). The spec-
trum of A has been analyzed elsewhere [17]. The largest
eigenvalue of A is aN = 1 for all α. The corresponding
eigenvector is proportional to eN = (1, 1, 1, . . . , 1), that
is, it belongs to the completely synchronized subspace.
Therefore, |λN | < 1 is the condition for longitudinal sta-
bility (along the CS subspace). The remaining eigenval-
ues provide the conditions for transverse stability.
For the logistic map, the fixed point X0 = 0 remains
longitudinally unstable in the array for any (ε, β). For
X0 = 3/4, using aN = 1 in Eq. (11), and setting |λ| < 1,
we obtain the condition
1/4 < βε < 1/2, (12)
4which guarantees longitudinal stability. Therefore, de-
pending on ε and β, this fixed point can gain stability. In
particular for β = 0 (no delay), the fixed point X0 = 3/4
cannot be stable for any coupling strength ε, but as β
grows beyond β = 1/4, there appears an interval of values
of ε for which the fixed point becomes stable. This shows
the emergence of the longitudinal stability of the locally
unstable fixed point as the delay increases. Concerning
transverse stability, we checked numerically that eigen-
values 0 < ak < 1 do not add restrictions to the region of
stability defined by aN = 1. Eigenvalues amin < ak < 0
set the frontier:
1
2[1− amin(1− 2β)] < ε <
3
2(1− amin) , (13)
recalling that amin = aN/2 (for N odd). This restriction
depends both on α and N through amin. However, the
N -dependence is very weak for N large, e.g., N=100.
These frontiers are represented by lines in Fig. 1.
Equation (12) shows how the contribution of delays,
through β, directly influences the longitudinal stability
of fixed points, which occurs for a moderate range of
values of β. Moreover, Eq. (13) shows how β influences
the lower bound of transverse stability, turning complete
synchronization at the fixed point visible. This condition
is relevant only for β > 0.5, because the condition of
longitudinal stability ε > 1/(4β) is more restrictive in
such case.
Complete synchronization at the fixed point X0 = 3/4
can be seen in Fig. 2(a), for β = 0.3, and in Fig. 2(b)
for β = 0.8, when α = 0.5. The intervals of stability as
a function of ε coincide with the analytical calculation,
i.e., ε > 0.833 (β = 0.3) and 0.510 < ε < 0.625 (β = 0.8).
B. Stability of CS period-2 trajectories
A period-2 trajectory of the coupled system (with val-
ues X1 and X2) must verify
X1 = (1− ε)f(X2) + εf(βX1 + [1− β]X2) ,
X2 = (1− ε)f(X1) + εf(βX2 + [1− β]X1) . (14)
For the logistic map, besides the trivial solutions
(X1, X2) = (0, 0) and (3/4, 3/4), there are the (equiva-
lent) nontrivial solutions (X1, X2), (X2, X1) with X1 6=
X2, which are a function of ε and β. In order to study
the stability of period-2 orbits, we write the evolution of
the tangent vectors as
δx˜t+2 = F
1F2δx˜t (15)
where
Fk =
(
Dk(1− ε)1 + D˜k(1− β)εA] D˜kβεA
1 0
)
, (16)
with Dk = f ′(Xk) and D˜k = f ′(βXj + [1 − β]Xk), for
k = 1, 2 and j 6= k. Again, the condition |λ| < 1 for
all ak (with λ eigenvalue of F
2F1) provides the region of
stability of the period-2 orbits. This case, however, is not
amenable to analytical treatment because the trajectories
must be found numerically.
Stable period-2 orbits can be observed in Fig. 2(a) for
β = 0.3, within the interval 0.52 . ε . 0.83. This result
is in full agreement with that calculated from the eigen-
values λ(ak) of the matrix F
2F1 (details not shown). It is
apparent that the period-2 family disappears through an
inverse period-doubling bifurcation, where a fixed point
is born. We already calculated analytically where this
bifurcation occurs (see preceding subsection), namely,
ε ≈ 0.833, which also agrees with the previous values.
FIG. 2: (Color online) Order parameter σ (black dots), mean
field ht (red light dots; we plot 100 consecutive values after a
transient of t > 103 ) and largest Lyapunov exponent λmax
vs. coupling ε, for α = 0.5, with β = 0.3 (a), β = 0.8 (b). The
local dynamics is given by the logistic map. In all cases the
array size is N = 201. The inset is a zoom of the main frame
to show the coexistence of period-1 and period-3 orbits. At
the point where two branches of period-3 orbits cross, two of
the three values become equal, but remaining period-3. This
is possible because the state of the system depends on two
previous times.
5C. Stability of CS period-p trajectories
In the coupled system, a period-p trajectory (with val-
ues X1, X2, . . . , Xp) must verify
X1 = (1− ε)f(Xp) + εf(βXp−1 + [1− β]Xp) (17)
X2 = (1− ε)f(X1) + εf(βXp + [1− β]X1)
... =
...
Xp = (1− ε)f(Xp−1) + εf(βXp−2 + [1− β]Xp−1)
Its stability matrix is given by the product Fp . . .F2F1,
where we have used the natural extension of the notation
of previous subsection.
In the particular case p = 3, a stable family can be
observed in Fig. 2(b) in the interval 0.6077 . ε . 0.6401
(we checked that this interval coincides with the cal-
culation based on the stability matrix). The latter in-
terval overlaps partially with the family of fixed points
(0.510 . ε ≤ 0.625), indicating the coexistence of two
different families of periodic orbits (bistability).
D. Stability of an arbitrary completely
synchronized trajectory
For calculating the stability of long trajectories (pe-
riodic, quasiperiodic, chaotic, ...) in principle one must
resort to purely numerical calculations. Consider an ar-
bitrary orbit of length L generated by the map of Eq. (5),
starting from appropriate initial conditions for selecting
the desired orbit. L must be large enough for the orbit
to fall onto the attractor; a transient of length M may
be discarded. The stability matrix of such an orbit reads
FLFL−1 . . .FM+2FM+1. Upon diagonalization, this ma-
trix product decouples into N matrices of 2×2, each one
corresponding to one eigenvalue ak of A. By analyzing
the eigenvalues of all 2×2 matrices we obtain the stability
of the trajectory.
Concerning the possibility of analytical calculations,
some results can be obtained in the case of chaotic orbits.
In the particular case β = 0 (no delay) each map evolves
with the uncoupled local chaotic dynamics. All maps are
in the same state Xt at time t: The full interval [0, 1] is
a smooth attractor. The one-step stability matrix reads
Ft = [(1− ε)1 + εA]f ′(Xt) . (18)
This leads to well-known stability condition (see e.g., [17,
22])
− 1 ≤ eλu [1− ε(1− ak)] ≤ 1, for all k < N , (19)
where λu is the Lyapunov exponent of the uncoupled
map. The domain of chaotic synchronization defined by
the double inequality (19) defines the region in the plane
ε − α below the dashed line in Fig. 1(a) (case β = 0).
The critical strength εc increases with α. For instance,
for α = 0 (global coupling, mean field) εc = 0.5. The
synchronization interval shrinks as α grows and collapses
at α ' 0.8. Therefore, too short-range interactions are
not able to fully synchronize the system [6, 17].
For β > 0, from a technical point of view, the stability
matrices acquire the 2 × 2 block structure shown in
Eq. (16) and it is not possible to extract the factor
f ′(Xt). At a more intuitive level, as soon as β is non-null
the bifurcation diagram becomes fractal, and it is clear
that analytical treatments are extremely difficult: β is
not a perturbation parameter.
IV. TWO DIMENSIONAL MAP
We have shown that in CSSs the dynamics is governed by
Eq. (5), which is independent on α and N , although these
parameters still rule the stability of CSSs. Then, Eq. (5)
which in essence is a 2D map (since it depends on two
times) determines the structure of bifurcations of CSSs.
In Fig. 3(a) we plot the period of the asymptotic solu-
tions in the plane β − ε (up to period-16); longer-period
or non-periodic trajectories are represented by green pix-
els. For comparison we have drawn analogous figures for
the system of coupled maps at full coupling, i.e., α = 0
(b) and first-neighbor coupling, α = ∞ (c). White re-
gions in Figs. 3(b)-(c) consist of values of (β, ε) which do
not generate stable CSSs for random initial conditions
in [0,1]. Note that white regions spread as α grows. In
particular, the region of period-1 synchronization shrinks
as the range of the interaction decreases. For α = ∞
only a triangle-like stability region remains, correspond-
ing to low-period orbits (mainly period-one). In order to
look into the structure of Fig. 3(a) with greater detail we
plotted bifurcation diagrams at β = 0.3 and β = 0.8 for
the 2D-map. See Fig. 4(a) and Fig. 4(b), respectively.
Bifurcation diagrams as a function of β for fixed α are
qualitatively similar to those shown in Fig. 4, since both
parameters play a similar role for the 2D map. This fea-
ture is evident in Fig. 3(a), by observing the approximate
symmetry with respect to the diagonal.
A first look at Fig. 3(b), corresponding to the globally
coupled case, shows that most of the synchronized states
of the system of coupled maps lie above ε = 0.4 − 0.5.
In fact, a minimum coupling is expected for complete
synchronization. There is a small island of stability at
ε ≈ 0.2, and the existence of other small structures is
not discarded. However very small regions are difficult
to detect numerically because, presumably, they possess
very small basins of attraction, then fine-tuning of initial
conditions would be required. Consider, for instance, the
surprising Fig. 1(f), for β = 0.5. This figure suggests that
only period-1 orbits are stable. However, the associated
bifurcation diagram for the 2D map (not shown) exhibits
an inverse period doubling cascade for ε < 0.5 (analogous
6to those depicted in Fig. 4) and we verified that some of
these orbits are indeed stable (e.g., a period-2 orbit at
ε = 0.4 and α = 0.25). So, because of limitations of com-
puting time, Figs. 1 and 3 only exhibit coarse-grained
(b) 
(c) 
(a) 
FIG. 3: (Color online) (a) Asymptotic states of the map
of Eq. (5). (b) Stable completely synchronized states of the
globally coupled map system (N = 201, α = 0). (c) Same as
(b), but for nearest-neighbor couplings (N = 201, α = ∞).
The local dynamics is that of the logistic map f(x) = 4x(1−
x). The region of stability of the fixed point X0 = 3/4 is
depicted in light blue. This region is bounded by the arcs
of hyperbola given by 1/4 < βε < 1/2 and Eqs. (13) [α = 0
(solid black); α = 2.4 (long-dashed red); α =∞ (short-dashed
blue)].
structures. Nonetheless, by complementing these figures
with fine-detail bifurcation diagrams we can explain sev-
eral features of the synchronized states.
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FIG. 4: Bifurcation diagram of the completely synchronized
map of Eq. (5) for β = 0.3 (a) and β = 0.8 (b).
For weak delays (β < 0.5), the bifurcation diagrams are
logistic-like, i.e., typical of one-dimensional maps. This
can be clearly seen in Fig. 4(a), for β = 0.3. However,
for stronger delays the dynamics of synchronized states
becomes really two-dimensional. As a consequence, e.g.,
for β = 0.8 (and ε > 0.5), we see in Fig. 4(b) bifurcations
which are characteristic of 2D maps, e.g., Neimark-Sacker
bifurcations [27]. Notice that the light-green region ob-
served in Fig. 1(h) at α = 0.5 when β = 0.8, contains
diverse structures, as can be seen in Fig. 3(a) and also in
Fig. 4(b), where the additional information provided by
the largest Lyapunov exponent indicates that there are
quase-periodic, long-periodic and also chaotic orbits.
V. OTHER LOCAL DYNAMICS
In order to test the robustness of our findings, we sub-
stituted the logistic map in the local dynamics by either
cubic or logarithmic maps.
(i) Cubic map [26, 28]:
x→ f(x) = −x3 + ax+ b , (20)
7with a = 1.5 and b = −1. Initial conditions were taken
random in [−1, 1]. By solving x = f(x), we find the fixed
point X0 ≈ −1.16537, with D0 ≈ −2.5742.
(ii) Logarithmic map [29]:
x→ f(x) = c+ ln |x| , (21)
with c = 0.0. In this case the initial conditions for
each map were random in [−10, 10]. This map has the
fixed point X0 ' −0.567143, with D0 ≡ f ′(X0) =
1/X0 ' −1.763223. The longitudinal stability condition
is 0.216 . βε . 0.567.
(a) 
(b) 
FIG. 5: (Color online) Phase diagram in the parameter plane
(ε, α) for the cubic (a) and logarithmic (b) delayed 2D maps
[cf. Fig. 3(a)]. The color scale shows the period of the orbits
in the 2D maps, starting from random initial values in [−1, 1]
and [−10, 10] for the cubic and logarithmic maps, respectively.
The lines, given by Eqs. (22,23), delimit the region of period-1
complete synchronization.
The cubic map is not unimodal and the logarithmic
map is neither unimodal nor bounded [29]. The cubic
map has bifurcation diagrams similar to the logistic one,
both as a function of a and b. In the logarithmic map
bifurcation diagram, as a function of c, there is a single
fixed point that loses stability for c ∈ [−1, 1] and chaos
emerges, without windows of regularity.
We built phase diagrams for these maps, shown in
Fig. 5, where the frontiers for the fixed point stability
in CS states are highlighted.
The longitudinal stability condition, that generalizes
Eq. (12) for the logistic map, is
1 +D0
2D0
< βε < − 1
D0
. (22)
These inequalities define the band of CS period-1 orbits
observed in Fig. 5.
The transversal condition generalizing Eq. (13) is given
by
1 +D0
2D0[1− amin(1− 2β)] < ε <
D0 − 1
D0(1− amin) . (23)
This condition depends on the range of the interactions,
which restricts the band of period-1 orbits as the range
decreases (see Figs. 3 and 5).
FIG. 6: (Color online) Cubic maps. Order parameter σ
(black dots) and mean field ht (red light dots) vs. coupling ε,
for β = 0.4 (a) and β = 0.8 (b). In all cases the array size is
N = 201 and α = 0.5.
8FIG. 7: (Color online) Logarithmic maps. Order parameter
σ (black dots) and mean field ht (red light dots) vs. coupling
ε, for β = 0.4 (a) and β = 0.9 (b). In all cases the array size
is N = 201 and α = 0.5.
The effect of the delay in coupled cubic maps is qual-
itatively similar to that found for the logistic maps. In
fact the phase diagram of the cubic map, depicted in
Fig. 5(a), is a deformation of Fig. 3(a). In both cases
the band of CS period-1 orbits separates two regions
with either one or two dimensional behavior, as one can
see in the bifurcation diagrams in Fig. 6. Incidentally,
the structures which appear in Fig. 5(a) remind us the
shrimp-like structures found in the parameter space of
the He´non map [30, 31]. However, in order to certify
the existence of such structures, we should select very
small regions with a much finer discretization, a study
that although interesting is beyond our present scope.
In the logarithmic case [Fig. 5(b)] there is also a band
of period-1 orbits, and in the region of small βε, complete
synchronization of periodic windows with period larger
than 1 appear (unstable in the uncoupled map), like for
the logistic and cubic dynamics. The thin colored re-
gion within the period-1 band contains orbits of higher
period. For instance, we checked that for β = 0.8 and
ε ≈ 0.65 there are period-3 orbits coexisting with period-
1 ones —a case of bistability also observed in the logistic
system. However, for large βε, the behavior typical of
bidimensional maps, with structures such as limit cycles,
does not emerge. Bifurcation diagrams are illustrated in
Fig. 7, for two different values of β.
VI. FINAL REMARKS
We selected a coupled system that scans continuously
from synchronized to one-time delayed dynamics. We
used the logistic map local dynamics as paradigm, but
general analytical expressions were obtained and other
maps were also simulated.
We exhibited the phenomenology that appears in the
route of increasing contribution of the delays (increasing
β), focusing on complete synchronization. Basically, we
distinguish two scenarios. One where delays are not dom-
inant (small enough β, namely β < 0.5 in the case of the
logistic map), in which case the bifurcation diagram of
the coupled maps is qualitatively similar to that for the
local dynamics, although deformed. That is, for small
contribution of the delays, the dynamics of completely
synchronized states remains essentially one-dimensional.
The other scenario appears when the dynamics is delay-
dominated (large enough β, i.e., β > 0.5 for the logistic
map), where a scenario typical of 2D maps emerges. No-
ticeably, the transition between both kind of behavior
occurs through a fixed point synchronization.
Although in many cases delays regularize the dynam-
ics, we clearly see that they can also have the opposite
effect, depending on the coupling parameters. That is,
for small contribution of delays, by increasing β, chaos
(together with the full logistic-like bifurcation diagram)
shrinks towards ε = 0 (see Fig. 4). But for large con-
tribution of delays, when increasing β, chaos can origi-
nate from the breakdown of limit cycles within the 2D
scenario. The same portrait was observed for the cubic
map.
Despite 2D structures not being observed in the case
of local logarithmic dynamics, also here chaos is broken
for weak delays and created by strong ones.
We have also shown the interplay of the delays and
the range of the interactions. Long-range generically aids
complete synchronization, which will not be possible for
short-range, in non-delayed dynamics. However, moder-
ate contribution of delays allows complete synchroniza-
tion even for nearest neighbors, as displayed, for instance,
in Fig. 3.
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