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Abstract: Chaotic systems have been investigated in the most diverse areas. One of the first
steps in chaotic system research is the detection of chaos. The largest Lyapunov exponent (LLE)
is one of the most widely used techniques for this purpose. Recently, techniques for calculating
LLE have been developed taking into account the error due to the finite precision of computers.
Recursive methods were employed to improve such algorithms. However, this method uniformly
weighed the data used to calculate the LLE. This paper investigates the different weighing of
the data based on the hypothesis that the initial data have a higher precision than the last data
processed by the algorithm, since the process is subject to error accumulation. In five tested
systems, the proposed method obtained more accurate results in three. However, there was an
increase in the variance of the result obtained for two of the evaluated systems.
Resumo: Sistemas cao´ticos teˆm sido investigados nas mais diversas a´reas. Uma das primeiras
etapas na pesquisa em sistema cao´ticos e´ a detecc¸a˜o da presenc¸a de caos. O maior expoente de
Lyapunov (LLE) e´ uma das te´cnicas mais empregadas para esse fim. Recentemente, te´cnicas
para o ca´lculo do LLE tem sido desenvolvidas levando em conta o erro devido a precisa˜o
finita dos computadores. Me´todos recursivos foram empregados para aprimorar tais algoritmos.
Entretanto, tal me´todo ponderou de modo uniforme os dados utilizados para o ca´lculo do LLE.
Este trabalho investiga a ponderac¸a˜o diferenciada dos dados pautada na hipo´tese de que os dados
iniciais possuem uma maior precisa˜o do que os u´ltimos dados processados pelo algoritmo, uma
vez que o processo esta´ sujeito ao acu´mulo do erro. Em cinco sistemas testados, o me´todo
proposto obteve resultados mais precisos em treˆs. Entretanto, observou-se um aumento da
variaˆncia do resultado obtido para dois dos sistemas avaliados.
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1. INTRODUC¸A˜O
Sistemas cao´ticos sa˜o investigados nas mais diversas a´reas.
Novas te´cnicas de controle foram desenvolvidas para tratar
das especificidades desta categoria de sistemas na˜o-lineares
(Ott et al., 1990) e grande interesse tem sido dedicado para
o sincronismo de osciladores cao´ticos (Pecora et al., 1997).
Ale´m disso, inu´meras aplicac¸o˜es teˆm sido observadas na
literatura (Toˆrres and Aguirre, 2005; Souza et al., 2012;
Cuomo and Oppenheim, 1993; Yeh et al., 2012), sendo
que mais recentemente um grande nu´mero de trabalhos
tem sido publicados na a´rea de criptografia (Nardo et al.,
2019).
Uma das primeiras abordagens na investigac¸a˜o de sistemas
cao´ticos e´ o discernimento se o sistema e´ efetivamente
cao´tico ou na˜o. O ca´lculo do maior expoente de Lyapunov
(LLE) e´ uma das te´cnicas mais empregadas no problema
de detecc¸a˜o da presenc¸a de caos (Rosenstein et al., 1993;
Peixoto et al., 2018). Ale´m disso, o LLE pode ser explorado
para detectar e controlar o´rbitas perio´dicas insta´veis (Perc
and Marhl, 2004) e adquirir informac¸o˜es importantes sobre
a dinaˆmica do sistema. Os expoentes de Lyapunov quanti-
ficam a divergeˆncia exponencial das trajeto´rias em espac¸o
de estado inicialmente pro´ximas e estimam a caoticidade
em um sistema. Nesse sentido, va´rios me´todos nume´ricos
para estimar o expoente de Lyapunov sa˜o encontrados na
literatura (Wolf et al., 1985; Oseledets, 1968; Matsuoka
and Hiraide, 2015; Kantz, 1994).
Recentemente, Mendes and Nepomuceno (2016) imple-
mentaram um algoritmo simples, robusto, ra´pido e fa´-
cil para estimar o LLE. O me´todo proposto e´ baseado
no conceito do limite inferior do erro, introduzido por
Nepomuceno and Martins (2016). Esse me´todo proposto
caracteriza-se por na˜o precisar de nenhum tipo de parame-
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trizac¸a˜o, dimensa˜o de incorporac¸a˜o e estimativa de fluxo
linearizado, e usa a equac¸a˜o dinaˆmica original. No entanto,
ha´ limitac¸o˜es como a dificuldade de elaborar uma extensa˜o
intervalar natural e a complexa manipulac¸a˜o em algumas
equac¸o˜es. Nesse sentido, a fim de suprir os problemas
encontrados em Mendes and Nepomuceno (2016), Peixoto
et al. (2018) desenvolveram um trabalho no qual o modo
de arredondamento, de acordo com o padra˜o IEEE 754-
2008, foi aplicado em vez de utilizar extenso˜es intervalares
naturais para calcular o LLE. Nesse trabalho foi poss´ıvel
observar que os dois modos de arredondamento diferentes
apresentam efeitos semelhantes quando produzidos por
duas extenso˜es intervalares. Dessa forma, usando o esti-
mador recursivo de mı´nimos quadrados, foi alcanc¸ado van-
tagens no me´todo proposto, obtendo sucesso na aplicac¸a˜o
em cinco exemplos cla´ssicos de sistemas cao´ticos.
Entretanto, nos resultados atingidos por Peixoto et al.
(2018), as diferenc¸as de precisa˜o proveniente da imple-
mentac¸a˜o finita do ca´lculo na˜o foram levadas em conta
Nepomuceno (2014); Nepomuceno et al. (2017). Uma vez
que os dados utilizados para o ca´lculo sa˜o computados com
precisa˜o finita, pode-se levantar du´vidas se a recursividade
utilizada em Peixoto et al. (2018) deveria assumir pon-
derac¸o˜es distintas ao longo de seu ca´lculo. Nesse sentido,
esse trabalho objetiva investigar a perda de informac¸o˜es a
cada interac¸a˜o. Para tanto, sera´ proposto neste trabalho
o uso de um fator λ, que pondera os dados de maneira
diferenciada. Mais especificamente, e´ proposto que a pon-
derac¸a˜o varia inversamente com o nu´mero de iterac¸o˜es.
Ate´ enta˜o, os estimadores recursivos utilizados em Pei-
xoto et al. (2018) pesam igualmente os dados recentes
e os dados do passado. Neste trabalho, sugere-se que o
fator λ tenha maior ponderac¸a˜o para os primeiros dados
processados pelo algoritmo. Acredita-se que devido a acu-
mulac¸a˜o de erros dos computadores, os dados subsequentes
tenham menor precisa˜o e assim influenciam negativamente
no ca´lculo do LLE que realizam os procedimentos para o
ca´lculo do LLE. Em cinco sistemas testados, o me´todo
proposto obteve resultados mais precisos em treˆs. Entre-
tanto, observou-se um aumento da variaˆncia para dois dos
sistemas avaliados.
O trabalho foi dividido da seguinte forma: A Sec¸a˜o 2 apre-
senta os Conceitos Preliminares, que mostra um resumo
das principais definic¸o˜es para o melhor entendimento da
proposta do trabalho. Na Sec¸a˜o 3 e´ apresentado o Me´todo
Proposto. A sec¸a˜o 4 mostra os resultados obtidos, bem
como comparac¸o˜es dos valores nume´ricos encontrados na
literatura. Por fim, as concluso˜es esta˜o na Sec¸a˜o 5.
2. CONCEITOS PRELIMINARES
2.1 Modo de arredondamento de acordo com o padra˜o
IEEE 754-2008
Desde as de´cadas de 1970 e 1980 o Institute of Electri-
cal and Eletronics Engineers (Overton, 2001) normalizou
alguns aspectos para fabricantes de computadores e con-
sultores de software como a representac¸a˜o consistente em
todas as ma´quinas que adotam o padra˜o e operac¸a˜o de
arredondamento adequado para o ponto flutuante. Em
2008 uma versa˜o atualizada (Institute of Electrical and
Electronics Engineers (IEEE), 2008) foi publicada, com o
objetivo de facilitar o movimento de programas existen-
tes de diversos computadores, aprimorar as capacidades
e a seguranc¸a dispon´ıveis para usua´rios e programadores,
fornecer suportes e proporcionar desenvolvimento de al-
gumas func¸o˜es elementares, aritme´tica de alta precisa˜o,
computac¸a˜o alge´brica nume´rica e simbo´lica e habilitar o
refinamento de extenso˜es adicionais.
Alguns resultados de operac¸o˜es com ponto flutuante na˜o
podem ser representados exatamente, em raza˜o da repre-
sentac¸a˜o de nu´meros fora do intervalo normalizado ou
quando o nu´mero de bits na˜o e´ suficiente para representar
o nu´mero com exatida˜o, dessa forma, e´ preciso aproximar
o nu´mero desejado (Goldberg, 1991; Institute of Electrical
and Electronics Engineers (IEEE), 2008; Overton, 2001).
O padra˜o IEEE define os modos de arredondamentos, que
mapeiam um nu´mero real estendido para um nu´mero de
ponto flutuante inclu´ıdo nesse formato. Se x e´ um nu´mero
ponto flutuante enta˜o round(x) = x, sena˜o, o valor depende
do modo de arredondamento. Definido round(x) = xinf
como o arredondamento para baixo, round(x) = xsup como
o arredondamento para cima, round(x) = xinf(x >0) ou
round(x) = xsup(x <0) arredondamento em direc¸a˜o a zero,
e em arredondamento para o mais pro´ximo round(x) e´
tanto xinf ou xsup, dependendo de qual for mais pro´ximo
de x. Se houver um empate, aquele com o u´ltimo bit
significativo igual a zero e´ escolhido .
Utilizando o software Matlab, e´ poss´ıvel escolher se o nu´-
mero sera´ arredondado para o menor, maior ou o ponto
flutuante mais pro´ximo (Rump, 2005), por meio de um
comando interno: system_dependent(‘setround’,mod),
onde mod=-Inf altera o modo de arredondamento para
baixo, mod=+Inf para cima e mod=0.5 o modo de arredon-
damento e´ definido como o mais pro´ximo.
2.2 Ca´lculo do LLE
O expoente de Lyapunov esta´ relacionado a` convergeˆncia
ou divergeˆncia exponencialmente ra´pida de o´rbitas pro´-
ximas no espac¸o de fase. Como as o´rbitas pro´ximas cor-
respondem a estados quase ideˆnticos, a divergeˆncia orbital
exponencial significa que o sistema comportara´ de maneira
bem diferente do esperado, assim, a capacidade de previsa˜o
e´ rapidamente perdida, caracterizando, dessa forma, o caos
(Wolf et al., 1985).
Mapas unidirecionais, como estudados nesse trabalho, pos-
suem um u´nico expoente de Lyapunov. Sistemas com esse
expoente igual a zero significa uma o´rbita marginalmente
esta´vel, expoente negativo retrata o´rbitas perio´dicas, en-
quanto expoente positivo caracteriza um sistema cao´tico.
Dessa forma, o ca´lculo do expoente de Lyapunov e´ explo-
rado, e me´todos para esse fim sa˜o propostos por va´rios
autores (Wolf et al., 1985; Kantz, 1994; Rosenstein et al.,
1993).
Recentemente alguns me´todos foram propostos, a fim de
simplificar, facilitar e dar maior robustez. Mendes and
Nepomuceno (2016) propuseram um me´todo baseado no
limite inferior do erro (LBE), introduzido pela primeira vez
em Nepomuceno and Martins (2016), no qual e´ necessa´rio
somente as equac¸o˜es dinaˆmicas do sistema sob investiga-
c¸a˜o. Peixoto et al. (2018) tambe´m propoˆs um me´todo, utili-
zando o modo de arredondamento de acordo com o padra˜o
IEEE 754-2008, que, assim como o trabalho de Mendes
and Nepomuceno (2016), utiliza mı´nimos quadrados para
ajustar uma linha de inclinac¸a˜o do valor absoluto do erro
do algoritmo natural definido, a inclinac¸a˜o da linha e´ o
maior expoente positivo de Lyapunov.
O me´todo proposto neste trabalho tem como base o
algoritmo proposto por Peixoto et al. (2018):
(1) Escolha dois modos de arredondamento, tais como o
arredondamento para o mais pro´ximo e arredonda-
mento para cima;
(2) Com o mesmo software, hardware, sistema operaci-
onal, condic¸o˜es iniciais e esquema de discretizac¸a˜o,
simule o sistema com dois modos de arredondamento
previamente escolhidos;
(3) Use o algoritmo recursivo de mı´nimos quadrados para
estimar a inclinac¸a˜o do valor absoluto do algoritmo
natural do LBE. A inclinac¸a˜o dessa linha e´ o LLE.
2.3 Estimador Recursivo de Mı´nimos Quadrados com
paraˆmetros variantes no tempo
As te´cnicas recursivas para a estimac¸a˜o de paraˆmetros
sa˜o muito u´teis (Machado et al., 2008). Quando os dados
sa˜o medidos e disponibilizados sequencialmente, ou seja,
a cada per´ıodo de amostragem, um sistema qualquer de
coleta de dados fornece medic¸o˜es correspondentes aquele
instante e´ necessa´rio o uso de estimadores recursivos.
Ale´m disso, esses estimadores sa˜o vantajosos na soluc¸a˜o
de problemas nume´ricos cuja soluc¸a˜o em batelada seria
dif´ıcil (Aguirre, 2015).
Uma maneira muito utilizada para determinar um paraˆ-
metro desconhecido de uma equac¸a˜o de condic¸o˜es e´ mi-
nimizando a soma dos quadrados dos res´ıduos. O me´todo
dos mı´nimos quadrados, introduzido pela primeira vez por
Gauss (1821) e´ utilizado na determinac¸a˜o do estimador
recursivo de mı´nimos quadrados (RMQ), apresentado pela
Equac¸a˜o (1) (Aguirre, 2015).

Kk =
Pk−1ψk
ψTk Pk−1ψk + 1
,
θˆk = θˆk−1 +Kk
[
y(k)− ψTk θˆk−1
]
,
Pk = Pk−1 −KkψTk Pk−1,
(1)
em que K e´ a matriz de ganho, P e´ a matriz de covariaˆncia,
ψ e´ a matriz dos regressores e y(k) e´ o vetor da varia´vel
dependente.
A Equac¸a˜o (1) pondera de forma ideˆntica as observac¸o˜es
obtidas ao longo do tempo. Contudo, os sistemas anali-
sados neste trabalho variam no tempo, assim, algumas
observac¸o˜es devem ser mais influentes na estimac¸a˜o dos
paraˆmetros. Dessa forma, o RMQ pode ser redefinido,
agora com um fator λ, que sera´ responsa´vel em ponderar
de maneira diferenciada os dados observados. Enta˜o, o
estimador recursivo de mı´nimos quadrados com o fator λ
e´ mostrado na Equac¸a˜o (2).

Kk =
Pk−1ψk
ψTk Pk−1ψk + λ
,
θˆk = θˆk−1 +Kk
[
y(k)− ψTk θˆk−1
]
,
Pk =
1
λ(k)
(Pk−1 − Pk−1ψkψ
T
k Pk−1
ψTk Pk−1ψk + λ(k)
).
(2)
3. METODOLOGIA
O me´todo proposto neste trabalho para o ca´lculo do
LLE foi baseado nos me´todos descritos em Peixoto et al.
(2018) e Mendes and Nepomuceno (2016). Neste caso, sera´
usado o estimador recursivo de mı´nimos quadrados com
paraˆmetros variantes no tempo, empregando o fator λ.
O fator λ varia conforme os dados sa˜o processados. Os
dados recebidos primeiro tera˜o maior peso, isso em raza˜o
do armazenamento e propagac¸a˜o de erros do computador
e da poss´ıvel perda de informac¸o˜es do sistema, portanto,
os dados no princ´ıpio sa˜o mais confia´veis. Neste trabalho
λ varia de acordo com cada novo conjunto de dados.
O me´todo de variac¸a˜o do fator λ na˜o compromete o
comportamento do algoritmo (Barros et al., 2017; Beza
and Bongiorno, 2014). Neste trabalho, λ(k) foi ajustado
heuristicamente como λ(k) = 1+1, 02/k, significando uma
diminuic¸a˜o deste valor a` medida que o k cresce.
O LLE foi calculado em cinco importantes sistemas di-
naˆmicos cao´ticos. Como os valores sa˜o bem sens´ıveis as
condic¸o˜es iniciais o LLE tem uma certa variabilidade.
Dessa forma, a fim de melhorar os resultados, o LLE foi
calculado pela me´dia de cem condic¸o˜es iniciais, definidas
observando por onde os dados dos sistemas variam.
4. RESULTADOS
Os resultados apresentados foram obtidos usando o Matlab
R2017a em um computador intel core i3 e com precisa˜o
dupla (64 bits). O me´todo proposto foi aplicado nos
sistemas cao´ticos descritos na Tabela 1.
O comportamento a longo prazo de uma condic¸a˜o inicial
especificada com qualquer incerteza na˜o pode ser previsto,
dessa forma, os valores nume´ricos para o LLE sa˜o muitos
sens´ıveis a`s condic¸o˜es iniciais. Para melhorar os valores
obtidos foi calculado o LLE para cem condic¸o˜es iniciais,
enta˜o, foi obtido a me´dia e o desvio padra˜o, para, assim,
verificar o quanto esses valores esta˜o pro´ximos dos valores
encontrados na literatura.
A Tabela 2 mostra a comparac¸a˜o entre os valores da
literatura e os resultados obtidos utilizando o modo de
arredondamento e o estimador recursivo de mı´nimos qua-
drados. Para a comparac¸a˜o foi feito a me´dia e o desvio
padra˜o, com 100 condic¸o˜es iniciais, quando os dados do
sistema sa˜o igualmente ponderados, indicados nas colunas
3 e 4, e quando a perda de informac¸o˜es e a imprecisa˜o dos
ca´lculos foram considerados, indicados nas colunas 5 e 6.
E´ poss´ıvel notar que os valores me´dios encontrados esta˜o
pro´ximos ao esperado na literatura. O desvio padra˜o
fornece a informac¸a˜o da homogeneidade dos dados, e´
uma medida que expressa o grau de dispersa˜o, indicando,
portanto o quanto o conjunto de dados e´ uniforme. Os
valores calculados do desvio padra˜o sa˜o menores quando
Tabela 1. Sistemas cao´ticos explorados. A segunda e a terceira colunas mostram as descric¸o˜es
dos sistemas, enquanto a ultima coluna mostra o intervalo das condic¸o˜es iniciais adotadas em
cada sistema para obter a me´dia dos LLEs .
Sistema Equac¸o˜es Paraˆmetros Intervalo das condic¸o˜es iniciais
Log´ıstico xn+1 = µxn(1− xn) µ = 4, 0 0,1 a 1
He´non xn+1 = 1− ax2n + yn a = 1, 4 -0,9 a 1
yk+1 = bxk b = 0, 3
Mapa Seno xn+1 = axn − bx3n a = 2, 6868, b = 0, 2462 -3,8 a 3,8
Mapa Tenda xn+1 = rmin{xn, 1− xn} r=1,99 0,1 a 0,99
Mackey-Glass x˙ =
axτ
1− xcτ
− bx a = 0, 2, b = 0, 1, c = 10, τ = 30 0,15 a 1,5
Tabela 2. Ca´lculo do LLE em diferentes me´todos para comparac¸a˜o dos resultados. Os valores
esperados sa˜o os indicados na segunda coluna, que sa˜o os obtidos na literatura. As colunas 3 e 4
sa˜o referentes a me´dia e desvio padra˜o quando o fator λ na˜o e´ empregado no estimador recursivo
de mı´nimos quadrados. Ja´ as colunas 5 e 6 indicam a me´dia e o desvio padra˜o com o fato λ.
Esses resultados evidenciam o aprimoramento do ca´lculo do maior expoente de Lyapunov com
a te´cnica proposta.
Sistema Literatura µ σ µ σ
sem fator λ sem fator λ com fator λ com fator λ
Log´ıstico 0,6930 0,7014 0,1212 0,7098 0,0756
He´non 0,4180 0,4088 0,0947 0,4174 0,0847
Mapa Seno 0,7730 0,7487 0,1069 0,7598 0,0777
Mapa Tenda 0,6880 0,6898 0,0051 0,6891 0,0054
Mackey-Glass 0,0074 0,0074 0,0020 0,0082 0,0023
o fator λ e´ empregado, isso indica que para as diferentes
condic¸o˜es iniciais o LLE e´ mais uniforme quando os dados
teˆm pesos diferentes, como mostrados na Figura 1. A
Figura 1(f)-(j) mostra o logaritmo natural do LBE e a
linha ajustada para obter a inclinac¸a˜o que e´ o necessa´rio
para quantificar a caoticidade dos sistemas. Nesses gra´ficos
foram usadas as mesmas condic¸o˜es iniciais utilizadas por
Peixoto et al. (2018).
5. CONCLUSO˜ES
Investigou-se nesse trabalho a ponderac¸a˜o diferenciada dos
dados no ca´lculo do LLE utilizando modos de arredon-
damento e estimador recursivos de mı´nimos quadrados.
Cinco sistemas foram testados. Em todos eles o me´todo
proposto obteve resultados compat´ıveis com os da litera-
tura. Ale´m disso, quando comparado com os resultados
sem o fator de esquecimento varia´vel, a te´cnica proposta
mostrou-se mais precisa em treˆs sistemas, com pequena
variac¸a˜o nos outros dois. Por outro lado, observou-se um
aumento da variaˆncia em alguns casos evidenciada na Fig.
1. Importante destacar que neste trabalho tambe´m houve
a preocupac¸a˜o de se avaliar o efeito da condic¸a˜o inicial no
ca´lculo do LLE. Isso permite uma rigorosa comparac¸a˜o dos
me´todos do ponto de vista estat´ıstico.
Em trabalhos futuros pretende-se avaliar mecanismos para
reduzir o nu´mero de dados necessa´rios para o ca´lculo do
LLE. Outra questa˜o que merece reflexa˜o e´ a possibilidade
do ajuste na˜o-linear dos dados apresentados na Fig. 1(f)-
(j). Isso poderia gerar valores distintos de LLE para
diferentes regio˜es do espac¸o de estados.
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