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Abstract
An Exploration in Health Analytics:
Pediatric Burns, Care Policy Assessment, and Interrupted Time Series
Chao Wang
Chair of the Supervisory Committee:
Mingfei Li, Professor of Mathematical Science
Department of Mathematical Science, Bentley

Healthcare systems globally face multiple challenges in the face of population growth and changes
in disease pathology. With regard to the rising demand of the healthcare and the global threats of the
pandemic, the medical datasets can be trained further to develop preventive methods. Meanwhile,
policy reforms of health systems could be a critical aspect to deal with the public crisis and concerns.
However, two basic problems must be addressed first: identification of key factors on a priority basis
and evaluation of changes.
Thus, the paper presents a series of trials on the application of data analytics to health-related
problems, including an investigation into the significance of associations of factors in relation to
certain symptoms, a demonstration of evaluating health policy interventions via a series of strategic
models, and an innovation designed exploration to improve existing models into AI applicability.
These perspectives are addressed in three distinct projects.
For the first project, we apply the Random Forest method to study a number of factors pertinent to
children’s sleep quality based on data from the Children’s Burns Outcome Questionnaire (CBOQ).
For this study, we focus on babies and children from birth to 4 years old, and rank the importance of
the leading factors in relations to the quality of the sleep during the recovery period.
In the second project, the impacts of the California 1115 Social Security Waiver of 2005 on
uncompensated care and Medi-Cal costs from the designated public hospitals (DPHs) that
participated in the waiver, are reconsidered. Through difference-in-difference models, we assess the
vii

impact of this state law on the inpatient care utilization. Based on the project results, our findings
can provide suggestive information for a future path of instituting health reforms.
In the third project, we focus on improving existing methods based on Bayesian theory. Following
Lee’s work in 1977, we discuss the practical application of the method, which we explore with both
normal prior and exponential prior. Specifically, we extend the previous research idea and develop a
new Bayesian method for real-time data applications, thereby contributing to a movement towards
effective use of artificial intelligence.
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Chapter 1 Introduction
1.1 BACKGROUND
1.1.1 Overview
Rapid growth in software programs and computing power in the present day is providing
unprecedented opportunities to apply statistical methods to research of all kinds. For example,
researchers in business fields routinely analyze data to find patterns, associations, and trends; to
identify key effects of business phenomena; and to predict the characteristics likely to define
future business practices. Along with exponential increases in the amount of data stored
electronically, significant reductions in the cost of storage and corresponding advances in
computer technology (Gantz & Reinsel, 2011), learning from big data benefits various industries
by making extremely large datasets more accessible for analysis than ever before.
At present, the data is expanding in an unbridled way across all industries and through a
multitude of scientific studies. For example, in 2011, the volume of information stored was
approximately nine times the volume stored in 2006 (Qiu et al., 2016). For each day, there are
over 70 million tweets through the famous social network and real-time communication platform,
Twitter, producing over 8TB of data stored on its server. The conditions of the present day are,
therefore, rightly termed “the era of big data.”
Big data can be used to describe large-scale datasets that are gathered and studied in numerous
domains. The exponentially increasing data are difficult or even impossible to analyze using
traditional analytical methods and processes. For example, different types of data become
conflated given the abundance of various data sources and producers. According to an
International Data Corporation (IDC) study, the majority of the world’s data, reaching 90% of
the total in 2019, are in an unstructured form with an estimated 65% annual growth rate (Adnan
& Akbar, 2019). There can be no doubt that extracting useful information and verifying data are
tedious and time-consuming tasks from datasets defined by complexity and high volume. In
order to harvest the knowledge from such messy data, a certain level of automation to identify
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key factors is required to save labor and facilitate the collaboration of multidisciplinary teams.
The updated analytic methods and new applications are also needed to handle the unprecedented
large amounts of information implicated in untraditional data problems.
Over the past decade, the field of big data has become important to researchers in many different
fields. Efforts to derive many kinds of knowledge from the data has triggered the popularity of
another endeavor, i.e., machine learning. A phrase introduced by Arthur Samuel in 1959 (Samuel,
2000), machine learning can be seen as a part of artificial intelligence with the objective of
discovering the knowledge needed for optimal decision making (Wang & Alexander, 2006). For
that purpose, computer algorithms in machine learning contexts include the means for automatic
self-improvement through data and empirical information. Together with big data, machine
learning could be leveraged to predict the inherent trending property of data series in various
fields (Qiu et al., 2016). With results from machine learning, the purpose of the applications
could be categorized based on the output of the data after data processing, including
classification, clustering, data regression, and probability density (Wang & Alexander, 2006).
Generally speaking, all the results from machine learning are acquired from three types of
algorithms, namely supervised learning, unsupervised learning, and reinforcement learning (Qiu
et al., 2016). A lot of machine learning algorithms are developed based on one of these three
basic mechanisms in order to reach the research goals. Also, big data and machine learning
trends have the potential to gradually relieve people of tedious and repetitive work. For example,
Google has already started to replace its non-machine learning technology with machine learning,
which could also extend to many if not all sectors (Beam & Kohane, 2018).
Like many other business areas, the healthcare field has changed in many far-reaching ways
thanks to this revolution in data technology. For example, digitalization and cloud computing
have led to the use of electronic medical records (EMRs) on the part of the vast majority of
hospitals and research institutions. More daily health data are collected with new smart devices,
such as the Apple watch, to help people monitor their health status and support them in living a
healthy life. The availability of generic data of this kind means that prescribing and delivering
2

medication according to precision protocols appears to be a realistic aspiration for the not-toodistant future.
However, as more and more data are collected, so the challenges associated with organizing and
analyzing datasets increases likewise. Topics related to data analytics must be assessed as new
possibilities now exist that reach far beyond what could be achieved using traditional techniques
before. Especially in relation to health, data analytics is a very complicated arena. One famous
example is the Google Flu Trends (GFT) in 2014—a case that we will discuss in some depth at
the end of this subsection to show the complications related to machine learning methods in
health areas. In short, our discussion clearly indicates the need for more studies focused on and
drawing on data analytics pertinent to a focus on human health.
In fact, as a business interest, the health area is growing rapidly. In addition to classical clinical
studies on new medication development, there are many other business connections to health
areas. For example, patient satisfaction with hospital service is directly connected with the
hospitals’ reimbursement from the Center for Medicare and Medicaid Services (CMS).
Technology companies have developed smart devices that measure and the user’s record vital
measures and fitness measures on a daily basis. In a context of increasing of new business
implementation related to health, more data analytics are motivated in health areas for various
stakeholders, such as hospitals, patients (customers), medical providers, policy makers.
To introduce the area of health analytics, we begin with an account of special data sources in
health and some typical methods applied in the health analytics area in the following subsection.
The different types of data sources from the current healthcare system and research and the ways
in which these datasets are being used for analysis to answer different types of research questions
are discussed. Various analytics methods for big data are covered, along with several examples
of successful cases and descriptions of ongoing challenges and open questions.
Overall, we explore several advanced data analytics methods and their innovative applications
in healthcare areas with real data through three research topics in health analytics. We start with
3

Research Project I to study the factors’ association with the recovery of children who have
experienced a burn injury. We analyze survey data from clinical centers and identify factors that
are significantly associated with the patients’ recovery and care quality. These findings can be
shared with clinicians for new clinical studies, which may lead to new policies capable of
delivering improvements in both care quality and patient satisfaction. With this first project, we
demonstrate how to apply analytics methods to classical clinical related studies. In the second
project, we demonstrate how health analytics can provide foundation for a rigorous assessment
of health policy. In practice, the impact of many health policies is not rigorously assessed
statistically. Considering the impact of general policy on healthcare, we assess the effects of the
Medi-Cal Hospital Uninsured Care 1115 waiver on the costs of care in Research Project II. Even
though it was brought to an end, this policy was effective for California’s DPHs, improving the
system significantly in reducing use of the emergency room and increasing the delivery of
primary treatments/preventive care to the uninsured. With the first two research projects, we
illustrate the application of advanced data analytics in the health area. However, in Research
Project III, we explore more machine learning ideas for health system automation. With the
interest in AI for health system monitoring and the desire to detect the change point and
magnitude simultaneously, we extend Lee’s (1977) methods to instances of practical
computation with different priors. Both the normal prior and exponential prior are considered,
and various simulation results are presented. This is part of an ongoing study focused on a new
real-time algorithm for the flu surveillance system.
A detailed introduction is presented in Sections 1.2 and 1.3.
A．Parable of Google Flu Trends (GFT)
Modern use of the World Wide Web has generated terabytes of data that can be analyzed in
order to produce new knowledge or data trends. Especially in respect to the most widely used
searching engine, Google web searches, there is tremendous and consistently increasing growth
in the number of data points that can be gathered and trained to analyze the underlying trends.
4

A high-priority topic focused on searching for trends relating to health and healthcare—i.e.,
exactly what gave rise to Google Flu Trends (GFT) (Lazer et al., 2014).
The idea behind the GFT, as specified in a report on its performance (Lazer et al., 2014), centered
on using data from search results on Google to predict influenza trends for the populations of
around 25 countries. Given the potential data, the GFT could aggregate the search for flu-related
information, providing real-time signals of overall flu breakouts (Lazer et al., 2014). The GFT
was supposedly calibrated to predict flu reports from the United States Centers for Disease
Control and Prevention (CDC) (Lazer et al., 2014). Yet, in February 2013, the journal Nature
reported that the rate of flu predicted by the GFT was twice the rate predicted by the CDC (Lazer
et al., 2014). As the CDC prediction was based on surveillance reports from US laboratories, it
was not clear why the result from the GFT did not align with that of the CDC (Lazer et al., 2014).
As a result, the project was ended after a failure to predict the peak of the flu season in 2013.
Yet, this failure cannot be allowed to jeopardize the use of big data given its great potential to
serve the public’s interest.
Realizing the promise of big data in health and healthcare has been more challenging than
originally anticipated, as the parable of the GFT suggests in many ways. A number of challenges
associated with the process of data analysis for the GFT were identified in the report (Lazer et
al., 2014). First, there is the issue of “big data hubris,” which is defined as the implicit
assumption that big data can substitute for traditional data in terms of collection and analysis,
rather than just supplement it (Lazer et al., 2014): Analysts involved in the GFT were
mesmerized by large quantities of data to the point that they forgot that specific and effective
measurements are what matter—not the amount of data (Lazer et al., 2014).
Next, there were challenges during the process of executing the GFT project. That is, although
the GFT relied on the classification of a list of search terms associated with flu somehow, this
list was developed in an ad-hoc way. Therefore, at some point, false positive rates grew to an
extent that undermined the effectiveness of the GFT overall (Lazer et al., 2014). Meanwhile,
5

Google’s algorithm was not designed to take into account the effects of search behavior changes
or seasonal terms, which caused a surge in the data stream for that period. As a result, for several
months before February 2013, the GFT consistently overestimated flu rates with no awareness
of those responsible for it for the simple reason that the last update to the algorithm had taken
place in 2009 (Lazer et al., 2014).
In addition, the GFT faced the overwhelming challenge of the Google search engine’s constantly
changing algorithms in the background for upgrades and patches. Because those algorithms are
proprietary and confidential, the GFT could not take those changes into account (Lazer et al.,
2014). The report covers both “blue team dynamics,” issues or changes introduced by the
developers, and “red team dynamics,” issues or changes introduced by people outside the
development team (Lazer et al., 2014). The authors applied Google Correlate to identify
correlated search terms for time series data under the GFT compared to data from the Centers
for Disease Control and Prevention (CDC) and found that it was difficult for the GFT to
differentiate the common cold from the flu (Lazer et al., 2014).
The authors also enumerated other problems that not only affect the accuracy of the GFT’s
results, but also challenge many researchers who use big data in health-related analysis. Overall,
transparency and replicability are extremely important and have been trending topics in science
recently (Lazer et al., 2014). When big data are applied in an unstable environment, it may be
difficult to demonstrate the trait of replicability even if the methods are valid. The authors point
that, “Even if one had access to all of Google’s data, it would be impossible to replicate the
analysis” of the original GFT paper because of the changes in the Google search environment
that have taken place since (Lazer et al., 2014).
In comparison with the GFT, the CDC algorithms has a strong record of success in predicting
the progress of the flu during the same period that the question as to why the GFT was developed
at all is a reasonable one (Lazer et al., 2014). If existing systems provide a model that works 90%
of the time, hypothetically, then big data analytics has the potential to improve the model by no
6

more than 10% (Lazer et al., 2014). Perhaps, the only reason is the possibility of the existence
of totally unknown factors, in which case big data could be leveraged to identify and provide
information about those factors (Lazer et al., 2014).
In addition, given the model was based on big data, it was extremely important that the
researchers have a complete understanding of the computing algorithm used in the background
(Lazer et al., 2014). Not only does the algorithm matter, but changes in the environment in which
the algorithm is running should also be tracked, as these will impact the functioning of the
algorithm (Lazer et al., 2014).
Most importantly, although big data are attractive for their potential to generate knowledge
discovery, the size of the data is not the key at stake (Lazer et al., 2014). Researchers often ignore
the key indicators about the measurements that they want to extract from the datasets. However,
the key indicators are much more vital to the results as they should be considered as the pivot
that the data can be leveraged upon to answer questions or provide evidence for the final
decisions (Lazer et al., 2014). Often, “small data” include certain unique information that cannot
be stored in big data. Thus, this kind of information can be coupled with big data to produce new
information (Lazer et al., 2014).
In summary, there is a trend whereby health data analysts are seeking to leverage big data to
provide evidence for health policy decisions. However, to succeed in such applications, they
need to pay attention to the nature of the data and the mechanism of the algorithms and focus on
good research practice when applying analytics (Lazer et al., 2014). Fortunately, after the failure
of the GFT, attempts to deliver near real-time predictions of flu trends based on big data have
continued. The most recent is the prediction of the development of Covid 19 based on the Sina
Weibo, referred to as the WCT (Weibo Covid-19 Trends) (Guo et al., 2021). The study presents
the opportunity to generate a highly adaptive approach for the engineering of third-party data for
pandemic prediction by predicting contagious areas based on big data and provides a basis for
effective decision-making regarding allocating resources based on the results.
7

1.1.2 Data in Healthcare
There are many types of data in the healthcare industry, which are collected through paperwork
or electronically as part of the process of health service delivery and billing, while health
research data can be collected as part of research projects. Meanwhile, the healthcare system
also faces challenges related to the difficulty of the treatments and care from coping with
multimorbidity to addressing the rising burdens of illness in terms of expenditures and
expectations. The pitfalls of the current health system exist in the context of limited investment
in the healthcare industry (Panch et al., 2018).
With the ultimate purpose of achieving universal health coverage (UHC) by 2030, the issue of
scarce resources must be overcome if healthcare systems are to be transformed. Due to a lack of
marketing tools to balance the effectiveness and efficiency of hospitalization, the welfare of each
individual depends on government policies. However, the policy makers must consider the
influence of one or a series of reforms, which includes consideration of the healthcare system’s
functions relating to organization and government and also extends to financing and resources
management (Panch et al., 2018). The provision of care is based on a hypothesis regarding the
public’s reaction to reforms as a result of broad-scale influences. Big data could lead to
innovation given the possibility of leveraging it to discover unknown trends and generate a
substantial impact, which could, in turn, save lives and achieve optimal allocation of monetary
expenditures (Panch et al., 2018).
In regard to the big data generated by the healthcare system, in this section different types of
data used in healthcare analytics are reviewed and their potential usage for big data and machine
learning in the health industry considered.
A. UB-04 and CMS-1500 Encounter Data
Perhaps the most ubiquitous datasets in US healthcare are billing datasets originating from
healthcare encounters. In the US, two universal standard paper billing forms have been used for
years, long before automation of the billing process (Kliethermes, 2017). There is a form called
8

the CMS-1450 in use for hospital-based billing, which is also referred to as the Uniform Billing
(UB)-04 form (known previously as (UB)-92) (Kliethermes, 2017). Comparatively, outpatient
services are billed on the CMS-1500 (originally referred to as HCFA-1500) as the standard form
(Kliethermes, 2017).
Although these forms have a purpose of facilitating the payment of insurance claims, they
include fields with information that is of great interest to healthcare analysts. The data include
various kinds of information in relation to the healthcare services delivered to the patients with
relevant records pertaining to personal information. Each encounter—healthcare visit—may be
billed on one or more of the forms, differentiating by the service rendered and the type of
clinicians involved (Kliethermes, 2017). As each is a billing form that indicates the payer, the
data serve as a tracking window for evaluating the relationship between healthcare utilization
and cost (Kliethermes, 2017). In the US, patients may be covered by commercial insurance
and/or the Medicare program, which is open to people aged 65 and older and to some individuals
with disabilities, and the Medicaid program, which is an indigent public insurance program.
Related payers are Worker’s Compensation and the US program to cover individuals injured at
work. Finally, there is “self-pay,” which indicates that the patient has no insurance and, therefore,
will be obliged to cover healthcare costs themselves (Kliethermes, 2017).
In addition to the payer, several other fields are particularly useful to analysts. For an accurate
description of the symptoms and the corresponding treatments of patients at the possible lowest
medical cost for the evaluation of insurers, a universal acceptable coding system is used. It was
created by the American Medical Association (AMA) and constitutes current procedure
terminology (CPT) with each procedure described with a five-digit code (Pollock, 2011).
However, the coding and billing are complex even in terms of the CPT code itself, with frequent
reviews and annual updates. Thus, certain codes serve as supplements to the content of the CPT.
For example, the healthcare common procedural coding system (HCPCS) consists of two levels
of procedural codes that indicate which procedures were completed for billing during the
encounter:
9




Level 1 codes include current procedure terminology (CPT) codes,
Level 2 codes describe services that do not have an assigned CPT code, along
with the medicine, supplies, and certain other healthcare treatments (Kliethermes,
2017).

To enable bills to be adjudicated and claims to be paid by health insurance companies, the
HCPCS must match appropriate diagnoses, although in some circumstances the CPT and
HCPCS may trigger false claims that require modification so that a prompt payment can be made.
This is accomplished by adding diagnoses to the bill using the current international classification
of disease (ICD)-10 system (Kliethermes, 2017). There is other information on the bill, including
the attributes of the facility that delivered the healthcare, the patient who has received the care,
and the relevant expenditures. Meanwhile, it should be well understood that the AMA and CMS
differ in some of their interpretations of the CPT codes due to different views on the scope of
the insurance between the coding authority and Medicare authority (Cibas & Ducatman, 2019).
B. Encounter Data Analytics
Used for many types of analyses, encounter data are detailed data provided by healthcare
providers, who record the diagnoses of their patients’ conditions and the medicine and other
treatments used in treatment. Among all the applications in research, one common utilization of
those data is to identify patients with particular co-morbidities based on the ICD-10 codes. We
would see the functions of ICD-10 codes based on the latest breakouts of Covid-19, which was
declared as a new worldwide pandemic by the World Health Organization (WHO) in March
2020 (CDC, 2021). With the spread of the virus, the CDC described the situation as post-Covid
conditions and announced further additions to the ICD-10-CM Classification related to Covid19 effective from October 1st, 2021, to identify the specific conditions and symptoms shown by
patients (CDC, 2021).
Such a changing state of the data means that it is critical to analyze the data with considerable
caution through reliability and sensitivity studies (Quan et al., 2005). However, most of the
research at this time failed to give sufficient consideration to relativity in regard to the research
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subjects and ended in a failure to construct either linked relationships or a reliable mechanism
to determine influencing factors.
For example, one research group applied an algorithm with encounter data to conduct a passive
surveillance for transient ischemic attack (TIA), which is primarily managed in the emergency
department (ED) (Yu et al., 2017). They collected data from a research study on the diagnosis
of minor stroke and TIA as the gold standard for the validity of that research, because those data
were comprehensive and had been proved to be measured accurately as in a previous study (Yu
et al., 2017). Unfortunately, although the authors were able to produce an algorithm with high
specificity targeting a clear purpose, the research was not adequately sensitive ultimately
because they had underestimated the burden of the disease (Yu et al., 2017).
In view of the case just referenced, the question arises as to what should be used as a gold
standard to confirm the validity for any study. In a similar case, researchers sought to validate
cancer treatment records in the Surveillance, Epidemiology, and End Results (SEER)
surveillance database against encounter records. However, they, too, obtained an unsatisfactory
response. Only moderate sensitivities appeared in the results, and the predictive positive value
was high (Noone et al., 2016). Thus, an assumption is established: as the purpose of the data
generated from encounter records focus primarily on dealing with billing and insurance claim
issues, the more accurate measurement with respect to patient health might be hidden in other
datasets in the healthcare system. Also, the data in healthcare records is quite sensitive in relation
to the health status of the population such that a review of the data on a large scale from a highup perspective can be used to derive the trends that predict future development.
A specific organization, the Research Data Assistance Center (ResDAC), which is a group of
faculty and staff affiliated with Boston University, Dartmouth Medical School, the University
of Minnesota, and the Morehouse School of Medicine provide an online data repository for
academic and non-profit researchers to offer assistance in obtaining encounter files for analysis
(Romley et al., 2019). The data there are grouped into distinct types of datasets, including
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Medicare and Medicaid encounter files (Romley et al., 2019). In addition, ResDAC encompasses
other services and information required for all levels of researchers to make use of the CMS data.
For example, as well as encounter data, there are minimum datasets (MDSs) for long-term care,
inpatient care, rehabilitation, and home health, durable medical equipment, together with other
surveys and health-related datasets (Waitman et al., 2022).
C. Discharge Data
As mentioned above, two key factors are critical in evaluating data in regard to the present study:
reliability and sensitivity. Big data in the modern world requires significant effort and diligence
from researchers involved in data mining if their data sources are unstructured with huge
dimensionality and high-speed stream, such as heterogeneous data gained from a Google search.
However, for the utilization of the data, there is another structured, long-standing data type,
which was recorded and regulated a long time ago for the purpose of analysis by the government
and other official bodies, which is called administrative data. That kind of data provides only an
overview of certain functions such as registration status, financial transactions, and record
keeping (Cadarette & Wong, 2015).
When organizations develop such data, they are classified into several types without the
primitive purpose of statistical analysis in mind. Data of this kind are often found in official
reports pertaining to borders, pensions, and population-counting figure such as births and deaths.
The extensive categories and accurate in details as certified by the authority provide a foundation
for researchers to exploit the potential in the data from various industries, including from health
facilities.
Patients admitted to inpatient care may carry an admission diagnosis and undergo multiple
treatments during their stay. Until the day the patients leave, all the information about the patients
and details during the hospital stay is summarized in the form of a bill sent to the insurer for
payment, which can be regarded as a discharge abstract. Information, ranging from the length
and cost of the stay to the payor’s name to and the patient’s residential information and condition,
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is captured and handed to the government, associations, and other health information
organizations that have an interest in collecting such data (Cadarette & Wong, 2015). Due to the
detailed information from the inpatient discharge record, researchers can easily squeeze valuable
data from this documentation and make use of the information to pursue their research whether
focused on clinical treatment quality, the effects of a government policy, or many, many related
subjects. With big data, it could be supposed that datasets can be designed and analyzed with the
scale-friendly techniques outlined in the present research.
In the US, the Healthcare Cost and Utilization Project (HCUP) makes datasets available that
contain hospital discharge records and helps researchers to locate the information needed for
their analytical purpose (Kremers et al., 2015). Another source of US hospital discharge data,
which can be accessed by the public is from the National Hospital Discharge Survey (NHDS).
However, whereas the HCUP is maintaining its data bank in the present day with an increase in
hospital members, the NHDS provides a probability survey for non-Federal short-stay hospitals
covering only the years 1965 to 2010 (Moore & Continelli, 2016).
Discharge data have been used for different kinds of analyses in the US. A few examples include
determining the prevalence of total hip and total knee replacement (Kremers et al., 2015),
benchmarking the prevalence of infant vaccinations (Baker et al., 2019), and looking for trends
in gestational diabetes (Lavery et al., 2017)—all of which are conducted mainly for the
prediction of trends pertaining to a specific illness. Although the NHDS is no longer collected ,
the coverage of HCUP with more hospital involvement over time could still lead to an upward
trend in the amount of discharge data available in the US for further research and evaluation of
American healthcare (Salzler et al., 2019).
The simple survey and analysis of chronic data could provide a general idea about development
and changes. No feature has been specified for the candidate group in big data such that
researchers may struggle to gain insights into the data and generate agreement on conclusions
with the potential to lead to effective action. However, that doesn’t mean that the bias could be
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totally removed. Sometimes, results can be severely impaired in relation to the data selected for
a study due to enormous changes in just a small portion of the data, while figures are derived in
the same statistical model. In New Zealand, a research study was conducted to compare
hospitalized injury incidence estimates with short-stay emergency department (SSED)
discharges with estimates for incidences without such a stay (Davie et al., 2019). However, the
figure for the injury incidents came into question when it became apparent after that SSED
discharges are counted from administrative practices, which is a misleading way to collect the
data (Davie et al., 2019). Sudden abrupt changes in results could warn researchers of issues in
the data or models and provide an opportunity to remove the noisy parts. Thus, the design of the
model could consistently provide valuable results for reference.
D. Ambulatory Care Data
While the NHDS was carried out with a focus on available discharge data, a parallel effort was
conducted called the National Survey of Ambulatory Surgery (NSAS) (McLemore & Lawrence,
1997). It was first conducted between 1994 and 1996 for only three years to examine the reasons
for the dramatic increase in the number of ambulatory surgery centers open during the 1980s
and early 1990s. It was then discontinued due to a lack of resources. In response to another wave
of such openings, it was conducted again in 2006 (Boss et al., 2012). This dataset captured
ambulatory surgical care during the first period stated including first-aid requiring ambulatory
(outpatient) surgery procedures performed in hospitals and independent ambulatory surgery
centers in the United States (Centers for Disease Control and Prevention, 2019).
In the 21st century, after another iteration, the survey was designed to collect more data on the
measurements and symptoms of patients in addition to the original data capturing the patients’
general demographic information for the years 1994–1996 (Hall et al., 1997). The uniqueness of
the outpatients’ administrative data plays an essential role in the studies on healthcare in the
context of abrupt situations. For example, researchers from the American Association for Hand
Surgery (AAHS) focused on determining the trends in ambulatory upper-extremity fracture
fixation in the US from 1996 to 2006 with NSAS data(Patel et al., 2015). Several categories of
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the data were examined, including the injury status and patient’s information, to estimate
national trends along with US census data on the population. As a result, a detailed record from
the data helped the researchers to quantify an increased percentage of upper-extremity fracture
surgery with the population-adjusted rates taken into consideration.
However, due to insufficient public funding, the NSAS project was ended again after 2006. After
this point, it is necessary to modify records about outpatient surgery and integrate them into other
studies. Meanwhile, as mentioned, it is necessary for data collection to transform in keeping with
the changes taking place in the original sources. Based on the survey, the NSAS does not
encompass the current procedure terminology (CPT) codes, which means it does not provide a
specific and correct interpretation of the ICD-9 procedure codes (Patel et al., 2015).
In spite of the pitfalls in relation to the NSAS, it is undeniable that the survey presents a
comprehensive and convincing picture of the ambulatory surgery performed in the United States.
For researchers focused on the trends of certain kinds of treatment or on the generalization of
methods used for given syndromes (Soltani et al., 2013), the NSAS remains a major starting
point for analysis. To fill the gap for the idle period left by the NSAS, other surveys have been
used to collect outpatient data, including the National Hospital Ambulatory Medical Care Survey
(NHAMCS), which began in 1992 (Hostetler et al., 2002). The original NHAMCS datasets
focused only on outpatient records selected from emergency departments and outpatient
departments of a national sample of hospitals. Yet, slowly, in the 2010 data release, free-standing
ambulatory centers were incorporated as capable of offering a general description of the
ambulatory medical care services delivered on a national scale in the United States (Hall et al.,
2017).
However, there are also cases in which the injuries or symptoms are not serious enough to require
immediate healthcare through an ambulance service or surgical intervention. Thus, for outpatient
data that is not ambulatory care, it can be challenging to use encounter records to interpret health
outcomes. Due to the complexity of US health data – including multiple bills for each healthcare
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episode from potentially multiple sources – it is necessary to collapse billing data into episodes
with a detailed description of the treatment and symptoms of the patients instead of a proof
designed to elicit payment from insurance (Fukushi et al., 2017). But that does not mean that the
information from the billing records is considered irrelevant in current research analysis or even
that it is in need of replacement. Instead, they are necessary if an analyst is to assess expenditures
(Zhuo et al., 2015), especially given that outpatient cost analyses often use multiple datasets as
a way to ensure the validity of their findings (Zhuo et al., 2015).
1.1.3 Big Data Analytics in Healthcare
Transmitted worldwide like a fever, big data are being used for a lot of research studies with the
goal of generating adequate accurate information based on which needed action can be taken.
Especially in healthcare, there are some particular applications with the use of big data in
analyses of areas such as medicine, clinical care, government policies, and market effects. As
healthcare is a service-oriented industries that depends on the quality of value-based care
delivered to millions of people globally, investments of money and labor and repayment of those
investments are the greatest concerns for various interested parties, from nations to individuals.
According to government statistics, in 2020, the health industry in the United States generated a
revenue of $1.668 trillion USD and made a largest investment in the healthcare industry than did
any other OECD country (Gupta & Sedamkar, 2020).
Normally, healthcare is delivered to patients with two core parts to process data and information
generated to deal with an illness or injuries: first, diagnosis is based on the examination and
screening with the case classified based on the patient’s experience and symptoms and the
investigation results; second, medical treatments and nursing service are determined and
provided, including hospice care and palliative care needed for serious illness and even the
danger of death, which requires the involvement of a doctor to deliver a desired future outcome
(Panch et al., 2018).
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In terms of big data, developers focused on clinical procedures start to provide assistance with
the support of two kinds of data to the physicians seeking to provide effective treatment. By the
high-speed data transit and comprehensive database for analysis, the delivery of healthcare with
promised high quality, high value, and satisfactory outcomes could be accomplished
automatically with the help of big data and machine learning in an innovative way. For example,
in 2017, researchers at Stanford University developed a way to use artificial intelligence to
diagnose skin cancer based on a computer algorithm used on data comprising about 130,000
images of skin lesions (Shihadeh et al., 2018). With the analysis of thousands of different data
points from the database, it becomes possible to identify trends, suggest outcomes, and allocate
resources precisely, which can, in turn, contribute to addressing the scarcity of healthcare for the
public. Generally speaking, the use of big data could have a great positive impact on hospital
and healthcare functions, bringing new opportunities and potential for patient welfare and, more
broadly, for the healthcare system. For instance, based on a Study on Big Data in Public Health
report from the Telemedicine and Healthcare of the European Commission, contributions from
big data to healthcare are generalized into four categories: earlier detection and treatment of
disease to reduce by-effects, enhancement of prevention against diseases with a widened scope
of identified risk factors, improvement in pharmaceutical effectiveness and patient safety
through more evidence-based decisions, and improved accuracy in the predication of outcomes
(Pastorino et al., 2019).
Apart from the clinical issues mentioned, such data could also help the government, in general,
to make the national healthcare data in the system available to service in-depth analyses of the
performance of current health services (Chiu et al., 2018). With the review of the data, the
performance of the reforms could be uncovered to determine whether or not the original intention
has been achieved, for example, in relation to inequality in healthcare between urban and rural
areas in China. Accessibility and affordability of healthcare for rural people has become a matter
of increased concern for the government, triggering the rural health insurance scheme (also
called the new rural cooperative medical scheme – NCMS) in 2003 and urban resident basic
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medical insurance (URBMI) in 2007 (Long et al., 2013). With the review of the aggregate data
coming from the China National Health Accounts study in 1990–2011, the China Statistical
Yearbook and China Population Statistical Yearbook, a group of researchers found that
increased subsidized insurance was not enough to relieve the financial burden of the poor,
suggesting that the government would be well-advised to place greater emphasis on health
insurance schemes and offer better financial support for the vulnerable (Long et al., 2013).
Thus, to gain such insight into healthcare in this special epoch, this innovative approach offers
a way to process enormous datasets beyond the unsupported ability of humans and identify the
key affective factors as well as abnormal aspects for researchers to identify and physicians to act
on. With the development of large-scale research with the purpose of examining the potentiality
of big data relative to its flexibility and applicability in various subjects, many different types of
analyses can benefit in this era – far beyond what was possible in previous decades.
A review of previous research shows that some practical innovative attempts have been made
for certain treatments and plans with the support of relevant datasets, with the benefit of the
process or symbolic evidence, both of which are reproductible and standardized, or through
purely conclusive surveys implemented to monitor trending changes to evaluate certain
interventions. Among all those attempts, the most basic and important element is the
development of the algorithm, which is referred to as the black box, to determine an
interpretative strategy, to assess accuracy, and/or to identify hidden errors (Zihni et al., 2020).
The transformation of healthcare embraces a lot of new ways to inspire researchers to reconsider
the industry. However, it also leaves space for new models for the industry. In addition, no matter
how those unprecedented trials are conducted on clinical procedures for certain diseases and no
matter the policy-making in particular contexts, the vital nature of changes on healthcare requires
caution in interpreting data for patients and society as a whole. Those tools are leveraged to
deliver better predictions and to address the burden of responsibility in the industry. The broad
availability of healthcare data brings not only new opportunities for the long-term viability of
the industry, but also brings many challenges to the context of healthcare research (Dash et al.,
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2019). To achieve fully data-driven approaches, the reliability of the results must be built on a
joint knowledge base to create and understand relationships between factors and outcomes—
something that is not found in the traditional techniques.
For example, the team of Rong, Li, and Quanqiu started research in 2014 to build a network of
risk relationships among all diseases, and thereby confirmed the phenomenon in which certain
diseases are correlated with each other (Xu et al., 2014). The model differentiates between each
highly visible relationship in a pair by functions based on a search engine and creates rankings
to indicate the degree of correlation between causes and effects, the further understanding of
disease etiology or the decisive factors behind the formation of the relationship are still
perplexing. This is due to the lack of deeper special knowledge for interpreting causes and effects
and a lack of a gold standard to rule out other factors. At the same time, the sheer variety and
volume of the healthcare data hinder efforts to verify derivations and assign value to disparate
data from different sources. Thus, one unique effort required for big data is to create a variety of
techniques with the ability to enhance and empower the multi-disciplinary and multi-institutional
studies in health industry.
Following the theoretic foundation established so far in this chapter in relation to big data and
healthcare data sources, this section will combine the two topics and examine the research
direction for this thesis. In consideration of the issues described, we begin by describing the way
about how big data are utilized in healthcare with a brief introduction of the modern samples of
big data utilization and the quantification process for all the intangible indicators contained in
the medical records. Following the review on the methodologies in the first section, there shall
be a short survey of different analytic approaches in big data healthcare analysis to offer a general
idea for the audience on the methodologies adopted for the studies in this field. In view of the
business application, the potential investment value in the healthcare industry could only be
further released with the advanced data analytical methodologies in the information age,
Through the progressive steps into the review of the big data, the sophisticated ways utilized in
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the healthcare field could also bring a fire-new perspective onto the opportunities of a profitable
fortune, which are highlighted in details in section 1.2.4.
A. Big Data Researching Healthcare
Prior to the era of big data, the research, which are based on the healthcare data recorded with
original purpose of billing or the delivery of necessary medical treatment only, were termed
“clinical epidemiology”, as opposed to population-based epidemiology (Ehrenstein et al., 2017).
With big data, many different efforts can be accomplished through the data across the borders
of the nations or networks among various organizations, which cannot be imagined before
(Ehrenstein et al., 2017). In the past decades, clinical data was often hard to obtain in the
electronic forms due to manual records in paper, and the datasets were not easy to be transformed
into the desired forms to build the inter-linkage with each other, even within the same country.
Now, the network could be established between various entities through collaborations without
worries about the possibility of the cross-linkage of data, stimulating the enthusiasm of
researchers for the new possibilities of analysis (Ehrenstein et al., 2017). However, the plenty
amount of data does not mean that the systematic errors could be eradicated at all. On the
contrary, due to the miscellaneous nature of big data, certain conditions and constraints have to
be set in advance for the studies to establish the validity of the methodologies, and the hypothesis
placed on the statistical models may exacerbate the inherent errors in the system itself from the
very basic foundation.
Thus, during the theoretical review of the definition for big data, we found that there are nearly
no commonly agreed definitions in place. However, there are certain characteristics, which could
give a general clue about big data, such as the traits of “three V’s.” But still, there is no consistent
answer on what those V’s actually means. One proposed description which fits the study of
healthcare interprets the three V’s as variety, volume, and velocity (Ehrenstein et al., 2017).
Variety represents the nature of the heterogeneous datasets, which require the building of
relevance for the linkage; volume indicates the enormous numbers of observations contained in
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each dataset; velocity refers to the data streams, which are real-time captured or frequently
updated (Ehrenstein et al., 2017).
For the comparison purpose, a second interpretation of the three V’s is listed in this part as well,
which includes value, variability, and veracity. The second one could be seen as the filtering
standards of the data for the research purpose (Ehrenstein et al., 2017). In the research or studies,
the clinically relevant information should have “value” in the data; the chronic changes of the
data, like secular or seasonal disease trends, could be described as “variability”; The requirement
of data quality and the removal of measurement errors could be treated as the attribute of
“veracity” (Ehrenstein et al., 2017). Regardless of how those three V’s are interpreted, it is
always important to keep in mind the lessons from GFT at the beginning which illustrates the
knowledge about data and its applicability (Lazer et al., 2014). In the case of healthcare, no
matter what the size of the data are perceived, they still represent records of the business of
healthcare service delivery, and therefore can only be used to analyze for enhancing our
understanding of this business.
Comparing with original techniques used in the old days, an important feature of big data in
healthcare is the ability to link to other data sources with the help of the rapid data processing
ability, novel technology and new methodology from new approaches. As mentioned in the GFT
parable, sometimes small data should not be neglected and may have more valuable information
than big data (Lazer et al., 2014). Thus, with the combination of small data and big data, more
possibilities for practical answers could be derived. From the review on the past literatures, some
of the best modern clinical epidemiology approaches deploy the advantage of big data to achieve
the proposed findings in this way. Registries in Europe combine clinical with non-clinical data
in large databases that can be analyzed to guide the direction of the relevant policies (Ehrenstein
et al., 2017). In the US, a sample of Medicare recipients undergo the Medicare Beneficiary
Survey (MBS) annually, and survey responses can be linked to Medicare claims to develop a
rich dataset for analysis (Whitson et al., 2016).
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However, there has admittedly been a learning curve in healthcare with respect to the way about
the utilization of big dataset in a meaningful way. For example, pharmaceutical classification
and data standards have been the preconditions for the research analysis while pooling the data
(Jovanovik & Trajanov, 2017). The standards of the information have been developed for the
medical care and hospitalized cooperation due to the urgency of the period for the patients to
receive treatments in time, for example, the “golden hour” for trauma care, setting 60 minutes’
limit for the sick persons or patients after heavy accidents with the count from the time of
symptoms or injuries (Lerner & Moscati, 2001). Although medical record data standards have
come into place, such as Digital Imaging and Communications in Medicine (DICOM) and
Health Level 7 (HL7) for the data transmission between software applications internationally,
the realization of the idea can still be challenging to be implemented and leveraged in the era of
big data (Marcheschi, 2017).
From various experiments, it is proved that big data in healthcare holds a lot of potentials, but
interoperability is a huge challenge (Weber et al., 2014). The developers often face one dilemma
caused by the fact that there are often multiple options for standards. Thus, to make it real that
data of one format could be combined with data of another format successfully, a crosswalk must
be developed for certain form of data modifications, adding complexity to the system (Weber et
al., 2014). Furthermore, there is one special challenge of integrating textual data, such as social
media messages, into the analysis (Weber et al., 2014). As mentioned before, the social media
messages can be seen as the mixture of the most heterogeneous information together. Only
extraction of the usefulness with some traits of the implicitness, relevance, previously uncharted
territory and the potentials, is nearly impossible jobs due to the nature of the source of
information, which are fragmented, noisy and random among the enormous large web database
(Razzak et al., 2019). Together with the various forms of data from clinical activities, such as
the electronic health record (EHR), electronic medical record (EMR), personal health record
(PHR), and medical images, the structured and unstructured data causes plenty of issues in the
process of the fusion of all the data into the common indicator for evaluations.
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One health research task that has been greatly improved in the utilization of big data is the
development of risk scores. The common usage of that powerful effects could be shown in the
identifying susceptible populations by a large collection of EHRs from various treatments(Hong
et al., 2018). The identification of the key influential factors could be achieved through RCT
(Randomized controlled trials) by the comparison of the different symptoms under each context
to gain an insight to the mode of actions behind (Dumitrescu et al., 2017; Goldstein et al., 2013).
The history of risk score development is illustrated clearly through the Framingham Heart Study
(FHS), which is a population-based longitudinal cohort study that has provided data, which was
used to develop the famous Framingham risk scores (Lloyd-Jones et al., 2004). With the
empirical experiences on the different prevalence rates between man and woman, the system
was developed on the gender-specific base, which was reflected in the background algorithm.
Those risk scores predict coronary heart disease (CHD) events in the form of the chances for the
future (Lloyd-Jones et al., 2004).With the different personal factors listed in the system, such as
ages, smoking status, blood pressure etc., the risk scores are easy to add up and provide practical
guidance to patients about their likelihood for the heart attach in ten years’ time so that they
could guard against it.
But one challenge at that time was that owing to that the risk score is conducted on large datasets
of homogenous individual, the results could be extremely different between the ethnics and
nations. For example, in 2004, with the help of survey on the from the Chinese Multi-provincial
Cohort Study (CMCS), the group of researchers conducted a comparative study about the FHS
scores against the Chinese populations to analyze the limitation of the extrapolation to other
regions((Liu et al., 2020). Based on the results, recalibration of Framingham functions had to be
done to enable the adaptability of the methods for the local populations due to the systematically
overestimate for certain indicators, for example, the CHD deaths(Liu et al., 2020).
Luckily, nowadays, big data makes this much easier. One experiment was conducted with the
usage of clinical data to develop a risk score for retinal detachment for patients taken the knock
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by open globe injury with statistical methods of logistic regression to achieve the optimal
estimates (Brodowska et al., 2017). With the necessary methodologies developed with the
scalable and capable data for statistics, each individual country is able to develop customized
risk scores for their own populations with the availability of the data to eliminate the bias existed
from the indicators caused by the different regions. For example, the United Arab Emirates
(UAE) took advantage of their National Diabetes and Lifestyle database to develop a type 2
diabetes risk score for their domestic population (Sulaiman et al., 2018).
Regardless of the data sources whether it is generated through a business process or a research
study, data collection under the healthcare settings should be able to link with each other in order
to assist the analysis by the creation of a new map of database, such as risk scores or probabilities
of the incidents represented by percentage. Using big data in healthcare for those insights is
extremely helpful, as the data could be seen as the precise and accurate reflection of the business
of healthcare.
B. Data Analysis Methods for Big Data in Healthcare
In healthcare industry, the majority of the data analyses that routinely takes place is the so-called
descriptive analysis, which discovers the insights and formulates the trend by an inventive way
of summarizing the existing data points, and allows the future data to be made that meets those
derived conditions (Lawless & Heymann, 2010). One of the examples is the study on the
healthcare utilization of an urgent care center for preschool children, presenting a descriptive
analysis of the attributes of the patients (Gnani et al., 2016).
Oftentimes, descriptive analyses are particularly useful for the evaluation of certain interventions
on a large scale, such as the political policies or the legislations. For the past decades in the
United States, one of the most controversial health reform proposals is the Affordable Care Act
(ACA) reforms in 2010 during Obama’s tenure of the office for the vision of the universal
healthcare on national basis. After the implementation of the ACA, which aimed to help increase
healthcare access in the US, descriptive studies were conducted to evaluate the impact of the
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ACA, including the study about mental health and substantial care among young adults before
and after the implementation (Chavez et al., 2018). In contrast to the common cognition that the
insurance coverage and the treatment received by the patients could supplement each other, the
results of the studies shows that the enhancement of the insurance coverage has no significant
effects on the mental health treatment. Moreover, the insurance gap between the rural and urban
persisted regardless of the increased insured rates(Chavez et al., 2018). With regard to the health
policy issue, the paper would also re-examine the past medical reform in the following chapter
to illustrate the inherent problems and find out the ways to enhance the healthcare system for the
accessibility and affordability of the people under the context of the US.
When tracking metrics over time, an extremely useful descriptive analysis is the time series
analysis, using a sequence of data points collected over a specific period of time. There are plenty
of examples including tracking injury rates in the military over time (Hill et al., 2012; Wallace
et al., 2011), deriving the correlation between school being in session and respiratory infection
outbreaks from the electronic health data of 28 family medicine clinics in Wisconsin (Temte et
al., 2019), as well as monitoring antibiotic abuse after receiving a vaccination (Fortanier et al.,
2018).
Meanwhile, for the investigation on the effect of an implementation of a new policy or practice,
one particular method for the research on the longitudinal data, called interrupted time series
(ITS) analysis, could be applied for the location of the intervention time point as well as the
magnitude of the affection (Bernal et al., 2016; Cruz et al., 2017, 2019).
However, there are also research limits existed for descriptive analysis due to the nature of the
assignment of figures to the conclusive factors without algebraic function supports. In this case,
descriptive analyses are not helpful for the purpose of comparisons or the test of the significance
of the differences. Descriptive analyses also cannot be utilized in the predictive models or
participate in any forecasting studies alone. To achieve those research objectives, statistical
methodologies in higher level are necessary, often in the form of some multi-variate regression
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approach. For example, with respect to predicting binary outcomes, logistic regression is
traditionally used for situations with the finite options only (Bursac et al., 2008), or if time-toevent data are available, a survival analysis can be conducted (Schober et al., 2018).
Although linear or nonlinear regression methods may become a particularly helpful approach to
deal with most of healthcare data analysis, there are still challenges contained under that
methodology for the applications and cannot ascertain immediately about the suitability of the
regression analysis ahead of the consideration of the solutions on the measurement issues. “Hard”
outcomes, such as clinical measurements, are easier to measure than “soft” outcomes, such as
patients’ satisfactions, which need to be combined with information that is reported by patients
and clinicians (Porter et al., 2016). A considerable amount of standardization, including validity
and reliability studies, must be conducted in order to develop trustworthy measurements to
derive the answers, such as patient quality outcomes (Porter et al., 2016).
Those challenges have led to the development of standardized measurement instruments used in
clinical care. One example is the Mini-Mental State Examination (MMSE), which is a series of
simple questions that the clinician could ask the elder patient in clinical care to determine if they
are well-oriented in their mental state, including the tests on capabilities of self-cognition,
personal concentration, recognition, and verbal expression, which is especially important when
dealing with dementia patients (Creavin et al., 2016). Another common similar mental disorder
case in the public is the temulence caused by the eager of drinking extreme amount of alcohol.
The CAGE questionnaire has been used in many clinical populations to successfully screening
for alcoholism (Porter et al., 2016). Compared with other diagnosis tests like the Michigan
Alcohol Screening Test and Alcohol Use Disorders Identification Test, CAGE is designed to be
a screening instrument with a brief of four questions to make clinical applications easily by
physicians (O’Brien, 2008). Developing those validated instruments requires a lot of background
methodologic work, but they are proved to be invaluable in clinical care for providing accurate
soft measurements (Stott et al., 2017). With certain techniques to convert the results into
quantified data, the researchers could apply those figures to create the model for further analysis
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for the purpose of general review of the system, effective decision making, or prediction of the
future.
But healthcare data analysis not only examines health-related outcomes, but also scrutinizes cost
and the influences of health policies on the healthcare system. In consideration of those, big data
can be a great help for the analysis of the large scale of effects; on the other hand, big data can
also be noisy and inconsistent in the forms and types which could be incompatible for the
research analysis. Lee and Yoon (2017) pointed out the methodologic challenges in leveraging
medical big data for analysis compared to classic statistical analysis. They acclaimed that the
medical data from the daily records, in contrary to data derived from small samples in research
studies, can be both unstructured and structured, and thus are “rarely clean and easy” to interpret
(Lee & Yoon, 2017). With the large size of medical data, it can be difficult to apply any
hypothesis to meet the conditional consistency in reality due to the variety nature of the data,
which resulting in the situation that the conclusions from the analyses can only be seen as
hypothesis-generated outcomes (Lee & Yoon, 2017).
Meanwhile, apart from the original method to gather data for a research study, the utilization of
big data only for the research could also be difficult in case that the data available may not match
the types of measurements required by the researchers (Lee & Yoon, 2017). But more
importantly, from the statistical approach, sometimes important information about the data is not
clear due to the unconfined data sources, such as their underlying distribution, and details of
their provenance (Lee & Yoon, 2017). Of course, the utilization of big data for research is a great
option for scientists, but the path is full of challenges as well (Lee & Yoon, 2017).
However, the situation could be different along with the target for marking use of the data. As
we mentioned above, the healthcare data is primarily for the billing issues and aimed to solve
the problems between patients and insurance companies. Thus, though big health data could be
noisy in most of cases, there is still an exception that when it comes to health finance. With the
availability of large healthcare cost datasets, the general questions about healthcare finance can
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be answered, such as issues about the impact of healthcare spending on health outcomes (Gallet
& Doucouliagos, 2017). For example, Lee & Choi (2016) conducted an analysis of Texas
hospital data and found that higher spending on health information technology (HIT) was
associated with higher hospital revenue (Lee & Choi, 2016). The health policies applied on a
large scale could depend on or be evaluated by such analysis, for example, the impact on state
budgets after the ACA was implemented, which brought about the national Medicaid expansion
(Sommers & Gruber, 2017).
Analyzing the large healthcare datasets to deal with the issues about the health policy in the US
requires the development and application of new approaches and methods. The inadequacy of
the suitable models drives the research analysts to review all the methods in relations to statistics,
mathematics and applied econometrics. Although the ITS analysis remains popular, it is,
certainly, not the elixir to all the issues and even cannot be used universally for time series data
due to the limitations of the methodology approach and the data needed (Bernal et al., 2016;
Cruz et al., 2017, 2019; Pape, et al., 2013). Researchers start to delve the existing methods, and
fit the data into new models to meet the requirements in current society. For example, regression
discontinuity (RD) models have been developed to assess discontinuity after the implementation
of a new health policy with the assignment of a cutoffs or thresholds around the intervention
happens (Heckley et al., 2018; Moscoe et al., 2015), and difference-in-difference (DID) analyses
could be used to assess time series data by the differential effects between a “treatment group”
and a “control group”(Wing et al., 2018).
Overall, although big data cannot provide all of the measurements needed for the healthcare
analyses, there is a great deal of contributions made to promote the progress in the field. With
the digging into such large datasets, it has provided an opportunity for analysts to discover the
unknown and find out the underlying trends by the development of new methods which could
make use of the big data for the interest of the research. With much progress has been made over
the challenges faced, there are plenty of opportunities for the future.
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1.2 RATIONALES AND OBJECTIVES
1.2.1 Research Direction
For the current society, with the trend of universal healthcare, there are more and more
investment into the market of healthcare from both the public and the private. As mentioned
above, there are a vast amount of data stored in the database. Thus, only the efficient and
effective methods could help the decision makers to utilize the data, and find out the inherent
factors or relations to evaluate and determine a trustworthy venture.
With regard to the studies based on big data in the health research, typically, it involves the
design of the models at a basis of a large scale, for example, on the level of originations or
nations, other than the individual level. Thus, the focus of healthcare studies is normally placed
on the ability to handle such a large dataset. With the development of the computerized power
and techniques, the worries over the capability of algorithm calculation are no longer the
conundrum as before and nearly removed from the consideration of the researchers at the start
of the design of the models.
Meanwhile, there is a trend of studies based on the time series data for the investigations on the
influences over the population. However, the observances of the data are still measured at a
given point with the estimates or aggregated by a group of individuals under the contexts, which
may limit the generality of the results and hinder the ability to apply onto other situations.
Therefore, even deal with the big data, the classification of the data by the empirical experience
is still needed to keep the consistency of the results for certain group of people with same
characteristics.
With regard to the healthcare industry, big data analyses have the unique features including the
various forms, multiple resources, detailed information and long data life cycle(Hong et al.,
2018). Despite the random data received from the Internet, the authenticate data source from the
governments and organizations also puzzled the research fellows due to the disorder and
irregular information contained. For example, with regard to the data size, big data in healthcare
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exceeded 150 exabyte in 2011 alone( Raghupathi & Raghupathi, 2020). The development of the
technology also carries a convenient system for data record which brings about the exponentially
increased data volume.
In face of such large amount of data, the first challenge faced by the researchers is to identify
the key influential factors with regard to certain disease, symptoms or patients’ reactions in the
healthcare system. One of the most complex subjects is the psychological outcomes after certain
traumatic injuries, such as the burns. Other than the physical healing which could be monitored
by the observances and existing data from medical records, the psychological and emotional
wellbeing is not easy to interpret by the obvious data on the table, especially for the children and
adolescents. With the development of data management techniques, the measurement of the
intangible feelings from the patients could be assessed by the quantitative methods. For example,
there was a systematic review done in 2021 to synthesize the findings wholly depending on the
articles from the Internet, which suggests the symptom of likely PTSD with the anxiety and
traumatic stress shown from the victims (Woolard et al., 2021).
However, the general review based on web database could not show the decisive factors. As a
result, the issue of heterogeneity meaning preclude the possibility to conduct a meta-analysis
due to the ambiguity and scattered content of the information provided. In this perspective, the
analysis based on the big data should be not only random enough to cover the traits of the public,
but also specific to illustrate the affected factors to enhance the analysis results.
Another issue for big data from the studies is the varying along with the time goes by. Simple
screening of the data from the internet can only capture the information for particular period.
However, in healthcare industry, the research subjects are mostly under the shifty mode such as
the symptoms of the sickness, the effects of treatments, or the influences of certain policies or
regulations. With the process of the regression of the time series data points separately from the
normal and treatment groups, the successive magnitude of certain changes caused by the
interventions could be derived by the econometric model to show the influential factors and
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effects over the time periods. Furthermore, the result derived from the model could be capable
of making future estimates as an exemplary case study. With regard to the public health research,
difference in difference (DID) model is well established for the causal inference with high
credibility among the researchers (Wing et al., 2018b). Also, DID designs are feasible for the
public health research in most of the time, depending on the data collection through a broad
scope of surveys and official databases, for instance the study of the comparison on the influence
of Massachusetts health reform done by Kolstad & Kowalski (Kolstad & Kowalski, 2012).
With the clear time point of change (e.g., the policy reform) and the control group as standard
baseline, DID could be seen as the best suitable methods to find the causal factors and the
relationship over a large set of time series data. However, with the development of the
technology and the cognition of the empirical information in the mindsets, researchers attempt
to supplement the subjective predictive factors into the algorithm to derive a more accurate
forecast with more thorough consideration of the known facts. At the same time, during the
analysis of the time series data on a large scale, there exists the case with abrupt changes without
any clue about the explicit time point or the magnitude. Thus, the empirical methods of Bayesian
methods combined with the ITS (interrupted time series) was introduced by Prof. Lee in
1977(Lee & Heghinian, 1977). With the proper assumptions set in the paper, the model could
derive the time change point and magnitude within the time series data itself.
In general, after the review of the past works, the usage of the big data has been pervasive in
multiple fields and becomes more and more important in the research. It expedites the new
inventions and the whole system of the healthcare. As the average lifespan of the humans is
prolonged, the quality of life and needs for the effective and efficient healthcare delivered are
the main issues that have to be settled urgently. Though the researchers could take advantages
of the big data for the reform of the new system, there are still cases as listed that the ultimate
outcomes are not the same as expected by the decision makers. The review of the big data could
generally present the problems. However, there is still lack of methods to target the influential
factors precisely. Thus, during the literature, the general direction of this research thesis is
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established to find out the valuable factors hidden under the big data. In other words, the original
idea is to solve the problem about the effective and eligible factors which take actions to the
outcomes of the healthcare system.
1.2.2 Research Rationales
With regard to the healthcare system, it involves the organization of people, institutions or
facilities, and resources to supply the healthcare services to meet the health demand of the target
populations. Though the system is still formed by the supply (e.g., physicians, hospitals, nurses
etc.) and demand (e.g., the patients), the planning cannot be distributed among the market
participants due to the fundamental nature of human rights in this case. Thus, the efforts from
governments and organizations are necessary for the delivery of the healthcare services under
planned to the targeted populations (White, 2015). Also, to achieve the purpose of the desired
health coverage, the World Health Organization (WHO) acclaims the importance of the
economic, fiscal and political management systems that should make concerted efforts along to
support the well operation of the health services.
For any system, the flaws could be magnified by the abrupt disastrous event, and to the
healthcare system, it may come from the incurable disease, the virus or the flu like Covid-19.
The wave of the Covid infections could put some hospitals into the edge of the collapse, with
the overwhelming patients against limited medical care resources (Emanuel et al., 2020). After
the attacks by delta and omicron variants, the functions of the hospitals have to be cut a bit with
retractions to the emergencies and elective procedures, leaving most of efforts to the treatment
for Covid-19. The shortage of workforces and explosions in the medical expenditures render the
system into a distress and may be capsized with significant damages, hypercritically, without
any immediate and meaningful interventions.
However, the existing systems in the US were already in difficult position as shown in statistics.
Comparing with the largest investment in healthcare spending with around 17% of GDP, the
evaluation of the system is ranked at the bottom based on performance metrics and the average
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premium for the insurance coverage, even for public insurance like Medicaid, has lifted up to
more than 30% over the last ten years (Neiman et al., 2021).With the review of the past
performance of the healthcare system, the stress of Covid only expedites the vulnerability of the
system, including the accessibility, efficiency, and the outcome of the treatment. The latest
replacement of Obamacare unveiled the willingness and efforts from the federal government to
strengthen the insurance system by the expansion of the coverage for the general public, but
ended into a failure with a waste of resources.
In the meantime, one assumption for all the failure of the medical reforms could be formed as
that the ultimate purpose of the politicians is to reduce the financial burden of the poor in face
of the health hazards, with the transmission of the bills to the general public as a whole, to share
the burden, through the insurance and the federal pool of fundings under the limit of the budget.
On the contrary to the proposed reaction from the public and the desired results expected, the
outcome of the deployment of the policy turned out to be unsatisfactory to the public. It may
indicate that there are certain factors that should be much more important than the expansion of
the coverage, in order to level up the standard of the healthcare system, which somehow is ruled
out from the decision makings. Since one of the advantages for the big data and machine learning
is to be used to discover the hidden the factors, with regard to the previous failure, the first step
of the applications should be focused on the eligibility of the identified elements in relations to
the research subjects, or the aspects of the system that needs the improvement.
The analysis of the key factors for certain phenomenon is widely applied as a proof for the further
measures to meliorate inferior parts. For example, in the face of the Covid, one special case is
the nosocomial transmission in the high level of the infectious patients. As the nature of the
disease is highly transmitted through respiratory droplets or direct contact, the transmission in
hospital is identified rapidly as the poor compliance of the health workers with recommended
practice codes and lack of isolated area for the contagious patients (Xu et al., 2020). The refined
health management strategies for the enhance of the behaviors including mask wearing and hand
hygiene, eradicated the cases in hospital among the staffs, by January 31st, 2020 (Xu et al., 2020).
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Motivation 1: Thus, in the healthcare system, the outcomes of the measures depend on the
accuracy of the analysis of the impacted factors, affecting the quality of the healthcare, and the
effective and efficient treatment of the illness.
Following the example shown above, the reforms of the managements and policies are required
to tackle to the influential factors or loopholes, to improve the contexts or environments for the
transformation into a refined status. With the past review of the reforms, the evolution of the US
healthcare system gains a great progress since the first attempt in 1933 by Franklin (Manchikanti
et al., 2017). Against the previous opposition to the universal healthcare, Medicare and Medicaid
were proposed by Lyndon B. Johnson with Social Security Act in 1965, with the original intent
to retract the influence of Federal government on clinical medicine (Altman & Frist, 2015).
However, with the development of the Medicaid and Medicare, the original weakness has been
delt with by a series of changes on the issues of the regulatory oversight and unfettered payment
(DeWalt et al., 2005). With the enhanced access to the elderly and the poor, there are 111 million
patients that received the medical treatments, accounting for 1 trillion dollars in total (Altman &
Frist, 2015).
All the influence of the major creation of policies, both governmental and private, that exert
upon the healthcare delivery, are based on the healthcare reforms, which indicates the
importance and precautions required for the application on the large scale of populations. Among
all the influential factors, the changes could be explored deeply, beneath the newly enacted
legislations and policies, and many of them could be seen as initiated by the economic realities
(Conklin, 2002).
Since healthcare sector accounts for 24% of government spending and health insurance is the
largest component of nonwage compensation, the US economy and the healthcare industry are
interrelated with each other seriously (Raghupathi & Raghupathi, 2020). The performance of the
healthcare reforms is also proposed or evaluated in the economic view. We take a retrospective
look at the ACA due to the most comprehensive and monumental change in the history of
healthcare policies after the enactment of Medicaid and Medicare in 1965. In 2010, David Cutler,
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Karen Davis, and Kristof Stremikis conducted analysis on the performance of the health reforms
in the view of the overall health expenditures for the family (Cutler et al., 2010). In their paper,
the appraisal of ACA was quite positive in case of the reduction in the health expenditure, the
coverage of the insurance for the poor, and the affordability and accessibility to the whole system,
with a bold estimation of reduction of healthcare spending by $590 billion over 2010~2019
(Cutler et al., 2010). Comparing this paper, seven years later, another study was done by the
groups of researchers from Harvard Medical School, and revealed the opposite opinion on ACA
(Manchikanti et al., 2017). With regard to greatness of the ACA, the paper viewed the Act as a
failure to expand the insurance coverage by infringing the benefits from working- and middleclass people through the Medicaid, and the success in the reduction of healthcare budget did not
take into account of the change of the circumstances, which shall be turned out eventually (Cutler
et al., 2010).
Due to the large scale and the severely impact from the policy reforms on the public, for the
realization of the comparison and evaluation of the performance of certain proposal from
decision makers, Social Security Act ordains a special privilege for the HHS Secretary to waive
almost any Medicaid requirement for certain state to carry out a demonstration project to be
supposed to facilitate the objective of the Medicaid programs, such as the Texas’ health and
human services (HHS) programs, Medi-Cal 2020 and Massachusetts Section 1115
Demonstration Waiver (Holahan et al., 1995; Stimpson et al., 2020). However, most of the
waivers could not put forward to enact on the national basis. With the consideration of the failure
in ACA, the successful influence on the state only may indicate that there are missing factors,
other than the waiver itself, concurrently contribute to the effectiveness of the Medicaid program.
Since the demonstration of the waiver is based on limited number of hospitals or areas, the
longitude data should be acquired to track the changes and decisive factors for the reasoning of
the effectiveness, or not, of certain attempts for the policy reform, which could be a preemptive
strategy for the ratification of the Act on the national basis.
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Motivation 2: Due to the large scale of implication of policy reforms on national basis, Waiver
1115 provides the alternative option to evaluate the changes and identify the affecting factors in
the circumstances by the comparison in the econometric models, with the involvement of the
control and treatment groups.
With the comparison of the past attempts by the decision makers, the results could be the lessons
drawn for the evaluation and ratification of the future proposals, and the federal government
could take the tested new approaches in case of any emergency. Compared with the wellprepared policy reform tackle with the capability of experiment on control areas, for the
healthcare system, there are also the challenges in a sudden and unpredictive mode with massive
disastrous impact on the whole population, for example, the abrupted breakouts of the Covid-19.
The pandemic of Covid-19 virus has already tested the capability of the health system worldwide
and paralyze the normal function of the hospitals with a flux of patients, especially the cases for
in-hospitals transmission, which further weaken the ability to deal with the situation (Yen et al.,
2020). Unlike the previous two situations mentioned above, there are short of the comparison
group for the analysis of such a large pandemic incident and the prediction of the future trend is
also likely impossible with the limited data.
For example, in 2020, with the sparse of the data, the researchers from Hubei, tried to established
the mathematical model to answer some imminent questions, such as the infected rates, the peak
point and the effectiveness of the intervention (Cao et al., 2020). Another group of researchers
identified the trends of the person-to-person transmission in hospital and family settings, mainly
on the geographical aspects (Chan et al., 2020). The studies at the early stage of the pandemic
make unneglected contributions to understand the mechanism of the unknown breakouts and
assist the decision makers to make proper measures to tackle the issue and distribute the limited
resources properly. However, as mentioned in the research by the authors, the data on the
outbreak is insufficient at that time point, and medical means and mathematical models are in a
difficult “exploratory stage” (Cao et al., 2020). The performance of the emergency response at
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that moment is still questionable with a lot of presumptions to make the mathematical prediction
valid.
Meanwhile, other than the unprecedent limited data, another challenge is the lack of the
controlled group to verify the time point and magnitude of the changes. The empirical
information has to be applied, and the trend of time series data is also need to be derived to
enable the difference to appear for the analysis. For this purpose, interrupted time series methods
are widely applied to design for the evaluation of the population-level health intervention,
replacing the role of RCT where it is unfeasible or unethical (Bernal et al., 2016). Also, the
assessment of the improvement of the policies could be conducted to test statistically for the
changes between different time period around an introduction of the intervention (eg., rates of
attention-deficit/hyperactivity disorder [ADHD] medication initiation and health system quality
improvement (QI) interventions) (Hategeka et al., 2020; F. Zhang et al., 2011).
However, the ITS methods depend much on the size of the data and could leverage the interest
of the big data to present the powerful ability in the prediction of the trends before and after an
intervention. As suggested by Zhang et. al., the practical applications of ITS model tend to
enhance the power of the results when the sample size of the data increased, but lead to the
adverse results when autocorrelation increases (Zhang et al., 2011). In addition, the result could
not be improved for any biased increased data sample for either before or after the intervention,
meaning that the designs with unbalanced number of periods impairs the accuracy of the final
results (Zhang et al., 2011).
Thus, with regard to the issue of the newly emerged infectious virus, Covid-19, we have to take
a retrospective view to find the similar cases in the past to fill in the gap of the shortage of the
longitudinal data points due to the time limit of the stage period. With a general view of the
influenza, the viruses that cause Covid-19 and the flu spread in similar ways, between the people
contact through respiratory droplets or aerosols. With sharing traits between the past influenza
pandemic, a potential insight over the future trends of Covid-19 could be projected based on
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known epidemiological parameters and theoretical reasoning(Brüssow, 2021). The past
pandemic, especially for the cases with coronaviruses, like SARS and MERS, could act as a
pattern for the trajectory of the future development, as shown in Figure 1 ( Liu et al., 2020).

Figure 1. A Timeline of Five Pandemics Since 1918 and the Globally Circulating Viruses
Afterward.
With the general view of the spread trends, there are several attempts for scientists to apply the
comparative approach with past breakouts to predict the future trends of the virus, filling in the
gap of the shortage of data points. For example, some scientists took an approach to draw the
data from the historic Spanish flu pandemic for the anticipation of the future possibilities of
Covid 19 (Telenti et al., 2021; Gavrilova & Gavrilov, 2020). Following that research, Harald
projected the research for the track of the development of Covid-19 based on the similarities
with the pandemic of 1889, which was commonly called the Russian flu (Brüssow, 2021).
However, the paradigm selected for the future development of the Covid-19 is restricted by a set
of assumptions, on the research subjects as well as the distribution of the time series data. The
effectiveness of current statistical models is still questionable due to the unconfirmed
preconditions and the impacts.
Motivation 3: When we come over to sudden abrupt interventions, the lack of controlled group
and shortage of historical data renders the infeasibility of traditional techniques. The empirical
studies are also questionable due to the necessary set of reassumptions and the shortage of data
point. Thus, for the development of ITS models, the release of the assumptions with equally
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accuracy could be improved. Additionally, the well-developed methods could be utilized for the
real-life applications, to forecast the development of certain issues, with the analysis of the
historical similar cases.
1.2.3 Research Themes and Topics
For a successful start-up into the high professional sector, the first step from the investors is to
identify the impact factors and the efficiencies of certain measures. In the paper, we shall try to
make contributions to the knowledge of data analytics in healthcare area, which could provide
significant business value. New analytics applications in classical health areas will be presented
in the following three chapters.
With the start of the topic in the classical clinic care, we focus on the relationship between the
outcome of the care quality and the targeted factors. With the survey data gather from the
specified informants, we try to extract the valuable information from the enormous data and
derive the underlying associating effects from the key factors in the healthcare analysis. As the
policy reform is the main channel for the changes applied, the study from this topic in return
could offer the support for the enactment of the policies for the patients’ recovery.
However, even if the policy reforms could be successfully ratified for the identified issues, there
are still obstacles in the assessment of the ultimate performance due to the lack of the rigorous
information. With noises and various forms of data, the true effects of the amendment in policy
could be easy to be hidden away from the decision makers due to the effects of the background
changes in outcomes that occur with time (Dimick & Ryan, 2014). Aiming to explore the issue
of evaluation, the next topic is about the demonstration in the findings about the effectiveness of
the past policy. With the projection of the secular trends, we could identify the deviation about
the severity by the impact of the policy and find out the reasoning behind about adjourning the
policy for the decision-makers.
In addition to the evaluation of the changes by the interventions, like the policy reform as
mentioned, an automatic monitoring system could be much more helpful and sophisticated in
this situation, which trigger my deeper delving to the AI approach in the issue of the changes
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along the time. Thus, the final topic is about the unsupervised machine learning attempt for the
data processing. With the purpose of fitting the model into real-world problems, explorations are
conducted with a few considerations about data features including the most likelihood of the real
data distribution pattern, the way to detect the changes and magnitudes, and the AI alert
mechanism for the abnormities.
With all the three kinds of big data applications, from the specified data, general data to the realtime data, we would like to conduct the research on the specific matters above, including the
identification of the specific factors, the evaluation of the policy influence by DID methods, and
the derivation of an innovative ITS model by the Bayesian method. Thus, the overall objectives
are to,
1) conduct a general review on the CBOQ database and select the best methods to identify the
top-ranking affected factors against sleep quality for the little patients suffering pediatric burns
with involvement of the randomness to achieve the generality among the public;
2) develop a DID model to compare and evaluate the 2005 Medi-Cal Hospital Waiver, project
the influential trend of the policy by the comparison between the control group and treatment
group, and analyze the cause and effect behind it;
3) explored an extension from Bayesian approach on change point and magnitudes estimations
from an ITS data series and proposed a new real-time learning algorithm idea for system
monitoring.
Thus, in order to explore three aspects on health data analytics, this dissertation contains three
research which will be described as below.
Paper 1: Leveraging Study Data to Gather Evidence About Sleep and Burn Recovery in
Pediatric Patients
The first project proposed aims to leverage data collected as part of a research study to better
understand healing trajectories in pediatric burn patients. In the year 2000, the American Burn
Association (ABA) together with the Shriners Hospitals for Children (SHC) published the Burn
Outcomes Questionnaire (BOQ), a validated questionnaire they developed to track the clinical
outcomes of pediatric burn patients (Daltroy et al., 2000). Other authors improved upon this
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original design, and one research group established a longitudinal database tracking burn patients
aged 0 to five with a BOQ calibrated for that age group (Kazis et al., 2002).
Although the BOQ tracks many domains including emotional and behavioral domains as well
as clinical domains, the data have not been leveraged to predict outcomes on these domains.
Pediatric burn patients experience significant symptoms of itching which can severely
compromise their ability to sleep (Jeschke & Herndon, 2014; Schneider et al., 2015; Loey et al.,
2008). This project aims to study the association of factors with the sleep outcomes based on
measurements in the other clinical domains from the BOQ.
Paper 2: Difference-in-Difference Analysis of the Impact of the 2005 1115 Medi-Cal Waiver
on Uncompensated Care Costs in California Hospitals
As described earlier, the Medicaid program is an indigent public insurance program in the US
that is federally-managed and funded, but administered through the states (Altman & Frist, 2015).
In 1962, the US congress amended the law that established Medicaid to allow waivers of section
1115 of the law; these were then called “1115 Waivers” (Altman & Frist, 2015). The “waiver”
was to waive parts of this federal law temporarily to allow for demonstration projects, hopefully
to improve the administration of Medicaid (Harbage & Ryan, 2006).
Each 1115 waiver has its own goal, implementation, and time-limited duration (Moody &
Rosenstein, 2009). The particular analysis proposed studies the impact of the 2005 1115 MediCal Waiver, which took place in California (Harbage & Ryan, 2006). This waiver was unique in
that instead of directly impacting Medi-Cal spending or coverage, it created a federal funding
pool which was then transferred to counties in California, and set up the Designated Public
Hospital (DPH) under state law (Harbage & Ryan, 2006). The purpose of this funding pool was
not to fund Medicaid, but rather, to cover costs of uncompensated care in these DPHs, as these
costs were rather high (Harbage & Ryan, 2006).
The waiver was approved in 2005 and went into effect in 2006 (Harbage & Ryan, 2006). It is
hypothesized that this waiver may have caused the total amount expended for uncompensated
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care in the following years at these DPHs to rise at a greater rate than total amounts of
uncompensated care in similar hospitals in California that were not DPHs. It is also hypothesized
that the 2005 1115 Medi-Cal Waiver did not impact Medicaid spending, since it was not intended
to do this. A DID analysis of HCUP data will be used to answer these questions (Card & ShoreSheppard, 2004; Shore-Sheppard, 2008).
However, from the modelling comparison, the outcomes show the significance of the reforms
on the all three measurements, including the reduction in the usage of the emergency room, the
lower expenditures for the hospital bills, and the length of the stay from the patients. Thus, the
effects of the act in the policy need to be reevaluated for the future development of the healthcare
system.
Paper 3: Explore Upon Interrupted Time Series Analysis by comparing Normal Prior and
Exponential prior Distribution
As we described earlier, to monitor the impact of a system change over time, for example, a new
healthcare policy implementation or a new infectious virus emerging in the community, an ITS
analysis can be very useful. However, one assumption behind the ITS approach is that data at
each time point follow a normal distribution (Lee & Heghinian, 1977). In this study, we extended
this method for practical application with both normal and exponential distribution as priors, and
discovered practical computing issues from the previous theoretical method. Thus, data
transformation is necessary. We also extended the previous one-change estimation method to
multiple points estimations through a simulation demonstration, with a further exploratory idea
in the transformation of the methods to the applicability of AI.
1.2.4 Research Impact in Business
In the service sector, the customers’ satisfactions are the ultimate measurement standard for the
success of a business. With the focus on the analysis of the healthcare data, it could make the
direct influences onto the classical clinical treatments. Through the data analytical methods, the
decision makers could differentiate the important aspects from various factors to improve the
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effectiveness or comprehensiveness of current treatments. As a result, the better services could
reduce the cost of consequence care, leading to better patient (customer) satisfaction.
In addition to the improvement in the clinical treatment service, there is one key motivation to
choose the healthcare sector to reveal the political impact, that the trend of the business
development strategies for healthcare organizations are changing in an era of reform.

“Healthcare organizations really have to have a handle on where their
business is going, and they need to ask the critical question, 'What areas will
require additional investment and growth--and what activities will we no
longer be able to support?'" says Michael Sachs, chairman and CEO of Sg2,
a healthcare analytics company in Skokie, Ill. "Under reform, hospitals will
make less money in the areas where they have traditionally made money,
and services that have not been profitable in the past will become even less
profitable. Hospitals should be taking steps now to forecast what their
volumes will be, where they will experience growth, where they should invest,
and where they should partner.” (Williams, 2011)

As a result of the reform, more key influential factors will be identified by the decision makers
to enhance the care system, meanwhile, a comprehensive health insurance would like to emerge
to lead an increasing number of Americans who will be under coverage. The healthcare providers
have to evaluate the emphasis on value-based care and a coordinated patient care experience, by
both the policy-and market-driven, due to the impact on their business opportunity.
Thus, the business decision makers are facing a growing demand for both clinical and
administrative information in order to comply with policy and customer-specific requirements.
It is a time to adapt the findings for the healthcare context and direct the future path for the fund
flow.
The more profound problem is the expectation that an observed change in an indicator can be
reliably attributed to a particular intervention, the policy, the pandemic or the company.
(Yelnikova & Kwilinski, 2020) A reliable way to judge the actual effectiveness of the
intervention from the presents of the indicator’s changes could help the decision makers to attract
the fortune from the markets and lead the market to amplify the influence in a desired way.
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In consideration of one kind of the special negative intervention, the abrupt crisis, there are
always threats and opportunities at the same time. For the investment portfolio in the rapid pace
of life, it is not only the choice of the investors to innovate business models, but also engage in
more mundane adaptation in response to external changes. (Saebi et al., 2017) With the
continuing spread of Covid-19, the government is trying to build and restore the economy. In
face of the public health crisis, health systems always take their first steps toward preparing for
service payment and delivery reform. Carefully analyzing the time points about when the
changes would affect the economy and developing a comprehensive business investment plan
in response will be critical to an organization's success.
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Chapter 2: Identify the Leading Factors Associated with Sleep Problems in Pediatric
Burns: The Multicenter Benchmarking Study
2.1 INTRODUCTION
Traumatic events are part of many people’s lives. Though the majority of people show resilience
in coping with them, a substantial minority of the victims develop a trauma-related mental
disorder, referred to as post-traumatic stress disorder (PTSD) (Koenen et al., 2018). Among the
symptoms of this disorder are sleep disturbances – a core reflection of bodily dysfunction that
can follow a serious injury or accident (Germain et al., 2005). Based on the research, there is a
close relationship between mental health and sleep quality as improvements in sleep quality lead
to great improvements in mental health (Scott et al., 2021). Meanwhile, poor sleep quality brings
costs, estimated to exceed $100 billion USD per year, with the majority of the expenditure
targeting indirect costs, such as poor performance, increased healthcare utilization, and a higher
chance of accidents (Wickwire et al., 2016). With more and more awareness of the importance
of sleep quality, there are also policies and regulations in place developed by authorities in some
industries to take into account the relationship between sleep and performance, especially in
regard to safety.
Compared with the costs thus stated, effective evidence-based treatments are not expensive and
could generate massive savings (Layard, 2016). Relatively speaking, rather than problems
among adults, the care and treatment of pediatric patients is of even greater importance due to
the physical and mental growth they need to realize. Thus, the classical care research as described
at the beginning of this chapter focuses on sleep problems in children to determine the key factors
giving rise to the effects of given treatments. Further, the increasing trend towards psychological
care along with physical treatment is bringing opportunities for a return on investment in terms
of providing a good night’s sleep (Layard, 2016).
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A. Sleep in Children
High-quality sleep is the most important contributor to a person’s quality of life, especially for
children (Jackowska et al., 2011). As past studies on physiology have proved, the growth rate of
children when sleeping is three times higher than when awake. The role of growth hormone in
bodily health is to promote the growth of bone, muscle, connective tissue, and viscera. Secreted
by the pituitary gland at the bottom of the brain, more of this hormone is secreted while we sleep
than when we are awake (Dagan-Friedman et al., 2001). During sleep, the body is focused on
storing energy and raw materials. At the same time, the body’s circulation, breathing, urinary,
and other physiological activities and metabolism are at a lower level. All the body’s bones and
muscles are in a state of relaxation, which reduces energy consumption and induces a state of
profound rest. Sleep affects both our physical and mental health. Researchers at the Stanford
Research Institute conducted two telephone interviews with parents of 8,000 children. The
results show that good sleep habits are strongly positive in promoting children’s mental
development (Brooks, 2016). In general, quality of sleep has a great influence on children’s
development.
According to the National Sleep Foundation’s Guidelines on Sleep for Children, children aged
3~10 should on average sleep between 10 and 12 hours a day. The younger the child, the more
sleep he/she needs. For example, 3-year-old children should sleep more than 12 hours a day and
6-year-old children should have at least 10 hours a day. A follow-up study of 915 children in
Massachusetts by the Harvard Medical School showed that children who slept less than 12 hours
a day before age 2 were twice as likely to be overweight at age 3 as compared with those who
slept 12 hours or more (Sassin et al., 1969). A group of researchers at the University of London
collected sleep data from 2,076 children aged 4 to 16 in the Netherlands. They found that
children with sleep deprivation were more likely to engage in aggressive behavior and also had
problems such as hyperactivity disorder, poor self-control, and a tendency to be easily distracted.
They were prone to be irritated in terms of mood regulation and were more likely than those who
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were not sleep-deprived to engage in aggressive behavior and to develop anxiety and depression
as adults (Spiegel et al., 2000).
Low-quality sleep affects every aspect of a child’s future development, physically and mentally.
Firstly, lack of sleep can affect height. The period from birth to the age of 6 is of great importance
in brain development relative to cognitive, communicative, and social and emotional
development. Growth hormone release peaks between 10:00 p.m. and 1:00 a.m. every day,
which is the time that children should be in deep sleep (Brooks, 2016). But sleep deprivation
will lead to a decline in growth hormone secretion such that children may manifest serious
problems such as low stature and mental retardation as a result. Additionally, lack of sleep affects
mood and intelligence. From a state of sleep deprivation, a child can become angry and cry
loudly as a consequence with negative effects on his/her mental health throughout the day. A
survey conducted over multiple years by a prevention and treatment research center in Nancy,
France, showed that children’s sleep is closely related to their intellectual development. Sleep
duration is very important for children aged 7 to 8 years old (Maume, 2013). For children who
slept less than eight hours a night, 61% could not keep up with their lessons, and the other 39%
could only achieve the average score. In comparison, only 13% of the children who slept for
about 10 hours a night couldn’t keep up with their lessons whereas 76% were middle-achievers
and 11% were very good at their lessons. Children who lack sleep often demonstrate language
disorders, such as stuttering. This is because sleep is closely related to brain development and
intellectual development. Scientific experiments have confirmed that sleep plays an important
role in promoting brain development and improving thinking ability. The body’s position can
effectively change the blood flow of the brain, such that in the recumbent position this blood
flow is usually seven times as much as in the standing position. Students who lack sleep for a
long time also often experience insufficient nutrition, so that they tend to appear listless and
irritable, experience a loss of appetite, and show poor physical condition and poor learning
efficiency. Koulouglioti et al. (2008, 2014) studied the association of adequate sleep and
unintentional injury for children between 18 months and 4 years old. This longitudinal study (N
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= 278) shows a significant association between adequate sleep and medically attended injuries.
Children without enough sleep tended to have a higher number of injuries as compared with
those in the opposite condition (Koulouglioti et al., 2008, 2014). A systematic review by Chaput
et al. (2017) shows that longer sleep is associated with better body composition and mental
development, including emotional regulation, whereas shorter sleep duration is associated with
injuries(Chaput et al., 2017). This review covers 69 studies with 148,524 subjects across 23
countries. It should be noted here that burns are a common injury for younger children. The
studies focused on sleep problems following a burn injury are reviewed in the next section.
B. Sleep in Burn Injury Patients
A sleep disorder manifests in almost every patient who has survived a significant burn injury.
Raymond et al. (2001) confirmed poor perceived sleep quality after a burn injury and found a
strong association between sleep quality and acute pain from the injury. There are a lot of
explorations of sleep disturbance treatment in the clinical field. For example, Jaffe et al. (2004)
provided some suggestions on both non-pharmacologic and pharmacologic types, such as
stimulus control, sleep restriction, cognitive and light therapy for non-pharmacologic treatment
and medications, including hypnotics, antidepressants, and melatonin, for pharmacologic
treatment. The cause of the sleep disturbance can arise from mental and psychological factors
and/or physiological and environmental factors (Riemann et al., 2010). Li Zongyu et al.
investigated the relationship between severe burns and sleep deprivation with a sample of 120
patients with severe burns. Under the premise that the difference between the scores of the test
group and the control group on the Pittsburgh Sleep Quality Index (PSQI) before treatment was
not significant (P>0.05), the PSQI score of the test group was found to be significantly lower
than that of the control group after proactive treatment (Li et al., 2015). The result shows that
patients with severe burns can experience a significant improvement in sleep quality after
proactive treatment such as psychotherapy (Li et al., 2015). In a retrospective study of children
with a burn with acute stress disorder, 60% of the subjects suffered from nightmares and 56%
had difficulty falling asleep (Robert et al., 1999).
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C. Challenges of Treating Sleep Symptoms in Pediatric Burn Patients
Sleep disorders in children after a burn injury have been a concern since as early as 1993 with
the observation of at-home sleep disorders among 82 children and adolescents with an average
age at initial burn injury of around 4.2 years old. Rose et al. (2001) reviewed the studies of
children with burns and suggested that contributing factors to changes in sleep be organized
according to two broad categories: pathophysiological responses to the injury, pain and patient
experience (Rose et al., 2001). They also pointed out that severe burn injury induces a
hypermetabolic state, resulting in peripheral wasting that depletes the substrates necessary for
tissue repair from the burn—and reduces the production of growth hormone. Improved sleep
quality can help address what can be a severe reduction in growth hormone, thereby reducing
the effect of the hypermetabolic condition and facilitating recovery from the burn injury. In
young burn patients, Mayes et al. (2013) found that dramatic reductions in rapid eye movement
sleep, slow wave sleep, and sleep efficiency as compared to the control group that persist for
years following the burn injury (Mayes et al., 2013). Drawing on the Young Adult Burn
Outcome Questionnaire (YABOQ) dataset, Lee et al. (2017) conducted comprehensive research
on the risk factors for long-term sleep problems (Lee et al., 2017). The result shows that better
sleep is associated with better outcomes in all domains (P < .05) with the exception of fine motor
function, although this association became significantly more apparent in the longer term.
D. Measuring Sleep Symptoms
Sleep can be assessed in many different ways, principally sleep quantity, quality, architecture,
and schedule (Sadeh, 2015). Physical measurements can be taken by polysomnography in a sleep
laboratory and by ideosomnography and actigraphy at home (Sadeh, 2015). Non-biological
measures can be gathered through subjective reports such as a sleep diary, questionnaire, or
validated sleep measurement instrument (Sadeh, 2015).
Validated instruments have been developed to measure sleep symptoms. One typical example is
the Pittsburgh Sleep Quality Index (PSQI), which is a self-report instrument consisting of 19
questions posed to the respondent and five questions posed to a bed partner or roommate
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(Luyster et al., 2015; Rener-Sitar et al., 2016). The self-administered portion consists of 15
multiple-choice items and four write-in items; the multiple choice items ask about frequency of
sleep problems, patterns of medication use, and overall sleep quality experienced in the previous
month (Rener-Sitar et al., 2016). These 15 items are combined into a set of seven scales, each of
which reflects a sleep disturbance domain. All the items are scored with a system coded from 0
(representing no difficulty) to 3 (representing severe difficulty) (Rener-Sitar et al., 2016).
Luyster and colleagues reviewed four screening and evaluation tools for sleep disorders in older
adults, including the PSQI (Luyster et al., 2015). They also evaluated the PROMIS (PatientReported Outcomes Measurement Information System) Sleep Disturbance Scale, the Epworth
Sleepiness Scale (ESS), and the Functional Outcomes of Sleep Questionnaire (FOSQ) (Luyster
et al., 2015). The researchers found that all are self-report and all include validity and reliability
testing. The only differences of consequence pertain to the number of items and the domain
considered. For number of items, for example, the FOSQ has 30 items, but the ESS has only 8
question items (Luyster et al., 2015). For domain, for example, the PROMIS measures sleep
quality, sleep depth, and satisfaction with sleep over the previous week, whereas the ESS
assesses subjective daytime sleepiness (Luyster et al., 2015).
However, assessing sleep in children is a particular challenge (Luyster et al., 2015). The method
selected depends on multiple factors including the specific assessment goals or clinical questions,
the child’s age, and the availability of measurement instruments (Luyster et al., 2015). One
systematic review in the field for measuring sleep duration in children and adolescents found
that self-report sleep measurement instruments have adequate reliability and validity
(Nascimento-Ferreira et al., 2016). However, a review focused on the use of sleep measurement
instruments calibrated from adults to children for self-reported sleep characteristics found that
many past studies had not accounted for validity or reliability in children (Erwin & Bashore,
2017).
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Also, there are additional challenges for self-reported sleep disturbance for children who are
preverbal. To counter this issue, the Children’s Sleep Habits Questionnaire (CSHQ) was
developed (Bonuck et al., 2017). Intended for use with all children, this questionnaire has been
validated in multiple pediatric patient groups (Bonuck et al., 2017; Johnson et al., 2016; Owens
et al., 2000). The CSHQ comprises 33 items that elicit parental report of behaviorally based and
medically based sleep concerns (Bonuck et al., 2017). It has been found to have sufficient
validity and reliability (Bonuck et al., 2017).
E. Measuring Clinical Outcomes in Adult Burn Patients
Burn injuries substantially affect patients in physiological, psychological, and psychosocial
ways. Burn patients are typically treated in specialized burn centers (Ray et al., 2017). Over time
based on medical research, burn treatment has improved and the mortality rate of burn patients
has decreased. However, a quarter of patients aged 45 to 64 years old still die after a severe burn
injury, and it is also the case that burn survivors experience significant morbidity (Ray et al.,
2017). Burn centers are among the first healthcare organizations to put a primary focus on pain
management and restoration of body function for burn-injured patients, and these centers have
also developed approaches to surgical palliative care (Ray et al., 2017).
A severe burn injury places significant physiological stress on the patient, and there is a postburn
hypermetabolic response that can last up to a year (Ray et al., 2017). Timely fluid resuscitation
after a burn injury is the cornerstone of acute burn care, and one of the few treatments that is
evidence-based (Ray et al., 2017). The challenge is to keep the patient hydrated but not
overloaded with fluid, because of risks associated with edema and other negative outcomes of
fluid imbalance (Ray et al., 2017). For example, edema in the respiratory tract could cause upper
airway obstruction, which occurs in 20 to 33% of hospitalized patients with an inhalation injury
(Ray et al., 2017). Skin grafts can be used to improve skin recovery, but they come with
disadvantages such as physiological stress from excisions, pain, and blood loss (Ray et al., 2017).
This situation has been shown to cause pain, anxiety, post-traumatic stress disorder (PTSD) and
depression (Ray et al., 2017).
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Considered the most critical of all the factors, burn pain is characterized as one inevitable phase,
including neuropathic pain (Ray et al., 2017). Itching (pruritus) is a common problem, and one
study found that the prevalence of mild to severe itching in burn patients is as high as 87% (Van
Loey et al., 2008). Itching along with pain can lead to sleep disturbances (Ray et al., 2017).
Recovery in burn patients must be measured, therefore, with the various domains and phases
taken into consideration. Clinical data on burn patients are available to benchmark healing as are
evaluation instruments. One example is the Chelsea Critical Care Physical Assessment (CPAx)
tool, which has been modified for physical assessment during burn recovery (Corner et al., 2015).
Other physical recovery evaluation tools have been used in adult burn patients, including the
Functional Independent Measure (FIM), the Barthel Index (BI), and the Functional Assessment
for Burns (FAB) (Corner et al., 2015). For mental recovery, the Life Impact Burn Recovery
Evaluation (LIBRE) profile is used to assess the social participation of burn survivors (Kazis et
al., 2017).
With respect to pediatric burn patients, many cannot self-report their experiences due to their
age. For this reason, the American Burn Association (ABA) and the Shriners Hospitals for
Children (SHC) worked together to develop an evaluation tool to benchmark recovery in
pediatric burn patients. Ultimately, they wanted not only to be able to measure the progress of
pediatric burn patients, but to have an evidence-based measurement tool to facilitate research
into ways to improve treatment (Daltroy et al., 2000).
I. Initial Effort
To begin developing their evaluation tool, eventually called the Burn Outcomes Questionnaire
(BOQ), the authors invited a group of experts to generate a set of items to measure relevant burn
outcomes (Daltroy et al., 2000). The experts were composed of clinicians with a focus on
pediatric burns, epidemiologists, and statisticians. The questionnaire was designed to track the
recovery progress after discharge from care units of child and adolescent burn patients (younger
than 18 years of age). After the release of this questionnaire, child/adolescent patients and their
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parents were enrolled in a cross-sectional study (Daltroy et al., 2000). The participants comprised
patients from 5 to 18 years old and their parents as follows: for patients in the 5- to 10-year-old
age group, only a parental report was collected, but for patients in the 11- to 18-year-old age
group, both a parental report and a patient report were collected (Daltroy et al., 2000). Internal
reliability scales ranged between 0.75 and 0.93 for the children and their parents, suggesting that
the instrument is reliable (Daltroy et al., 2000).
The researchers reviewed the literature to determine which questions to include, and as a result,
decided to include three physical function scales – upper extremity function, physical function
and sports, and transfers and mobility – already developed by the Pediatric Orthopedic Society
of North America (POSNA) (Daltroy et al., 2000). New scales were developed specifically to
measure burn outcomes (Daltroy et al., 2000) in order to fulfill the following functions: assess
function in neck and shoulders, measure pain symptoms, measure itching symptoms, assess
attitude towards appearance, measure emotional health, measure social function, evaluate
compliance with regimen, measure school reentry, measure satisfaction with services, assess
satisfaction with current clinical status, measure level of family disruption, and assess level of
parental concern (Daltroy et al., 2000). For the newly developed scales, ten items from other
published measures were adopted (Daltroy et al., 2000).
Based on these items, a questionnaire was developed for parents/guardians to answer questions
for children between 5 and 18 years old. A separate adolescent version was created for selfreport aimed at children above 11 years old. Both questionnaires were piloted with 50
participants in 1996 (Daltroy et al., 2000).
After the questionnaires had been developed, a comprehensive study was conducted to assess
their reliability and validity (Daltroy et al., 2000). Pediatric patients aged 5 through 18 years and
their parents were recruited from eight burn clinics (Daltroy et al., 2000). The patients differed
greatly in terms of the severity of the burn injury sustained and the time that had passed since
being discharged from the hospital (Daltroy et al., 2000). All consenting participants completed
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the questionnaire at each clinic visit, and a random subset of participants completed it again two
days later to estimate test-retest reliability (Daltroy et al., 2000). Another random subset of
participants also completed the Child Health Questionnaire Parent Form (CHQ) to provide an
estimate of a gold standard for validity testing (Daltroy et al., 2000). As a cross-sectional
investigation, the study did not have a purpose of determining whether these parameters are
sensitive to change (Daltroy et al., 2000). However, the fact that the study included patients at
different levels of healing suggests that it could be useful for longitudinal measurements (Daltroy
et al., 2000).
The study sample consisted of children from age 5 to 18 years. For patients in the 5- to 10-year
age group, only a parental report was collected, but for patients in the 11- 18-year age group,
both a parental report and a patient report were collected (Daltroy et al., 2000). Internal reliability
scales ranged between 0.75 and 0.93 for the children and the parents, suggesting that the
instrument is reliable (Daltroy et al., 2000). Test-retest reliability was demonstrated, and validity
was demonstrated by comparing results to the CHQ (Daltroy et al., 2000). However, factor
analysis was not formally used in this study, as it was not described in the data analysis methods
(Daltroy et al., 2000). Later, in the results, it is mentioned that exploratory factor analysis (EFA)
was used (Daltroy et al., 2000), suggesting that the authors did not have any pre-specified factors
(Daltroy et al., 2000). The results of the factor analysis showed that the three physical scales
drawn from the POSNA clustered and performed but that no other global scales could be
developed from the instrument (Daltroy et al., 2000).
Although this study was useful in many ways, there were still questions about the initial version
of the BOQ that it could not answer (Daltroy et al., 2000). First, it was not known how well the
BOQ works with younger children as the patients ranged in age from five to 18 years (Daltroy
et al., 2000). Second, it was not known whether the BOQ results would be sensitive to clinical
changes over time (Daltroy et al., 2000). Therefore, subsequent studies were conducted on the
BOQ to answer these questions (Daltroy et al., 2000).
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To assess subject validity, participants also completed the Child Health Questionnaire (CHQ)
for comparison (Daltroy et al., 2000). The CHQ measures health in children in the general
population, not in specific patient groups such as burn patients (Landgraf et al., 2018). The
analysis comparing the BOQ results with the CHQ results showed validity on overlapping
domains (Daltroy et al., 2000). Also, the authors found the BOQ scales to be reliable and valid
for assessing function in patients with burns and these scales and are sensitive to changes in
function over time (Daltroy et al., 2000).
II. Continuing Effort
After the development of the initial version of the BOQ, the same research group proceeded to
study another version of the BOQ aimed at assessing burn patients from birth to five years of
age. This version of the BOQ was named the Health Outcomes Burn Questionnaire for Infants
and Children (HOBQIC) (Kazis et al., 2002). A 55-item instrument was tested at eight burn
centers on pediatric burn patients in this age group, 184 baseline surveys were collected, and 131
participants also completed an assessment six months later (Kazis et al., 2002). The authors also
gathered data from a comparison group of 285 healthy children who had not suffered a burn
injury (Kazis et al., 2002).
Again, internal consistency reliability scores were high, ranging from 0.74 to 0.94 (Kazis et al.,
2002). The authors also tested for clinical validity by comparing the results from their instrument
to clinical measures, such as length of stay, time since burn injury, percent of body surface area
burned, clinician assessment of burn injury severity, and number of comorbidities (Kazis et al.,
2002). They found the tests of clinical validity to be significant in the hypothesized direction for
these measures (Kazis et al., 2002). The authors also found the instrument to be sensitive to
changes in clinical status through their analysis of follow-up data (Kazis et al., 2002).
III. Multi-Center Benchmarking Study (MCBS)
The Multi-Center Benchmarking Study (MCBS) is a multicenter long-term cohort study of
children and adolescents aged zero to 18 years with a burned area from small to large being
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treated at one of four burn centers and followed for a period of up to four years (Kazis et al.,
2012). The assessments collected include the BOQ and the Short-form Psychosocial
Questionnaire (Kazis et al., 2012). In 2012, when the article presenting the design of the MCBS
was published, the follow-up rates were as high as 65% (Kazis et al., 2012). The authors were,
therefore, able to develop recovery curves for selected BOQ domains (Kazis et al., 2012).
IV. Young Adult Burn Outcome Questionnaire
The Young Adult Burn Outcome Questionnaire (YABOQ) was developed by the same research
team and tested in a five-year prospective multicenter study with adults who had suffered a burn
injury and healthy adults aged 19 to 30 years (Ryan et al., 2013).
Designed to assess 15 factors, the instrument had internal consistency ratings of 0.72 to 0.92 and
was tested for reliability (Ryan et al., 2013). The authors developed recovery curves for adult
burn patients for five domains: itch, perceived appearance, social function limited by appearance,
family concern, and satisfaction with symptom relief (Ryan et al., 2013).
V. Current Analysis
In this chapter, we study the sleep-quality problem based on 9 years of CBOQ data collected
from 2001 through 2009 in a longitudinal cohort multicenter study of pediatric burn patients
treated at burn centers located in Boston, Massachusetts; Cincinnati, Ohio; Galveston, Texas;
and Sacramento, California. The dataset comprises a baseline assessment of and follow-up
questionnaire data on 378 children with burn injuries aged zero to four years at admission to the
burn center. Their parents were asked to complete the Children Burn Outcome Questionnaire
(CBOQ) at baseline and every six months after discharge from the care unit. The patients were
followed for four years to assess their recovery status. More details about the CBOQ are provided
in the methodology section.
Classical statistical models, such as linear regression and logistic regression models, are the main
analytical tools used in past studies on burn injuries and sleep disturbance research. Through
these regression models, we study the association of outcome variables such as overall
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assessment of sleep with different independent variables, including pain and fine motion.
However, the multicollinearity problem occurs when independent variables are highly correlated,
for example, all the factors in the CBOQ data. The estimation of the regression models is affected
by this problem, especially for explanatory models. Although regularization regression models,
such as LASSO and ridge regression, can help with the multicollinearity problem by selecting
or panelizing independent variables, the model structure may not be suited to the purpose of the
analysis. In this study, we are interested in applying a new machine learning algorithm, the
Random Forest method, to study factors relating to sleep quality in pediatric burns to overcome
this multicollinearity challenge associated with clinical study.
VI. Traditional Methods
When quantitative approaches are used to study the connection between clinical status and sleep
disturbances, typically clinical status is measured using either biological or self-report data
whereas sleep symptoms are measured using self-report data by way of surveys or instruments
(Smagula et al., 2016). A typical example of this kind of study is one in which a group of patients
with obstructive sleep apnea (OSA) were studied for their risk factors for comorbid insomnia
(Cho et al., 2018). Questionnaires were used to measure clinical characteristics, such as
hypertension, diabetes mellitus, and hyperlipidemia, and the PSQI and ESS were used to
measure sleep quality (Cho et al., 2018). Other instruments were used to measure other clinical
status variables. After presenting descriptive statistics, the authors used a logistic regression
approach to fit a model where insomnia status was the outcome (yes/no) and the other clinical
and demographic covariates were the predictors (Cho et al., 2018). To answer the research
question, the logistic regression model was interpreted and odds ratios (ORs) for each
independent variable were used to compare the magnitude of the influence on the risk of
insomnia in this patient population (Cho et al., 2018).
Although this approach is typical, it has certain limits. One set of factors that challenge
researchers using this approach is choosing which independent variables to measure and
incorporate into the model. The order in which covariates are incorporated and the modeling
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process itself can change the results and so these considerations are important in selecting the
final logistic regression model (Bursac et al., 2008). Another challenge has to do with analyzing
data about the same participants that have been collected over time, i.e., longitudinal data. These
data have a time-to-event component, and logistic regression cannot include the time portion;
however, survival analysis approaches can (Greenland & Mansournia, 2015). Still, using
survival analysis approaches leads to other questions, such as whether or not to conduct a
parametric analysis, and if so, which distribution to use (Greenland & Mansournia, 2015). It has
been observed that different ways of modeling the same data can produce different answers, and
a consensus has yet to be reached on how to avoid this problem (Bursac et al., 2008).
VII. Using Decision-Tree Approaches
As described in the previous sections, when scientists pose a question about predicting sleep
disorders, they typically use some type of regression to answer it. This regression often has a
parameter associated with it: for example, linear regression assumes a normal distribution and
has other assumptions attached (Fan et al., 2017). On the other hand, non-parametric approaches
are available, such as decision tree analysis, more formally called classification and regression
tree (CART) analysis (Lemon et al., 2003).
In public health and medicine, CART has not been used as much as traditional regression
methods, but it has been explored in medicine for predictive models. It has been applied more
often for biological predictions than predictions of behavior, which is an open area for research
(Lemon et al., 2003). Models produced by CART result in the identification of more than one
mutually exclusive and exhaustive subgroup; these subgroups each share common
characteristics that influence the status of the dependent variable (Lemon et al., 2003). The visual
output created by a CART analysis is a multilevel structure that resembles a tree with branches
(Lemon et al., 2003).
With a CART analysis, the dependent variable must be designated first (Lemon et al., 2003).
Next, a set of independent variables, called “splitting” variables, must be listed, as these will be
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used in the CART analysis to create the subgroups (Lemon et al., 2003). The first node (Node 1)
in CART – referred to as the “parent” node – “consists of the entire dataset” and is used to
designate a classified group (Lemon et al., 2003). Then, the CART process examines all the
independent variables with respect to their relationship to the dependent variable and selects the
independent variable that results in binary groups which are most different from each other for
the value of the dependent variable (Lemon et al., 2003). That independent variable becomes
Node 2, and the dataset is then “split” into two subgroups at that node (Lemon et al., 2003). The
two subgroups are “child nodes” of the “parent node” (Lemon et al., 2003). This process
continues until all the independent variables are exhausted; the final nodes, referred to as
“terminal nodes,” represent mutually exclusive subgroups with similar characteristics in the
group, and each subgroup has a specific relationship with the dependent variable (Lemon et al.,
2003).
Of course, this simplistic description does not cover the complexity of the CART process
because there are many details to consider. First, the splitting action is performed by referencing
criteria, and there is no consensus on how to develop these criteria (Lemon et al., 2003). However,
it is possible to calculate a diversity index (also called the Gini diversity index) for each node.
This calculation is followed by calculating the weighted diversity index and then the Gini
improvement measure (Lemon et al., 2003). The higher the Gini improvement measure, the more
different the groups being split at that node with respect to the dependent variable (Lemon et al.,
2003). Using these calculations and looking at the resulting trees can help the analyst determine
the best splitting rules for a given analysis.
Although CART is non-parametric, it still provides an object for statistical inference, which
means that there can be a level of uncertainty and that a classification error can occur (Lemon et
al., 2003). However, this is not obvious in a CART implementation (Lemon et al., 2003). A
common way to approach this is by developing CART on a subset of the data or when enough
data are available to split the data into two sets and then develop CART on one of these. Running
CART on the first dataset will produce a tree (T) (Lemon et al., 2003). Then, a measure of
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misclassification cost called R(T) can be estimated using the remaining dataset (Lemon et al.,
2003). Another approach is to use k-fold cross-validation, where the data are divided into k
subsets and a tree is calculated using data from all but one of the subsets (Lemon et al., 2003).
Next, the tree is applied to the remaining dataset and then R(T) is calculated from this process
(Lemon et al., 2003). This entire process is repeated for each subset (Lemon et al., 2003).
The results produce measures of the classification error, which are then used in “stopping rules”
and “pruning” procedures (Lemon et al., 2003). Stopping rules refer to a priori criteria defined
for the purpose of stopping the growing procedure (Lemon et al., 2003). In this way, the analyst
can manage how large the tree becomes and designate at least a minimal degree of statistical
difference considered meaningful in differentiating between the resulting subgroups (Lemon et
al., 2003). The first stopping rule designated is defining the minimum number of rows
(participants) in the child nodes or the terminal node (Lemon et al., 2003). The second stopping
rule involves defining the maximum number of levels that the tree can reach (Lemon et al., 2003).
This essentially designates the maximum number of independent variables that can ultimately
define each terminal node (Lemon et al., 2003). Finally, the third stopping rule involves setting
the minimum value of the splitting criterion, which can be tuned through iterative applications
of the tree with different parameters (Lemon et al., 2003).
Pruning is also a necessary component of CART. With respect to setting the stopping rules, there
is always the risk of stopping the tree growth too soon such that important associations are
missed (Lemon et al., 2003). With the use of a pruning approach, however, the first step is to
grow a very large tree without any concern for either the many levels and nodes that will arise
or the likelihood that the resulting terminal nodes will have very few rows (Lemon et al., 2003).
Then, with some measure of R(T) used as a proxy for goodness-of-fit, a best-pruned version of
all possible trees can be selected (Lemon et al., 2003). So, to automate the procedure, stopping
rules can be designated, and then a pruning function can be used along with a measure of R(T)
such that the final selected tree will be within a tolerance of R(T) (Lemon et al., 2003). Hence,
stopping rules and pruning strategies are generally used simultaneously (Lemon et al., 2003).
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VIII. Machine Learning
“Machine learning” has become a popular approach to analysis, but using it in healthcare
requires accounting for nuances (Beam & Kohane, 2018). In general, machine learning refers to
a process whereby a program learns to perform a task or make a decision automatically based
on underlying data without explicit programming instructing it in regard to how to perform the
task or make the decision (Beam & Kohane, 2018). In reality, this definition is not very clear,
because even when developing a logistic regression model manually, the analyst relies on some
machine learning processes and some manual processes (Beam & Kohane, 2018). Therefore, in
healthcare, it has been proposed that analysis be viewed as taking place on a continuum of low
machine learning (meaning a high level of human intervention) to high machine learning
(meaning a low level of human intervention) (Beam & Kohane, 2018).
With machine learning in healthcare viewed in this way, the most practical and widely used
approaches tend to be low on the machine learning spectrum (Beam & Kohane, 2018). A CART
model would be higher on the machine learning spectrum compared to logistic regression, as the
former relies on more automation. However, examples do exist in healthcare that are high on the
machine learning spectrum, such as those that use “deep learning models” (Beam & Kohane,
2018). These have been used in the process of resolving images; for example, one model learned
to detect diabetic retinopathy in an image from an extremely large database of photographs
(Beam & Kohane, 2018).
Unfortunately, machine learning models that are high on the machine learning spectrum often
function as “black boxes,” which presents challenges in interpreting and applying results to
healthcare settings (Beam & Kohane, 2018). Another limitation is that the higher the model on
the machine learning spectrum, the more data are needed to create a reasonable or useful result,
and many datasets in healthcare though large are yet not sufficiently large for this task (Beam &
Kohane, 2018).
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These issues might lead the analyst to question why in healthcare settings one would prefer
processes high on the machine learning spectrum over traditional methods, which in comparison
require less data and are easier to interpret (Beam & Kohane, 2018). An important reason driving
the use of machine learning in healthcare pertains to exploring associations that would be missed
in a typical regression (Beam & Kohane, 2018). For example, imagine that an analyst wants to
improve the algorithm developed based on clinical research data in the past that has a purpose
of determining a well-used risk score predictive of a particular disease (Beam & Kohane, 2018).
If these data have been collected for a long time for many patients and other data on the same
patients are available, then a large set of covariates could serve as classifiers for the machine
learning function, and the result could show associations that would never have been
contemplated or tested in a regression model (Beam & Kohane, 2018). This knowledge could
then be used to improve the risk score calculation including by revising it to take account of
these variables (Beam & Kohane, 2018).
Ultimately, machine learning produces classifications, with the question as to how to use these
classifications clinically remaining a challenge (Beam & Kohane, 2018). Importantly, however,
machine learning is typically used in healthcare for prediction, so that any machine learning
model developed should be useful for predicting clinical outcomes in patients, just as a
regression model would be useful for this purpose (Beam & Kohane, 2018).
IX. Random Forest
“Machine learning” and “big data mining” may be among the most popular terms of 2018. As
events relating to, for example, IBM Watson and Alphago (Silver et al., 2016) continue to
ferment, more and more industries are using machine learning and big data mining. In particular,
applications drawing on these are widely used in the medical field, including for the emergency
room, virtual assistants, medical imaging, drug mining, nutrition, biotechnology, hospital
management, health management, mental health, wearable equipment, risk management, and
pathology. We can apply big data analysis in many ways to reduce the cost of healthcare in the
United States (Bates et al., 2014). Google Flu Trends (GFT) is also treated as an apotheosis of
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machine learning in the medical field (Lazer et al., 2014). Recent advances in analytic tools are
expected to expand our knowledge for testing new hypotheses about disease management from
diagnosis to prevention to personalized treatment (Andreu-Perez et al., 2015). Some scholars
have described the potential of big data analytics in healthcare, offering the conclusion that big
data analytics in this context is evolving into a promising field that provides insight based on
very large datasets as a basis for improving outcomes and reducing costs (Raghupathi &
Raghupathi, 2014). Big data will also provide new possibilities for research by enabling access
to linked information from biobanks, electronic medical records, patient-reported outcome
measures, automatic and semiautomatic electronic monitoring devices, and social media
(Ehrenstein et al., 2017). Technical advances in science have broad implications for reproductive
and women’s healthcare (Macedonia et al., 2017). A principled approach called Bayesian
Multitask Learning (BMTL) has been established to support clinical decision-making in
personalized and preventive care (Lin et al., 2017). In general, big data analysis has already had
a profoundly positive impact on the medical field.
The Random Forest algorithm was first proposed by Breiman (Beam & Kohane, 2018). As
highlighted by various empirical studies, this kind of algorithm has emerged as a serious
competitor to state-of-the-art methods such as boosting (Freund & Schapire, 1996) and support
vector machines (SVMs) (Genuer et al., 2010; Lemon et al., 2003; Shawe-Taylor & Cristianini,
2004). Lin and Jeon (2002) established a connection between Random Forests and the adaptive
nearest neighbor method (Jeon, 2002), and Biau and Devroye (2010) developed this line of
inquiry based on those results. Meinshausen and Ridgway (2006) studied the consistency of
Random Forests in the context of conditional quantile prediction(Biau & Devroye, 2010). Biau
et al. (2008) presented consistency theorems for various simplified versions of the Random
Forest algorithm and other randomized ensemble predictors (Meinshausen & Ridgeway, 2006).
Due to the combination of models used, Random Forest produces a better classification effect
than that of the general single classifier. The Random Forest algorithm is not only used for
classification and regression problems, but also as a data dimension reduction method (Biau,
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2012), especially for data with missing values (Hapfelmeier et al., 2014) and noise (Grimm et
al., 2008).
As a nonlinear modeling tool, Random Forest extracts multiple samples from the original sample
by a bootstrap resampling method, then builds a decision tree model for each bootstrap sample,
and combines the predictions of multiple decision trees to obtain the final prediction results by
voting (Breiman, 2001). A large number of theoretical and empirical studies have proved that
this approach has high prediction accuracy and good tolerance for outliers and noise and that it
can avoid over-fitting problems (Ho, 1998). Moreover, the Gini index, which can reveal the
relative importance of variables in constructing the Random Forest, is an important featureselection method that has been used widely in the area of feature engineering (Loh, 2011). Menze
verified that feature selection based on Gini importance can yield the double benefit of reducing
dimensionality and eliminating noise from the classification task (Menze et al., 2009). As an
effective algorithm, Random Forest has many improved versions, which are more suitable for
some specific issues than for others. For example, Amaratunga et al. (2008) proposed an
“enriched random forest” that is effective for DNA microarray data. Also, Random Forest model
has been successfully applied to sparse training sets and out-of-sample prediction, suggesting its
value in facilitating the adoption of synthetic methodology (Ahneman et al., 2018); Sylvester
demonstrate a role for the Random Forest in marker selection across large genomic datasets to
improve assignment for the management and conservation of exploited populations (Sylvester
et al., 2018).
In recent years, Random Forest approaches have been developed rapidly in many countries and
used in many fields, such as engineering (Pal, 2005), ecology (Mellor et al., 2013), and
economics (Patel et al., 2015; Vanderveld et al., 2016). In applications relating to health, the
Random Forest has been applied to many medical aspects. Researchers have explored a range
of areas including the following: state-of-the-art application on single-mode and multi-modal
neuroimaging data to predict Alzheimer’s disease (Sarica et al., 2017); Random Forest and
logistic regression classifiers to study the possibility of using Random Forest-generated class
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conditional probabilities as metrics describing diabetic retinopathy risk (Casanova et al., 2014);
and the use of the Random Forest algorithm to predict heart disease (Sreejith et al., 2016). Further,
researchers have focused on predicting cause of death by training Random Forests to distinguish
between each pair of causes and then combining the results through a novel ranking technique
(Flaxman et al., 2011). Therefore, whether in classification or feature extraction, Random Forest
is being used to great effect in a wide variety of much-needed applications. A detailed
explanation is provided in the methodology section.
The review of the literature shows that sleep disorders are a long-term problem affected by many
risk factors from different domains. There are ongoing efforts to explore the relationships
between these factors and sleep outcomes. With knowledge of these evidence-based associations
with sleep outcomes, care providers can administer treatment that accounts for these such that
patients realize significant improvements in the quality of their sleep. We will apply a machine
learning algorithm Random Forest method to explore associations between various factors for
children at multiple stages subsequent to discharge from a burn unit. We use the Children Burn
Outcome Questionnaire (CBOQ) database to study self-reported sleep problems in burn injury
patients. We explore the influence of 10 outcome domains on the quality of sleep-in children
who are burn survivors at different stages of recovery. With the Random Forest method, we
compare the relative impact of factors on sleep quality at each recovery stage, i.e., at 6 months,
12 months, 18 months, and 36 months. With the shift impacts among factor domains, we can
suggest a targeted care focus at each stage of recovery. Overall, the purpose is to provide more
longitudinal insights into multiple factors that affect sleep quality in order to facilitate recovery
for children with burn injuries.
2.2 METHODS
A. CBOQ Database
In this 9-year (2001–2009) multicenter study, the parents of 378 children with burn injuries aged
0-4 years completed the Children Burn Outcome Questionnaire (CBOQ) over a period of 0 to
36 months after discharge. The patients were from four cities: Boston, Cincinnati, Galveston,
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and Sacramento. The CBOQ and questionnaire consists of 71 questions categorized into 10
domains abbreviated as splay, slang, sfine, sgros, sbehav, sfamly, spain, sapper, ssatis, and
sworry (described in detail in Table 1). Together, these domains take account of all aspects of
the children’s daily performance. For example, splay is used to assess recovery status in regard
to play, such as whether the child is showing interest in playing with others. Slang is used to
assess the effect of the injury on language ability after the burn, such as whether the child can
use one or two words to explain his/her feelings. Sfine is used to assess recovery in terms of the
child’s fine movement after the burn, such as whether or not he/she can wear a zipper top. All
the domain scores were standardized to a mean of 50 and a standard deviation of 10.
B. Items of Satisfaction with Sleep Quality
Overall satisfaction with sleep quality was assessed by the CBOQ item “How satisfied are you
now with your sleep?” This question had five possible responses: very dissatisfied, somewhat
dissatisfied, not sure, somewhat satisfied and very satisfied. Patients who responded with “very
dissatisfied” and “somewhat dissatisfied” were classified as dissatisfied with sleep and the
remaining patients were considered less or not dissatisfied. Previous research has pointed to the
nightmares and other sleep disruptions factor as well as the awakened factor as important in
influencing sleep disturbance. Therefore, we also considered these two factors as sleep quality
outcome measures. The question about nightmares and other sleep disruptions has three response
options: not true, sometimes true, and very true. The question about awakened because of
itching had five response options: none of the time, some of the time, about half the time, most
of the time, and all of the time. The presence of a sleep problem in this study was defined as a
report of at least one of the response choices indicated in bold-face from the two questions as
outcome measures.
C. Factor Selection Method for Affecting Sleep Quality of Children After a Burn Injury
We focused on ranking the importance of our 10 domains (measuring variables) to the variable
of satisfaction with sleep quality (target variable) at different stages of recovery after a burn. Lee
et al. (2017) used mixed-effect generalized linear models (GENMOD) to describe associations
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between variables. More specifically, a logistic model was chosen as the analytical tool to study
sleep quality in patients in the 5- to 18-year age range. The CBOQ data show strong correlations
between independent variables. This high level of intercorrelation introduces a severe
multicollinearity problem in regression models, including logistic models. With this problem,
variance in the coefficients of the independent variables is likely to be overestimated.
Multicollinearity also reduces the robustness to minor changes of the estimated statistics model.
For example, if two highly correlated independent variables are put into the model at the same
time, the sign of the estimated coefficient of the weaker independent variable may not be correct.
Lee at al. (2017) have shown that to avoid the influence of a severe multicollinearity problem, a
simple logistic model can be used to check the effect of each factor domain as a single factor
each time. However, given the factors potentially implicated in the sleep quality problem, we
are more interested in including all of them in the model simultaneously in order to study their
relative effects on the outcome measures.
D. Random Forests in CBOQ Analysis
To overcome this challenge encountered in previous studies, we apply a machine learning
algorithm, i.e., the Random Forest method. The method consists of many decision trees
constructed from sample data. Each tree is constructed by the random sampling method, such
that some samples are selected randomly from all the marked samples. A decision tree is
constructed by using some features of these samples. It can both explain the nonlinear
relationship between variables and prevent over-fitting of the data. More importantly, it can
establish the importance of each independent variable to the target variable. We use Random
Forests with 10 independent variables in the study. And, we use 𝑉𝐼𝑀

(

)

as our statistical

indicator to measure the importance of each independent variable to the target variable.
Before we discuss why we selected the Random Forest for our research, it is necessary to
understand one of its most critical aspects: the decision tree.
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DECISION TREE
As a machine learning method for decision-making based on a tree structure, the decision tree
model consists of a root node, several internal nodes, and several leaf nodes. The leaf nodes are
used for decision-making results, and the other nodes correspond to features of the dataset. The
set of samples in each node are carved up into sub-nodes according to the results of attribute
testing. The root node comprises all the samples, and the path from the root node to each leaf
node corresponds to a decision test sequence.
Root node

Feature1

Feature2

Result1

Feature3

Result2

Internal
nodes

Result3

leaf nodes

Figure 2. A Decision Tree Example
The key to the decision tree pertains to how it selects the optimal partition attributes. For
classification problems, optimal partitioning makes the partitioned samples belong to the same
category as far as possible. Therefore, in constructing the decision tree, it is necessary to
determine the importance of each feature. The more important the feature, the closer it is to the
root node. Three main methods have been developed to construct a decision tree (Table 1).

Algorithm

Table 1 Comparison of Decision Tree Construction Algorithms
Target problem
Tree structure
Feature selection

ID3

Classification

Multi-way tree

Information gain

C4.5

Classification

Multi-way tree

Information gain
ratio

CART

Classification & Regression

Binary tree

Gini index

All the decision tree algorithms in Table 1 are based on a greedy algorithm, considered the best
segmentation method for the data features. These features are partitioned according to the “purity”
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of the result set of all the partitioning operations. The more “pure” the feature attributes, the
better the partitioning operation. Common measurements of purity include the Gini index, the
error rate, and the information entropy. In this chapter, we introduce the CART algorithm based
on the Gini index.
In the classification problem, suppose we have a dataset D: If there are K classes and the
probability of the sample point belonging to k class is 𝑝 , then the Gini index of probability
distribution is defined as

𝐺𝐼 =

𝑝 (1 − 𝑝 ) = 1 −

𝑝

The Gini index represents the uncertainty of the dataset. The greater the Gini index value, the
greater the uncertainty of the dataset. Suppose that 𝐶 is a subset of samples belonging to class k
in D. The function above can, therefore, be changed into

𝐺𝐼(𝐷) = 1 −

|𝐶 |
(
)
|𝐷|

If feature f divides D into two subsets, 𝐷 and 𝐷 , then the Gini index can be changed into

𝐺𝐼(𝐷|𝑓) =

|𝐷 |
|𝐷 |
𝐺𝐼(𝐷 ) +
𝐺𝐼(𝐷 )
|𝐷|
|𝐷|

Then, the information gain for the features, which is the basis of selecting features, is defined as
𝐺𝑎𝑖𝑛(𝐷|𝑓) = 𝐺𝐼(𝐷) − 𝐺𝐼(𝐷|𝑓)
For a given D, the greater the information gain, the smaller the 𝐺𝐼(𝐷|𝑓) and the purer the data
in the result set. And, 𝐺𝑎𝑖𝑛(𝐷|𝑓) is used to describe the importance of the features in the
decision tree algorithm.
In order to explain the meaning of each concept and the process of building a decision tree, we
use a small number of test data. In this case, we extract six samples to construct a decision tree
as D. The extracted data are as follows:
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Play Function

Language

Parents’ Worry

Sleep

Function

Satisfaction

Sample1

56.31523074

57.36787165

30.11193874

No

Sample2

33.43608207

57.36787165

45.97507415

No

Sample3

51.73940101

54.00921133

40.68736235

Yes

Sample4

56.31523074

57.36787165

40.68736235

Yes

Sample5

56.31523074

57.36787165

56.55049775

No

Sample6

38.0119118

37.21590973

35.39965055

Yes

First, we need to determine which feature the root node should be and how to curve up. For
continuous variables, the simplest way to do this is to take the average of the maximum value
and minimum value of the features as the criterion for discriminating. Then, the information
gains of each feature are calculated according to the method described above.
First, the Gini index is calculated:

𝐺𝐼(𝐷) = 1 −

|𝐶 |
|𝐷|

=1−

1
2

−

1
2

=

1
2

For the Play Function, the discriminant point can be calculated as follows:
V(Play Function) = (33.43608207 + 56.31523074)⁄2 ≈ 44.876
For the feature Play Function, divide D into 𝐷 and 𝐷 by V(Play Function), then the Gini
index is updated as

𝐺𝐼(𝐷|Play Function) =

|2|
1
(1 −
|6|
2

−

|4|
1
1
)+
1−
|6|
2
2

−

1
2

=

1
2

Then, the information gain for the feature Play Function can be written as
𝐺𝑎𝑖𝑛(𝐷|Play Function) = 𝐺𝐼(𝐷) − 𝐺𝐼(𝐷|Play Function) = 0
We can get the information gains of each of the remaining features using the same process:
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𝐺𝑎𝑖𝑛(𝐷|Language Function) =

𝐺𝑎𝑖𝑛(𝐷|Parents’ Worry) =

1
10

7
24

The information gain of the feature Parents’ Worry is the largest among the three features.
Therefore, this feature is regarded as the root node and the criterion is V(Parents’ Worry ):
V(Parents’ Worry ) = (56.55049775 + 30.11193874)⁄2 ≈ 43.331
D is divided into 𝐷 and 𝐷 by V(Parents’ Worry ). Then, the iteration continues until the
samples in the partitioned leaf nodes all belong to the same class. The final decision tree is shown
in Figure 3.

Figure 3. Final Decision Tree
After the tree has been built, we calculate the importance of each feature. The formula for
calculating the feature importance of 𝑓 is as follows:

𝑉𝐼𝑀(

)

(𝑓) =

𝑁
𝑁
𝑁
∗ (imp −
(right_imp) −
(left_imp))
𝑁
𝑁
𝑁

We consider all the nodes of feature f: l is the number of nodes containing the feature f. 𝑁 is the
total number of samples. 𝑁 is the number of samples in the node of feature f. 𝑁 is the number
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of samples in the left branch of the node. 𝑁

is the number of samples in the right branch of the

node. Imp means impurity, which is equal to the Gini index. left_imp means the impurity of the
left branch, and right_imp means the impurity of the right branch. For example, the importance
of the three features in Figure 3 is as follows:
𝑉𝐼𝑀(
𝑉𝐼𝑀(
𝑉𝐼𝑀(

)

) (Play

Function) = 0

) (Language

(Parents’ Worry ) =

Function) = 0

6 1 2 3 1
2 3
1
∗ − ∗ − ∗0 + ∗ −0−0 =
6 2 3 8 3
3 8
6

As a kind of integrated intelligent algorithm, the Random Forest, as the name suggests, builds a
forest with many decision trees in a stochastic way with no relationship between any of the
decision trees (Lemmond et al., 2010). A decision tree model for classifying the target variable
Y starts from the original dataset (root node), then splits the root node into branches ending in
child nodes: i.e., the original dataset is split into sub datasets (child nodes) with the values of an
independent variable (branches) according to certain criteria. Then, each new node will further
split according to the same process. A node that cannot be split any further is referred to as a
terminal node (Liaw & Wiener, 2002).
Suppose that our original dataset has a sample size N with M independent variables (features).
Following the general data analytics procedure, we randomly split our original dataset into
training data (S, sample size = n) and test data. For example, 80% of the original data are training
data and 20% are test data. We use the training dataset to perform an analysis and build a model
for our target question (training process) and use the test data to validate/test the model’s
performance (validation/testing process).
After data partition, bootstrap and bagging ideas are used in the Random Forest algorithm.
Bootstrap randomly draws sample data from the training dataset S with replacement for certain
times N, for example 100 times. Then, N sample datasets are generated, each with the same
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sample size as the training dataset S. Bagging takes the bootstrap samples to build N decision
trees by using all M features. The outcome estimation is the average of all the N decision trees.
In the training process, the Random Forest algorithm is very similar to the bagging process for
bootstrapping from training data. However, the Random Forest method in terms of building
decision trees takes into consideration only the subset features, instead of all the features from
the bootstrapping samples in bagging.
In the process of testing, each decision tree in the Random Forest method makes a judgment on
the test data to decide which category they should belong to (classification algorithm). The final
result of the Random Forest is determined by the category most frequently selected by the
decision trees—i.e., by majority vote.
Each decision tree in the Random Forest method is a binary tree, and the root node contains the
original training set (Ishwaran, 2007). With certain criteria, each node chooses a variable that
minimizes the criteria. For example, “impurity” of the post-branching node is selected randomly
from a set of variables as the branching variable, and then divided into left node and right node,
each of which contain a subset of the original training set (Sandri & Zuccolotto, 2010). The node
continues to split similarly until the branch stopping rule is satisfied, at which point growth stops.
The stopping rule is pre-set. For example, stopping the tree when exactly 1 data point is left in
each node is the rule set by Breiman’s Random Forest.
In the process of building each decision tree, two random sampling processes take place, row
sampling and column sampling. Row sampling means that the training dataset of each decision
tree is sampled with random replacement in the original training dataset S r such that there may
be duplicate samples in the sampled sample set. Assuming that the original training dataset has
n samples, the sampled sample size is n. In this way, the training set of each decision tree is not
the same as the original training dataset S, making over-fitting relatively unlikely. Suppose that
each original training dataset has M features, then column sampling means selecting only m
features (m < M) from the original training data as the sampled sample set with the goal of
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enhancing the generalization ability of the Random Forest model. In the Random Forest
algorithm, a decision tree is built on random sample data from both the row sampling and the
column sampling. A decision tree example in a trained Random Forest is shown in Figure 4.

Figure 4. A Decision Trees in the Trained Random Forest Dataset
Suppose that the training dataset S contains n samples and that B decision trees are modeled by
ℎ(𝜃 ) in the Random Forests. The training Random Forest algorithm is as follows:
Training process
Step 1: The sampled sample set 𝑋 , 𝑘 = 1, … , 𝐵, for which the sample size is n, is randomly
selected from the training dataset S with replacement for the 𝑘 decision tree as the training
dataset.
Step 2: The m features are selected from 𝑋 , 𝑘 = 1, … , 𝐵 as the input of the training process.

The prediction process of the Random Forest is as shown in Figure 5:

Figure 5. Prediction Process of Random Forest
Given the parallel integrated learning method called bagging, the prediction function of the
Random Forest can be written as
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𝐻(𝑥) = arg 𝑚𝑎𝑥

𝐼(ℎ (𝑥) = 𝑌)

where H(x) is the prediction of x, I is the indicator function, K is the total number of trees, and
Y is the target variable for classification.
ADVANTAGES OF THE RANDOM FOREST METHOD
The purpose of this chapter is to present a general picture of the issue of the relative priority of
the leading factors. The volume of the datasets and the multitude of the causal effects make the
Random Forest a more suitable method than others. It is a powerful and one of the most
successful machine learning algorithms for general-purpose classification and regression (Biau
& Scornet, 2016). As random decision trees are produced in the model, this versatility can be
used to deal with large-scale problems with the return of the measures of variable importance
(Biau & Scornet, 2016). With regression and classification, the predicted outcomes from the
Random Forest could also be more accurate than the outcomes produced by other decisionmaking methods.
As mentioned above, one advantage of the Random Forest method is that it can demonstrate the
importance of different variables. It could be seen as the implicit feather selection by the
introduction of “Gini importance,” which is the general indicator of feather relevance (Menze et
al., 2009). The mechanism in the methods is triggered by “impurity” as an important criterion of
node splitting in each decision tree. The typical method for calculating impurity is the Gini index,
which is the basis for calculating the importance of each variable VIM. The statistical indicator
𝑉𝐼𝑀

(

)

, representing the average change in the node-splitting impurity of the 𝑗

variable in

all decision trees in the Random Forest, can be a criterion for evaluating the importance of
different variables (Janitza et al., 2013). A detailed account of the calculation process is
presented as follows:
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𝐺𝐼 represents the Gini index. Assuming there are M features 𝑋 , 𝑋 , 𝑋 , … , 𝑋 , we have the Gini
index of each feature in node m:

𝐺𝐼 =

𝑝̂

(1 − 𝑝̂

)

where the parameter K indicates K categories for classification and 𝑝̂

represents the

proportion of samples in category K in node m. The importance of feature 𝑋 in node m pertains
to the change of 𝐺𝐼 in node m after branching. The calculation process is as follows:
𝑉𝐼𝑀

(

)

= 𝐺𝐼 − 𝐺𝐼 − 𝐺𝐼

where 𝐺𝐼 and 𝐺𝐼 respectively, denote the Gini index of two new nodes after splitting from node
m. If the variable 𝑋 appears M times in the 𝑖

tree, then the importance of variable 𝑋 in the 𝑖

tree is

𝑉𝐼𝑀

(

)

=

𝑉𝐼𝑀

(

)

Above all, the Gini importance of variable Xj in the Random Forest is defined as the average of
all importance from each individual tree:

𝑉𝐼𝑀

(

)

=

1
𝐵

𝑉𝐼𝑀

(

)

where B is the number of Random Forest classification trees.
The 𝑉𝐼𝑀

(

)

is widely used in estimating the importance of variables in data mining. When

variables are continuous and uncorrelated, the estimation of 𝑉𝐼𝑀

(

)

is unbiased.

Meanwhile, as a computationally extensive and robust data mining technique, the Random
Forest can accommodate large sets of proposed variables to identify factors associated with the
outcome of interest, which means it has credibility in the derivation of the results (Menze et al.,
2009). With the process of self-adjustment through the aggregation of the results from individual
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trees, the Random Forest reduces prediction variance and improves overall prediction accuracy.
It also leads to feature-selection ability in terms of predictive performance, which allows the
Random Forest algorithm to fit with a relatively large number of predictor variables (Han et al.,
2019). For example, Samuel, Onisimo and Elhadi (2015) proved that there is strength and
reliability in terms of the internal accuracy estimate built into the Random Forest ensemble
classifier (Adelabu et al., 2015). As an ensemble method, the Random Forest extends the scope
of the study area to considerations of achieving improved performance with high-dimension data,
as shown in the success of this method as applied to predicting pandemic outbreaks (Cheng et
al., 2020). Thus, in view of its prediction effect and stable performance, the Random Forest is a
new kind of machine learning algorithm that performs better than many single predictors and
integrated forecasting methods.
COMPARISON WITH SOME OTHER ALGORITHMS
Among the machine learning algorithms, there are some outstanding methods that return
excellent performance in dealing with sparse data and deriving inherent features to label the class
of the data. We describe some of the methodologies to illustrate their pros and cons next.
Support Vector Machine (SVM)
The Support Vector Machine (SVM) is a supervised learning model with associated learning
algorithms for classification and prediction (Ray, 2019). For both linear and non-linear
classification, SVMs can perform very well, mapping the input of data into the feature spaces.
Given its insensitivity to the number of examples, this method can avoid a false “low error rate”
and can handle problems with huge difference in size between classes (Drucker et al., 1999).
Also, with high generalization of the data, SVMs can avoid the risk of overfitting in most cases.
However, compared with the decision tree methods, SVMs require much more memory and a
significantly longer calculating time. Further, the method’s internal algorithm is not effective
against noisy data(Zhang et al., 2005) Thus, given our objective focused on individual factors
and untrained datasets, the method is not well-fitted to our study.
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K Nearest Neighbor
Following the SVM, another supervised learning model, K Nearest Neighbor (KNN), is also
evaluated for this research. As a non-parametric supervised learning algorithm, KNN is widely
used in classification and regression problems. As the algorithm relies on the term of distances
to distinguish units, normalization is well suited to problems with units of different scales and
always performs well.
The single criterion for classifying the data indicates the robustness of the model with regard to
interference. However, it also has a downside in calculating the neighbor distance k (Amra &
Maghari, 2017). With regard to unknown units or large training sets, KNN requires a lot of
computational power. Additionally, its results become less accurate in the face of increased noise
and irrelevant factors (Baf et al., 2013). Like the SVM, this method requires significant time to
perform calculations and the level of accuracy it achieves is not consistent as described.
K Means Clustering
In addition to considering the supervised learning algorithms, we also considered unsupervised
methods for large-scale data mining, for example, K means clustering. This method can be used
to cluster unlabeled datasets into groups and can be efficient in the face of time complexity (Song
& Yan, 2017). However, to make it work, researchers must address the problem of k under time
complexity O (K*n*d) (Ray, 2019). Also, the size and density of the data have to be matched
(Ray, 2019), which is not possible with sufficient confidence for the dataset in our study. It is
for this reason, that we did not select this method for the present work.
We chose the Random Forest as our primary method from among all the supervised learning
algorithms given that it performs better than the other methods in importance ranking, as
described. Also, the precision of our results could be improved by a model with multiple running
frequency and averaged variances by multiple decision trees to balance heteromorphic factors.
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2.3 RESULTS
N = 378 burn survivors who participated in the CBOQ surveys. The number of subjects in each
sleep quality satisfaction group over time is shown in Table 2. The approximate distribution of
the outcome of nightmares and other sleep disruptions and the approximate distribution of
awakened because of itching are shown in Table 3 and Table 4. From Table 2, we can see that
the proportion of burn survivors dissatisfied with their sleep quality decreases as time passes.
We can see, too, that the number of survivors expressing satisfaction with their sleep quality also
decreases. We should note here that lots of respondents dropped out of the study at the later stage
of the 4- year follow up. The results show that the survivors’ burn injuries had a strong effect on
their sleep quality during the early stage of the rehabilitation period. Table 3 shows that at
different stages of rehabilitation, the factor of nightmares and other sleep disruptions, even
though the degree of influence shows a downward trend, has a great effect at different times. At
the same time, this factor has a continuous influence on burn survivors’ sleep quality in the early
stage of the rehabilitation period. Compared with the factor of nightmares and other sleep
disruptions, the factor of awakened because of itching shows a strong effect early in the
rehabilitation period but with that effect falling significantly with the passing of time.
Table 2 Factor of Awakened Because of Itching for Pediatric Burn Survivors as Time Passes
Details
Domain
Corresponding
Name
Definition
Questions
The level of influence on the condition and state of
Play Function
Language
Function
Fine Motors
Function
Fine Motors
Function

q2-q6

children when playing
The level of influence on children’s language

q7, q20, q21, q22

expression after burn
The level of influence on children’s petty movement

q8-q12, q23, q24

after burn
The level of influence on children’s great movement

q13-q19

after burn
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Details
Domain
Name

Corresponding

Definition

Questions

The level of influence on children’s Emotions and

Behavioral

q25-q33

Function

behaviors after burn
The level of influence on children’s effects on family

Parents’

q34-q38

Worry

after burn
The level of influence on children’s feelings of pain

spain

q39-q45

sapper

q46-q48

ssatis

q49-q53

and itch after burn
The level of influence on children’s appearance after
burn
The level of influence on children’s parents’
satisfaction after burn
The level of influence on children’s parents’ worries

Parents’

q55-q56

Worry

after burn

Table 3 Satisfaction with Sleep Quality of Children as Time Passing
Satisfaction
Months After Burn
with Sleep

6

12

18

24

36

241(0.822)

194(0.826)

156(0.843)

149(0.871)

76(0.864)

52(0.178)

41(0.174)

29(0.157)

22(0.129)

12(0.136)

Quality
Satisfied
Dissatisfied

Table 4 Factor of Nightmares and Other Sleep Disruptions of Children as Time Passing
Nightmares
Months After Burn
6

12

18

24

36

Satisfied

190 (0.657)

156 (0.670)

130 (0.695)

124 (0.734)

61 (0.718)

Dissatisfied

99 (0.343)

77 (0.330)

57 (0.305)

45 (0.266)

24 (0.282)

Table 5 Factor of Awakened Because of Itching of Children as Time Passing
Itching
Months After Burn
6

12

18

80

24

36

Satisfied

252 (0.866)

217 (0.923)

178 (0.952)

162 (0.959)

85 (0.988)

Dissatisfied

39 (0.134)

18 (0.077)

9 (0.048)

7 (0.041)

1 (0.012)

Variable

Table 6 Demographic Information of Pediatric Burn Survivors
Pediatric Burn Survivors (n=378)

Average Age

2.2

Sex, %
Male

59.7

Female

40.3

White

60.1

Black

18.8

Hispanic

12.4

Other

8.7

Boston

34.8

Cincinnati

18.4

Galveston

22.9

Sacramento

24.1

Race, %

Location, %

For the 378 pediatric survivors, the average age was 2.2 years and 59.7% were boys and 40.3%
were girls. In relation to race, 60.1% were white, 18.8% black, and 12.4% Hispanic. A total of
34.8% of the pediatric survivors were treated at the Shriners Hospital for Children in Boston.
We use a Receiver Operating Characteristic (ROC) curve (Figures 6, 7, and 8) to show the
effectiveness of the Random Forest classifier implemented on the CBOQ. Considering three
outcome measures – Sleep Dissatisfaction, Nightmares and Other Disruptions, and Awakened
by Itching – we compiled the Random Forest classifier with different parameters, to determine
the sensitivity of the data to respective labels.
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Before we started, we randomly assigned 75% of the original data as a training set and 25% as
a test dataset. The ROC result is shown in Figures 6, 7, and 8: the AUC for predicting overall
satisfaction is 0.59, the AUC for predicting nightmares and other sleep disruptions is 0.7, and
the AUC for awakened by itching is 0.91.

Figure 6. ROC Verification of the Random Forest Classifier (Sleep Dissatisfaction)

Figure 7. ROC Verification for the Random Forest Classifier (Nightmares and Other
Disruptions)
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Figure 8. ROC Verification for the Random Forest Classifier (Awakened by Itching)
In order to more fully demonstrate the effectiveness of the Random Forest algorithm, we
conducted bootstrapping with 1,000 iterations on data splitting and simulated their ROC curves
from the Random Forest result.

Figure 9. ROC Curves for the Random Forest Classifier with 1000 Validations (Sleep
Dissatisfaction)

Figure 10.

ROC Curves for the Random Forest Classifier with 1000 Validations
(Nightmares and Other Disruptions)
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Figure 11.

ROC Curves for the Random Forest Classifier with 1000 Validations (Awaken
by Itching)

From the simulation in Figures 7, 8, and 9, we can conclude that for Nightmares and Other
Disruptions and Awakened by Itching, the Random Forest shows good prediction ability,
especially for the first of these. However, for overall Sleep Dissatisfaction, the Random Forest
is less effective.
The influence of ten factors on three key outcomes at different timepoints is summarized in
Tables 10 to 14.
Table 7 Influence of 10 Factors on Sleep Dissatisfaction at Different Stages
Months Since Burn (Satisfaction with sleep quality)
6

12

24

36

0.072

18
VIM
0.067

Domain
Play

0.067

0.079

0.084

Language

0.089

0.091

0.075

0.069

0.052

Fine Motor

0.118

0.115

0.095

0.108

0.041

Gross Motor

0.089

0.061

0.045

0.029

0.042

Behavior

0.114

0.122

0.140

0.164

0.148

Family Concern

0.102

0.089

0.101

0.118

0.112

Pain

0.133

0.126

0.153

0.091

0.113

Appearance

0.069

0.084

0.068

0.086

0.087

Satisfaction

0.124

0.138

0.132

0.109

0.133

Worry

0.094

0.103

0.123

0.147

0.188
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Table 8 Influence of 10 Factors on Nightmares and Other Sleep Disruptions at Different
Stages
Months Since Burn (Nightmares and Other Sleep Disruptions)
6

12

24

36

0.079

18
VIM
0.053

Domain
Play

0.064

0.066

0.035

Language

0.068

0.078

0.067

0.051

0.039

Fine Motor

0.072

0.092

0.091

0.081

0.071

Gross Motor

0.059

0.055

0.043

0.039

0.064

Behavior

0.169

0.186

0.222

0.269

0.250

Family Concern

0.150

0.085

0.160

0.147

0.149

Pain

0.134

0.115

0.102

0.073

0.077

Appearance

0.084

0.083

0.075

0.063

0.109

Satisfaction

0.097

0.136

0.113

0.104

0.092

Worry

0.102

0.091

0.074

0.106

0.113

Table 9 Influence of 10 Factors on Awakened Because of Itching at Different Stages
Months Since Burn (Awakened because of Itching)
6

12

24

36

0.041

18
VIM
0.039

Domain
Play

0.066

0.041

0.069

Language

0.056

0.064

0.049

0.055

0.132

Fine Motor

0.068

0.067

0.064

0.074

0.057

Gross Motor

0.048

0.050

0.038

0.065

0.024

Behavior

0.086

0.096

0.089

0.063

0.091

Family Concern

0.091

0.093

0.089

0.095

0.140

Pain

0.343

0.325

0.389

0.344

0.223

Appearance

0.061

0.039

0.075

0.078

0.120

Satisfaction

0.115

0.105

0.095

0.092

0.070

Worry

0.066

0.120

0.074

0.093

0.074
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In order to observe the time-varying relationship between the importance of each factor and the
three labels, we drew line charts to show the development of each domain’s importance relative
to the three labels over time.
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As we can observe from Figures 12 to 14, it is hard to compare the importance trends of different
factors over time because (1) the absolute value of VIM is small and (2) VIMs at different time
points are not comparable. Moreover, what we are really interested in is the relative importance
rankings of the different factors rather than the absolute value of the importance of each factor.
From this point of view, we should present importance in a more appropriate way. A reverse
coding technique is employed here, by sorting the factors in descending order according to the
value of VIM and then using the rank number as the reverse coding of the factors. Number 10
means the most important, whereas number 1 means the least important. For example, in the 6
month, the importance value of Pain is the highest of the ten factors, so after reverse coding, the
corresponding importance value changes into 10. And, for Play, which has its lowest VIM value
in the 6

month, the importance value changes into 1 after reverse coding. The rank table for

different factors for the three target variables and the development of the importance value of
different factors for the three target variables are shown in Table 10 to 12:
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Table 10 Rank of Influence of 10 Factors on Sleep Satisfaction After Reverse Coding
Months Since Burn (Satisfaction with sleep quality)
6

12

18

Domain

24

36

Rank

Play

1

2

2

3

4

Language

3

5

4

2

3

Fine Motor

8

7

5

6

1

Gross Motor

4

1

1

1

2

Behavior

7

8

9

10

9

Family Concern

6

4

6

8

6

Pain

10

9

10

5

7

Appearance

2

3

3

4

5

Satisfaction

9

10

8

7

8

Worry

5

6

7

9

10

Table 11 Rank of Influence of 10 Factors on Nightmare Disruption after Reverse Coding
Months Since Burn (Nightmares and Other Sleep
Disruptions)
6

12

Domain

18

24

36

Rank

Play

2

3

2

4

1

Language

3

2

3

2

2

Fine Motor

4

7

6

6

4

Gross Motor

1

1

1

1

3

Behavior

10

10

10

10

10
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Family Concern

9

5

9

9

9

Pain

8

8

7

5

5

Appearance

5

4

5

3

7

Satisfaction

6

9

8

7

6

Worry

7

6

4

8

8

Table 12 Rank of Influence of 10 Factors on Awakened Because of Itching After Reverse
Coding
Months Since Burn (Awakened because of Itching)
6

12

18

Domain

24

36

Rank

Play

5

2

2

2

3

Language

2

4

3

1

8

Fine Motor

6

5

4

5

2

Gross Motor

1

3

1

4

1

Behavior

7

7

7

3

6

Family Concern

8

6

8

9

9

Pain

10

10

10

10

10

Appearance

3

1

6

6

7

Satisfaction

9

8

9

7

4

Worry

4

9

5

8

5
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A. Influence of 10 Factors on Sleep Dissatisfaction
Table 7 and Figure 12 show the importance of 10 factors for overall satisfaction with sleep
quality over time. The relative importance of each domain varies across the stages. The results
show that the 10 factors are very close in terms of relative importance at the early stage. In other
words, the 10 factors are similarly important to satisfaction with sleep quality at this point. With
the passing of time, however, the relative importance of the factors show a divergent trend. It is
evident that children’s parents’ worries, children’s emotions and behaviors after a burn, and
children’s parents’ satisfaction take on a higher level of importance as time passes. However,
the condition and state of children when playing, their language expression, and their great
movement show a lower level of importance in relation to satisfaction with sleep quality as time
passes. The rest of the factors show significant fluctuation over time.
B. Influence of 10 Factors on Nightmares and Other Sleep Disruptions
Table 8 and Figure 13 show the importance of 10 factors for nightmares and other sleep
disruptions over time. The results of the analysis give rise to some interesting findings. We know
that nightmares and other sleep disruptions may be a principal factor in poor sleep quality. We
can see from our results that some of the factors that affect the waveform, such as fine motor
function and parents’ worry, show the same change relative to the trend. At the same time, fine
motor function is shown to be an important domain at different stages. Family disruption shows
as more important in the last stage. The ranks of the importance of the rest of the factors fluctuate
as time passes. But they show as less important in comparison with fine motor and family
concern as discussed.
C. Influence of 10 Factors on Awakened Because of Itching
Table 9 and Figure 14 show the ranking importance of 10 factors on the factor of awakened
because of itching over time. The result shows that the pain factor, as the most important domain,
shows great influence on the factor of awakened because of Itching over time. It shows a trend
of first increase and then decrease. But it is still be the most important domain affecting to the
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factor of awakened because of Itching at different stage over time. Even though the rest factors
are strongly fluctuated with each other over time. But they are not as important as pain factor.
D. Comparison of Selected Factors Between the Beginning and End of the Study
In order to develop a better understanding of the importance trend of different factors over time,
we compared selected factors on the basis of their rank at the beginning of the follow-up and at
the end of the follow-up, as shown in Figures 18, 19, and 20.
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Generally speaking, the factor importance rankings change as the patients’ condition improves
over time. Factors that were important at the beginning of the study had become less important
by the end. For example, for the sleep quality problem, the issue of pain and the satisfaction
function are the top 2 most important factors at 6 months after the burn injury was sustained.
However, when 36 months have passed, their importance has diminished. After 36 months
following the burn, the problems of behavior function and parents’ worry become the leading
factors in terms of importance, which should be noted by care providers.
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However, there are exceptions, such as the behavior function and family concern factors for the
problem of nightmares and other sleep disruptions. These two factors remain the top 2 most
important factors at both 6 months and 36 months after the burn injury. This result indicates
that care providers should concentrate more on these two factors throughout the recovery period
for children experiencing nightmares and other sleep disruptions.
The importance rank trend of all factors for different problems are also set out in Figures 21,
22, and 23. Although the ranks of different factors go up and down at different time points after
a burn injury, a pattern can still be discerned. Physically oriented factors such as pain, fine
motor function, and gross motor function started with a high level of importance for sleep
quality, whereas they became less important in this regard at the later stage of recovery.
However, mentally or we could say emotionally oriented factors such as parents’ worry,
concerns with appearance and the satisfaction function turn out be more important at the later
stage as compared to their ranks at the early stage of recovery. In other words, given that care
providers are limited in the time and effort they can dedicate to any patient, it would be
advisable for them to focus more on the physical factors at the early stage of recovery and pay
more attention to emotional factors at the later stage of recovery to support sleep quality.
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E. Comparison with Traditional Statistical Modelling
As this is the very first research to apply the Random Forest method to the study of burn injuries,
it is interesting to compare the results of the Random Forest method with those of traditional
statistical modeling. The three measurements and ten risk factors from the BOQ manual are all
categorical variables. Therefore, the logistic regression model would be a suitable and
representative example for traditional statistical modeling. However, unlike for the Random
Forest algorithm, multicollinearity poses a substantial problem for logistic regression.
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Unfortunately, the ten risk factors are intercorrelated with each other. We could insert only one
independent variable into the logistic regression model each time for the same batch. To make
the results more comparable, we followed a procedure similar to that used for the Random Forest
algorithm. After the odds ratios were calculated from each model, we transferred the odds ratio
table into the ranking table. Similarly, the score was assigned from 10 to 1; 10 denotes the
variable with the greatest odds ratio and 1 denotes the variable with the smallest odds ratio. The
odds ratio tables and ranking tables for the three measurements are presented below.
Table 13 Months Since Burn (Satisfaction with Sleep Quality)
Months Since Burn (Satisfaction with Sleep Quality)
6

12

18

Domain

24

36

OR

Play

0.780888

0.838845

0.902875

0.905557

0.949615

Language

1.47402

1.23543

1.24423

1.35329

1.37879

Fine Motor

1.07776

0.970733

0.963479

0.964763

0.918326

Gross Motor

1.73959

1.37678

1.28139

1.17655

1.1284

Behavior

0.780691

0.816315

0.799109

0.760951

0.803178

0.996313

0.964426

0.988712

0.98461

1.00028

Pain

0.904124

0.981953

0.969915

0.995895

1.00288

Appearance

0.947284

1.03411

1.03129

1.04782

1.058

Satisfaction

1.22981

1.08354

1.04074

0.982854

1.01335

Worry

1.13491

0.982737

1.03086

1.00682

0.953849

Family
Concern

Table 14 Months Since Burn (Satisfaction with Sleep Quality)
Months Since Burn (Satisfaction with Sleep Quality)
6

12

18

Domain

24

36

Rank

Play

2

2

2

2

3

Language

9

9

9

10

10

Fine Motor

6

4

3

3

2

Gross Motor

10

10

10

9

9

100

Behavior

1

1

1

1

1

Family Concern

5

3

5

5

5

Pain

3

5

4

6

6

Appearance

4

7

7

8

8

Satisfaction

8

8

8

4

7

Worry

7

6

6

7

3

Table 15 Months Since Burn (Nightmares and Other Sleep Disruptions)
Months Since Burn (Nightmares and Other Sleep Disruptions)
6

12

18

Domain

24

36

OR

Play

0.670489

0.825207

0.812226

0.720525

0.767214

Language

1.24255

1.19605

1.19969

1.13108

1.15773

Fine Motor

0.504501

0.664582

0.743775

0.805587

0.812551

Gross Motor

1.79261

1.52555

1.27383

1.46418

1.39695

Behavior

3.02865

2.73462

2.61207

2.7389

2.70487

1.40786

1.08247

1.1672

1.20538

1.18334

Pain

1.11381

1.1032

1.08916

1.08426

1.06019

Appearance

0.953666

0.918221

0.94974

0.927437

0.923068

Satisfaction

1.26395

1.14761

1.05795

0.975626

1.00644

Worry

1.08863

1.09635

1.07998

1.1225

1.1213

Family
Concern

Table 16 Months Since Burn (Nightmares and Other Sleep Disruptions)
Months Since Burn (Nightmares and Other Sleep Disruptions)
6

12

18

Domain

24

36

Rank

Play

2

2

2

1

1

Language

6

8

8

7

7

Fine Motor

1

1

1

2

2

Gross Motor

9

9

9

9

9

Behavior

10

10

10

10

10
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Family Concern

8

4

7

8

8

Pain

5

6

6

5

5

Appearance

3

3

3

3

3

Satisfaction

7

7

4

4

4

Worry

4

5

5

6

6

Table 17 Months Since Burn (Awakened Because of Itching)
Months Since Burn (Awakened Because of Itching)
6

12

18

Domain

24

36

OR

Play

0.918643

1.07431

0.991134

1.10824

1.03014

Language

1.10656

0.99727

0.986565

0.970989

0.988571

Fine Motor

1.18013

0.958428

0.811737

0.755858

0.792439

Gross Motor

1.09396

0.934616

1.03914

0.994942

1.00556

Behavior

1.38682

1.35507

1.40082

1.38466

1.44198

1.5428

1.46431

1.2742

1.24304

1.11646

Pain

2.23307

2.47633

2.68337

2.80104

2.76442

Appearance

1.09766

1.01659

1.05633

1.06085

1.05301

Satisfaction

0.786854

0.74208

0.718571

0.802806

0.849073

Worry

0.592606

0.739669

0.756687

0.790184

0.806286

Family
Concern

Table 18 Months Since Burn (Awakened Because of Itching)
Months Since Burn (Awakened Because of Itching)
6

12

18

Domain

24

36

Rank

Play

3

7

5

7

6

Language

6

5

4

4

4

Fine Motor

7

4

3

2

1

Gross Motor

4

3

6

5

5

Behavior

8

8

9

9

9

Family Concern

9

9

8

8

8
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Pain

10

10

10

10

10

Appearance

5

6

7

6

7

Satisfaction

2

2

1

3

3

Worry

1

1

2

1

2

As we can observe from the ranking table, for some variables the rankings are similar to their
rankings as calculated based on the Random Forest algorithm, whereas the rankings of other
variables are quite different from the results based on the Random Forest algorithm.
For example, in the measurement of overall sleep satisfaction, the rankings of the play, family
concern, and satisfaction functions are confirmed by both methods. Yet, the gross motor and
language functions were ranked as leading factors by the Random Forest but as less important
by logistic regression. The behavior function was ranked least important by the Random Forest
algorithm, but ranked in the top three in terms of the odds ratio by the logistic regression model.
For the measurement of nightmares and other disruptions, the behavior, family concern, and
satisfaction functions were each ranked similarly by the two methods. Similar to the result of the
previous measurement, there were discrepancies in the rankings of certain variables. Gross
motor function was ranked in the top two by the Random Forest method. However, its lowest
rank in terms of odds ratio came from the logistic model. Moreover, language function was
ranked among the top four most important factors by the Random Forest, but ranked in the
bottom three in terms of the odds ratio in logistic regression.
For the measurement of awakened because of itching, the pain, family concern, behavior, and
fine motor functions got consistent rankings in terms of rank value and rank trend. However,
there were discrepancies in the rankings of factors such as language function, satisfaction
function and worry function.
Based on a comparison between the two models, “confirmed” rankings and “discrepancy”
rankings exist at the same time. The results are considered reasonable as they are in accordance
with our expectations. With regard to the discrepancy rankings, the Random Forest algorithm
103

and logistic regression belong to two different systems, data mining and traditional statistical
modeling, respectively, that differ from each other in terms of their methodology, mechanism,
and philosophy. Also, the VIM and odds ratio are two statistics that measure the associations
between variables in different ways. Thus, the ranking from the Random Forest was transferred
based on the VIM value for 10 factors simultaneously in the same model. However, due to the
presence of multicollinearity, the ranking from logistic regression was transferred based on the
odds ratio for each variable each time. From this point of value, the logistic regression ranking
was less appropriate than the VIM ranking.
On the other hand, the similarity of the two results indicates the robustness of our methods. As
the study focuses on the ranking variables, certain factors could be considered as the same from
both the absolute value and the comparative value. Thus, the comparison could prove the
accuracy and thus supports the credibility of the results derived from the Random Forest.
2.4 DISCUSSION
Taking into consideration that babies and children in the age range of 0-4 years of age lack
communicative skills, we focus on determining the factors that influence the sleep quality of
children after a burn injury. Sleep dissatisfaction in children after a burn injury begins
immediately after the burn injury takes place. As time goes on, the proportion of survivors who
are not satisfied with their sleep becomes smaller and smaller. Sleep dissatisfaction after a burn
in children was associated with different kinds of factors in different periods of treatment. The
feelings of pain and itch, great movement, fine movement, and emotions and behaviors are the
four factors most closely related to sleep quality in the early stage of recovery after a burn. As
we know, severe pain and anxiety associated with burn wound dressing changes is an ongoing
challenge for survivors who have sustained a burn injury. It is typical for children with a severe
burn to require a number of treatments; however, they can be painful and so can lead to
avoidance behavior and resistance to treatment. Another key component of early burn care is the
maintenance of adequate oxygenation and the treatment of inhalation injury (Herndon &
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Tompkins, 2004). These treatments cause pain and affect the quality of sleep experienced by
children at the treatment stage. In this case, augmented reality (AR) is used in the treatment of
children after a burn injury. And, the experimental results show that AR can be effective in pain
suppression in the early treatment of children who have sustained a burn (Das et al., 2005). In
general, we need to focus more on the patient’s pain at the early stage.
Compared with the key factors at the early stage, parents’ worries, the child’s fine movement,
parents’ satisfaction with the child’s recovery, the child’s effects on family are closely related to
sleep quality after a burn at the later stage of rehabilitation. It is interesting to find that the factors
affecting sleep quality change from subjective factors to objective over time. The growth
environment of children is also identified as an important factor affecting the quality of sleep.
Children’s growth environment is closely related to family care and to the treatment environment.
Designed by physicians, the Family Adaptation, Partnership, Growth, Affection, Resolve
(APGAR) questionnaire is an effective indicator of family care and can be used to establish
which factors are having the most effect on sleep quality at later stages of treatment (Gwyther et
al., 1993). Further, parents are the most important caregivers for children, and their physical
status and mental status are closely related to the quality of their children’s lives (De Young et
al., 2014). Based on an analysis of the factors that influence children’s rehabilitation at 6 months
after a burn, Tyack and Ziviani (2003) determined that parents’ anxiety and depression is one of
the important influencing factors. It can be concluded that the physical and mental health of the
parents is an important prerequisite for providing good psychological support to the child.
Therefore, in taking care of their children, parents should not neglect their own physical and
mental health. We should assess parents’ statements in a timely way and provide them with
necessary informational and emotional support to help reduce their stress. It is also necessary to
create conditions that support a good parent-child relationship. Ultimately, this kind of support
is conducive to the later stage of the child’s recovery.
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A burn injury not only causes physical pain to children, but also causes serious physical and
mental problems. Important in affecting sleep quality, the factor of nightmares and other sleep
disruptions is one of sequalae of a burn. From the results, we can see that the rank of the
importance of different factors to the factor of nightmares and other sleep disruptions is quite
different from that of satisfaction with sleep quality. The behavioral function, which expresses
the level of influence on children’s emotions and behaviors after a burn, is the most important
domain at all stages. According to the family members included in the study, the scene of an
accidental burns will induce feelings of panic and fear in children and give rise to nightmares
and other sleep disruptions. Nightmares, as a type of sleep disorder, can reduce the quality of
sleep experienced by children, and long-term nightmares can affect their growth and brain
maturity (Jeschke & Herndon, 2014). For children who have a burn, good sleep quality is
conducive to accelerating wound healing making it critical that we pay more attention to their
sleep. To provide a reliable basis for treatment, parents should learn to correctly judge the degree
and cycle of their children’s sleep. At the same time, nightmares and other phenomena reflect
children’s fear after a burn. In some cases, fear is short-lived. However, when fear persists for a
long time, the development of serious psychological disorders will not be conducive to not only
their physical and mental health but also clinical outcomes. It is extremely important, therefore,
to mediate fear and reduce the negative impact of fear on children. It is necessary for parents to
offer reasonable explanations to help their child gain scientific knowledge, to provide a quiet
and comfortable treatment environment for their child during hospitalization, to reduce
iatrogenic stimuli, and to avoid exacerbating their child’s fear.
The factor of awakened because of itching also has a great influence on sleep quality. From the
results, we can see that the rank of the importance of different factors to awakened because of
itching is quite different from that of satisfaction with sleep quality and from that of nightmares
and other sleep disruptions. Spain, which expresses the level of influence on children’s feelings
of pain and itch after a burn, is the most important domain at all stages. One of the most common
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symptoms presented by burn patients, itch persists throughout the entire burn wound recovery
period (Schneider et al., 2015). Researchers have concluded that no matter how injured or sick
the children were, their parents reported that their children were experiencing strong itching that
directly and negatively affected the quality of their sleep. Studies have shown that burn patients
experience serious itching problems and that the incidence of itching is most frequent during
hospitalization. The skin sensation caused by itching negatively affects the mood and sleep
quality of children (Ryan et al., 2013). Hence, doctors and nurses are urged to establish a feasible
and effective management model for burns. For instance, we could manage the degree of itching
by referring to the burns pain management model, which is designed to assist parents in
evaluating the degree of pruritus by using the pruritus digital scoring table (Parnell et al., 2012).
At the same time, we can use this table to analyze the types of itches, the duration of itching, the
time of itch attacks, and so on. It is advisable to adopt targeted measures when faced with
different kinds of itching.
In summary, this study shows the main factors that influence children’s quality of sleep after a
burn. Of all the factors examined, the four factors of feelings of pain and itch, great movement,
fine movement, and emotions and behaviors are most closely related to the sleep quality of
children after a burn injury during the early stage of recovery. Then, it is interesting to find that
the factors most affecting sleep quality change from subjective factors to objective factors, as in
the later stage of rehabilitation the factors of parents’ worries, the child’s fine movement, parents’
satisfaction with the child’s recovery, and the child’s effects on family are closely related to the
sleep quality of children after a burn injury. Moreover, the factor importance ranking for
nightmares and other disruptions changes considerably over time. The level of the influence on
children’s emotions and behaviors after a burn is the most important factor affecting nightmares
and other disruptions. It would be advisable, therefore, for parents to provide psychological
support by, for example, helping their child to overcome fear associated with the burn. The
leading factor in terms of importance for awakened because of itching is the level of influence
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on the children’s feelings of pain and itch after burn. It remains the most important factor at all
stages of rehabilitation for the issue of awakened from itching.
However, because children in the age range of 0-4 years old lack language communication skills,
their sleep quality issues may not be easily noticed by their parents. Medical staff should pay
more attention to such situations and carry out targeted health management interventions to
improve the sleep quality of children. It is noteworthy that the literature includes reports showing
that based on care of a child with a burn injury mothers and fathers have similar assessments of
the child’s behavioral and emotional problems (Bakker et al., 2014), although other studies show
that mothers and fathers tend to differ in their views on this point (Moreno et al., 2008). For this
reason, it would be productive to distinguish between the perspectives of the mother and father
in discussing the sleep quality of children who have suffered a burn in order to further understand
the child’s experience (and those of the parents) to lay a foundation for related work.
Impact in Business
In the healthcare sector, there are always arguments over what constitutes effective healthcare.
Based on the research, at least 15–30% of medical care is unnecessary, with physicians’ fear of
malpractice, patient demands, and difficulty accessing prior medical records the most common
reasons for overtreatment (Lyu et al., 2017). Investors may have a sincere interest in actually
“making a difference.” However, in the context of healthcare, it is difficult to see whether a
change in an indicator can reliably be attributed to an investment or company.
In this study, we demonstrate how rankings of importance can be found and illustrate the
associated effects of a range of relevant factors on the quality of sleep. Instead of exploring the
effectiveness of treatments, we identify the factors that have the most decisive impact on the
feelings of the patients in reference to their sleep quality. Thus, based on the results, in addition
to directly fostering the process of the healing, clinicians should pay great attention to improving
the comfort of patients, which could, in turn, produce better results and the next opportunity for
the investors. Along with effective outcomes from treatments, remedies for mental health should
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also draw attention from investors as key factors in driving market demand for business
development.
This research may suggest certain policy directions to enhance public awareness of medical
concerns and patients’ personal experience during the recovery period. For example, the
government could offer necessary mental monitoring and psychological consulting sessions for
young patients and provide training services so that patients can participate in their own
treatment. Along with the involvement of the public, private care facilities could offer services
for additional parenting involvement and special monitoring of the symptoms associated with
the leading factors. Specially designed programs for parents are also needed so that they can
learn how to observe their child’s condition effectively and report symptoms accurately to
clinicians.
Limitations and Future Work
Certain limitations of this study are noted. The data may not be entirely representative of the preschool age burn survivor population given that they were collected from four data centers. In
addition, the interpretation of sleep problems presented is limited to question items from the
BOQ and may not capture the entire spectrum of sleep disorder issues. Furthermore, given the
sample size, the variation in data may lower prediction accuracy and slow the algorithm learning.
Also, many pertinent variables are not included, such as family environment, patients’ personal
characteristics, clinical information about the injury, and medication after discharge. Variations
in the parents’ perceptions of the burn injury were not assessed, which may have introduced bias
from the data. The CBOQ includes personal information about those who filled out this survey.
This information is beyond our current study scope; however, we will include it in future
research. However, despite these limitations, the results of this study underscore important
factors contributing to persistent sleep problems among pre-school age burn survivors. Moreover,
the results could serve as guidance for care providers in determining the most effective ways to
provide comfort to and support the healing of pediatric burn survivors with a sleep problem.
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Chapter 3: An Exploration of the Effectiveness of the 2005 Medi-Cal Hospital Waiver
Using the Difference in Difference Model
3.1 INTRODUCTION
3.1.1 Background
The health industry is unique inasmuch as service cannot be withheld in most circumstances
based on inability to pay (although there are reports of this happening). Given that in most cases,
hospitals are obliged to provide service and yet patients are often not able to pay for them, the
heavy burden of unpaid hospital fees, especially for public hospitals, are shifted to other payees.
Fay (2021) reported that total health care spending in the US rose to over $4 trillion in 2020, and
more than 30% of that – about $1.24 trillion – was spent on hospital services. According to the
same study, for inpatient service, the average cost is $2,607 per day, and the cost of a hospital is
extremely high, reaching $9,300 per day for the uninsured.
In the face of such sky-high medical bills, many kinds of public and private insurance and
welfare programs have come into being to support the system, generating money from the federal
government and the market. In this way, people in the United States could rightfully take pride
in the highly developed technology in the health services. Nevertheless, increasing medical bills
still are a great concern for many people. The question as to whether or not the delivery of
healthcare to the needy is efficient is still controversial under the current health system, which,
however, is subject to ongoing review and change.
Since the introduction of Medicaid by President Lyndon Johnson, there have been several reform
attempts at the national level in the US, in which the funding for hospital costs is managed and
operated jointly by the federal and state governments for eligible patients. It can be seen as an
endless battle over policy issues between the cost of healthcare and the demand for it. In other
words, the ultimate goal of many healthcare reforms is to ensure that every patient, no matter
how poor, can get high-quality medical treatment at an affordable cost. For this purpose,
different types of corresponding insurance are designed and delivered to the public, which makes
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the US, the nation with the highest spending for healthcare in terms of percentage of GDP among
Organisation for Economic Co-operation and Development (OECD) countries.
According to research published by the OECD, in 2019, estimated spending on health by the US
accounted for 17% of country’s total GDP, the highest share among OECD countries. In contrast,
it was estimated that Turkey’s expenditure on health accounted for only 4.4% of its GDP in the
same year. However, poor results from evaluations of healthcare systems from the perspectives
of underinsurance and shortages in funding for elders are a cause of constant criticism. The high
rate of underinsurance in the US means that those on a low income may not receive necessary
medical treatment because of an inability to pay for it, resulting in health losses as a consequence.
Without enough coverage and financial support, those on a low income cannot get obtain
benefits from either Medicare or Medicaid.
The hope of achieving equality in the context of medical treatment for all citizens is the driver
of the medical reform effort, although efforts in this direction face considerable challenges given
limits set in the national budget for healthcare costs and the ever-expanding population. Also,
the effects of population growth on health insurance available to those with a low income
remains uncertain. It is also the case that the Covid-19 pandemic has exacerbated inequality in
this context even as it has drawn attention to the need to make healthcare affordable on a
universal basis.
The pandemic has caused an unprecedented health crisis worldwide, with an exponential
increase in the number of infections and deaths worldwide in just a short period. The speed with
which the pandemic has spread and the long latent period have meant that it can be difficult to
distinguish between those who are infected and those who are not, especially in the early days
following infection. Because of Covid-19, over 215,000 people had died by mid-October 2020,
according to data from the Centers for Disease Control and Prevention (Andrasfay & Goldman,
2021). The high mortality rate is partially caused by the lack of tests and treatments for the
patients, which increases morbidity and has a negative impact on the local economy. The social
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panic caused by the pandemic has exacerbated the effects of an unequal healthcare system. In
addition, an increase in unemployment rates has made it even more difficult for some to access
healthcare, again prompting policymakers to reconsider the possibility of providing healthcare
in a more equitable way.
Given the heavy financial burden of healthcare and the deficit in the number of people with
health insurance, a series of government policies and guidance were enacted for a limited time
period. For example, the Families First Coronavirus Response Act (FFCRA) requires all
insurance providers, including private insurers, Medicare, Medicare Advantage, and Medicaid
to expand their coverage for Covid-19 testing and to eliminate all the costs associated with
testing services during the public health emergency (King, 2020). The cost of providing free
tests to the uninsured under state Medicaid plans is estimated at around one billion dollars, and
amount that is coming from the Public Health and Social Services Emergency Fund. With regard
to the high unemployment rates, Section 1135 Medicaid waivers1 were finally embraced by
several states to satisfy the needs of vulnerable populations and to keep health care services
accessible in the fight against Covid-19. Though some governors had already taken measures to
provide assistance in this critical situation, uncertainties remained due to the ongoing nature of
the pandemic and the need to finance affordable care.
Furthermore, despite the effects of the pandemic, the existing healthcare system, including
Medicare and Medicaid, has long been considered by many in the US to be grossly ineffective.
The high premium required for many insurance policies means that low-income individuals are
prone to giving up their health insurance due financial stress. A tendency to give up insurance
coverage means the underinsured find it difficult to access medical care because of high hospital

11135

Waivers: When the President declares a disaster or emergency under the Stafford Act or National
Emergencies Act and the HHS Secretary declares a public health emergency under Section 319 of the Public Health
Service Act, the Secretary is authorized to take certain actions in addition to the usual charge of that office.
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bills. As a result, when the pandemic broke out, many members of this group could not get
immediate tests or treatment, which fostered the spread of the virus.
All the major health policies put in place and the significant modifications made to them relative
to healthcare delivery by public and private organizations, policy-making is the only channel for
achieving healthcare reforms worldwide, of course, including in the United States. As described,
the current healthcare system seems to deviate from the fundamental purpose of providing
universal coverage. The scarcity of funding sources and the financial burden imposed by the
high cost of healthcare leads policy makers to compromise in many areas, such as cost-sharing
schemes, the eligibility of beneficiaries, and the quality of the medical treatments provided.
In comparison with private companies and the federal government, the states are much more
enthusiastic about changes to the current health system as the major purchasers of healthcare in
federal health programs (Rotwein et al., 1995). The financial deficit in the face of Medicaid costs
and a long waiting period for federal reimbursement drive states to seek remedies focused on
changes to the healthcare system. However, in practice, any new policy will result in a lot of
unforeseen effects in society due to the unlimited number of influential factors and variables that
come into play. Such unforeseen effects may lead to catastrophic consequences, possibly even
pushing the whole system into breakdown—another deterrent to making significant changes to
the existing system. Thus, to address feasibility and local status concerns, the states need a trial
system to test the performance of the new policy under existing federal Medicaid law.
In the 1960s, a research and demonstration program known as the Section 1115 waiver was
introduced with the intention of promoting continuous innovation and improvement. The waiver
helps politicians to increase insurance coverage to an upper level in a defined area, such as a
county or state, so that the system becomes more comprehensive. The waiver offers an
alternative way for the states to release themselves from the requirements of federal law in regard
to the financing, organization, and delivery of healthcare services. From the 1980s onwards, the
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involvement of the federal government in the waivers has been on a downward slope, but state
involvement has been increasing (Dobson et al., 1992).
Though tools were developed several decades ago, progress towards reform has proceeded at a
slow and cautious pace. The original federal law sets the baseline for the standards for Medicaid
as a program restricted to those in the most need and providing support at the lowest level in
terms of optional benefits, cost-sharing and premiums, and the delivery system whereby funds
are provided. From a historical view, to date more than 150 state programs are either currently
in operation or have ended under those authorities (Medicaid, 2021). In relation to all the waivers,
we identify three key issues to resolve pertaining to administrative control, the role of the states,
and the evaluation of the demonstration waivers (Dobson et al., 1992).
Frankly speaking, there are no statutory requirements for the content of the Section 1115 waivers.
The only principle followed by the Secretary of the DHHS is that the waivers should be “likely
to assist in promoting the objectives of the Medicaid statute” (Lozah, 2021). To the states, the
principal focus of all the early waivers is on revising the insurance coverage available to lowincome children, families, and adults to relieve their financial burden (Brown, 2006). One of the
relatively successful waivers is TennCare, a healthcare system reform plan implemented in
Tennessee on January 1, 1994 (Mirvis et al., 1995). With the success in the achievement of the
basic goal to expand the coverage and reduce the medical costs, many similarities shared with
key provisions of the proposed Health Security Act indicates the influence of the waiver on the
Administration’s national health care policy making during the tenure of Clinton (Brown, 2006).
Meanwhile, for the federal healthcare system, the underlying problems of access to, continuity
of, and appropriateness of the care delivered are also evident in the process of implementation
in other states, with the increasing cost and unevenness of care (Miller & Gengler, 1993). Several
other states have also tried to restructure their systems in both incremental and comprehensive
ways. Another example of the implementation of Section 1115 waivers pertains to the Kentucky
Medicaid Access and Cost Containment program, which is focused on a specific point of
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providing basic health maintenance in terms of coverage for primary and preventive care
services (Miller & Gengler, 1993). With these attempts to widen access to fundamental health
examinations and treatments, politicians have hoped to relieve the pressure of daily escalating
health expenditure through providing basic service and discouraging the inappropriate and
unnecessary use of services. During the process of implementation, the demand for outpatient
services decreased significantly as did the frequency of visits to the emergency room, the latter
of which were relatively expensive, and the decrease in such visits is considered an indicator
that patients have better access to health providers (Miller & Gengler, 1993). However, the
waiver was abandoned just one year later due to the enactment of a budget bill that prohibited
expansion of Medicaid services including in regard to eligibility (Rotwein et al., 1995).
Due to concerns regarding the efficiency of the national health system and the prolonged waiting
period for policy reforms, federal waivers become more and more popular as states endeavored
to develop their own way of dealing with the issues at the top of the healthcare system pyramid.
However, for most of the tests, there have been few challenges to the financial control over the
funds, which has rested firmly in the hands of the federal and state governments. Payments under
Medicaid are structured as a shared resource for the federal and state governments, as described
earlier. More than half of the payment could be reimbursed by federal government and the rest
is covered by the local state (Kaiser Family Foundation, 2005). The Intergovernmental transfers
(IGT) is a mechanism that was introduced so that the states could obtain federal matching fund
for reimbursement. Permission to transfer funds from the federal government to local
governments to finance the program are based on core requirements set by the federal
government. Though the states have the flexibility to administer the program, they must follow
federal guidelines to secure entitlement to this revenue.
Thus, among the approved clauses, the California 1115 Social Security Waiver of 2005 has a
unique position in the history of Medicaid reforms. The waiver lasted for five years, with a
starting date of enactment of September 1, 2005, and an expiry date set for August 31, 2010. The
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waiver expanded coverage to the uninsured, in contrast with the federal statutory requirements
on the eligibility of the beneficiaries. The main purpose of this amendment was to render
California’s health care safety net more reliable by moving decisions on the utilization from the
government to the frontline instead, i.e., to the public hospitals. As a result, instead of operating
according to the IGT mechanism, the funding system morphed into a new structure with the use
of Certified Public Expenditures (CPEs) and caps on the overall reimbursement (Coughlin et al.,
2000). For the “designated public hospitals,” new limitations on Medi-Cal payments were
imposed on the reimbursement, shifting the original partnership to one in which the counties and
public hospitals became directly responsible to Medi-Cal for the non-federal share of inpatient
services. In this way, the uninsured could receive the medical services needed and
reimbursement of the costs incurred by the public hospitals would be drawn from federal funding,
which could be directly controlled by the hospitals.
However, under this new policy, the public hospitals involved showed a combined budget deficit
of over $725 million (Coughlin et al., 2000). The defining cause of the problem was insufficient
reimbursement of the medical expenditures from the state. Several factors were proposed as
causing the reimbursement shortfall, including the increased volume of patients, the inflation of
medical cost, and the high demand for services. The caps on federal reimbursement also played
a major role in the inadequate reimbursement, which turned out not to be insufficient to cover
the cost at the designated percentage. Based on a review of the results, it was found that the
participating hospitals had received reimbursement for only roughly half of the costs incurred.
In addition to the funding issue, the new finance structure also jeopardized the healthcare
delivery system due to insufficient monetary support.
To identify the factors that had hindering the popularization of the waiver, several studies
focused mainly on an empirical analysis were conducted based on results presented after the
policy had been put in place(Coughlin et al., 2000; Moody & Rosenstein, 2009). However, there
is a lack of research on logic process with quantitative analysis to show how the trial affected
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the behaviors of patients and hospitals. Meanwhile, it has been ascertained that escalating
medical expenditures are commonly recognized in the context of all the state waivers. Thus,
under the background of the increasing medical expenses, the resulting deficit cannot be
considered as the decisive factor in claiming the negative influence of the programs on the
budget, with regard to the absolute limit on funds set based on past years’ experience, without
any adjusting mechanism over time.
Despite the unsatisfactory results of the waivers, the need to effect medical reforms remains for
uninsured patients whereby the benefits to patients and the financial standing of hospitals are
balanced. A comprehensive understanding of the factors that most influence patients’ and
hospitals’ behaviors and of the financial impact is required if effective new policies based on a
reexamination of coverage expansion are to be developed and implemented.
3.1.2 Motivation and Objective
Healthy populations translate into productive and stable nations (Bloom et al., 2018). There have
been many efforts on the part of governments to move towards universal health care. However,
with the review of past policy reforms, the impacts of the policy changes are often hidden under
a general development trend in the environment. The effects during the transition period are not
significant enough to raise awareness among the general public. Thus, a lot of resources are
wasted and valuable feedback relative to these impacts are ignored by the decision makers.
From the perspective of business analysis, the ignorance of the impact is also considered a loss
of investment opportunities. Government support for any given policy always brings benefits in
terms of subsidiaries or cost reduction. It is also a sign of the flow of federal funding, as
demonstrated by, for example, increasing government investment in primary care in China for
the UHC (Zhang et al., 2013). Greater public awareness also means more potential customers.
In this way, the policy and the market investment could combine to achieving a social positive
impact as well as a financial return.
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However, there are questions about the effectiveness of the policy and the key fields in which to
make such investments. Based on learning from the failure of past investments, a careful
examination of the differences between the pre- and post-policy period that gave rise to certain
outcomes is critical to the survival of business along with the policy reforms. Against this
background, the objectives of this thesis are to identify some prominent issues faced in the
transition period of Medicaid reform, which seems to deliver the means to greatly improve the
general welfare of the whole population with a higher chance of gaining access to healthcare
services, yet finally ending in failure after the demonstration period. As the initial reform period
did not produce satisfactory results, a question mark came to hang over the prospect of universal
health care with the seeds of doubt planted over the possibility of achieving a balance between
the desired health care delivery and the financial sustainability of the government.
To deal with the issues stated, we propose various econometrics models as offering a way to
quantify key influences along with the time trends arising from the new policy in order to
determine the factors that undermined the feasibility of the demonstration and to provide a
foundation for promoting programs in other counties across the United States. Meanwhile, with
higher odds that a hospital’s doors will be open to the uninsured, some changes are anticipated
in the structure pertaining to the severity of the patients’ condition and the frequency of their
visits. The forward shift in providing funds for unpaid medical bills offers considerable latitude
for allocating medical resources to achieve the optimal outcomes. To provide much-needed
insight into the real impact, we leverage the longitudinal datasets under HCUP in our research
design focused on evaluating the impact of the state-wide program and taking into account the
whole lifecycle period of the waivers.
To sum up, the aim of this study is to explore the impact of the financial provisions of the
California 1115 Social Security Waiver of 2005 on the cost of uncompensated Medicare and
Medi-Cal services as borne by the hospitals that participated in the waiver. We investigate this
issue through a comparison of the participating hospitals with similar hospitals in California on
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the basis of measurements such as average length of stay, average charges per visit, and the
portion of inpatients transferred from the emergency room facilities to the hospitals.
3.1.3 Scope
The primary purpose of Medicaid is to relieve the financial burden on economically vulnerable
groups by providing public funding as controlled by the federal government. We, therefore,
investigate the cost-effectiveness of the current system by examining the impact of medical
reforms on the shift in the administration of funding and the extended scope of eligible persons.
More specifically, we re-examine the effects of the California 2005 Medi-Cal 1115 Waiver for
inpatient hospital payments, which trigged policymakers to reevaluate the benefits to the society.
We rely on relevant data for our analysis and our study samples are drawn from the comparison
groups.
Nevertheless, the study is not strictly limited to the medical reform. The identified issues and
our methodology are readily applicable across different sectors in regard to public policy. The
results are also applicable to other general welfare policies with minor modifications.
The research presented herein is focuses principally on empirical study rather than on technical
implementation. The findings can be helpful in fill in the neglect factors for feasibility study,
instead of discussing the design and construction of those policies, such as the way of fundraising,
the composition and delivery system of the reimbursement. Meanwhile, the solutions offered do
not involve conceptual bias between different groups such as the controversial issue as to the
relative eligibility for benefits of high- and low-income groups.
3.2 LITERATURE REVIEW
This chapter summarizes the literature pertaining to the Medicaid and Medicare reforms,
especially relating to the trial of the state demonstration programs in California, the conceptual
illustration of the econometrics models, and the data sources as investigated in Section 3.3.2.
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This review consists of three subsections. Firstly, a brief summary of the Medicaid system and
Section 1115 Waivers of the Social Security Act is presented together with their historical
development. This subsection also serves the purpose of defining the terminology used herein
and validating the defined research scope. The second section introduces the econometrics
models that underpin the authentication of the study, including the concept and progression of
the econometrics used, the methods and models applied to the time trends, the development of
Difference-in-Difference (DID) models, and the analysis to which the dataset is subjected. The
third section gives an explanation of the source of the datasets used in the study, the Healthcare
Utilization Project Data (HCUP), which is strengthens the validity and universality of the
findings presented.
In general, this section provides a snapshot of all the relevant knowledge generated by prior
scholarship in the area of Medicaid expansion in terms of coverage and monetary caps.
Meanwhile, despite the experiential observations derived from other papers, we carry out a new
experiment to better understand the problems and verify the results econometrically.
3.2.1 Review on Healthcare Reform
The healthcare system is associated with the development of society. The term is usually used
to describe a system or program that enables the delivery of medical care to target populations
(Liu et al., 2014). The concept is much larger than merely medical care. For such a system, there
are normally four aspects: personal medical care and treatment for individuals and families,
maintenance of the environments and legal systems to protect public health, necessary education,
research and communication related to the prevention, detection, and treatment of disease, and
financial coverage of system services such as third-party insurance (Liu et al., 2014).
Funds for the system generally come from two sources: governments and private enterprise. In
some contexts, the coordination of public and private concerns is needed to structure the funding
to facilitate the health care system. The system is usually financed by such means as premiums,
taxes, tax exemptions, deductions, subsidies, and out-of-pocket payments, all of which are often
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interrelated to form a complicated system for eligible people in different categories (Fuchs,
2020).
With regard to the medical care delivered, there is generally a classifying system based on the
medical services needed, comprising primary, secondary, and tertiary levels:
1) Primary care involves common health problems and preventive measures, without any
emergency procedures needed on site.
2) Secondary care involves more experienced specialists and experts needed for urgent and
serious illnesses and injuries.
3) Tertiary care targets rare and complex disorders including treatment-resistant illnesses and
complicated diseases such as some cancers.
The topology of this structural model for health care was first proposed in the 1920s by Lord
Dawson, a physician to the British Royal Family and President of the Royal College of
Physicians at that time. The proposal for the three levels of care based on the certain patient
needs developed into the structured Dawson model of regionalized healthcare (Bodenheimer &
Grumbach, 1969). In contrast, there is a fluid model in place as well that allows patients to go to
the hospitals and clinics they prefer and puts emphasis on tertiary care expertise, which is also
mentioned as a dispersed model.
Though the models applied to national health care systems differ from country to country, the
goals, which are similar in content, are set by the authorities to support the nation’s health by
providing efficient and sufficient medical services to the public without driving patients into
financial hardship. To fulfil all the requirements, a healthcare system must be designed in
consideration of three elements: the quality of the medical services, the financial affordability of
those services, and the availability of public coverage.
Generally, healthcare is a fundamental need and adequate treatment provided at a reasonable
cost is necessary for all, including vulnerable groups such as those with disabilities, low-income
adults and children, and the uninsured, who can be covered by expanded welfare coverage. To
meet the requirement, in 1948, the World Health Organization (WHO) declared healthcare to be
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a basic human right and started to recommend the modification of the health insurance system
worldwide from company-based insurance systems to government programs accordingly
(Amadeo, 2020). The apex of the strategic accomplishments of the WHO is identified as the
universal health coverage project, which has a target of delivering health care to one billion
people by 2023 (Kipro, 2018). This WHO goal is aligned with the United Nations (UN)
sustainable development goal (SDG) targeting of good health and well-being, which is designed
to contribute to the overall vision of achieving universal health care by 2030.
Based on the WHO’s position, universal health care is a healthcare system that allows the
citizens of a particular country to access medical services without bearing the heavy burden that
comes with the service (Kipro, 2018). However, it does not mean that the cost of healthcare is
not borne by the nation’s citizenry. Instead, the expenditures for this part of hospitalization are
distributed to the whole populations by the means of government revenues, for example, the
value-added tax. Each individual has a specific package that affords access to essential medical
services.
At present, most countries have already provided their own package of healthcare services to
their people. However, from the angle of universal health care coverage, the number of qualified
countries drops sharply. To satisfy patients’ requirements and deliver effective and efficient
medical treatments, a great burden is placed on local finance. For this reason, the system is
currently embraced only by developed countries that have a stable financial foundation.
Of the 33 developed countries, the United States is the only one that lacks universal health care,
despite its position as the world’s largest economy and most developed country. The current
healthcare system model in the United States differs from that in European countries, such as
the United Kingdom, which may act partially on this difference. In the Dawson regionalized
model, the focus is placed on primary care although extra care at secondary and tertiary levels is
delivered to patients as needed. However, for the dispersed model in the United States, the focus
of the system is tertiary care, which could promote innovations in medical technology and the
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treatment of complicated illnesses although accompanied by the high cost of medical
expenditures. However, in some studies, researchers attribute the high cost to the complexity of
the system and the involvement of private insurance businesses. From the study by Lorie A.,
when a business-oriented insurance system plays a major role in the funding of healthcare, the
healthcare system is “more expensive and less effective” then when this is not the case (Sousa
et al., 2020). Instead of meeting the original goal of improving the health status of the nation’s
citizenry, private companies are driven by making a profit from related insurance products. The
negative effects on the standard of the medical services provided and the increase in premiums
lead to a high proportion of uninsured people within the country’s overall population.
However, from the review of the past, there is a slow pace movement towards abandoning its
model based on company-sponsored health insurance to a much more comprehensive system
(Amadeo, 2020). In its “Crossing the Quality Chasm” report, the Institute of Medicine (IOM)
declared its view of what constitutes ideal national health insurance. The report required all
participants in the health care system, including organizations, professional groups, and private
and public purchasers, to keep trying to reduce the burdens of illness, injury, and disability and
promote the health and functioning of the people in United States, as their explicit purpose
(Institute of Medicine (US) Committee on Quality of Health Care in America, 2001).
The paradox between the coverage of medical care and expensive medical cost triggers
fluctuations in the political arena. In fact, during every U.S. presidential election campaign in
modern times, the political agendas include some proposed measures to effect change in the
healthcare system including in regard to Medicaid and Medicare. Over the years, multiple
proposals have been made in regard to healthcare reforms that have inevitably addressed the
three core concepts of cost containment, universal coverage, and healthcare quality (Becker &
Mikula, 2009). Though any two of the three can be readily achieved, there is a common belief
that it is impossible to achieve all three elements. Therefore, for all the existing systems, the
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main concerns for effecting improvement are positioned to achieve balance and relative equality
regardless of the patient group, instead of pursuing the highest possible standard in every aspect.
With the scrutiny in the issue of health care reforms in the United States, it has been a subject of
political debate since the early 18th century, with countless efforts made only to end in failure.
At the federal level, the first health care proposal can be traced back to 1848. It was part of the
first wave of attention focused on public mental health, the Bill for the Benefit of the Indigent
Insane. It was proposed by Dorothea Dix and passed in both houses of Congress with the only
denial coming from the president, Franklin Pierce (Cummings, 2015). The veto from the
president meant the bill was postponed until 1854. After that, the federal government began a
series of policy reforms in the interest of the general welfare of the public.
Moving into the 20th century, the influence of progressivism gave rise to a new wave of
legislation towards the benefits for the public. Compared with the trends of social welfare act
and subsidized health care program initiated by governments in Europe, the early attempts of the
heath care plan in the United States were unsuccessful in the first ten to fifteen years. In the 1912
presidential election, a proposal to create a national service was presented by former President
Theodore Roosevelt. However, due to its lack of details, the health plan was discarded and
Roosevelt also lost the presidential election to Woodrow Wilson (Manchikanti et al., 2017).
From that moment onwards, the road to developing a health care system and providing treatment
in the citizenry in the United States diverged from that taken by Europe. In the US, Sickness
insurance provided through employers was the dominant idea at that time and, in fact, became
the foundation of the modern health care system. Early sickness insurance was generally
acceptable with a low premium and the cost of maintaining the insurance was also low due to
local administration.
However, with the economic downturn of the 1930s, Social Security legislation a democrat by
the name of Franklin D. Roosevelt required that public funds be made available to support health
care programs (Manchikanti et al., 2017). Multiple parties including the American Medical
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Association (AMA) objected to the requirement, and all future proposals for reform in favor of
universal health care in the US have met with similar resistance. In contrast, private insurance
companies were to become more and more robust in the decades that followed. Many private
insurers, including Blue Cross, emerged with the cooperation of hospital groups (Manchikanti
et al., 2017). Private insurance was favored by employers as it was a tax-deductible expense as
stated by the Internal Revenue Service (IRS).
During this period, proposals for universal health care continued to be made and promoted,
regardless of opposition from multiple groups. On July 30, 1965, Medicare and Medicaid were
signed into law by President Lyndon B. Johnson, which could be considered the first success in
the fight for universal healthcare (Adomako, 2017). Of course, Johnson had been faced with
arguments from the AMA (the American Medicine Association) and the insurance companies
according to which the coverage provided would result in the delivery of inferior care and also
that the law constituted a clear indication of socialism. In the end, the legislation was passed
with bipartisan support and became law in Missouri (Manchikanti et al., 2017).
With awareness of social morality and the uninsured a priority, the healthcare reforms focused
on civil rights. After the successful legislation of Medicaid and Medicare, in the 1970s, a singlepayer scheme was introduced with the purpose of providing national universal health insurance,
financed by payroll taxes and general federal revenue. The scheme consisted of two national
health insurance bills, one proposed by Senator Ted Kennedy and a limited health insurance
reform, including caring for the poor with dependent minor children, proposed by President
Richard Nixon (Manchikanti et al., 2017). In the end, the expanded coverage and increased
spending of public funds finally brought about the failure of these proposals.
In the 1980s, only one major piece of legislation in regard to healthcare coverage was passed by
Congress. Enacted as an amendment to the Employment Retirement Income Security Act of
1974, the Consolidated Omnibus Budget Reconciliation Act of 1985 gave coverage to retired
employees who had originally lost their insurance as well as to the unemployed (Manchikanti et
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al., 2017). In the final decade of the 20th century, the push for a comprehensive health care system
came from President Bill Clinton. During his tenure, the State Children’s Health Insurance
Program (SCHIP) and the Health Insurance Profitability and Accountability Act (HIPAA) both
took effect in society. The legitimation of HIPAA was a major part of Clinton’s Health Security
Act, targeting the issues of fraud, privacy, security, and abuse.
In the 2000s, the trials continued to have a purpose of expanding coverage at both the state and
the national level. In addition to the case in California, which will be examine in later sections,
Massachusetts was another pioneer in expanding coverage towards putting a universal health
care system in place through the Massachusetts 2006 Health Care Reform Law, also referred to
as Chapter 58 (Kingsdale, 2008). The law contributed to the state’s ability to offer greater
coverage to the residents and to develop a claim-based system of reimbursement under the Safety
Net Care Pool (Kingsdale, 2008). On the federal level, the 21st century saw a milestone in the
movement towards universal healthcare coverage when was Affordable Care Act (ACA) was
enacted as a central achievement of Barack Obama’s presidency. The legislation was passed
during a period when Democrats had control of both houses of Congress (Manchikanti et al.,
2017). The enrollment process following the law’s enactment began in March 2010. Over the
next four years, however, progress was limited such that even the faith of Democrats in the
efficacy of the act began to falter.
The ACA signed was designed to provide significant benefits to people with a low income and
to the uninsured. With the integration of the healthcare system, the law could expand coverage
and decrease costs. However, the act was described as eroding the interests of the middle class.
Those whose earnings were above 400% of the federal poverty level (FPL), representing more
than 40% of the population, signed to revoke so-called ObamaCare.
During President Trump’s tenure, after several reform proposals from Republicans, the
American Health Care Act (AHCA), a Congress bill, came into force in 2017, with the goal of
replacing and repealing the ACA eventually. This act effectively undid all the efforts towards
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healthcare reform by the previous government and also deprived those with a low income of
insurance coverage. According to the Congressional Budget Office (CBO) just after the
enforcement of the bill, though the government deficit could possibly be reduced by $337 billion
from 2017 to 2026, it was estimated that 14 million more people were immediately at risk of
losing their insurance with a total of 24 million or more having lost their insurance situation by
2026 (Cornwell & Heavey, 2017). The promulgation of the new legislation also served as a
signal to dampen the healthcare trials for the expansion of eligibility from the level of the states.
At present, the healthcare system provides much more coverage to the citizens of the United
States compared with a century ago (Amadeo, 2020). However, medical expenditure is still the
main burden for the states as well as for the people. Out of the expect from the common opinions,
high medical bills are burdensome not only for the uninsured, but also for those paying the
ongoing, sometimes very high, insurance premiums. In a study conducted in 2018, 62% of
bankruptcies were due to medical bills and 75% of those bankruptcies were for people who had
insurance at the time, indicating that reimbursement from the current insurance system is not
enough to cover the full cost of medical treatments (Sousa et al., 2020).
Based on past reviews, the insurance system for public healthcare based on public funding from
the federal government and the state government together with private funding from groups of
insurance companies has certain shortcomings and limitations in relation to expanding coverage
and the ability to control the budget. The steps taken towards universal insurance have not been
effective, and it can be expected that some mechanisms will impede progress towards reforming
the system. Due to the direct administration of the healthcare system, the states have a critical
role to play in determining healthcare policy with firsthand experience of its operation in medical
service delivery.
3.2.1.1 Social Security Act, Medicaid, and 1115 Waivers
In the US, the Social Security Act (SSA) of 1935 set federal requirements according to which
each state must meet its plan for federal reimbursement for benefits paid under the Aid to
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Families with Dependent Children (AFDC) program, which became an essential part of the US
welfare program (Williams, 2015). In 1962, section 1115 was added to the SSA, which
essentially allowed parts of the act to be waived for “experimental, pilot, or demonstration
projects,” generally meeting the purposes of alternative expansion models, the imposition of
premium payment, or cost-sharing requirements, etc., as long as the waiver lasted only for the
duration of the project (Williams, 2015).
Later, the Medicaid program was signed into law as part of an authorization through Title XIX
of the Social Security Act Amendments of 1965. The purpose of the Medicaid program was to
provide access to healthcare for individuals with a low income, encompassing a specific focus
on those with disabilities, including the blind. Although Medicaid is a federal program, it was
intrinsically a partnership between the individual states and the federal government. From the
state level, Medicaid programs must meet specific requirements in order for the state to receive
matching funding from the federal government. The amount of matching funds are determined
based on the poverty rate in the state.
Since the 1115 Waiver was added to the SSA, the policy has been used for many purposes,
including in providing employment welfare programs, in exploring different ways to provide
public assistance, and in developing demonstration projects to evaluate new ways to provide
government services (Williams, 2015). When Medicaid was added to the SSA, many such
projects have been undertaken over the years through applications of 1115 Waiver projects. For
example, in 2007, Texas secured a 1115 Waiver to add a limited Medicaid benefit package to
provide women aged between 18 and 44 with family planning services (Waldman & Ingram,
2017). Only women with a family income of below or equal to 185% of the Federal Poverty
Level (FPL) and no health insurance coverage were eligible for the program (Waldman &
Ingram, 2017). In 2011, Texas followed up with another 1115 Waiver for the purpose of
expanding the number of people covered under Medicaid in the state (Waldman & Ingram, 2017).
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In 2005, California secured a landmark 1115 Waiver as negotiated with the federal government
(Harbage & Ryan, 2006; Moody & Rosenstein, 2009). The primary idea of the waiver was to
enable more local control over the federal Medicaid funds that were disbursed to 22 “designated
public hospitals (DPHs)” (Harbage & Ryan, 2006). Those 22 DPHs were enlisted according to
California’s welfare and institutions code. Ownership and operation are under the control of
county governments and the University of California (Harbage & Ryan, 2006). All the
candidates are teaching and research hospitals supported by state funding, and at the time of the
new waiver, the amount of federal matching funds was calculated based on each hospital’s
expenditures (Harbage & Ryan, 2006).
Basically, the 1115 Waiver enabled these DPHs to manage funds to cover uncompensated care
costs, instead of being reimbursed subsequently by the federal government, throughout the
duration of the waiver (Harbage & Ryan, 2006). The waiver created the Safety Net Care Pool
(SNCP), which became known as “the Pool,” and included a fixed amount of dollars from the
federal government that could be used to cover uncompensated healthcare costs (Harbage &
Ryan, 2006).
Because these hospitals were county-owned and -controlled, it is not surprising that a large
portion of their budget came from Disproportional Share Hospital (DSH) funding (Harbage &
Ryan, 2006). Under Medicare, hospitals that serve a disproportionate share of people in poverty
are designated as DSHs and are, therefore, eligible for DSH payments from the federal
government (Harbage & Ryan, 2006). A specific formula is used to determine whether or not a
given hospital qualifies as a DSH (Harbage & Ryan, 2006).
From the review of the history, Medicaid payments to hospitals were not linked to Medicare
payments initially (MacPac, 2016; Moody & Rosenstein, 2009). State Medicaid programs are
required to reimburse DSH payments to hospitals that serve a high proportion of low-income
and Medicaid patients (MacPac, 2016). As a result, during the period of 1981 to 1991, the total

129

DSH payment budget grew rapidly. Thus, in 1991, the US Congress established the first federal
limits on DSH expenditure (MacPac, 2016; Moody & Rosenstein, 2009).
The California Medicaid program is called Medi-Cal (Harbage & Ryan, 2006). Under the
California 2005 Medi-Cal 1115 Waiver – known as the Medi-Cal Hospital Uninsured Care
Waiver (MHUC) – the major modification was to shift the control of payment for
uncompensated care from the federal government to local hospitals (Harbage & Ryan, 2006).
Through the MHUC, $180 million in federal funds were provided over three years to pay for
uncompensated care at these hospitals (Moody & Rosenstein, 2009).
Interestingly, though other states such as Massachusetts and New York were also in the process
of applying 1115 Waivers to expand Medicaid coverage in their states at that time, California
initiated the project by simply focusing on the issue of securing enough money to pay for care
for the uninsured. Hence, as part of the MHUC, California officials were also expected to provide
a plan delineating the goals of the waiver and focusing on how a future renewal of the waiver
would be used to expand Medi-Cal coverage rather than just paying for uncompensated care
(Moody & Rosenstein, 2009).
3.2.1.2 Early Results of the Medi-Cal Hospital Uninsured Care Waiver
Moody and Rosenstein (2009) compared some population-level measurements for California,
Massachusetts, and New York, as states that had added 1115 Waivers to their Medicaid
programs. Known as the MassHealth Waiver, the Massachusetts 1115 Waiver was renewed for
six years after being implemented in 1997. The waiver was also extended for three years in 2003,
and then for another three years in 2005, with the purpose of expanding insurance coverage for
its population. As part of this push, Medicaid coverage in Massachusetts was greatly expanded
correspondingly.
New York, on the other hand, had two 1115 waivers, one was called the Partnership Plan and
the other was called the Federal-State Health Reform Partnership (F-SHRP). The Partnership
Plan, approved in 1997, was aimed at enrolling most Medicaid beneficiaries into a managed care
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plan. Next, an amendment was made to expand Medicaid coverage through a program called
Family Health Plus. The F-SHRP was ratified in 2006. The purpose of this waiver was to redirect
the state’s healthcare expenditures away from inpatient facilities to delivery systems in
predominantly outpatient settings, especially for primary care (Moody & Rosenstein, 2009).
In the comparison, Moody and Rosenstein (2009) acknowledge that the total populations of these
three states represent a wide range: Massachusetts had a population of only 6.3 million; New
York had over three times that number with 19.0 million; and California at 36.2 million had
double the New York figure (Moody & Rosenstein, 2009). When the analysis was performed,
18.5% of California’s population was uninsured, compared to the lower percentages of 13.6%
in New York and 7.9% in Massachusetts. These percentages reflect the distinctive goals of each
waivers policy: for the Massachusetts waiver, significant effort was exerted with the specific
purpose of downgrade uninsured levels, so that it is not surprising that the lowest rate of
uninsured people was to be found in Massachusetts (Moody & Rosenstein, 2009). In 2006, the
actual number of individuals enrolled in Medicaid at the time of the analysis was 1.0 million in
Massachusetts, 4.1 million in New York, and 6.4 million in California (Moody & Rosenstein,
2009). With the largest Medicaid population, the spending per enrollee in Medicaid was the
lowest in California: it was only $4,528, a figure that both Massachusetts with $8,300 and New
York with $9,656 each almost doubled (Moody & Rosenstein, 2009).
Again, those numbers likely reflect the fact that the MUHC in California rerouted funding to pay
for uncompensated care. Instead of designating the funding to Medi-Cal to expand coverage, the
state directly paid for hospitalization costs for patients outside the Medicaid system.
3.2.2 Econometrics
For a long time in the past, economics was a field of study that belonged to the art subjects given
that it was entirely founded on the observation of facts. The classical economic theories were
mainly put forward by economists based on their own experience at that time. The main focus
was the distribution of scarcity such that economic theories were largely about illustrating the
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relationship between economic conditions, or variables. Instead of achieving universal models
extracted from a large amount of data, the specialization of early economists is usually reflected
by the way in which the results are derived to identify a new relationship based on exhaustive
data analysis projects in which all the possible variables and possibilities are taken into account.
However, in this way, the empirical results are usually applicable only to a specific scenario.
With the integration of mathematical methods into economic models, the reconciliation of
economic theories applicable to different scenarios was achieved, and statistical and
mathematical theories have become essential in economics for the purpose of testing hypotheses
and forecasting future trends with the use of historical data (Moosa, 2017). In most modern
scholarship, econometrics is recognized as the most valuable innovation in the development of
economics inasmuch as it has turned economics into social physics. With the combination of
mathematical formulae, statistical techniques and economic theories, econometricians can draw
on scientific methods to test theories through measurable or empirical verification. Furthermore,
econometrics is used to study the unification of theory and measurement in economics, to
compare empirical observations with real-world quantitative data, and to predict future
developments in some contexts (Moosa, 2017). The ability afforded by econometrics to perform
quantitative assessments expands the application scope of economic theories.
The term “econometrics” was first used in 1910 by Pawl Ciompa. However, it was not until 1930
that econometrics began to develop in earnest with Norwegian Ragnar Frisch’s establishment of
the Econometric Society. Frisch built a solid foundation for econometrics by incorporating
mathematic theories, including the Kolmogorov–Smirnov test as the first basis for stochastic
theory and the Neyman-Pearson acceptance to achieve decision-making results with the
adaptation of various possible interferences (Moosa, 2017). At an early stage, the emphasis was
on incorporating quantitative analysis into econometric models: the statistical relationship
between various economic quantities thought to exist in the conditions of a particular economic
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phenomenon were examined, including through economic models and stochastic economic
models (Geweke et al., 2006).
The widespread use of probabilistic rationalization of regression analysis, initiated by Koopmans
in 1937 and Haavelmo in 1944, can be recognized as the basis of modern econometrics (Geweke
et al., 2006). With the help of a probability approach, the problems of multicollinearity and
measurement errors could be mitigated in the analysis of economic data and observations in
economic research (Geweke et al., 2006). Owing to advances in the systematic estimation and
testing of empirical theories based on precise measurements, methodologies in mathematics and
statistics enable the abstraction of real-world economic issues to identify the contexts or present
the mechanics that determine the current status and/or that will lead to future situations. The
inclusion of random variables, referred to as disturbances, in the econometric models has given
them a high degree of generality and flexibility (Shalabh, 2009).
In this way, modeling for macroeconomics could be achieved for the purpose of simulation and
analysis in policy and business activities. Unlike microeconomics, which deals with individual
firms or a specific industry, the target of macroeconomics is the aggregate economy, including
structure, performance, behavior, and decision-making, mainly in regard to long-term economic
changes and short-term business cycles (Rasure, 2020).
One of the most famous adhibitions is the boost towards the constitution of the evidence for
Tinbergen’s research cases on business cycles and macro-econometric modeling, which was the
study based on the economic depression in Dutch (Morgan, 2019). At that time, there were two
problems undermining the credibility of applications of the model in other countries: the policy
analysis problem and the economic analytical problem (Morgan, 2019). The process of transition
from a verbal account to a causal process by means of a set of equations left a large gap to get
overcome relative to inferences of complicated variables. The technical problems involved in
simplifying the equations and grouping the variables were not handled sufficiently by Tinbergen
due to the weak methodologies applied. In 1943, Haavelmo reviewed the main burden of the
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work and espoused a model with the help of a general statistical framework drawing on formal
probabilistic models (Geweke et al., 2006). As a result, the interference mechanism was resolved
as soon as the probability model was determined.
Haavelmo’s study was instrumental in overcoming the obstacles between the empirical
observations and the scientific data and paved the way for the rapid development of econometrics.
Economic and financial problems are widely tackled by econometric methods in the fields of
forecast and economic policy analysis, the development of dynamic specification, and the design
of new techniques for the short-term prediction to name just a few.
The review of past studies indicates a wide range of applications drawing on econometrics in
policymaking, which are used to estimate the consequences and interference of variables to assist
governors in evaluating situations as a support for decision-making. Thanks to the development
of computational power and the availability of industrial data, applications have also extended
to national and international macro-economic policy for almost all disciplines in business and
economics, such as finance, marketing, microeconomics, and macroeconomics (Heij et al., 2004).
For example, according to a 1996 report from the Board of Governors of the Federal Reserve
System, instead of coming from “one” official staff model,” support for monetary policy is built
on multiple models, which differ from each other in their design purpose, complexity, and scope
(Reifschneider et al., 1997). Meanwhile, the models applied to fiscal sectors and monetary
policies are not set, but instead are evolving to meet changing modern-day needs.
In the 1960s, the Board adopted the Mathematical Programming System (MPS) model, which
was the primary formal model of the US economy with 125 stochastic behavioral equations and
more than 200 identities to ensure a satisfactory level of flexibility (Reifschneider et al., 1997).
Based on the assumptions that the equilibrium of the market exists between the cost of
production and the price in the long run, the balance of the MPS model is unable to maintain and
largely depends on the level of aggregate demand in the short-term due to the time-lag between
the establishment of monetary and fiscal policy and market price response to it (Reifschneider
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et al., 1997). These complex dynamics led to dissatisfaction with the model on the part of staff
such that it was replaced.
Following the MPS model, the FRB/US model of the US economy became the next fully
operational model for monetary and fiscal policy. Its neoclassical core combines local and
imported supplies of production factors and key aspects of consumption preferences, thereby
providing a high level of tolerance both to the gradual response from inherent macroeconomic
variables and to external shocks from other countries (Brayton et al., 2014). The prominent
advantage of this model over the MPS model is the disentangling, forward-looking variables
derived systematically from expectations of its components’ behaviors in its short-run dynamic
structure. The explanatory variables in these dynamic equations are generated in two ways, by
the vector autoregression (VAR) system and by full model-consistent expectations.
Due to the excellent performance of the FRB/US model, its treatment of explicit expectations
triggered iterations in the shape of two widely applied models: the Multi-Country mode (MCM)
and the World model (Reifschneider et al., 1997). Unlike the MCM, in which the equations are
broken into countries and regional blocks for individual entity or international groups, the World
model is a hybrid that combines the non-US blocks of MCM with the domestic equations of
FRB/US (Reifschneider et al., 1997).
In addition to the models just referenced, there are also models of the aggregate economy in use
to assist the FRB in estimating monetary and fiscal policies for specific purposes, such as
predicting the state of the economy in a certain timeframe, anticipating the impact of multipliers
on policy or other variables, and evaluating alternative monetary policy rules (Reifschneider et
al., 1997).
With regard to the area of healthcare, the development of simulation and the enhancement of
computational capability underscore the effectiveness of econometric models for health policies,
especially with more and more concerns over cost, productivity, efficiency, and outcomes
(Lange, 2007). Overall, it is clear that economics is playing a more and more important role in
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health policy, even becoming the major factor in justifying decisions and leading to the
emergence of health economics as a distinct and specialized area (Lange, 2007).
However, due to various interactions among multifaceted elements, the complexity of health and
the healthcare system and the connections between the different services involved constituted
obstacles to the application of economic modelling in the early days. According to the research,
between 1973 and 1977, only eight studies about healthcare clinics and hospitals were published;
but from the year 2000, a sizable increase in health modeling work is evident (Steen et al., 2013).
On the national level, according to a study from the National Research Council (US) Committee
on National Statistics for the evaluation of cost projections on healthcare reform proposals, the
estimation from CBO derives mainly from three approaches: extrapolation, microsimulation,
and computable general equilibrium (Decoster et al., 2013). Nevertheless, different federal
agencies make use of the three models in different ways For example, the model used by the
Centers for Medicare & Medicaid Services (CMS) relies on extrapolation with a Computable
General Equilibrium (CGE) model to predict future development arising from policy reforms,
whereas the US Department of Veterans Affairs uses microsimulation with flexibility in regard
to changes in the veteran population in the short- to medium-run to project what veterans will
need (Astolfi et al., 2012).
In a global perspective, the WHO published guidelines for generalized cost-effective analysis on
recommendations in the frameworks, methods, and tools in the WHO-CHOICE project (2002),
which is designed to assist in refining the healthcare priorities in every country (Stenberg et al.,
2018). Of the many methods included in the project, the econometric models are essential in
supporting explanations of total cost changes in response to differences in service mix, inputs,
input prices, and scale of operations (Stenberg et al., 2018). In this project, the WHO introduced
a model for estimating country-specific unit costs econometrically relative to various purposes
and scenarios, as follows:
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1) unit costs at different capacity levels to compare the efficiency of or evaluate health
interventions;
2) part of average cost per bed-day excluding medical treatment for budgeting exercises;
3) unit costs without the part that may be reimbursed by other sources, such as drugs (Stenberg
et al., 2018).
With the assistance of this model and multiple existing datasets of chronic observations, the
estimates for corresponding hospital costs at appropriate confidence intervals could be produced,
where data were not available originally.
Briefly, in the modern world, econometrics has developed rapidly with the increasing
importance of understanding the real world and the world economy. The number of models and
techniques is also increasing. For almost every developed country, therefore, and even for some
developing and centrally planned economies, macro-econometric models play a major role in
the forecast and analysis of economic policies bringing greater scope and sophistication to these
essential activities.
At present, with the development in computation of sizeable data, comprehensive macroeconometric models are applied to the extensive perspectives of random behaviors of economic
relationships as supported by examinations of variables and predictions of future development.
However, there are also concerns as the models generally reflect structural conceptions born in
the minds of the designers. The degree of clarification and precision is a product of the designer’s
work. Due to differing opinions among policymakers, alternative models could be more effective
in targeting the same issue. Thus, the validity and operation of the models may vary with
evolving understanding of macroeconomic behaviors.
3.2.2.1 Econometric Models for Time Trends
The role of econometrics can be seen as an auxiliary means of supporting the economic theories,
with the mathematical or statistical model give the work of representing reality. As most of the
early empirical research in economics were developed to determine how market price oscillation
is affected by supply and demand, it is no wonder that econometric modeling was originally
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applied to the analysis of complex market trends to ascertain the variables driving changes in
market demand. To gain knowledge of trending behavior, observation and analysis of time series
data are necessary for the effective operation of those models given that their tasks are to present
the time-dependency relationship and forecast the direction of future development.
Gathered over time, time series data comprise the numerical values of variables from period to
period (Shalabh, 2009). Modeling trends have a long history in the time series context. In 1900,
Louis Bachelier used time series to identify randomness in the changes of equity prices in France,
thereby giving rise to various theories in regard to the market efficiency hypothesis, which has
evolved since the early 1960s (Davis, 2014).
On the one hand, time series methods are frequently used to illustrate trending behaviors either
in a wander manner with erratic cycles or an upward or downward tendency for certain intervals.
On the other hand, the precision of the forecast provided by the time series method is the key to
research on the business cycle, which leads to development in time-series analysis and macroeconometric model building and forecasting (Geweke et al., 2006). Though cycles in economic
time series were already well-known, it wasn’t until 1860 that the first authority, French
physician and statistician Clément Juglar, paid attention to cycles as a periodically recurring
phenomenon. Juglar based the cycle, known as the Juglar cycle, on a periodicity of roughly 8 to
11 years (Geweke et al., 2006).
In spite of the fact that econometric models have evolved in various industries, the main data
type involved in econometric research is still time series data (Howrey, 1980). Meanwhile, the
time series method can be seen as the best match with econometric models for the purpose of
evaluating the chronic changes of certain indicators, due to the ability to deal with the situations
in which there is a shortage of prior knowledge (Howrey, 1980). In other words, an important
and relatively simple benchmark can be derived from time series models for use in evaluating
the forecasting accuracy of econometric models.
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However, in practice, data trends are difficult to determine via econometric modelling. In most
cases, there exists a fundamental limitation such that researchers cannot establish whether or not
the model applied is better than alternatives or even suitable for the target economic phenomenon.
Also, a failure to derive trends pertaining to variables usually contributes to the poor
approximation of the forecast, which generates misleading results about the function of the
economy (Stock & Watson, 1988). Thus, although the purpose of econometric research is to
study the relationships among the variables, the analysis of variables relative to time trends is
very important as well. The method for estimating and forecasting the univariate autoregressivemoving average (ARMA) process, proposed by Box and Jenkins in 1970, is remarkable work in
this field of time series analysis. The ARMA is based on the understanding that many
macroeconomic series are likely to be integrated (Stock & Watson, 1988).
There is an extensive literature in the area of study in regard to the ARMA model, which has
continued to expand the scope of applications due to its very precise forecasts of macroeconomic
variables. In this context, Beveridge and Nelson’s (1981) study is held in high regard: They
proved a random walk as a type of stochastic trend within the ARMA, which is applicable for
every variable in the model (Stock & Watson, 1988). With general suitability of the time-series
analysis method for econometric models, the variables in the econometric models have also
developed to incorporate stochastic trends, thereby forming relationships under large structural
models (Geweke et al., 2006). Based on the work of Beveridge and Nelson, Trivedi et al. adapted
the formula and morphed it into solutions of linear structural econometric models (Stock &
Watson, 1988). These studies eliminated restrictions around interpreting stochastic trends and
opened the way for broader applications with multiple forecasting models. However, there are
issues associated with univariate methods due to the interconnections between and the comovement of different variables. To cope with those barriers in economic and financial analysis,
another category of the commonly used tools was created called multivariate time series methods,
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with a major role in the estimation and analysis of transfer functions and distributed lag models
(Howrey, 1980).
Multivariate time series methods are well suited to the issue with regard to the causal effects of
a policy change because of simultaneous causalities. For example, the enactment of a monetary
policy is often in correlation with market interest rates, inflation, and employment status. The
free flow of M2 in the market affects the market price and bank reserves, which in turn determine
the value of the cash in the world. Thus, the relationships between the variables involved are
mutually dependent whereas a researcher must impose restrictions and isolate exogenous
variations.
Approximately four decades ago, Christopher A. Sims proposed vector autoregressions (VARs),
which have since become the standard tool for estimating the causal effects over time of a shock
from a macro variable (Stock & Watson, 1988). Based on the univariate method, VAR models
incorporate multivariate time series to generalize the applied single-variate methods and forecast
the vector of the time series (Christiano, 2012). As suggested by Sims, there are three
applications for this model: forecasting of the time series variables, design and evaluation of the
economic models, and estimation of the consequences of an alternative policy (Christiano, 2012).
Though VAR models are widely used to estimate the relationship between a shock and the
dynamic causal effects, early studies did not take account of the impact of external variables. As
a result, a new way of using external information to directly estimate the shock came into the
picture. The idea can be traced back to (Romer & Romer, 1989), who in examining monetary
policy used historical information following a narrative approach, such as that used by Friedman
and Schwartz. In addition, interest rate changes around Federal Reserve announcement dates
were also key determinant variables for identifying monetary policy shocks in studies by
Piazzesi (2002), Faust, Rogers, Swanson, and Wright (2003), and Bernanke and Kuttner (2005)
(Stock & Watson, 1988).
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Most of the studies on time series data fall into one of two categories: stochastic trends, as
mentioned above, and the deterministic trend (Zhang et al., 2011). Generally speaking, the
deterministic trend can be derived directly from equations that impose a common trend based on
the assumption that each individual unit follows the same trend. Compared with stochastic trends,
the researches on the deterministic trend have attracted much less interest from the public and
scholars, yet is still following the pace of development in econometrics. For example, a project
from Vogelsang and Franses (2005) introduced the deterministic trend to research on testing
common trends (Zhang et al., 2011).
As the time series data method is primarily based on the linear or non-linear regression of
empirical observances, a universal pitfall in analyzing the trends is an empirical regression
phenomenon called “spurious regression” (Howrey, 1980). As we do not have a method to
evaluate the effectiveness of the model with a large amount of data, there is a high chance that
any trend function applied may appear to have a certain level of significance. This finding was
first discussed by Yule (1926), followed by Phillips (1986), and then by research into the
multivariate regression of unit root processes (Peter, 2014). The spurious correlation and the
problem of nonsense spouted out the skepticism in the mindset of the professions with regards
to the results of regression analysis in economy. The significance of the model may hold for
trend breaks, fractional processes, and regressions even if the variables fit the stochastic
independence category or when errors such as residual autocorrelation are present (Peter C,
2014).
For the validity of the time-series analysis and the associated trending forecast, research on the
solution of spurious correlation was conducted, starting in the 1940s. Among the many attempts
in this direction, including studies by Aitken (1934) and Champernowne (1948), the project
conducted by the Department of Applied Economics at the University of Cambridge was the
most comprehensive at the time given that it introduced important problems and offered possible
solutions (Geweke et al., 2006). Thereafter, studies in this field began targeting the functioning
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mechanism. Cochrane and Orcutt (1949) made a significant contribution by establishing that the
root of this phenomenon is the deficiency of the equations in terms of autocorrelation, which
shifted the focus to the autocorrelation of disturbances (Geweke et al., 2006).
As noted, there was another universal error associated with this methodology, residual
autocorrelation. A major development pertinent to this issue can be attributed to the work of
Durbin and Watson (1950, 1951), which is considered the first test on order serial correlation
among residuals in a linear model. The importance of the bounds of the test proposed by Durbin
and Waston is apparent in the specialty of generalization in the Durbin-Watson statistic, which
can be applied independently regardless of the actual value of the regressor (Geweke et al., 2006).
Thanks to Cochrane and Orcutt and Durbin and Watson, the analysis of economic time-series
data entered a new era as the foundation of the “time-series econometrics” approach.
As suggested by Philip (2004), the methods introduced with time series data provide
opportunities to coordinatize a trend even if the trending mechanism itself remains mysterious
(Phillips, 2005). Combined with the presumption in econometrics that the observed process can
be captured by quantifiable economic variables by way of probability, the finding of the trend in
the time-series data can foster the conceptual process of data generation in formal modeling,
leading to a forecast of time trends for the whole system.
3.2.2.2 Difference-in-Difference Models
Difference-in-Difference (DID) models were developed in response to a specific challenge: that
as time goes on and trends develop, it is difficult to determine whether the trend in a given group
has been affected by any particular occurrence during a time period such that the trend for this
group differs significantly from the trend for the other groups (Abadie, 2005). The idea of
“natural experiments” should be considered, too, as there are many situations, especially for
economy and policy, in which prospective experiments cannot be performed (Abadie, 2005).
For example, in Sweden, there was a change in the Minimum Legal Drinking Age (MLDA)
policy raising the legal purchasing age from 18 to 20 years old, and a group of researchers wanted
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to know whether this change in policy was having a positive influence on the mortality rate in
young people (Heckley et al., 2018). In this case, it would not be possible to perform an
experiment, as the policy changed at a point in time that applied to everyone in the focal age
group in Sweden—i.e., there were no control groups (Heckley et al., 2018). What was known is
that anyone who was 19 or 20 before the policy change had been allowed to drink, and those
who were 19 after the policy change were not allowed. It might be possible to construct quasicomparison groups out of this situation. These are the challenges that can be solved by the DID
model.
The DID model, therefore, is a special kind of time series model (Wing et al., 2018). It can be
used to track trends over time in two or more different groups, to determine the extent to which
intra-group differences in different periods are triggered by policy changes instead of by
background trends (Wing et al., 2018).
DID models have also been adopted to study the impact of changes in health policy. Wing and
colleagues (2018) proposed a guide for designing DID studies for public health policy research.
In their guide, they provide suggestions on how to select appropriate groups and time periods
for a comparative study design. The decisions made at the design phase can have implications
for how the data are structured and analyzed in the DID approach.
3.2.2.3 Data Analysis in DID Models
DID models can easily be analyzed using a two-way fixed-effects regression model. The model
for the outcome under the control condition would be:
Y(0)gt = ag + bt + ԑgt,

(equ1)

where ag represents the group indicator and bt represents the time period indicator. In this
example, ag would be considered a fixed-effect for group and bt would be considered a fixedeffect for time (Wing et al., 2018).
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However, this equation does not take into account the time-varying column, which indicates
exposure to the policy (experimental condition). In a DID model, the experimental condition is
actually a shifted version of the untreated outcome, which can be shown as this formula
expression:
Y(1)gt = Y(0)gt + δ,

(equ2)

where δ indicates the difference between the outcomes for groups at t1 (p1) and time 2 (p2) with
respect to exposure to the policy. With the help of the combination of equ1 and equ2, this leads
to the observed outcome equation:
Ygt = Y(0)gt + Dgt [Y(1)gt – Y(0)gt],
where D is the difference between the outcome groups at t1 and t2 with respect to exposure to
the policy. If the structure of the fixed effects is substituted for the potential outcomes, the
following equation is obtained:
Ygt = ag + bt + ԑgt + Dgt[Y(0)gt + δ – Y(0)gt]. (Wing et al., 2018a)
If the remaining Y(0)gt terms are canceled, the generalized DID estimating equation is:
Ygt = ag + bt + δDgt + ԑgt,
In the equation above, ag represents the fixed group effect, bt represents the fixed time period
effect, and δDgt represents the “treatment effect parameter,” or in other words, the policy’s
impact on the change in outcome, given the fixed group and fixed time effects (Wing et al.,
2018).
3.2.2.4 Data Structure for Difference in Difference (DID) Models
DID models are time series models, and as a matter of fact, there are always challenges in
structuring the data. This is because this kind of model requires at least two groups in the data:
a group that is likely to be influenced by the policy and a other group that is not likely to be
influenced by it. Assume that two comparison groups are denoted by g1 and g2 in the simplest
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DID model. In this model, the outcome is measured twice, with measurements at two points in
time. Let t1 represent measurement 1 and t2 represent measurement 2. The period of time for t1
is denoted by p1, and the period of time for t2 is p2.
Suppose that g1 and g2 each represent a group of hospitals, one that is impacted by the new
policy (g2), and a control group that is not impacted by it (g1). In p1, neither group is affected
by the policy because it does not begin until p2. In p2, only g2 is impacted by the policy because
only g2 is subject to the policy (Table 19).
Table 19 Example of a Difference-in-Difference (DID) Comparison with Two Groups and Two
Periods
Group
Group 1 (g1)
Time 1 (p1)

Control

Condition

policy)

Group 2 (g2)
(no Control

Condition

(no

policy)

Period
Time 2 (p2)

Control

Condition

policy)

(no Experimental

Condition

(policy)

As Table 19 shows, as only Group 2 will be exposed to the policy, and it will only be exposed
in p2, of these four cells, meaning only g2p2 indicates an “exposed” cell. Empirically, the other
cells (subgroups) serve different comparison functions. Of course, it is not logical to perform
only a four-cell analysis; time periods may be broken down from years into quarters, months,
days, or weeks depending on the type of trend being analyzed (Wing et al., 2018). The purpose
of the example is to provide a rudimentary explanation of the rationale governing the DID model.
However, the simple example is instructive in terms of the underlying data structure for a DID
model. In a simple time-series data structure for a DID model, we need only the summary
information for the time periods (p1, p2), and the outcome measures of two groups (g1, g2) at
p1 and p2. However, in practice, more information is gathered from raw data for a DID model,
such as indication of policy implementation. Table 20 provides an example of a possible data
structure for a DID model.
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Table 20 Example Data Structure for Difference in Difference (DID) Model
Outcome (cost Exposed
Row ID
Hospital ID
Group
Period
per patient)
Policy
1

111

1

1

$8,572

0

2

111

1

2

$9,567

0

3

999

2

1

$4,567

0

4

999

2

2

$5,671

1

to

As shown in Table 20, the hospitals are specified on more than one row. Each row specifies the
value of the outcome (in the example, cost per patient) at the given time period at the particular
hospital. For example, hospital 111 in time period 1 had a cost per patient of $8,572, whereas at
time 2 (row 2) this cost was $9,567.
The group identity in Table 20 is important given that this identity has a one-to-one relationship
with Hospital ID, where the records from the two groups are exactly associated with each other.
In other words, Hospital 111 is in Group 1, and wherever it is presented in the data, the group
assigned to this hospital will always be 1. This is considered a time-invariant attribute. It is also
assumed that the groups involved in the study will be present in all time periods, which turns
into a group-invariant attribute. Hence, Hospital ID, Group, Period, and Outcome in Table 14
specify all the data that would be needed to facilitate a traditional time series analysis.
However, in a DID analysis, an important variable must be added to each row, and that is the
variable that indicates whether or not the row was subject to the policy implemented in p2. In
the example of Table 14, only hospitals in g2 were subject to the policy; therefore, only Row 4
in Table 20 indicates whether or not the outcome could have been affected by the policy because
the policy was in place at that time and the group to which the hospital belongs indicates whether
or not the latter was exposed to the policy.
In this section, a simple case analysis of two groups and two time periods was presented as an
illustration of comparison in the model. However, there can be multiple groups and time periods
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as long as the data are placed in the necessary structure. Thus, the data structure for the DID
model in real large health data is much more complicated, but the main processing mechanism
remains the same.
3.2.2.5 Common Trends Assumption in DID
Two main assumptions underlie a DID analysis: the exchangeability assumption and the
common trends assumption (also referred to as the parallel trends assumption) (Wing et al.,
2018). In consideration of sampling hospitals in the same state and time period, it could be
argued that the exchangeability assumption would not be violated with only a subgroup of
hospitals subject to a policy and the rest of the state’s hospitals not subject to it. However, this
type of a comparison may run afoul of the common trends’ assumption. According to this
assumption, when the important unmeasured variables are either static features of the groups
identified that are true throughout the period analyzed and/or that when any environmental
condition arises during the period analyzed, this condition affects all groups equally (Wing et al.,
2018). In other words, all the characteristics associated with time-invariant attributes and groupinvariant attributes shall stay the same throughout the time period.
There is a risk, however, that this assumption may not hold. Yet, examinations are still conducted
in certain conditions. First, if comparing two groups of hospitals where one was impacted by a
new policy and the other was not, the common trends assumption would hold that, no matter
what the unmeasured characteristics of these hospitals at baseline are, that would impact the
outcome being modeled, they will stay static throughout the time period. Second, it holds that if
there are any unmeasured influences over the time period that impact the outcome being modeled,
they will impact all units in both groups equally (Wing et al., 2018).
Hence, when DID models are applied, the real challenge is to determine the credibility of the
common trends assumption (Wing et al., 2018). Statistical tests and graphical analyses can help
with this determination (Wing et al., 2018).
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3.2.3 The Healthcare Cost and Utilization Project
For decision making in all respects relating to medical reforms, clinical data makes an essential
contribution to determining the direction of healthcare system transitions. With the development
of technology, the ability to handle big datasets enables researchers to generate conclusions from
a large historical bank of patient data, which means there is great potential to handle the vast
majority of issues requiring analysis. As a result, with the assistance of the methods and models
introduced above, perhaps the only limitations that researchers face in the availability of the
datasets needed for any given inquiry.
In the review of the data sources, many public and private organizations are involved in
collecting data and using analytic tools, such as Massachusetts Health Quality Partners (MHQP)
and the Nationwide Health Information Network (NHIN). Among the existing healthcare
information system, the Healthcare Cost and Utilization Project (HCUP, also known as “H-Cup”)
is the most comprehensive system with a foundation in all-payer hospital care data for analysis
at different scales. The data source is a collection of administrative patient records for evaluating
the output in the authorities of a program. At the same time, due to the diverse sources of data
from public and private clinics, the project is connected with state data organizations to gain
access to their “unique statewide datasets” (Steiner et al., 2002).
The system covers four general data group categories: State Inpatient Databases (SID), the
Nationwide Inpatient Sample (NIS), the Kids’ Inpatient Database (KID), and the outpatient
databases comprising State Ambulatory Surgery Data (SASD) and State Emergency Department
Data (SEDD) (Steiner et al., 2002). Regardless of the SID, the core of the whole information
system, which will be introduced in following sections, the NIS can be seen as the second most
widely used data group for analysis on a large scale. Derived from the SID data, the NIS data
are used in studies of the delivery of hospital service to patients on the national and regional
level (Steiner et al., 2002b). For example, in 2010, a sample drawn from NIS data reached
approximately 20% of all the hospitals in the United States (DeShazo & Hoffman, 2015). The
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scope of the data and the coverage of the items inside the system support the significance of
research on medical treatment and effectiveness, quality of care and patient safety, impact of
health policy changes, and use of hospital services (DeShazo & Hoffman, 2015).
For various categories of patients, one of the advantages of the numerous more specific datasets
over the NIS data is that they provide data derivatives that are tailor-made rather than general in
nature. For example, the KID provides designated database with the purpose of facilitating the
study of specified patients at a certain age interval. The sample group comprises patients aged
18 years old or younger years discharged from hospitals in all participating states, in which 10%
of newborns were in the uncomplicated pregnancy condition and 90% were in the all other
pediatric and adolescent hospital stay condition (Steiner et al., 2002). Compared with the NIS
datasets, which also include information about young patients, the pediatric hospitals identified
in the KID participated in the UCUP. With a research focus on age, the identifiers of the data
group include certain special terms, such as age in months, status of birth, and type of hospital
(Steiner et al., 2002).
Another large group of data included in the HCUP can be found in outpatient administrative
databases. The data generated from ambulatory surgery and emergency departments has
attracted more and more attention over time given that urgent treatment can be essential to
survival. The HCUP has developed in a way that incorporates such issues by creating the SASD
database for data beyond 1997 and the SEDD database for data beyond 1999 (Rubin, 2020).
Unlike the NIS and the KID, whose data is indirectly gathered as derived from the SID, the two
components can be understood as rendering the HCUP more comprehensive in its scope.
For the SASD, the database consists of all the ambulatory surgery datasets from HCUP
participants, including data from Ambulatory Surgery Centers (ASCs) (Steiner et al., 2002).
Though the data from states may differ from each other, the specific data elements and details
in each region are recorded in the documents, whereas for SEDD, the main difference as
compared with the relevant SID datasets is inpatient visits without admission. In the composition
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of the SID data, the information for patients’ use of the emergency room with later admission is
still included in the database. Thus, to capture the entire picture pertaining to use of the
emergency room, data from the SEDD complement the missing aspect of the original SID
discharges generated from emergency rooms (Rubin, 2020).
As the HCUP is a national database and the most complete source of healthcare data, a lot of
health services research has been based on it in regard to the analysis and evaluation of current
or alternative health policies. With the control of the Agency for Healthcare Research and
Quality (AHRQ), the central distributor system was created in 1999 to afford public access to
relevant data. The intention was that researchers could purchase data through the central
distributor system with a signature on a data-use agreement, mainly to avoid invasions of patient
privacy (Rubin, 2020). To ensure the confidentiality of the data use, a list of publications is
maintained of studies based on HCUP data, which also serves to broaden the research topics
explored and deepen our understanding of healthcare delivery in the United States.
3.2.3.1 History of the Healthcare Cost and Utilization Project (HCUP)
The US Agency for Healthcare Research and Quality (AHRQ) is part of the Department of
Health and Human Services (DHHS) (Heslin & Elixhauser, 2016). The Healthcare Cost and
Utilization Project (HCUP) was launched in 1988 under AHRQ when it was realized that very
little hospital data were available to perform analysis needed to inform policy-making (Heslin
& Elixhauser, 2016). The goals of the HCUP were to develop and fund research on healthcare
utilization data and to invest in developing associated tools, training, data, and measures (Heslin
& Elixhauser, 2016).
Because most healthcare settings in the US are privately owned, the HCUP set up a partnership
between the federal government, state governments, and healthcare organizations (Heslin &
Elixhauser, 2016). The HCUP involves several independent databases to cover different types
of healthcare data transferred from healthcare settings to the HCUP project (Heslin & Elixhauser,
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2016). As a general overview, these files contain multi-year inpatient and outpatient data derived
from hospital billing records (Heslin & Elixhauser, 2016).
When the HCUP started in 1988, only a handful of states participated, consisting of
Massachusetts, California, Washington, and Florida (Heslin & Elixhauser, 2016). At first, only
inpatient data were transferred. However, as time went on, the type of files transferred expanded
(Heslin & Elixhauser, 2016). By 2015, all the states with the exceptions of Idaho and Alabama
had participated in the HCUP by transferring inpatient data into the common data pool, such that
the inpatient visits of 97% of the population were recorded in the HCUP (Heslin & Elixhauser,
2016). As the HCUP expanded its data offerings, more analyses were performed and US policy
analysts were finally able to determine healthcare cost trends based on HCUP datasets (Heslin
& Elixhauser, 2016).
3.2.3.2 State Inpatient Databases (SID) in the Healthcare Cost and Utilization Project
(HCUP)
As noted in the previous section, the inpatient dataset in the HCUP, which is its signatory dataset,
is called the State Inpatient Databases (SID) (Healthcare Cost and Utilization Project, 2018).
The SID includes inpatient discharge records submitted from community hospitals, and its
datasets are categorized by state and year (Healthcare Cost and Utilization Project, 2018). By
2018, 49 states had participated in the SID (Healthcare Cost and Utilization Project, 2018).
The SID defines and contains a core set of over 100 clinical and non-clinical variables on all
patients, with insurance status taken into account (Healthcare Cost and Utilization Project, 2018).
Each SID record refers to one patient at discharge and includes diagnostic and procedure codes
in relation to the hospital stay, admission and discharge status, general patient demographics,
expected payer, total charges, and length of stay (Healthcare Cost and Utilization Project, 2018).
Althouhg the data is generated from state government data organizations and private data
organizations, the hospitals involved may not cover all the clinical facilities in those states. Thus,
a list of the hospitals involved is published in the SID as a reference for the data users. In respect
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of further data processing, all the data received by the HCUP are recoded in a standard format
across all the states (Healthcare Cost and Utilization Project, 2018).
Owing to the format uniformity of the data through the way of codification in SID, various
databases can be linked, which also eases the process of building an interface so that data stored
by other authorities, such as Medicare and the Annual Hospital Association (AHA) can be
incorporated (Steiner et al., 2002). In addition, several states and organizations allow the release
of relevant geographical information, which can be combined with UDCP data for comparisons
between states. Together with the numerous records it contains, the UDCP simplified the
research process by reducing the number of sampling or weighting steps needed to ensure the
credibility of research studies.
3.3 METHODOLOGY
3.3.1 First-Phase Literature Review
With regard to the broad scope of the topic of medical reform, the first phase of the study focused
on determining the principles according to which politicians would make amendments or add
riders to the existing medical system and the ways in which the federal and state governments
could be connected. The range of the review is very broad with many different aspects
considered, although a truly comprehensive account could not be provided. Thus, at the very
beginning, the research direction was identified as determining how best to study the effects of
an unsuccessful policy after a period following implementation. Compared with successful cases,
it is much more significant to identify the factors that hindered unsuccessful policies.
Thanks to the system of demonstration programs in Medicaid, it was relatively easy to examine
the effects of prior cases on the general public. The relevant studies were selected from the
perspective of discussing the challenges and issues involved in Medicaid coverage and the
amount of the funding in the pool. Based on a review of the literature, the shift of responsibility
regarding control of the funding pool renders California a unique case and enhances the depth
of this study on the influence of financial autonomation in the context of the State government
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and local hospitals. Moreover, the study reveals the responses of patients and hospitals and offers
an innovative perspective in terms of investigating this issue.
3.3.2 Data Selection and Sources
The research sample comprised 365 hospitals in California in the period of 2004 to 2008. A
Safety Net Care Pool (SNCP) in this policy was established with funds raised by the state and
federal governments to cover uncompensated health care costs in the 22 pilot hospitals. Thus,
these 22 hospitals, selected by the state government and the federal government from all the
hospitals in California, are regarded as the treatment group (Table 21) and other hospitals as the
control group. To prevent differences in hospital treatment levels from influencing the research
results, we take account of the time variables of the medical insurance reform policy. Meanwhile,
relevant control variables such as patient gender, race, age, medical insurance, and residential
status are introduced. The data are from the HCUP Database and the hospitals’ annual reports.
Table 21 List of Original 22 DPH Hospitals from the Law
Implementation strength
Pilot hospital
(1) UC Davis Medical Center
(2) UC Irvine Medical Center
(3) UC San Diego Medical Center
(4) UC San Francisco Medical Center
Hospitals that effectively
carry out Medical Waiver
and

disclose

their

implementation results

(5) UC Los Angeles Medical Center, including Santa
Monica/UCLA Medical Center
(6) LA County Harbor/UCLA Medical Center
(7) LA County Martin Luther King Jr.-Harbor Hospital
(8) LA County Olive View UCLA Medical Center
(9) LA County Rancho Los Amigos National Rehabilitation
Center
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(10) LA County University of Southern California Medical
Center
(11) Alameda Health System
(12) Arrowhead Regional Medical Center
(13) Contra Costa Regional Medical Center
(14) Kern Medical Center
(15) Natividad Medical Center
(16) Riverside County Regional Medical Center
(17) San Francisco General Hospital
(18) San Joaquin General Hospital
(19) San Mateo Medical Center
(20) Santa Clara Valley Medical Center
(21) Tuolumne General Hospital
(22) Ventura County Medical Center
In In order to evaluate the feasibility of the identified directions and also to strengthen the
practicability of the study, all the data applied in the study are from the Department of Health
and Human Services (DHSS) database, which captures and stores administrative data from the
hospitals.
With regard to the data source, the datasets in SID are numerous and present a comprehensive
picture of inpatient care for all patients, regardless of the source of payment from a defined
market or state. Originally, the reliability of the data makes it viable for decision making at
administrative ranks ranging from the national to the community level. The SID databases
comprise calendar year files with a programming source code for loading ASCII data into
SAS/Stata, which can be directly used for data extraction and turning large volumes of raw data
into workable variables for the model.
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More than one hundred clinical and nonclinical variables are included, including the diagnoses
and procedures, personal information, and health status of the discharged patient. However, our
focus is to show the differences and the formation of time trends caused by the waivers. Thus,
the datasets extracted generally fall into three groups that have several issues associated with our
study: length of stay, total charges, and ER proportion, which will further explain the functions
and findings in later sections.
Based on the data selected from the SID, we established three econometric models, with the help
of the Difference in Difference (DID) method. Despite the real concerns of the federal and states
governments, hospitals and patients should be expected to have a range of responses to any given
policy. With such hypothesis placed ahead of the study, the three variables selected are all in
connections with the behaviors of the patients and hospitals.
During the trial period, there were no duplicate cases of any of the Medicaid programs or
Medicaid waivers between the states. Thus, in following models, the comparisons are performed
between hospitals in the same state for two periods, before/after the policy reforms.
To evaluate the cost-effectiveness of the policy, the results for overall expenditures cannot be
regarded as conclusive. The sustainability of the policy reforms is attributed to changes in the
utilization of different services, with savings and costs. Through certain procedures and
incentives, the policy relies on inducing changes in the participants’ behavior.
A. VARIABLE DESCRIPTION
To determine whether or not the California Medical Waiver can alleviate the pressure of treating
patients in pilot hospitals, the following variables were selected as shown in Table 22:

Type

Variable

Dependent

Number of

Variables

inpatients

Table 22 Variable Definition
Symbol
Erpatient
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Definition

What percentage of all inpatients are
transferred from the emergency room

Billing expenses

Totcalcharge

Length of stay

Los

Treatment
Variable
Independent
Variables

hospitalization
Length of stay per patient
Treatment group = 1;

treat
Control group = 0
Before policy = 0;

Time Variable

time
After the policy = 1

The net effect of
the policy
Covariant

Total bill cost of each patient’s

medical insurance

time×treat
did
Net effect of policy
insured

Does the patient have medical
insurance?
1=white;
2=black;
3=Hispanic;

Race

race
4=Asian or Pacific Islander;
5=Native American;
6= Other
1=female

Gender

female

Control

0=male

Variable

1 = 0~18
2 = 18~30
3 = 30~40
Age

agegroup

4 = 40~50
5 = 50~60
6 = over 60

Homeless or not

homeless
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Homeless =1 (otherwise 0)

0 = Type of unit unknown
1 = General acute care
2 = Not a valid code
3 = Skilled nursing and intermediate care
Severity of illness

levelcare

(long term care)
4 = Psychiatric care
5 = Alcohol/chemical dependency
recovery treatment
6 = Acute physical medicine
rehabilitation care

The dependent variables are the proportion of inpatients transferred from the Emergency Room,
bill expenses, and length of stay, which measure the treatment pressure of the hospital.
The independent variables include time dummy variables, sample dummy variables, and policy
effect variables. In 2005, the state government of California and the federal government
established the Safety Net Care Pool (SNCP) fund as a reform to reimburse the pilot hospitals
for uncompensated medical services. Therefore, the time dummy variables take December 2005
as the time point: the value of December 2005 and later is 1, and the previous value is 0; the
dummy variable of the pilot sample takes the value of 1 for 22 hospitals to implement the reform
after December 2005 and 0 for other hospitals to control the impact of the policy implementation
on the hospital. The policy effect variable is the interactive term of the time dummy variable and
sample dummy variable. As the key variable, its regression coefficient reflects the effect of the
policy on hospital treatment pressure.
With the investigation of the relevant literature, we determine the control variables containing
the following indicators: whether or not the patient has medical insurance and whether or not the
patient is homeless together with patient race, patient gender, patient age, and the severity of the
patient’s condition.
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3.4 SIMULATION MODEL DESIGN
3.4.1 Research Design
In 2005, a five-year Section 1115 Waiver, the “2005 Medi-Cal Hospital Waiver,” was jointly
released by the state and the CMS (Centers for Medicare and Medicaid Services) in California.
The waiver’s name references part of the Social Security Act that authorizes the Secretary of
Health and Human Services (HHS) to set aside some of the provisions of Medicaid law to
approve exploratory projects with the goal of inducing more policy innovations with the
potential to further the objectives of the Medicaid program. These “research and demonstration”
waivers are typically granted for five years. Given this context, we apply the differences-indifferences (DID) method to estimate the impact of the 2005 Medical Waiver on the state’s
hospital treatment burden.
Firstly, three measurements are established to access the effectiveness of the policy: (1)
ERpatient (the proportion of all inpatients transferred from the emergency room); (2)
Totalcharge (the total bill cost of each hospitalization); (3) LOS (the length of stay of a patient
in each hospital). The Totalcharge measure is processed by natural logarithm to reduce
heteroscedasticity.
Secondly, the selected samples are divided into treatment groups and control groups. The
treatment group consists of the pilot hospitals covered by the Medical Waiver; the control group
consists of hospitals that have not carried out the policy as mentioned in the previous section.
Then, we calculate the difference in the patients’ burden between the treatment group and the
control group before and after implementation of the Medical Waiver. Finally, the differences
between the above two variables are reprocessed to study the net impact of the policy on the
focal treatment group.
In reference to the existing literature and the R2 maximum rule, a set of variables – medical
insurance, level of care, age group, and gender – are selected as covariates. However, the pilot
hospitals comprising the treatment group, as listed in the second column of Table 21, are only
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22 in number, whereas the remaining unlisted hospitals comprising the control group are 344 in
number. Thus, PSM is applied to process the hospital data first in order to reduce the differences
between the treatment group and the control group to meet the premise of the balance hypothesis,
required by the DID model. Due to the large differences in the number of hospitals in the control
group and the treatment group, a 1:10 matching strategy is adopted to further DID estimation.
3.4.2 Analysis Model
To study the stated hypothesis stated, the following DID models are established on monthly data
described in the previous section. The basic models developed are as follows:
𝐸𝑟𝑝𝑎𝑡𝑖𝑒𝑛𝑡 = 𝛼 + 𝛼 𝑡𝑟𝑒𝑎𝑡 + 𝛼 𝑡𝑖𝑚𝑒 + 𝛼 𝑑𝑖𝑑 + 𝛽 𝑎𝑔𝑒𝑔𝑟𝑜𝑢𝑝 + 𝛽 𝑓𝑒𝑚𝑎𝑙𝑒 +
𝛽 𝑟𝑎𝑐𝑒 + 𝛽 𝑖𝑛𝑠𝑢𝑟𝑒𝑑 + 𝛽 ℎ𝑜𝑚𝑒𝑙𝑒𝑠𝑠 + 𝜇 + 𝜀

（1）

𝐿𝑛𝑡𝑜𝑡𝑐ℎ𝑎𝑟𝑔𝑒 = 𝛼 + 𝛼 𝑡𝑟𝑒𝑎𝑡 + 𝛼 𝑡𝑖𝑚𝑒 + 𝛼 𝑑𝑖𝑑 + 𝛽 𝑎𝑔𝑒𝑔𝑟𝑜𝑢𝑝 + 𝛽 𝑓𝑒𝑚𝑎𝑙𝑒 +
𝛽 𝑟𝑎𝑐𝑒 + 𝛽 𝑖𝑛𝑠𝑢𝑟𝑒𝑑 + 𝛽 ℎ𝑜𝑚𝑒𝑙𝑒𝑠𝑠 + 𝜇 + 𝜀

（2）

𝐿𝑜𝑠 = 𝛼 + 𝛼 𝑡𝑟𝑒𝑎𝑡 + 𝛼 𝑡𝑖𝑚𝑒 + 𝛼 𝑑𝑖𝑑 + 𝛽 𝑎𝑔𝑒𝑔𝑟𝑜𝑢𝑝 + 𝛽 𝑓𝑒𝑚𝑎𝑙𝑒 +
𝛽 𝑟𝑎𝑐𝑒 + 𝛽 𝑖𝑛𝑠𝑢𝑟𝑒𝑑 + 𝛽 ℎ𝑜𝑚𝑒𝑙𝑒𝑠𝑠 + 𝜇 + 𝜀

（3）

where i and t are the ith individuals at time t, respectively, and did is the policy effect variable,
which consists of the interactive items of treat and time. From models (1-3), the coefficients of
did are expected to be negative and significant:
∆𝑌 𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑔𝑟𝑜𝑢𝑝 = 𝑌 𝑝𝑜𝑠𝑡 − 𝑌 𝑝𝑟𝑒 = (𝛼 + 𝛼 + 𝛼 + 𝛼 + 𝛽𝐶𝑜𝑛𝑡𝑟𝑜𝑙 + 𝜀 ) −
(𝛼 + 𝛼 + 𝛽𝐶𝑜𝑛𝑡𝑟𝑜𝑙 + 𝜀 ) = 𝛼 + 𝛼

（4）

∆𝑌 𝐶𝑜𝑛𝑡𝑟𝑜𝑙𝑔𝑟𝑜𝑢𝑝 = 𝑌 𝑝𝑜𝑠𝑡 − 𝑌 𝑝𝑟𝑒 = (𝛼 + 𝛼 + 𝛽𝐶𝑜𝑛𝑡𝑟𝑜𝑙 + 𝜀 ) −
(𝛼 + 𝛽𝐶𝑜𝑛𝑡𝑟𝑜𝑙 + 𝜀 ) = 𝛼

（5）

From models (4-5), it can be seen that the change in the control group before and after the policy
is α2. The changes before and after the policy in the treatment group are α2+α3. The net effect of
the policy on the performance of the pilot hospitals is the cross coefficient of the two dummy
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variables α3. The effect is equal to the differences between the treatment group before and after
the policy minus the differences between the control group before and after the policy. That is,
“differences in differences.” If the coefficient α3 is significantly negative, the medical insurance
reform policy has alleviated the treatment burden of the hospital to some extent.
3.4.2.1 Further Modelling 1
In this section, we extend this baseline model with a further step to examine the policy effect
with specific issues considered. The baseline model is estimated with consideration of the
measures for severity/morbidities/illness at admission. This would account for any changes in
patient composition, for instance, whether the standard of admission for sick patients differs
between hospitals during the post-policy period.
Then, LEVELCARE is adopted as the descriptive variable of disease severity in this section.
The values of LEVELCARE are defined as follows: 0 = Type of unit unknown, 1 = General
acute care, 2 = Not a valid code, 3 = Skilled nursing and intermediate care (long-term care), 4 =
Psychiatric care, 5 = Alcohol/chemical dependency recovery treatment, 6 = Acute physical
medicine rehabilitation care. The models in this section refer to the models (6–8) as follows:
𝐸𝑟𝑝𝑎𝑡𝑖𝑒𝑛𝑡 = 𝛼 + 𝛼 𝑡𝑟𝑒𝑎𝑡 + 𝛼 𝑡𝑖𝑚𝑒 + 𝛼 𝑑𝑖𝑑 + 𝛽 𝑎𝑔𝑒𝑔𝑟𝑜𝑢𝑝 + 𝛽 𝑓𝑒𝑚𝑎𝑙𝑒 +
𝛽 𝑟𝑎𝑐𝑒 + 𝛽 𝑖𝑛𝑠𝑢𝑟𝑒𝑑 + 𝛽 ℎ𝑜𝑚𝑒𝑙𝑒𝑠𝑠 + 𝛽 𝑙𝑒𝑣𝑒𝑙𝑐𝑎𝑟𝑒 + 𝜇 + 𝜀

（6）

𝐿𝑛𝑡𝑜𝑡𝑐ℎ𝑎𝑟𝑔𝑒 = 𝛼 + 𝛼 𝑡𝑟𝑒𝑎𝑡 + 𝛼 𝑡𝑖𝑚𝑒 + 𝛼 𝑑𝑖𝑑 + 𝛽 𝑎𝑔𝑒𝑔𝑟𝑜𝑢𝑝 + 𝛽 𝑓𝑒𝑚𝑎𝑙𝑒 +
𝛽 𝑟𝑎𝑐𝑒 + 𝛽 𝑖𝑛𝑠𝑢𝑟𝑒𝑑 + 𝛽 ℎ𝑜𝑚𝑒𝑙𝑒𝑠𝑠 + 𝛽 𝑙𝑒𝑣𝑒𝑙𝑐𝑎𝑟𝑒 + 𝜇 + 𝜀

（7）

𝐿𝑜𝑠 = 𝛼 + 𝛼 𝑡𝑟𝑒𝑎𝑡 + 𝛼 𝑡𝑖𝑚𝑒 + 𝛼 𝑑𝑖𝑑 + 𝛽 𝑎𝑔𝑒𝑔𝑟𝑜𝑢𝑝 + 𝛽 𝑓𝑒𝑚𝑎𝑙𝑒 +
𝛽 𝑟𝑎𝑐𝑒 + 𝛽 𝑖𝑛𝑠𝑢𝑟𝑒𝑑 + 𝛽 ℎ𝑜𝑚𝑒𝑙𝑒𝑠𝑠 + 𝛽 𝑙𝑒𝑣𝑒𝑙𝑐𝑎𝑟𝑒 + 𝜇 + 𝜀

（8）

3.4.2.2 Further Modelling 2
Now we apply this improved model (which includes comorbidity/illness controls) to account for
alternate controls limited to non-treated hospitals in the same counties as the treated hospitals.
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The fixed effect of the county zip code is incorporate into the models to compare the treatment
hospitals to the control hospitals in the same county.
3.4.2.3 Differential Trend Analysis
To reduce noise in order to support the accuracy of the models, in this section, we introduce a
trend variable to control the trend effects of the different groups. The trend variable is generated
to illustrate its interaction with the treated group. Therefore, based on models (6–8), the
interaction term is established according to the different trends and treatment groups.
The following models are established, processing monthly data:
𝐸𝑟𝑝𝑎𝑡𝑖𝑒𝑛𝑡 = 𝛼 + 𝛼 𝑡𝑟𝑒𝑎𝑡 + 𝛼 𝑡𝑖𝑚𝑒 + 𝛼 𝑑𝑖𝑑 + 𝛽 𝑎𝑔𝑒𝑔𝑟𝑜𝑢𝑝 + 𝛽 𝑓𝑒𝑚𝑎𝑙𝑒 +
𝛽 𝑟𝑎𝑐𝑒 + 𝛽 𝑖𝑛𝑠𝑢𝑟𝑒𝑑 + 𝛽 ℎ𝑜𝑚𝑒𝑙𝑒𝑠𝑠 + 𝛽 𝑙𝑒𝑣𝑒𝑙𝑐𝑎𝑟𝑒 + ∑
𝑡𝑟𝑒𝑛𝑑 (

)

+𝜇 +𝜀

𝑡𝑟𝑒𝑎𝑡 ×

（9）

𝐿𝑛𝑡𝑜𝑡𝑐ℎ𝑎𝑟𝑔𝑒 = 𝛼 + 𝛼 𝑡𝑟𝑒𝑎𝑡 + 𝛼 𝑡𝑖𝑚𝑒 + 𝛼 𝑑𝑖𝑑 + 𝛽 𝑎𝑔𝑒𝑔𝑟𝑜𝑢𝑝 + 𝛽 𝑓𝑒𝑚𝑎𝑙𝑒 +
𝛽 𝑟𝑎𝑐𝑒 + 𝛽 𝑖𝑛𝑠𝑢𝑟𝑒𝑑 + 𝛽 ℎ𝑜𝑚𝑒𝑙𝑒𝑠𝑠 + 𝛽 𝑙𝑒𝑣𝑒𝑙𝑐𝑎𝑟𝑒 + ∑
𝑡𝑟𝑒𝑛𝑑 (

)

+𝜇 +𝜀

𝑡𝑟𝑒𝑎𝑡 ×

（10）

𝐿𝑜𝑠 = 𝛼 + 𝛼 𝑡𝑟𝑒𝑎𝑡 + 𝛼 𝑡𝑖𝑚𝑒 + 𝛼 𝑑𝑖𝑑 + 𝛽 𝑎𝑔𝑒𝑔𝑟𝑜𝑢𝑝 + 𝛽 𝑓𝑒𝑚𝑎𝑙𝑒 +
𝛽 𝑟𝑎𝑐𝑒 + 𝛽 𝑖𝑛𝑠𝑢𝑟𝑒𝑑 + 𝛽 ℎ𝑜𝑚𝑒𝑙𝑒𝑠𝑠 + 𝛽 𝑙𝑒𝑣𝑒𝑙𝑐𝑎𝑟𝑒 + ∑
𝑡𝑟𝑒𝑛𝑑 (

)

+𝜇 +𝜀

𝑡𝑟𝑒𝑎𝑡 ×

（11）

Next, we estimate models (9–11) by including a full vector of interactions between all hospitals
and the trend variable. Therefore, based on models (12–14), the interaction term is constructed
with the hospital ID term and trends variable. Because there are few records for the monthly data
of the same hospital, in order to avoid the overfitting problem, the models are designed to process
annual data:
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𝐸𝑟𝑝𝑎𝑡𝑖𝑒𝑛𝑡 = 𝛼 + 𝛼 𝑡𝑟𝑒𝑎𝑡 + 𝛼 𝑡𝑖𝑚𝑒 + 𝛼 𝑑𝑖𝑑 + 𝛽 𝑎𝑔𝑒𝑔𝑟𝑜𝑢𝑝 + 𝛽 𝑓𝑒𝑚𝑎𝑙𝑒 +
𝛽 𝑟𝑎𝑐𝑒 + 𝛽 𝑖𝑛𝑠𝑢𝑟𝑒𝑑 + 𝛽 ℎ𝑜𝑚𝑒𝑙𝑒𝑠𝑠 + 𝛽 𝑙𝑒𝑣𝑒𝑙𝑐𝑎𝑟𝑒 + ∑ ∑
𝑡𝑟𝑒𝑛𝑑 (

)

+𝜇 +𝜀

𝐻𝑜𝑝𝑠𝑖𝑑 ×

（12）

𝐿𝑛𝑡𝑜𝑡𝑐ℎ𝑎𝑟𝑔𝑒 = 𝛼 + 𝛼 𝑡𝑟𝑒𝑎𝑡 + 𝛼 𝑡𝑖𝑚𝑒 + 𝛼 𝑑𝑖𝑑 + 𝛽 𝑎𝑔𝑒𝑔𝑟𝑜𝑢𝑝 + 𝛽 𝑓𝑒𝑚𝑎𝑙𝑒 +
𝛽 𝑟𝑎𝑐𝑒 + 𝛽 𝑖𝑛𝑠𝑢𝑟𝑒𝑑 + 𝛽 ℎ𝑜𝑚𝑒𝑙𝑒𝑠𝑠 + 𝛽 𝑙𝑒𝑣𝑒𝑙𝑐𝑎𝑟𝑒 + ∑ ∑
𝑡𝑟𝑒𝑛𝑑 (

)

+𝜇 +𝜀

𝐻𝑜𝑝𝑠𝑖𝑑 ×

（13）

𝐿𝑜𝑠 = 𝛼 + 𝛼 𝑡𝑟𝑒𝑎𝑡 + 𝛼 𝑡𝑖𝑚𝑒 + 𝛼 𝑑𝑖𝑑 + 𝛽 𝑎𝑔𝑒𝑔𝑟𝑜𝑢𝑝 + 𝛽 𝑓𝑒𝑚𝑎𝑙𝑒 +
𝛽 𝑟𝑎𝑐𝑒 + 𝛽 𝑖𝑛𝑠𝑢𝑟𝑒𝑑 + 𝛽 ℎ𝑜𝑚𝑒𝑙𝑒𝑠𝑠 + 𝛽 𝑙𝑒𝑣𝑒𝑙𝑐𝑎𝑟𝑒 + ∑ ∑
𝑡𝑟𝑒𝑛𝑑 (

)

+𝜇 +𝜀

𝐻𝑜𝑝𝑠𝑖𝑑 ×

（14）

3.4.2.4 Event Dynamic Research
To understand the implementation effect of the policy and to determine the trend of its impact
on the treatment pressure at the pilot hospitals, it is necessary to review the data before the policy
reform to present the original trends for the treatment and control groups separately. As the
California Medical Waiver came into effect in January 2006, the data generated in December
2005 is set as the baseline.
In order to run an event-study type DID, an interaction term between the treatment indicator and
each year indicator is generated. Then, we establish the following event dynamic marginal effect
model:
𝐸𝑟𝑝𝑎𝑡𝑖𝑒𝑛𝑡 = 𝛼 + 𝛼 𝑡𝑟𝑒𝑎𝑡 + 𝛼 𝑡𝑖𝑚𝑒 + ∑
∑

𝛾

𝑡𝑟𝑒𝑎𝑡 × 𝑖. 𝑦𝑚 (

)

𝛾

𝑡𝑟𝑒𝑎𝑡 × 𝑖. 𝑦𝑚 (

𝐿𝑛𝑡𝑜𝑡𝑐ℎ𝑎𝑟𝑔𝑒 = 𝛼 + 𝛼 𝑡𝑟𝑒𝑎𝑡 + 𝛼 𝑡𝑖𝑚𝑒 + ∑
𝛾

𝑡𝑟𝑒𝑎𝑡 × 𝑖. 𝑦𝑚 (

)

+

+ 𝛽 𝑎𝑔𝑒𝑔𝑟𝑜𝑢𝑝 + 𝛽 𝑓𝑒𝑚𝑎𝑙𝑒 + 𝛽 𝑟𝑎𝑐𝑒 +

𝛽 𝑖𝑛𝑠𝑢𝑟𝑒𝑑 + 𝛽 ℎ𝑜𝑚𝑒𝑙𝑒𝑠𝑠 + 𝛽 𝑙𝑒𝑣𝑒𝑙𝑐𝑎𝑟𝑒 + 𝜇 + 𝜀

∑

)

𝛾

𝑡𝑟𝑒𝑎𝑡 × 𝑖. 𝑦𝑚 (

（15）
)

+

+ 𝛽 𝑎𝑔𝑒𝑔𝑟𝑜𝑢𝑝 + 𝛽 𝑓𝑒𝑚𝑎𝑙𝑒 + 𝛽 𝑟𝑎𝑐𝑒 +

𝛽 𝑖𝑛𝑠𝑢𝑟𝑒𝑑 + 𝛽 ℎ𝑜𝑚𝑒𝑙𝑒𝑠𝑠 + 𝛽 𝑙𝑒𝑣𝑒𝑙𝑐𝑎𝑟𝑒 + 𝜇 + 𝜀
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（16）

𝐿𝑜𝑠 = 𝛼 + 𝛼 𝑡𝑟𝑒𝑎𝑡 + 𝛼 𝑡𝑖𝑚𝑒 + ∑
∑

𝛾

𝑡𝑟𝑒𝑎𝑡 × 𝑖. 𝑦𝑚 (

)

𝛾

𝑡𝑟𝑒𝑎𝑡 × 𝑖. 𝑦𝑚 (

)

+

+ 𝛽 𝑎𝑔𝑒𝑔𝑟𝑜𝑢𝑝 + 𝛽 𝑓𝑒𝑚𝑎𝑙𝑒 + 𝛽 𝑟𝑎𝑐𝑒 +

𝛽 𝑖𝑛𝑠𝑢𝑟𝑒𝑑 + 𝛽 ℎ𝑜𝑚𝑒𝑙𝑒𝑠𝑠 + 𝛽 𝑙𝑒𝑣𝑒𝑙𝑐𝑎𝑟𝑒 + 𝜇 + 𝜀

（17）

With regard to the change in the policy effect in the process of policy promotion, the time
marginal quantity is added to models (6–8) to study the event dynamic marginal processing
effect as related to the impact of the policy on the treatment. With January 2006 as an example,
the dynamic marginal effect is γ25. By analogy, the dynamic marginal effect of events in each
year can be obtained. Based on the above model (15–17), we can further control the fixed effects
of the hospital and policy implementation indicator. Similarly, as the hospital individual effect
is controlled in the model, the annual data are used for analysis and processing:
𝐸𝑟𝑝𝑎𝑡𝑖𝑒𝑛𝑡 = 𝛼 + 𝛼 𝑡𝑟𝑒𝑎𝑡 + 𝛼 𝑡𝑖𝑚𝑒 + ∑
∑

𝛾

𝑡𝑟𝑒𝑎𝑡 × 𝑖. 𝑦𝑒𝑎𝑟 (

)

𝛾

𝑡𝑟𝑒𝑎𝑡 × 𝑖. 𝑦𝑒𝑎𝑟 (

)

+

+ 𝛽 𝑎𝑔𝑒𝑔𝑟𝑜𝑢𝑝 + 𝛽 𝑓𝑒𝑚𝑎𝑙𝑒 + 𝛽 𝑟𝑎𝑐𝑒 +

𝛽 𝑖𝑛𝑠𝑢𝑟𝑒𝑑 + 𝛽 ℎ𝑜𝑚𝑒𝑙𝑒𝑠𝑠 + 𝛽 𝑙𝑒𝑣𝑒𝑙𝑐𝑎𝑟𝑒 + ∑ 𝐻𝑜𝑝𝑠𝑖𝑑 + ∑ 𝑌𝑒𝑎𝑟 + 𝜇 + 𝜀

（18）
𝐿𝑛𝑡𝑜𝑡𝑐ℎ𝑎𝑟𝑔𝑒 = 𝛼 + 𝛼 𝑡𝑟𝑒𝑎𝑡 + 𝛼 𝑡𝑖𝑚𝑒 + ∑
∑

𝛾

𝑡𝑟𝑒𝑎𝑡 × 𝑖. 𝑦𝑒𝑎𝑟 (

)

𝛾

𝑡𝑟𝑒𝑎𝑡 × 𝑖. 𝑦𝑒𝑎𝑟 (

)

+

+ 𝛽 𝑎𝑔𝑒𝑔𝑟𝑜𝑢𝑝 + 𝛽 𝑓𝑒𝑚𝑎𝑙𝑒 + 𝛽 𝑟𝑎𝑐𝑒 +

𝛽 𝑖𝑛𝑠𝑢𝑟𝑒𝑑 + 𝛽 ℎ𝑜𝑚𝑒𝑙𝑒𝑠𝑠 + 𝛽 𝑙𝑒𝑣𝑒𝑙𝑐𝑎𝑟𝑒 + + ∑ 𝐻𝑜𝑝𝑠𝑖𝑑 + ∑ 𝑌𝑒𝑎𝑟 + 𝜇 + 𝜀

（19）
𝐿𝑜𝑠 = 𝛼 + 𝛼 𝑡𝑟𝑒𝑎𝑡 + 𝛼 𝑡𝑖𝑚𝑒 + ∑
∑

𝛾

𝑡𝑟𝑒𝑎𝑡 × 𝑖. 𝑦𝑒𝑎𝑟 (

)

𝛾

𝑡𝑟𝑒𝑎𝑡 × 𝑖. 𝑦𝑒𝑎𝑟 (

)

+

+ 𝛽 𝑎𝑔𝑒𝑔𝑟𝑜𝑢𝑝 + 𝛽 𝑓𝑒𝑚𝑎𝑙𝑒 + 𝛽 𝑟𝑎𝑐𝑒 +

𝛽 𝑖𝑛𝑠𝑢𝑟𝑒𝑑 + 𝛽 ℎ𝑜𝑚𝑒𝑙𝑒𝑠𝑠 + 𝛽 𝑙𝑒𝑣𝑒𝑙𝑐𝑎𝑟𝑒 + + ∑ 𝐻𝑜𝑝𝑠𝑖𝑑 + ∑ 𝑌𝑒𝑎𝑟 + 𝜇 + 𝜀

（20）
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3.4.2.5 PSM-DID Design
For the extended model, the propensity matching method was used to perform matching on the
hospitals in the treatment group and the control group, which is also our main model for this
study. First, the logit model was applied with the treatment group variable as the dependent
variable. The explanatory variables comprised patient control variables, county fixed effects,
and data for 2004 and 2005, before the policy was implemented, were fitted. The probability
scores of the patients in the treatment group were predicted and recorded as the prob variable,
and we derived the mean value of the data to obtain the average prob value of each pilot hospital.
In the model, we also created a weight variable, which is equal to 1 for all the hospitals in the
treatment group and equal to 1/ (1 - the average prob of the pilot hospitals in the same county)
for all the hospitals in the control group. Thus, for a state or county with no pilot hospital, the
weight is equal to 1/ (1-average prob of all pilot hospitals).
Thus, based on models (6–8), the corresponding samples are selected according to the propensity
matching results for weighted regression:
𝐸𝑟𝑝𝑎𝑡𝑖𝑒𝑛𝑡 = 𝛼 + 𝛼 𝑡𝑟𝑒𝑎𝑡 + 𝛼 𝑡𝑖𝑚𝑒 + 𝛼 𝑑𝑖𝑑 + 𝛽 𝑎𝑔𝑒𝑔𝑟𝑜𝑢𝑝 + 𝛽 𝑓𝑒𝑚𝑎𝑙𝑒 +
𝛽 𝑟𝑎𝑐𝑒 + 𝛽 𝑖𝑛𝑠𝑢𝑟𝑒𝑑 + 𝛽 ℎ𝑜𝑚𝑒𝑙𝑒𝑠𝑠 + 𝛽 𝑙𝑒𝑣𝑒𝑙𝑐𝑎𝑟𝑒 + 𝜇 + [𝑃𝑊 = _𝑤𝑒𝑖𝑔ℎ𝑡] + 𝜀

（21）
𝐿𝑛𝑡𝑜𝑡𝑐ℎ𝑎𝑟𝑔𝑒 = 𝛼 + 𝛼 𝑡𝑟𝑒𝑎𝑡 + 𝛼 𝑡𝑖𝑚𝑒 + 𝛼 𝑑𝑖𝑑 + 𝛽 𝑎𝑔𝑒𝑔𝑟𝑜𝑢𝑝 + 𝛽 𝑓𝑒𝑚𝑎𝑙𝑒 +
𝛽 𝑟𝑎𝑐𝑒 + 𝛽 𝑖𝑛𝑠𝑢𝑟𝑒𝑑 + 𝛽 ℎ𝑜𝑚𝑒𝑙𝑒𝑠𝑠 + 𝛽 𝑙𝑒𝑣𝑒𝑙𝑐𝑎𝑟𝑒 + 𝜇 + [𝑃𝑊 = _𝑤𝑒𝑖𝑔ℎ𝑡] + 𝜀

（22）
𝐿𝑜𝑠 = 𝛼 + 𝛼 𝑡𝑟𝑒𝑎𝑡 + 𝛼 𝑡𝑖𝑚𝑒 + 𝛼 𝑑𝑖𝑑 + 𝛽 𝑎𝑔𝑒𝑔𝑟𝑜𝑢𝑝 + 𝛽 𝑓𝑒𝑚𝑎𝑙𝑒 +
𝛽 𝑟𝑎𝑐𝑒 + 𝛽 𝑖𝑛𝑠𝑢𝑟𝑒𝑑 + 𝛽 ℎ𝑜𝑚𝑒𝑙𝑒𝑠𝑠 + 𝛽 𝑙𝑒𝑣𝑒𝑙𝑐𝑎𝑟𝑒 + 𝜇 + [𝑃𝑊 = _𝑤𝑒𝑖𝑔ℎ𝑡] + 𝜀

（23）
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3.5 ANALYSIS OF EMPIRICAL RESULTS
3.5.1 Parallel Trend Test
Method 1: The premise of DID propensity matching is that the changing trend of the treatment
group and the control group should be the same before the policy is carried out. Changes in the
treatment group and control group can be investigated further on this basis.

Parallel Tread Assumption for ER proportion
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0.65
0.60
0.55
0.50
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0.40
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Figure 24.

2007
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Control Group

Parallel Trend Test Results of Proportion of Inpatient Transferred From ER

Parallel Trend Assumption for Inpatient Expenses
per visit
45000
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35000
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Figure 25.
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2008

Control Group

Parallel Trend Test Results for Inpatient Expenses.
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Parallel Trend Assumption for Inpatient Length of
Stay
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4.95
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Figure 26.
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Control Group

Parallel Trend Test Results for Length of Stay.

Based on Figures 24, 25, and 26, it is obvious that the trends for all three measurements follow
a similar pattern before and after the California 2015 Medical Waiver was implemented.
Therefore, the parallel trend test by DID estimation is passed by our model.
3.5.2 DID Estimation
3.5.2.1 Baseline Model
The DID results of models (1-3) are shown in Table 23. The net impacts of the implementation
of the policy on the proportion of inpatients transferred from the Emergency Room, bill expenses,
and length of stay are -0.0397, -0.0017, and -0.0741, respectively. The policy is shown as having
a significant impact on the proportion of inpatients transferred from the Emergency Room. The
results indicate that on average, after the policy was implemented, the proportion of inpatients
transferred from the Emergency Room decreased by 3.9%. In other words, after the policy
implementation, the 2005 California Medical Waiver helped lower the need for the utilization
of the emergency room in daily operation as the probability of an inpatient patient being
transferred from the Emergency Room was 3.9% lower than before implementation. This result
could be explained in close relation to the degree of policy implementation. With the
implementation of the policy, a large number of patients could get timely assistance when their
condition was mild such that they did not wait until their condition had deteriorated to the point
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of needing to visit the emergency room and then requiring hospital admission. Therefore, the
number of patients transferred from the emergency room to the hospital was significantly
reduced. Under the influence of the reform policy effect, the medical insurance reform policy
alleviated the treatment pressure on the pilot hospitals. This result verifies Hypothesis 1 as shown
in Table 23.
Table 23 Regression Results of The Baseline Model
(1)
(2)

1.post#1. treatgroup

agegroup

female

1bn.race

2.race

3.race

4.race

5.race

6.race

(3)

erpatient

lntotchg1

los1

-0.0397***

-0.0017

-0.0741

(-2.794)

(-0.042)

(-0.695)

0.0908***

0.1877***

0.4400***

(28.142)

(30.158)

(20.104)

-0.1674***

-0.2168***

-0.9732***

(-29.974)

(-21.117)

(-19.921)

.

.

.

.

.

.

0.1241***

0.0097

0.4007***

(15.218)

(0.920)

(5.593)

0.0130***

-0.0245***

-0.2166***

(2.982)

(-3.171)

(-4.117)

-0.0388***

-0.1280***

-0.2492***

(-5.263)

(-9.653)

(-4.705)

-0.0060

-0.0236

0.2837

(-0.429)

(-1.123)

(1.497)

-0.0235*

-0.0351***

-0.1135*
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(-1.763)

(-3.868)

(-1.955)

-0.2543***

0.0711***

0.6092***

(-17.224)

(3.675)

(4.336)

0.0438

-0.0780*

2.4546***

(1.493)

(-1.726)

(5.921)

0.3887***

9.2199***

2.8496***

(23.186)

(357.607)

(18.228)

Yes

Yes

Yes

N

1638042

1457929

1638042

r2

0.2393

0.3088

0.0722

insured

homeless

_cons

monthly date

t statistics in parentheses
* p < 0.1, ** p < 0.05, *** p < 0.01
The results for the control variables are also in alignment with our expectation. In the results of
the proportion of inpatients transferred from the Emergency Room, whether with or without
medical insurance (insured) is proved to be a significant factor on the composition of inpatients.
The results indicate that people with medical insurance are about 25% less likely than those
without medical insurance to be transferred from the emergency room. Moreover, there are
certain correlations with race and gender. According to the findings, Black and Hispanic people
are more likely to be transferred from the emergency room to the hospital than are white people.
However, women have a significant negative impact on the proportion of inpatients transferred
from Emergency Room, and compared to men, they are less likely to deteriorate further in
hospital.
For the results of bill expense and length of stay, older patients ordinarily incur higher bills for
hospitalization expenses as compared with younger patients. In this part, the gender issue also
plays a significant role in the cost of hospital bills, whereby women have much lower
hospitalization bills than that do men and Hispanic and Asian or Pacific people have lower
hospitalization bills than do whites on the corresponding hospitalization day.
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The baseline model also indicates that the population with medical insurance has more
hospitalization days and higher hospitalization bills as compared to the population of are higher
without medical insurance.
3.5.2.2 Heterogeneity Analysis
Most of the patients, i.e., 96.14%, had medical insurance. There is a well-known rumor that
hospitals, by potentially raising the fees covered by insurance, shift the cost of care privately or
publicly from those who are not compensated to those who are compensated. Therefore, it is
necessary to observe and analyze whether the results differ in accord with insurance status.
To understand the impact of medical insurance coverage on the empirical conclusions, base
models in the heterogeneity analysis utilizing the sample records of medically insured patients
and those of uninsured ones, respectively, are performed as shown in Table 24.
Table 24 Regression Results of the Heterogeneity Model
insured = 1

insured = 0

insured = 1

insured = 0

insured = 1

insured = 0

erpatient

erpatient

lntotchg1

lntotchg1

los1

los1

-0.0413***

-0.0217

0.0002

-0.0214

-0.0505

-0.3084*

(-2.610)

(-1.547)

-0.005

(-0.328)

(-0.473)

(-1.685)

0.0675***

0.1891***

0.1334***

0.4410***

0.4146***

-27.935

-15.481

-30.01

-15.679

-19.908

-10.934

-0.1651***

-0.1805***

-0.2191***

-0.1632***

-0.9796***

-0.6805***

1bn.race

(-29.324)
.
.

(-21.198)
.
.

(-20.702)
.
.

(-11.795)
.
.

(-19.379)
.
.

(-10.107)
.
.

2.race

0.1254***

0.0610***

0.0112

-0.0191

0.4118***

-0.0438

-15.139

-6.32

-1.039

(-1.140)

-5.704

(-0.380)

0.0136***

-0.0161

-0.0262***

0.0036

-0.2170***

-0.2300**

-3.164

(-1.604)

(-3.433)

-0.259

(-3.992)

(-2.359)

did

agegroup 0.0916***

female

3.race
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4.race

5.race

6.race

homeless

_cons
monthly
date
N
r2

-0.0373***

-0.0741***

-0.1292***

-0.0561*

-0.2548***

-0.0783

(-5.161)

(-4.445)

(-9.787)

(-1.859)

(-4.852)

(-0.408)

-0.0006

-0.1220***

-0.0197

-0.0617

0.2982

0.4

(-0.042)

(-3.525)

(-0.949)

(-0.571)

-1.514

-0.701

-0.0233*

-0.0339**

-0.0376***

0.0408

-0.1157**

-0.027

(-1.717)

(-2.090)

(-4.102)

-1.239

(-1.973)

(-0.152)

0.0520*

-0.0214

-0.072

-0.0538

2.6454***

1.2102***

-1.918

(-0.532)

(-1.628)

(-1.000)

-5.86

-3.952

0.1281***

0.5395***

9.2936***

9.2531***

3.4415***

3.3487***

-10.924

-25.566

-365.753

-197.133

-29.416

-10.883

Yes

Yes

Yes

Yes

Yes

Yes

1576649
0.2277

61400
0.2743

1400213
0.3121

57753
0.2518

1576649
0.0743

61400
0.0698

Based on the results of the heterogeneity analysis shown in Table 24, we can see that after the
medical insurance reform policy was implemented, the proportion of patients with medical
insurance transferred from the emergency room to the inpatient department decreased, and the
pressure of hospital treatment alleviated. For uninsured patients, there is insufficient evidence to
conclude that implementation of the medical insurance reform policy had a significant impact
on that proportion, indicating that the hospital did not treat insured and uninsured patients
differently. However, changes in relation to those without insured took place in other respects.
From the results, it is easy to see that the number of hospitalization days for this group decreased
significantly after the medical insurance reform policy was implemented. Thus, after the medical
insurance reform, the pressure on the hospital inpatient department was indeed relieved because
some patients do not need either short- or long-term hospitalization.
3.5.2.3 Further Model 1
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Based on the regression of the benchmark model, further model 1 was applied. And, for the
purpose of adding the control variable of the disease care level, sample records with non-missing
disease care level data are screened out. The model with the variable of disease care level and
the contrast model without the variable of disease care level were fitted, respectively in Table
25.
Table 25 Regression Results of Further Model 1

did

insured = 1

insured = 0

insured = 1

insured = 0

insured = 1

insured = 0

erpatient

erpatient

lntotchg1

lntotchg1

los1

los1

-0.0413***

-0.0217

0.0002

-0.0214

-0.0505

-0.3084*

(-2.610)

(-1.547)

-0.005

(-0.328)

(-0.473)

(-1.685)

0.0675***

0.1891***

0.1334***

0.4410***

0.4146***

-27.935

-15.481

-30.01

-15.679

-19.908

-10.934

-0.1651***

-0.1805***

-0.2191***

-0.1632***

-0.9796***

-0.6805***

(-29.324)

(-21.198)

(-20.702)

(-11.795)

(-19.379)

(-10.107)

.

.

.

.

.

.

.

.

.

.

.

.

0.1254***

0.0610***

0.0112

-0.0191

0.4118***

-0.0438

-15.139

-6.32

-1.039

(-1.140)

-5.704

(-0.380)

0.0136***

-0.0161

-0.0262***

0.0036

-0.2170***

-0.2300**

-3.164

(-1.604)

(-3.433)

-0.259

(-3.992)

(-2.359)

-0.0373***

-0.0741***

-0.1292***

-0.0561*

-0.2548***

-0.0783

(-5.161)

(-4.445)

(-9.787)

(-1.859)

(-4.852)

(-0.408)

-0.0006

-0.1220***

-0.0197

-0.0617

0.2982

0.4

(-0.042)

(-3.525)

(-0.949)

(-0.571)

-1.514

-0.701

-0.0233*

-0.0339**

-0.0376***

0.0408

-0.1157**

-0.027

(-1.717)

(-2.090)

(-4.102)

-1.239

(-1.973)

(-0.152)

agegroup 0.0916***

female

1bn.race

2.race

3.race

4.race

5.race

6.race
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homeless

_cons

monthly
date

0.0520*

-0.0214

-0.072

-0.0538

2.6454***

1.2102***

-1.918

(-0.532)

(-1.628)

(-1.000)

-5.86

-3.952

0.1281***

0.5395***

9.2936***

9.2531***

3.4415***

3.3487***

-10.924

-25.566

-365.753

-197.133

-29.416

-10.883

Yes

Yes

Yes

Yes

Yes

Yes

1400213
0.3121

57753
0.2518

1576649
0.0743

61400
0.0698

N
1576649
61400
r2
0.2277
0.2743
t statistics in parentheses
* p < 0.1, ** p < 0.05, *** p < 0.01

It can be seen that in the DID model without the care level variable, the policy effect of the
medical insurance reform has no meaningful change on the proportion of emergency room
patients transferred to the inpatient department. However, after the care level variable is added
to the model, the policy effect of the medical insurance reform has a remarkably negative impact
on the proportion of inpatients transferred from the emergency room. In addition, regardless of
whether the care level variable is added to the models, for total billing expense, the models derive
negative results for the medical insurance reform policy, indicating that the policy can indeed
relieve the pressure of hospital treatment and that the hospitals did not increase billing expenses
or abuse medical insurance subsidy funding. At least, from the view of the data points, we did
not find any cases of hospitals abusing the subsidy funds by taking advantage of the increased
number of people covered by the reformed medical insurance.
Finally, in both models with or without the control variables, the medical insurance reform policy
had a significant negative impact on the length of inpatient stay, which once again supports the
position that such policies can reduce the pressure on hospitals’ medical resources.
3.5.2.4 Further Model 2
As discussed in regard to the research design, for the next step, we included the fixed effect of
geographic information, following the step of adding the control variable of disease severity. We
compare the pilot hospitals with other hospitals in the same county. The analysis of the design
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part of further model 2 is carried out by controlling the fixed effects of the counties. The fitting
results are shown in Table 26.
As for the addition of the disease care level control variable, the processing method is the same
as in the previous section. However, the sample records with non-missing disease care level data
are retained. With that one exception, the models with and without the disease care level variable
are compared and analyzed in the same way.
Table 26 Regression Results of Further Model 2
erpatient
erpatient
lntotchg1
lntotchg1
los1
did

treatgroup

levelcare

agegroup

female

1bn.race

2.race

3.race

-0.0346

-0.0321

(-1.528)

(-1.387)

(-4.263)

(-4.154)

(-4.862)

(-4.939)

0.1685***

0.1607***

-0.0954

-0.1131

1.0762***

1.3196***

-5.953

-5.646

(-1.175)

(-1.283)

-3.646

-5.661

-0.1174*** -0.1101*** -1.1115*** -1.1896***

-0.0554***

-0.1606***

1.7393***

(-7.351)

(-9.234)

-16.296

0.0840***

0.0853***

0.1749***

0.1790***

0.3424***

0.2992***

-35.948

-36.978

-19.606

-19.386

-9.668

-8.239

-0.1804*** -0.1699*** -0.2545*** -0.2225*** -0.9107*** -1.2401***
(-23.799)

(-21.699)

(-14.748)

(-14.858)

(-20.627)

(-19.773)

.

.

.

.

.

.

.

.

.

.

.

.

0.1422***

0.1441***

-0.0065

-0.0017

0.4109***

0.3501***

-12.639

-12.952

(-0.334)

(-0.080)

-8.307

-5.767

-0.0388

0.0760**

-0.2266***

(-1.613)

-2.397

(-5.986)

-0.015

-0.3651***

(-0.270)

(-8.365)

0.0281***
-2.767

4.race

los1

0.0377*** -0.0685***
-3.679

(-3.275)

-0.0380*** -0.0269*** -0.1155*** -0.0803***
(-4.212)

(-3.288)

(-5.470)
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(-3.583)

5.race

6.race

insured

homeless

_cons

monthly date

-0.0055

-0.005

(-0.268)

(-0.256)

(-3.120)

-0.0328***

-0.0257**

(-3.003)

(-2.206)

-0.2835*** -0.2852***

-0.1413*** -0.1381***

-0.0113

-0.0263

(-3.093)

(-0.083)

(-0.193)

0.0061

0.0279

0.0209

-0.2026*

-0.126

-0.523

-0.296

(-1.927)

0.1404***

0.1334***

0.4131**

0.4646***

(-13.717)

(-13.737)

-7.232

-5.517

-2.237

-2.807

.

.

.

.

.

.

.

.

.

.

.

.

0.4941***

0.4119***

9.4538***

9.2114***

0.8809***

3.4640***

-20.187

-20.889

-276.141

-233.048

-4.508

-31.326

Yes

Yes

Yes

Yes

Yes

Yes

681123
0.2086

681123
0.1855

766255
0.0786

766255
0.0277

N
766255
766255
r2
0.1804
0.1708
t statistics in parentheses
* p < 0.1, ** p < 0.05, *** p < 0.01

From the results presented in Table 26, we found that in the DID model with the measurement
of the proportion of inpatients transferred from the emergency room, the results of the policy
effect item did not show a significant impact, indicating that after the policy was implemented,
compared with other hospitals in the same county, not all the pilot hospitals experienced a
significant drop in the proportion of emergency room patients transferred to the inpatient
department. For the billing expenses as the measurement, the policy reform had the effect of
reducing the medical bill expenses of the patients, implying that the hospitals did not use medical
subsidy funds for over-billing or for any other kind of practice considered an abuse of the funds.
In the DID model with the number of hospitalization days as the measurement, the policy effect
also has the apparent effect of reducing the number of hospitalization days.
However, with regard to the influence of the degree of medical care, a conclusion similar to that
presented in the previous section is drawn: that is, patients with better medical care have a lower
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probability of short-term hospitalization and lower overall billing expenses, so the proportion of
long-term hospitalization of the remaining hospitalized population increases and the overall
length of hospital stay increases accordingly.
3.5.2.4 Trend Analysis of Differences
(1) WE ESTIMATE MODELS (6~8) BY INCLUDING AN INTERACTION BETWEEN THE TREATED
GROUP AND THE TREND VARIABLE.

Based on the aforementioned model, we further control the monthly time trend and the marginal
effect of its interaction with the treatment group. Thus, we add two control variables for the two
aspects. The time effect of the monthly trend in the treatment group is fixed for the regression
of the trend analysis. The fitting results are shown in Table 27.
In regard to the addition of the disease care level control variable, still, the processing method is
the same as in the previous section, and only the sample records with non-missing disease care
level data are retained. The models with and without the disease care level variable are compared
and analyzed.
Table 27 Regression Results of Differential Trend Analysis (Generalized Comparison)
erpatient
erpatient
lntotchg1
lntotchg1
los1
los1
did

-0.0346

-0.0321

-0.1174***

-0.1101***

-1.1115***

-1.1896***

(-1.528)

(-1.387)

(-4.263)

(-4.154)

(-4.862)

(-4.939)

0.1607***

-0.0954

-0.1131

1.0762***

1.3196***

-5.646

(-1.175)

(-1.283)

-3.646

-5.661

treatgroup 0.1685***
-5.953
levelcare

agegroup

female

-0.0554***

-0.1606***

1.7393***

(-7.351)

(-9.234)

-16.296

0.0840***

0.0853***

0.1749***

0.1790***

0.3424***

0.2992***

-35.948

-36.978

-19.606

-19.386

-9.668

-8.239

-0.1804***

-0.1699***

-0.2545***

-0.2225***

-0.9107***

-1.2401***

(-23.799)

(-21.699)

(-14.748)

(-14.858)

(-20.627)

(-19.773)

175

1bn.race

2.race

3.race

4.race

5.race

6.race

insured

homeless

_cons

monthly
date
N
r2

.

.

.

.

.

.

.

.

.

.

.

.

0.1422***

0.1441***

-0.0065

-0.0017

0.4109***

0.3501***

-12.639

-12.952

(-0.334)

(-0.080)

-8.307

-5.767

0.0281***

0.0377***

-0.0685***

-0.0388

0.0760**

-0.2266***

-2.767

-3.679

(-3.275)

(-1.613)

-2.397

(-5.986)

-0.0380***

-0.0269***

-0.1155***

-0.0803***

-0.015

-0.3651***

(-4.212)

(-3.288)

(-5.470)

(-3.583)

(-0.270)

(-8.365)

-0.0055

-0.005

-0.1413***

-0.1381***

-0.0113

-0.0263

(-0.268)

(-0.256)

(-3.120)

(-3.093)

(-0.083)

(-0.193)

-0.0328***

-0.0257**

0.0061

0.0279

0.0209

-0.2026*

(-3.003)

(-2.206)

-0.126

-0.523

-0.296

(-1.927)

-0.2835***

-0.2852***

0.1404***

0.1334***

0.4131**

0.4646***

(-13.717)

(-13.737)

-7.232

-5.517

-2.237

-2.807

.

.

.

.

.

.

.

.

.

.

.

.

0.4941***

0.4119***

9.4538***

9.2114***

0.8809***

3.4640***

-20.187

-20.889

-276.141

-233.048

-4.508

-31.326

Yes

Yes

Yes

Yes

Yes

Yes

766255
0.1804

766255
0.1708

681123
0.2086

681123
0.1855

766255
0.0786

766255
0.0277

t statistics in parentheses
* p < 0.1, ** p < 0.05, *** p < 0.01

The homeless variable was omitted because of collinearity for the monthly time trend effects.
The analysis of the fitting coefficients of the variables such as the policy effect items and level
of care led to a conclusion that is very similar to those reported in previous sections, namely: (1)
The policy effect variables did not have a significant impact on the proportion of emergency
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patients transferred to a inpatient department, and not all the pilot hospitals saw a significant
drop in the percentage of emergency patients transferred to the inpatient department after the
policy was implemented. (2) In contrast, the policy reform had an obvious effect on reducing the
hospitalization bills of inpatients, indicating that the hospitals did not use medical subsidy funds
to overbill or abuse the funds in another way. (3) The policy effect also reduced the length of
hospitalization for inpatients. Most of the hospitalized patients enjoyed the benefits of the
medical insurance reform policy because they could access treatment before hospitalization and
the length of hospitalization was also controlled and reduced accordingly. (4) Patients with better
care for their condition have a lower chance of short-term hospitalization and lower overall
billing expenses, so the proportion of long-term hospitalizations in the remaining hospitalized
patients increased and the overall hospitalization days increased accordingly.
Furthermore, the data of the hospitals enjoying the medical insurance reform policy and other
hospitals located in the same state and county are collected and fitted. In other words, the
treatment group and the control group fitted in the following model were pilot hospitals and
control hospitals in the same county, respectively. The model consisted of data with the
geographical effect of the same county where the hospital is located and the time effect of the
monthly trend change of the fixed treatment group are fitted as shown in Table 28.
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Table 28 Regression Results of Differential Trend Analysis (Narrow Comparison)
-1
-2
-3
-4
-5
-6
erpatient
erpatient
lntotchg1
lntotchg1
los1
los1

did

treatgroup

levelcare

0.009

0.0109

-0.1686*** -0.1645*** -1.6836*** -1.7431***

-0.441

-0.531

(-3.047)

(-2.944)

(-4.019)

(-4.094)

0.1458***

0.1383***

-0.0686

-0.0846

1.3741***

1.6078***

-4.116

-3.795

(-0.819)

(-0.961)

-6.562

-8.959

-0.0554***

-0.1606***

1.7394***

(-7.352)

(-9.235)

-16.286

177

agegroup

female

1bn.race

2.race

3.race

0.0840***

0.0853***

0.1749***

0.1790***

0.3423***

0.2992***

-35.952

-36.983

-19.623

-19.403

-9.683

-8.252

-0.1804*** -0.1699*** -0.2545*** -0.2225*** -0.9105*** -1.2399***
(-23.801)

(-21.700)

(-14.755)

(-14.866)

(-20.622)

(-19.761)

.

.

.

.

.

.

.

.

.

.

.

.

0.1422***

0.1441***

-0.0065

-0.0017

0.4110***

0.3502***

-12.635

-12.948

(-0.334)

(-0.079)

-8.307

-5.77

-0.0388

0.0757**

-0.2270***

(-1.617)

-2.4

(-6.032)

-0.0151

-0.3652***

(-0.270)

(-8.345)

-0.0106

-0.0256

0.0281***
-2.775

4.race

5.race

6.race

insured

0.0378*** -0.0685***
-3.69

(-3.281)

-0.0380*** -0.0269*** -0.1155*** -0.0803***
(-4.209)

(-3.286)

-0.0055

-0.005

(-0.272)

(-0.260)

(-3.121)

(-3.094)

(-0.078)

(-0.188)

-0.0329***

-0.0258**

0.0062

0.028

0.0226

-0.2009*

(-3.013)

(-2.216)

-0.129

-0.525

-0.322

(-1.920)

0.1404***

0.1335***

0.4134**

0.4649***

-0.2835*** -0.2852***

(-5.469)

(-3.583)

-0.1412*** -0.1380***

(-13.731)

(-13.750)

-7.241

-5.522

-2.241

-2.812

.

.

.

.

.

.

.

.

.

.

.

.

0.5373***

0.4545***

9.4031***

9.1576***

0.3135

2.9151***

-18.49

-15.486

-113.169

-101.417

-0.687

-5.702

monthly date

Yes

Yes

Yes

Yes

Yes

Yes

treatgroup#tr
end

Yes

Yes

Yes

Yes

Yes

Yes

766255

766255

681123
178

681123

766255

766255

homeless

_cons

N

r2
0.1804
0.1708
t statistics in parentheses
* p < 0.1, ** p < 0.05, *** p < 0.01

0.2086

0.1854

0.0785

0.0276

Analysis of the fitting coefficients of variables such as the policy effect items and the disease
care level also produced results similar to those reported for the previous experiments. However,
the absolute value of the fitting coefficient of the policy effect after fixing the geographical effect
of the same county where the hospital is located is larger than that of the previous model,
indicating that policy impact could be amplified for comparison within the same county. The
empirical conclusions corresponding to the fitting coefficients of the policy effect variables and
the degree of disease care are the same as the previous ones such that they are not reported here.
(2) ESTIMATE MODELS (6~8) BY INCLUDING A FULL VECTOR OF INTERACTIONS BETWEEN ALL
HOSPITALS AND THE TREND VARIABLE.

With a further examination of the design to optimize the model above, we consider a way of
controlling the marginal effect of all hospitals by adding each hospital id (hospid) and treating
the interaction term of the differential trend as a control variable, instead of analyzing each aspect
independently as in the previous analyses. The time effect of the monthly trend change of the
fixed treatment group was used to carry out the regression of the trend analysis, and the annual
data was selected for fitting as shown in Table 29.
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Table 29 Regression Results of Differential Trend Analysis (Generalized Comparison)
-1
-2
-3
-4
-5
-6
erpatient
erpatient
lntotchg1 lntotchg1
los1
los1

did

treatgroup

0.009

0.0109

-0.441

-0.531

0.1458*** 0.1383***
-4.116

levelcare

-3.795

-0.1686*** -0.1645*** -1.6836*** -1.7431***
(-3.047)

(-2.944)

-0.0686

-0.0846

(-0.819)

(-0.961)

(-4.019)

1.3741*** 1.6078***
-6.562

-0.0554***

-0.1606***

1.7394***

(-7.352)

(-9.235)

-16.286

179

(-4.094)

-8.959

agegroup

0.0840*** 0.0853*** 0.1749*** 0.1790*** 0.3423*** 0.2992***
-35.952

female

1bn.race

2.race

5.race

6.race

homeless

_cons

-9.683

-8.252

(-21.700)

(-14.755)

(-14.866)

(-20.622)

(-19.761)

.

.

.

.

.

.

.

.

.

.

.

.

-0.0065

-0.0017

(-0.334)

(-0.079)

-8.307

-5.77

-0.0388

0.0757**

-0.2270***

(-1.617)

-2.4

(-6.032)

-0.0151

-0.3652***

(-0.270)

(-8.345)

-0.0106

-0.0256

0.1422*** 0.1441***
-12.948

0.0281*** 0.0378*** -0.0685***
-3.69

(-3.281)

-0.0380*** -0.0269*** -0.1155*** -0.0803***
(-4.209)

(-3.286)

-0.0055

-0.005

(-0.272)

(-0.260)

-0.0329*** -0.0258**
(-3.013)

insured

-19.403

(-23.801)

-2.775
4.race

-19.623

-0.1804*** -0.1699*** -0.2545*** -0.2225*** -0.9105*** -1.2399***

-12.635
3.race

-36.983

(-2.216)

(-5.469)

(-3.583)

-0.1412*** -0.1380***

0.4110*** 0.3502***

(-3.121)

(-3.094)

(-0.078)

(-0.188)

0.0062

0.028

0.0226

-0.2009*

-0.129

-0.525

-0.322

(-1.920)

0.4134**

0.4649***

-0.2835*** -0.2852*** 0.1404*** 0.1335***
(-13.731)

(-13.750)

-7.241

-5.522

-2.241

-2.812

.

.

.

.

.

.

.

.

.

.

.

.

0.3135

2.9151***

0.5373*** 0.4545*** 9.4031*** 9.1576***
-18.49

-15.486

-113.169

-101.417

-0.687

-5.702

monthly date

Yes

Yes

Yes

Yes

Yes

Yes

treatgroup#trend

Yes

Yes

Yes

Yes

Yes

Yes

766255

766255

681123
180

681123

766255

766255

N

r2
0.1804
0.1708
t statistics in parentheses
* p < 0.1, ** p < 0.05, *** p < 0.01

0.2086

0.1854

0.0785

0.0276

Again, the analysis of the fitting coefficients of variables such as the policy effect items and the
level of disease care led to conclusions similar to those reported for the models already examined.
The only difference is that the policy effect in the annual data analysis had a negative effect on
the proportion of emergency patients transferred to inpatient departments, which could be
attributed to the utilization of hospital facility resources. In the comparison of the absolute value,
the fitting coefficient of the policy effect after fixing the interaction between the individual
hospital effect and the annual time trend item is smaller than that of the previous model. The
conclusions for the same hospital after comparing the effects of different time periods persist,
indicating that the empirical conclusion is robust.
3.5.2.5 Event Dynamic Research
For the event study, we apply the annual data for 2005 as the base year to evaluate the interaction
between event effect time and treatment group to replace the policy effect term. To study the
dynamic event impact of the medical insurance reform policy, we redevelop the fitting model
by including the variables and interactions above.
As the level of care variable for the treatment group is not sufficient every year, adding the
disease care level variables will lead to missing fitting coefficients between the policy treatment
group variables and the event time interaction term. The model in this section, therefore, does
not include the level of care variables. The fitting results of the event dynamic effect model are
shown in Table 30.
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did

Table 30 .Regression Results of Event Dynamic Study (Generalized Control)
-1
-2
-3
-4
-5
-6
erpatient
erpatient
lntotchg1
lntotchg1
los1
los1
0.009

0.0109

-0.441

-0.531

-0.1686*** -0.1645*** -1.6836*** -1.7431***
(-3.047)
181

(-2.944)

(-4.019)

(-4.094)

treatgroup

levelcare

agegroup

female

1bn.race

2.race

3.race

0.1458***

0.1383***

-0.0686

-0.0846

1.3741***

1.6078***

-4.116

-3.795

(-0.819)

(-0.961)

-6.562

-8.959

-0.0554***

-0.1606***

1.7394***

(-7.352)

(-9.235)

-16.286

0.0840***

0.0853***

0.1749***

0.1790***

0.3423***

0.2992***

-35.952

-36.983

-19.623

-19.403

-9.683

-8.252

-0.1804*** -0.1699*** -0.2545*** -0.2225*** -0.9105*** -1.2399***
(-23.801)

(-21.700)

(-14.755)

(-14.866)

(-20.622)

(-19.761)

.

.

.

.

.

.

.

.

.

.

.

.

0.1422***

0.1441***

-0.0065

-0.0017

0.4110***

0.3502***

-12.635

-12.948

(-0.334)

(-0.079)

-8.307

-5.77

-0.0388

0.0757**

-0.2270***

(-1.617)

-2.4

(-6.032)

-0.0151

-0.3652***

(-0.270)

(-8.345)

-0.0106

-0.0256

0.0281***
-2.775

4.race

5.race

6.race

insured

homeless

_cons

0.0378*** -0.0685***
-3.69

(-3.281)

-0.0380*** -0.0269*** -0.1155*** -0.0803***
(-4.209)

(-3.286)

-0.0055

-0.005

(-0.272)

(-0.260)

(-3.121)

(-3.094)

(-0.078)

(-0.188)

-0.0329***

-0.0258**

0.0062

0.028

0.0226

-0.2009*

(-3.013)

(-2.216)

-0.129

-0.525

-0.322

(-1.920)

0.1404***

0.1335***

0.4134**

0.4649***

-0.2835*** -0.2852***

(-5.469)

(-3.583)

-0.1412*** -0.1380***

(-13.731)

(-13.750)

-7.241

-5.522

-2.241

-2.812

.

.

.

.

.

.

.

.

.

.

.

.

0.5373***

0.4545***

9.4031***

9.1576***

0.3135

2.9151***

-18.49

-15.486

-113.169
182

-101.417

-0.687

-5.702

monthly date

Yes

Yes

Yes

Yes

Yes

Yes

treatgroup#tr
end

Yes

Yes

Yes

Yes

Yes

Yes

681123
0.2086

681123
0.1854

766255
0.0785

766255
0.0276

N
766255
766255
r2
0.1804
0.1708
t statistics in parentheses
* p < 0.1, ** p < 0.05, *** p < 0.01

The regression results show that in terms of the proportion of emergency room patients
transferred to an inpatient department before the implementation of the medical insurance policy,
the event dynamic item coefficient was significantly positive (0.021 in 2004). In comparison,
after the policy was implemented, the event dynamic item coefficient was negative (the
coefficients for 2006, 2007, and 2008 are -0.0327, -0.0229, and -0.0279, respectively). This
result indicates that the medical insurance reform policy decreased the use of hospital emergency
room resources, which verifies the previous findings. In terms of billing expenses, no matter
whether before or after the implementation of the health insurance reform policy, the event
dynamic effect term had no significant impact on inpatient treatment bills, indicating that there
is no disparity in the medical treatment provided based on by ability/inability to pay.
For the hospitalization days, in the first year after the implementation of the medical insurance
reform policy, the event dynamic effect term had a significant positive impact on inpatient
treatment bills. This may be because in the early stage of policy implementation, inpatients
tended to enjoy the benefits of the funds provided by the government. Thus, the average length
of a hospital stays increased in this short period. However, with the continuous advancement of
the policy, its long-term effect is becoming more and more evident, and a good medical feedback
mechanism has taken effect. Patients will not exacerbate their illness due to issues such as
delayed treatment caused by in illness or personal financial problems, and hospital doctors have
no need to transfer bills to cover an unpaid amount. The long-term effect of the policy, i.e., in
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the third year following implementation, is manifested by results showing that the event dynamic
effect item had a significant negative impact on the number of days of hospitalization.
In order to further verify the robustness of the conclusions from the event dynamics research,
we applied the annual patient data of the pilot hospitals controlling for the fixed effect of
geographical information. And, the regression of the event dynamics research model was carried
out by controlling the fixed effects of the same county. The fitting results are shown in Table 31.
Table 31 Regression Results of Event Dynamic Study (Narrow Control)
(1)
(2)
(3)

1.treatgroup#2004bn.ayear

1.treatgroup#2006.ayear

1.treatgroup#2007.ayear

1.treatgroup#2008.ayear

treatgroup

agegroup

female

1bn.race

2.race

Erpatient

lntotchg2

los2

0.0176

0.0028

0.0323

(1.312)

(0.126)

(0.355)

-0.0349***

0.0115

0.1130

(-2.776)

(0.474)

(1.454)

-0.0289***

0.0341

0.0028

(-3.020)

(0.590)

(0.025)

-0.0367***

-0.0043

-0.4640***

(-3.119)

(-0.072)

(-5.307)

0.1518***

-0.1337

1.2339***

(5.061)

(-1.494)

(7.560)

0.0917***

0.1885***

0.3678***

(36.904)

(19.459)

(9.042)

-0.1712***

-0.2279***

-1.2549***

(-22.352)

(-14.942)

(-20.580)

.

.

.

.

.

.

0.1465***

0.0136

0.4092***

184

(12.930)

(0.604)

(6.941)

0.0418***

-0.0298

-0.2295***

(4.586)

(-1.221)

(-5.052)

-0.0306***

-0.0982***

-0.4322***

(-3.563)

(-4.825)

(-11.453)

-0.0078

-0.0985***

0.3865**

(-0.607)

(-2.873)

(2.469)

-0.0125

0.0307

-0.2088***

(-1.136)

(0.661)

(-3.838)

-0.2827***

0.1342***

0.6879***

(-15.270)

(5.412)

(4.193)

0.0467

-0.2930***

2.8986***

(0.714)

(-6.397)

(8.505)

0.3988***

9.2059***

2.8258***

(20.549)

(243.307)

(22.172)

Year

Yes

Yes

Yes

State

Yes

Yes

Yes

N

1632490

1453004

1632490

r2

0.1690

0.1917

0.0275

3.race

4.race

5.race

6.race

insured

homeless

_cons

t statistics in parentheses
* p < 0.1, ** p < 0.05, *** p < 0.01
We almost came to a similar conclusion to previous model. Based on a comparison with other
hospitals in the same county, for the pilot hospitals, before the implementation of the medical
insurance policy, as shown by the dynamic effect of events, there was no significant impact on
the proportion of inpatients transferred from emergency room. After the policy was implemented,
however, the dynamic effect of events had a significant negative impact on the proportion of
inpatients transferred from emergency room, whereby the implementation of the medical
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insurance reform policy did, in fact, relieve the inpatient treatment pressure on the pilot hospitals.
In terms of length of stay, this result suggests that the pilot hospitals did not abuse the subsidy
funds provided as a consequence of the medical insurance reform policy. For length of stay,
compared with other hospitals in the same county, the treatment hospitals did not experience the
dynamic effect of events in the first year in terms of the promotion of the medical insurance
policy. The inpatients tended not to use government-provided aid funds to abuse the benefits of
the policy by, for example, inappropriately prolonging their hospital stay. Likewise, the pilot
hospitals did not abuse the aid funds by keeping patients for a longer hospital stay.
As a result, in the third year after the implementation of the policy, the dynamic effect of events
appeared to relieve the pressure of inpatient treatment on the pilot hospitals including by
reducing the length of stay. We can, therefore, assert that the empirical conclusions of the event
dynamics research presented passed the robustness test.
3.5.3 Propensity Score Matching (PSM)
3.5.3.1 PSM-DID Estimation
In this section, the weight variable is added to the extended model design in the form of sample
frequency weights for weighted regression. The following results were obtained by fitting the
comparative models with and without the disease care level variable, as shown in Table 32.
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did

treatgroup

levelcare

Table 32 PSM-DID Estimation Results (Generalized Control)
-1
-2
-3
-4
-5
erpatient
erpatient
lntotchg1
lntotchg1
los1

-6
los1

0.009

0.0109

-0.1686*** -0.1645*** -1.6836*** -1.7431***

-0.441

-0.531

(-3.047)

(-2.944)

(-4.019)

(-4.094)

0.1458***

0.1383***

-0.0686

-0.0846

1.3741***

1.6078***

-4.116

-3.795

(-0.819)

(-0.961)

-6.562

-8.959

-0.0554***

-0.1606***

1.7394***

(-7.352)

(-9.235)

-16.286

186

agegroup

female

1bn.race

2.race

3.race

0.0840***

0.0853***

0.1749***

0.1790***

0.3423***

0.2992***

-35.952

-36.983

-19.623

-19.403

-9.683

-8.252

-0.1804*** -0.1699*** -0.2545*** -0.2225*** -0.9105*** -1.2399***
(-23.801)

(-21.700)

(-14.755)

(-14.866)

(-20.622)

(-19.761)

.

.

.

.

.

.

.

.

.

.

.

.

0.1422***

0.1441***

-0.0065

-0.0017

0.4110***

0.3502***

-12.635

-12.948

(-0.334)

(-0.079)

-8.307

-5.77

-0.0388

0.0757**

-0.2270***

(-1.617)

-2.4

(-6.032)

-0.0151

-0.3652***

(-0.270)

(-8.345)

-0.0106

-0.0256

0.0281***
-2.775

4.race

5.race

6.race

insured

0.0378*** -0.0685***
-3.69

(-3.281)

-0.0380*** -0.0269*** -0.1155*** -0.0803***
(-4.209)

(-3.286)

-0.0055

-0.005

(-0.272)

(-0.260)

(-3.121)

(-3.094)

(-0.078)

(-0.188)

-0.0329***

-0.0258**

0.0062

0.028

0.0226

-0.2009*

(-3.013)

(-2.216)

-0.129

-0.525

-0.322

(-1.920)

0.1404***

0.1335***

0.4134**

0.4649***

-0.2835*** -0.2852***

(-5.469)

(-3.583)

-0.1412*** -0.1380***

(-13.731)

(-13.750)

-7.241

-5.522

-2.241

-2.812

.

.

.

.

.

.

.

.

.

.

.

.

0.5373***

0.4545***

9.4031***

9.1576***

0.3135

2.9151***

-18.49

-15.486

-113.169

-101.417

-0.687

-5.702

monthly date

Yes

Yes

Yes

Yes

Yes

Yes

treatgroup#tr
end

Yes

Yes

Yes

Yes

Yes

Yes

766255

766255

681123
187

681123

766255

766255

homeless

_cons

N

r2
0.1804
0.1708
t statistics in parentheses
* p < 0.1, ** p < 0.05, *** p < 0.01

0.2086

0.1854

0.0785

0.0276

The fitting results show that the medical insurance reform policy did not the effect any significant
change in the proportion of emergency room patients transferred to inpatient departments.
However, other results suggest that more comprehensive patient care after a serious illness or
injury can give rise to a lower proportion of emergency patients transferred to inpatient
departments. In addition, regardless of whether the degree of medical care variable is added, the
medical insurance reform policy had a consistently significant negative impact on total billing
expenses, suggesting that the policy relieved treatment pressure and that medical insurance
subsidies do not affect the behaviors of hospitals (doctors). Judging from the data, the fairness
of the hospitals in the usage of the subsidy funds has been proved for the patients who enjoy the
medical insurance reform. Finally, regardless of whether the degree of disease care variable is
added to the model, the medical insurance reform policy had a significant negative impact on
the length of hospital stay, which once again verifies that the policy alleviated the treatment
pressure on the hospitals to some extent.
Clustering fitting was performed for the hospitals for each policy treatment group and the control
group hospitals in the same state and county by fixing the geographical effect of the same county
where the hospital is located. Further, weighted regression was carried out, and the comparison
model fitting with and without the degree of disease care variable was added. The fitting results
are shown in Table 33.
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Table 33 PSM-DID Estimation Results (Narrow Control)
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From this analysis, we found a similar trend to the results of Table 32. In terms of the proportion
of emergency patients transferred to inpatient departments, the policy effect item in the
regression after propensity matching had no significant effect. This result suggests that compared
with other hospitals in the same state and county, pilot hospitals did not discriminate between
patients on the basis of whether or not they had insurance. In respect to billing expenses, in the
propensity matching regression, the policy effect had the effect of decreasing the medical bills
of inpatients, and the inpatient doctors did not bill more from the medical subsidy funds or abuse
funds in other ways. In terms of hospitalization days, in the propensity matching regression, the
policy effect also played a role in reducing the number of hospitalization days, including in
regard to long-term hospitalization days, which also decreased.
3.6 CONCLUSIONS
The administrative data of 366 hospitals, comprising 22 listed DPHs and 344 other hospitals in
the database of the California HCUP were used to analyze the effect of the 2005 California
Medical Waiver on hospital treatment burden from 2004 to 2008 by PSM-DID estimation. In
particular, in our evaluation of the waiver’s impact, we focused on some principal research
measurements including the proportion of inpatients transferred from the Emergency Room to
inpatient facilities, bill expenses, and length of stay. The results of the theoretical and empirical
analysis were in accordance with our expectation, which we based on a review of the literature
and the stated intentions of the policy makers. However, some issues came to light that were
unexpected. Given that this chapter focuses on providing a factual analysis through econometric
models applied to past interventions, we were glad to identify previously hidden factors during
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our investigation and to validate the meaningfulness of the models in our research as applicable
to examinations of enactments with similar political characteristics. Finally, this research fulfills
the original objectives by making a number of contributions to the field in terms of furthering
understanding of the effectiveness of policy reform practices. We present some
recommendations for additional research to advance this investigative direction in the next
section.
3.6.1 Summary of Research Findings and Suggestions
We highlight five main findings in this section: (1) In the baseline DID model, the Medical
Waiver is shown to relieve the treatment pressure on the pilot hospitals by significantly reducing
the number of inpatients transferred from the emergency room to inpatient facilities, thereby
significantly limiting the otherwise high level of consumption of resources expended on patient
care. Further, the design of the model passed the parrel trend test as well. (2) Race, financial
status, and gender each have a marked influence on the extent of billing expenses and length of
stay. (3) Even when the severity of the patient’s condition, the same county effect, and the time
trend effects are controlled, the impact of the Medical Waiver is significantly positive. (4) When
the lag effect of this policy is taken into account in event dynamics, the results align with
previous results according to which the policy has led to a decrease in the number of patients
transferred from the emergency room to inpatient facilities, with the policy having a lasting
effect on alleviating the treatment burden of hospitals. (5) Relative to the validity of the
conclusion, the results require further assessment, yet are robust through the PSM-DID
estimation and the placebo test based on repeating the regression 500 times.
According to the results and findings from both this research and the existing literature, we make
the following recommendations. First, at the outset there were doubts about the efficacy of the
2005 California Medical Waiver in terms of alleviating the treatment burden on hospitals.
Further, the ways in which the policy has appeared to be unsatisfactory in this regard may be
due to underlying trends and financial difficulties rather than to any inadequacy of the policy
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itself. It should also be noted that abandoning this policy direction can also reasonably be viewed
as constituting a waste of resources, including in regard to time. This thesis, is, therefore,
important for identifying what have been heretofore overlooked achievements of the waiver,
recognition of which may motivate more efforts focused on reform in California. The thesis
results and findings could more broadly serve as a foundation for popularizing similar policies
nationwide, thereby increasing its positive impact on emergency room and inpatient treatment
and associated financing.
Second, in the context of society, because of the disparity that exists in the medical treatment
available to people on the basis of characteristics such as race, economic status, and gender,
members of socially vulnerable groups might not make hospital visits in a timely way thanks to
unemployment, homelessness, or lack of medical security. As a result, needed treatment may be
delayed such that the patient’s condition has already deteriorated before medical advice is sought.
We recommend, therefore, that the government promote medical equality to maintain – and
improve – public health, thereby protecting and promoting human rights.
Third, in the insurance market, private insurance is the main channel through which people
acquire, maintain, and pay for medical insurance. The government’s participation in healthcare
is insufficient. As a matter of fact, insurance coverage in the US covers far fewer people than is
the case in European Union (EU) countries. The business model in the US is based on horizontal
fundraising such that it is easy to limit access. Meanwhile, most insurance policies fail to provide
coverage such that certain conditions are not covered. For example, according to data for 2018,
before the spread of the pandemic, 45% of US adults aged 19 to 64 were inadequately insured
and 12.4% did not have paid for health insurance (Collins et al., 2019). Thus, it is necessary to
develop public health insurance and provide necessary subsidies to that medical insurance and
medical treatment are made available to all in order to maintain the health of the general public.
Fourth, most medical insurance policies in the US are prepaid by private third parties, which
tends to lead to the problem of over-service. Given the high standards that the medical profession
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must meet, hospitals operate as discrete systems. Due to a lack of the supervision on the part of
the government authorities, doctors or service providers may prescribe more medicine and/or
more expensive medicine than is necessary, which can have an adverse impact on insurance
coverage. Hence, it is suggested that the medical industry move towards standardization with
greater oversight of hospitals and medical insurance institutions than is currently the case.
Fifth, when we return to the issue of Covid-19, we can see that it is not only the health and,
therefore, the lives of patients that should be protected, but also the lives and health of the
medical staff likewise. Thus, it would be advisable for further research in this arena to take
account of medical care delivered remotely such as in the context of the of the internet, as another
way, possibly, a key way in which the healthcare system can be improved.
3.6.2 Research Impact on Business
In this chapter, we investigated the effects of a policy reform focused on the healthcare system
by comparing participating with nonparticipating hospitals with a focus on key factors targeted
by the policy. In addition to its positive effect in regard to lessening to an extent the inpatient
treatment burden on the participating hospitals, the policy also promoted more equal treatment
of insured and uninsured patients. On this basis, it is evident that patient access, i.e., affordability
of treatment with or without insurance, is the key factor in improving and maintaining public
health.
The policy effects investigated arose from the state’s first endeavor to create investment impact
in the area of healthcare. However, creating the desired impact requires the involvement of
private investors in launching processes in the investment market through best practices. With
the steps taken towards achieving universal health care, the findings reported in this chapter have
two key implications for business decision makers.
On the one hand, the study has a latent implication from the results whereby making
improvements to primary care could be an effective and efficient way to achieve a high standard
of public health. Thus, the big health industry – a conceptual term used to describe a
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comprehensive range of health products and services – could be another main field in which
investors could help address societal challenges. In contrast to high levels of investment in
tertiary care and medical treatment for those diagnosed with a disease, business investment in
building a preventive care system could be more effective for general wellness. As seen in the
apparent decrease in hospital bills and the consumption of hospital resources more generally,
such as emergency room use and hospitalization days, investment in this direction could have
great promise in concert with policy reforms.
On the other hand, unexpected results for the insured and uninsured relating to uncovered
services indicate that consumption inertia, a term originally used to describe a gradual
adjustment to changes in retail prices (Xia & Li, 2010), can also be applied in the service sectors.
We can project an increasing trend whereby the uninsured will increase the number of times they
access hospital services. But before that, there should be an increasing volume of the insured
accessing any newly covered services. Thus, during the transition period, investors should pay
more attention to the preferences of existing customers for additional care services available.
3.6.3 Research Limitations
The robustness of the models developed in this thesis could be proved through statistical tests.
However, several limitations arise from intrinsic constraints with regard to the dataset and the
sample. Firstly, it is undeniable that the research subject, i.e., the waiver, is far from current
given that it was is in operation from 2005 to 2008, such that it ended approximately fifteen
years ago.
However, due to issues in regard to social security and the confidentiality of the patients’
information, data from the healthcare industry are generally not released in a timely fashion.
Meanwhile, the enormous datasets require considerable time to update following careful scrutiny.
Thus, in research on policy reforms, analysis is often largely dependent on “antique” information
newly released to the public.
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In the context of policy reforms, therefore, impact may be reflected slowly and evaluations can
only follow. To further support the credibility of the present research, it is necessary that analyses
of a more comprehensive nature targeting more past policy reforms be pursued. Also, with
econometric models, there can be multiple instances of interference together with noisy variables,
which must be eliminated based on the large amount of data in order to determine the shape of
the trend. Through a review of past policy reforms, neglected factors and hidden relationships
could be discovered to rectify misunderstandings and provide guidance for future endeavors.
Thus, despite issues in regard to timeliness, the research results still have substantial referential
value and can be drawn on as an instructive example for future studies on the healthcare industry
and policy reforms.
Secondly, no control variables were included in the present study with respect to the
characteristics of individual hospitals. Such differences include capacity in terms of beds,
number of clinicians, and hospital classification, which may relate to the composition of the
patients and the types of treatments provided. It should also be noted that the preferences of the
patients and the receiving ability of the hospitals produce various results pertaining to
reimbursement and the percentage of uninsured treated. By developing models that take these
individual factors into account, estimates could become more precise and, therefore, more
meaningful and actionable.
Correspondingly, considerable effort is expended in collecting data and establishing the
analytical model to approach the high level of precision needed. Although the various classes of
hospitals will differ in how they manifest the impact of a given reform, the overall direction of
the changes associated with extended coverage should be the same. Thus, in consideration of the
derivation of the trends for comparative purposes in this paper, the generalized data are enough
to analyze the impact of the policy reforms and to identify decisive factors pertaining to the
financial burden of the hospitals and patients at this stage.
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Chapter 4: A New Real-Time Algorithm for System Monitoring with Bayesian Approach
4.1 INTRODUCTION
4.1.1 Background
4.1.1.1 Challenges in Data Analytic Methods for Healthcare
Alongside the wave of big data in health care, the application of the data calls for a more feasible
and scientific tactic to take advantages of the large amount of information contained in order to
derive evidence to support certain decision-making, which could be referred as evidence-based
health care. An evidence-based approach provides the decision-makers a collaborative and
systematic process towards data-driven, effective strategies for implementation by identifying
opportunities for integration (Titler, 2008). In spite of the availability of data, there are other
factors which may be attributed to the increase of the applications in health industry, including
the increase of understanding about the health hazards or diseases and improved mathematical
methodologies.
One of the popular applications of the evidence-based approach is to evaluate the impact of the
intervention, such as health policy reform. Due to the influences on a large scale, there is a higher
standard for current health policy to improve patient quality and safety outcomes (Cruz et al.,
2017). However, the complexity caused by the interaction and interdependence of the variables
in the real world places obstacles for researchers in estimating the impact of certain interventions
precisely, which requires the researchers to demonstrate the efficacy and effectiveness of
interventions based on the variables with noises (Victora et al., 2004).
Though there is a great success for scientific research using RCT (randomized clinical trials) in
evidence-based medicine in the test of new medicines and preventive agents, the trials are not
well-fitted and encounter many issues when the scientists try to extend the model designs into
the fields of public health and health policy (Victora et al., 2004). Compared with the studies on
drug efficacy, the findings of several research articles in the evaluation of social policies for less
developed countries have presented the weakness of evidence pertaining to their effectiveness
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(Cruz et al., 2017). Due to the complexity of the variables, including the political and economic
constraints, the comparison of the controlled and the treatment groups with identical
characteristics is nearly impossible, or would need to exert a great burden on finances and other
resources.
Thus, for the purpose of persistent quality improvement in health care and decision making, the
evaluations of the interventions or new policies are conducted based on time series data to show
the distribution differences between preintervention period and postintervention period, which
can be seen as “interrupted” by a sudden change. The interrupted time series (ITS) analysis is
widely applied in the evaluation of interventions on population level with the needs of dealing
with the longitudinal data.
Also, with the developments in computational power and algorithms, more and more statistical
methodologies are possible to implement, which were only constrained at the conceptual level
in the past. Among those methodologies, the analysis in Bayesian approaches attracts the most
interest in the statistical community, which constitutes an alternative way of statistical thinking
(Etzioni & Kadane, 1995). With the ability to make inferences of the posterior state based on the
prior data by the Bayesian theorem, the method gains a unique advantage in the estimate of the
parameters with the usage of the background information, making it suitable in the area of
sequential learning and decision-making. In addition, the model based on Bayesian methods is
able to take considerations of all the relevant variables and uncertainties to make predictive
distribution after certain point, which is also a key goal for time-series analysis (Steel, 2010).
The Bayesian methods conduct estimates based on the empirical information and try to figure
out the maximum likelihood for the posterior distributions. Thus, the choice of the prior
distribution makes a great sense for the accuracy of the final results. In addition, to make the
algorithmic methods valid, the researchers have to impose the assumptions to fix the type of the
posterior distributions. As a result, the applicability and feasibility of the Bayesian approaches
are impaired by the strict assumptions for the data distribution laid on the design of the model.
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For a long time, reducing or eliminating such preconditions for Bayesian methods through
innovative solutions, which could greatly improve the performance in the evaluation of the
interventions, was the key focus for researchers. Meanwhile, with the empirical distribution
under observance, one key point to differentiate the patterns for prior and posterior distribution
is to identify the magnitude and change point for the feasibility of study under Bayesian methods.
With strength of the vast of data, through the empirical Bayesian methods, the researchers could
derive the underlying true values or patterns of the parameters and form the prior distribution.
However, there is still a need to develop a method with enough sensitivity to test the sequential
data in real time for the evaluation of the performance against certain abrupt events.
4.1.1.2 Challenges in the Pandemic
Back in 2019, the sudden burgeoning pandemic threat of coronavirus outbreak was first found
in Wuhan, Hebei, and the pandemic has been shocking the stability of the healthcare system
worldwide ever since. Based on its rapid dispersion, the pandemic has drawn attention from
various countries and become a major public health concern. Thus, on March 11th 2020, the
novel corona virus, so-called Covid-19, causing the flu-like symptoms with more severe
respiratory damage, was defined as a global pandemic by the World Health Organization (WHO)
(Chimmula & Zhang, 2020). With regards to the US, combatting against the unprecedent global
health crisis cannot be seen as a success. As of 15th Feb 2022, there are over 61.4 million cases
reported, with over 780,000 deaths amongst them, as reported by the Centers for Disease Control
and Prevention (CDC) (Artiga & Hill, 2022).
With such a significant number of active cases, healthcare delivery systems and the capacity to
maintain other essential health services are impaired. The emergency medical services in New
York City met with these challenges, including a shortage of beds for inpatients and the
consequential mental stress (Tangcharoensathien et al., 2021). The panic caused by Covid-19
led some to fear entering the hospital on account of the danger of acquiring the virus. The spread
of the cases has already surpassed many early predictions and caused disruption for the
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healthcare delivery via this avoidance or the delay of the medical visits for non-Covid related
illness. According to the CDC Vaccine Safety Datalink, the number of measles vaccinations
dropped around 50% during the first quarter of 2020, compared to the same period in 2019
(Barach et al., 2020). Thus, the entire health system is put to the test, and new approaches are
developed in preparation to handle the consequences for the post-pandemic recovery.
The impact of the Covid-19 pandemic is not only exerted onto the healthcare system, with a
medical crisis, but also placed onto the economy; it can be seen as the combination of the fatal
flu and the Great Depression. Just at the inception of the pandemic, researchers estimated that,
in the US, the first-order effect of the virus would cause the drop of over 22 percent of GDP,
deprive 24 percent of employment chances, and reduce 17 percent of the income for employees
(Mealy et al., 2020). According to information released by the US economy from the
Congressional Research Service, the impact of Covid-19 could be seen as the most severe case
after World War II due to the problems caused both for the aggregate demand and supply
(Weinstock, 2021). With the measures of social distancing or the threats of lockdown, the
productivity declined swiftly; however, the demand for the storage of the goods raised due to
the concern of the resurgence of the virus. The aggregation of the two forces created unexpected
economic dynamics during this recession.
The precipitous increase in the unemployment rate and the drop in GDP leads to a slow pace for
inflation, but the change in price level of individual goods polarizes and leads to considerable
differences, which in return lower the living quality and standard and increase the family
expenditures. According to a new report from consultancy McKinsey & Company, the economic
recovery from the distress caused by Covid-19 is expected to take three years, until 2023 for the
United States (Oliver, 2020).
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Figure 27.

Covid-19 U.S. Impact Could Exceed Anything Since the End of WWII

Throughout the history of civilization, the pandemic has been the greatest threat to humans’
health, with the tales of the punishment from heaven coming down from the old days. In
consideration of the difficulties emerging as a striking wave to the public, there are still certain
exemplary cases to follow from the past and conducive to the predictive trends of changes in the
future.
Based on previous experience, infectious disease outbreaks also present their own patterns based
on transmission dynamics (Chimmula & Zhang, 2020). The interventions to control such
explosive growth of the infectious disease depend on the effectiveness of the evaluation methods
in terms of magnitude and change points. However, the trajectory of the development is one of
the most confusing conundrums to predict due to compound influences from the complexity of
the affected variables. For the perspective of the long-term evolvement of the virus, the mystery
is still unsolved for the coexistence of the virus with the populations.
However, certain trends and phenomenon of this pandemic present similarities with other past
influenza pandemics. For example, the rapid accumulation of cases in the early stage of Covid19 not only follows the shape of the pattern with the historical numbers of the SARS-CoV
outbreak in 2003, but also shares traits with the massive infections caused by influenza H1N1,
as shown in Figure 28 (Telenti et al., 2021). In the projection of the evolutionary future, it could
be pertinent to utilize observances from previous epidemics (Telenti et al., 2021).
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Figure 28.

Ominous Signs in the Early Days of the Pandemics

Of course, Covid-19 is not the first pandemic, or even the most lethal one in history. The record
of the most mortality and natality impact caused by influenza should be given to the 1918
Spanish flu (Viboud & Lessler, 2018). Several articles have been published attempting to predict
the development of Covid-19 by reviewing datasets from the Spanish Flu Pandemic (Gavrilova
& Gavrilov, 2020; Wheelock, 2020). A general comparison of the two pandemics could reveal
a lot in common, including the highly contagious rates, the transmission media, and unusual
lethality compared with normal flu (Wheelock, 2020). The extremely high death rates among
young adults and the obvious severe symptoms at early stage differentiate the impact and future
development of the two pandemics.
In addition, for the countries in the Northern Hemisphere, both pandemics were associated with
a relatively mild wave in the hot period (summer), followed by a much more severe wave in the
cold period (winter). However, for Covid-19, the reality is that the changing pattern could be
attributed to NPIs (non-pharmaceutical interventions, such as social distancing), rather than any
cycle of seasonality due to the fact that outbreaks have been reported in tropical locations like
Brazil, India, and South Africa (Telenti et al., 2021).
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The length of the incubation periods and the existence of asymptomatic transmissions also render
the uniqueness of the current disease from other virus originated from the homogeneous strains,
including coronaviruses severe acute respiratory syndrome coronavirus (SARS-CoV) and
Middle East respiratory syndrome coronavirus (MERS-CoV) (Telenti et al., 2021; Alene et al.,
2021). Nevertheless, the rapid emergence of new variants and the lower effectiveness of innate
immune responses make the spread of Covid-19 even more complex in terms of presymptomatic
and asymptomatic transmission (Diamond & Kanneganti, 2022).
Thus, though there are certain similarities shared between Covid-19 and other pandemics, the
comparison to a single disease in the past cannot be fully considered when predicting the trends
for Covid-19. However, with the help of big data, the trends of influenza in the past could be
jointly analyzed to discover the inter-relations among the different types of influenza viruses and
derive the fundamental, conjugated pattern of the distribution to project future changes. These
sentinel practices have been deployed in influenza surveillance for decades. For example, China
established a sentinel surveillance network for influenza-like-illness (ILI) in the late 1990s,
which began reporting in 1998 (Cowling et al., 2006). The data gathered through national
organizations or institutions could offer a valid and reliable way to alert the upcoming of the
peak season in order to strengthen detection for certain symptoms and to create a contingency
plan for vulnerable people. Meanwhile, the interactions among the influenzas, including the
effects of the NPIs, may also affect the opinions against the development of the virus spread in
the post-pandemic period.
According to the WHO influenza surveillance information reports provided by the Global
Influenza Surveillance and Response System (GISRS), we could apply the line chart to plot the
past influenza trends based on the annual reported cases from 1995 to 2021; for example, China
and the Australia, as shown below. From the chart, there are clear up and down trends for
influenza between the countries, which could be seen much more obviously, for example, in the
development of influenza A/(H1N1) pdm09. Starting with the peak in 2009 for both countries,
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the following change points detected from the diagrams are distributed discrepantly with the
difference in the severity of the infected cases. Meanwhile, with a closer look at the flu influenza
development during the Covid-19 pandemic period, from 2019 to 2021, there is a notable
reduction in cases of both influenza A and influenza B. For example, according to the research,
the B/Yamagata lineage has not been detected from April 2020 to August 2021, which suggests
the possibility of the extinction of the flu strain (Koutsakos et al., 2021). As the common
transmission media between the Covid-19 and the flu are alike, the protective interventions
against the pandemic could also be effective to cut off the infectious route. However, there is
still a risk for the resurgence of influenza. From the trending diagram in China in Figure 29,
although the diversity of types/subtypes co-circulating has decreased compared to adjacent years,
the opposite trend of B/Victoria lineage viruses could be observed between 2020 and 2021; in
Australia, both influenza A and influenza B fall rapidly towards the bottom, as shown in Figure
30.
Every year, it is difficult to predict which influenza viruses might circulate during the next season
due to the outbreak time points and infected populations varying by the types of viruses, as well
as in different nations. However, based on the study of the epidemiology of the post-pandemic
period, the low intensity of the influenza virus during last year may exert more severity effects
on the upcoming influenza season given the absence of the ongoing exposures by immune
systems (Olsen et al., 2021) With the existing patterns shown by the flu data, somehow, the
future development of Covid-19 could be assessed as well, based on the common characteristics,
in order to predict the next influenza season and take precautions in terms of the allocation of
resources, such as the vaccinations and medicines, and attention to the most vulnerable people.
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Figure 29.

Figure 30.

Flu Trends in China

Flu Trends in Australia

4.1.2 Motivation and Objective
For the final study of this paper, an exploration of AI approaches in the handling of the changes
would be a great addition. The algorithms with high level of automation have made a lot of
significant impact in the healthcare industries, which was expected to play an important role in
collecting and monitoring data (Shah & Chircu, 2018). Meanwhile, an efficient way to deal with
real-time data would help investment firms to leverage the potential of an increasingly
interconnected and responsive world. With the prompt detection of the changes with the desired
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level of robustness, decision makers could anticipate the interventions in the near future and
tackle the issue with emergency plans for the influences.
Based on the issue mentioned above, the paper aims to cope with the problems encountered in
the analysis of the interventions in the health care system. Other than the original analytical
models limited under a set of prior assumptions, the methodology developed in this paper would
like to enhance the feasibility of Bayesian Analysis for interrupted time series, with the
theoretical derivation process of formulas and calculations behind to show the rationality.
Targeting the nature of health care data, which is normally numerous from various sources, the
model involving the new Bayesian method developed in this paper shall be designed to testify
the applicability in the area of the evaluation of the interventions. The demonstration of the new
method in the process of the real-time data is also projected to strengthen the validity of the
results derived by the means of probability analysis on unknown event, following the work
established by Lee in 1977 .
In consideration of the limitations and preconditions of the Bayesian methods at current stage,
the overall objective for this paper is to improve the scope of the method in analyzing the ITS
data and ease the process of applications in the research of the aggregate data in various
industries. Instead of the normal distribution of the data proposed in previous literatures, this
paper try to apply the exponential distribution of the data for the analysis.
In this dissertation, I would like to extended the previous work with the following contributions:
1) to conduct a systematic review of the existing methods in ITS analysis and the use of Bayesian
analysis with pre-assumptions; 2) compare the previous normal distribution as prior with
exponential prior for change magnitudes and provide practical computing tips; 3) propose an
idea of a new real-time on-line learning algorithm which combines both the joint methodology
for the ITS analysis and the PRP strategy for repeated game from empirical Bayesian approach.
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4.1.3 Scope and Outline
The structure of the paper is following the rationality from the theoretical perspective to the
practical perspective. In the following sections, I will reexamine the past efforts in the ITS and
change points studies about the impact of the interventions. Meanwhile, the improved method
under Bayesian probability is presented and evaluated through the exploration of a new approach
for ITS analysis under exponentially distributed data. On the account of the possible influential
variants, the methods are supposed to remain the robustness as expected with less restrict of
requirements on informative prior, to overcome the common criticism on the sufficiency of prior
data sample, and the influences on the posterior inferences and decision. To achieve this
objective, the forecaster of the reactions by the research subjects is also taken into consideration
to derive an adaptive online learning methods with the application of Bayesian Analysis in face
of a sequence of plays, for which the method for Bayes’ analysis on play against the random past
(PRP) strategy is applied and explained in later section of this paper.
In the paper, I would like to present the feasibility and applicability of the Bayesian methods for
ITS studies through the improved mathematical formulas, replacing the hypothesis on the
independent normal distribution as the precondition with the exponential distribution of the
datasets. By the means of the release of the binding prior assumptions required in Bayesian
models through the technical ways, the results from the paper are expected to contribute the
knowledge on practical application of this theoretical method, presenting the enhancement or
the same level of the validity of the results, especially in pandemic breakouts, requiring the data
processing on a large scale.
4.2 LITERATURE REVIEW
In this chapter, I conduct a general review of past academic works and papers in relation to the
analysis of the interrupted data series, with a focus on the evaluation of the influences of the
interventions.
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There are three subsections to cover past research efforts, including ITS, change point detection
and Bayesian aspects for the thesis. Firstly, a review on the traditional model designs over the
effectiveness of interventions is conducted with a focus on the quasi experiments. The target for
this section is to illustrate the difference between the RCT and the application of interrupted time
series analysis, to show the strength of ITS in the analysis of longitudinal datasets. The next part
provides a practical view on the detection of the change points and the importance in the analysis
of the interventions. The last portion serves the purpose of introduction of the Bayesian methods
and its development. Instead of the dealing with theoretical argument in the validity of the
method, this section will place the focus on the issues of the practical application. In addition,
this section will also exam the analysis of strategies with Bayesian methods to illustrate the
algorithmic treatment on the action choice of the research subjects.
With the literature pertaining to the subject of the thesis, I would like to assess which gaps existed
in the past studies in order to figure out the key issues and present the superiority of the
methodology developed in this paper.
4.2.1 Quasi-Experiment Design
Historically, for most clinical experiments, the ideal approach for the evaluation of the
effectiveness of an intervention was the randomized control trial (RCT) (Robertsa & Torgersonb,
1998). The reason for the experimental focus on the randomization is to prevent the other
influential factors affecting the result. With the help of the generally fair allocation of
characteristics into different patients’ groups, by the scientific means of, for example, the block
randomization or stratification, researchers can identify the outcome of the experiment and
explain the mechanism of action caused only by the object factors of the research (Robertsa &
Torgersonb, 1998).
However, due to increase of the variables for the research topics, the researchers become more
and more susceptible about the system errors generated by the randomization. The RCT, with
its original status as “gold standard" in research designs, was widely used for the measurement
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of the impacts of the interventions, but gradually lost the dominant position for the effective
research with a large scale of data, for example, in the healthcare system. In the use of the
examination on a large population level, the researchers encounter many practical problems
when balancing the characteristics contained in the control and treatment groups. In addition,
strict requirements for the experiments also lead to a large amount of money and time devoted
into the study. Meanwhile, when researchers want to study abrupt exposure or the interventions
imposed nationwide, the scenarios cannot be set up artificially, but it is possible to trace the
historical data retrospectively for evaluation purposes. In this case, a strong non-randomized
design is needed.
For the purpose of filling in the loophole of the randomizations, quasi-experimental designs are
in the fast pace of development both in the methodologies and applications. Though the shortage
of random assignment of participants leaves the possibility of confounding factors hiding the
underlying true association, the assessment of the importance or significance of practical issues
can only be achieved quasi-experimentally (Fife-Schaw, 2012). In several scenarios, quasiexperimental designs have gained favor from researchers in the area of policy reforms and health
system trials with the use of the administrative routine data. With the ability to evaluate the
causal effects derived from large amount of data, researchers are able to justify any specific
interventions targeted in a quick and cost-efficient way with observational data. For example,
Anthony (2005) conducted one research study on the use of quasi experimental designs and
applied the method into the field of infectious diseases, including the infection control and
antibiotic resistance (Harris et al., 2006). Meanwhile, the use of the routine data that is sunk in
sleep for a long time before can help to improve the data quality. Bradley (2016) compared the
routine health information systems (RHISs) between low-and middle-income countries and
proposed requirements on the data quality for the evaluation of the interventions (Wagenaar et
al., 2016).
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As stated by Cook, the common feature of all experiments is intentionally making changes to
reach certain forms of discovery (Shadish et al., 2001). For the part of quasi-experiment, the
focus is to solve the problem of the changes and causal relationship thereof. With the purpose of
illustrating the influence of the interventions, there is typically a control group or pretest measure
to estimate future trends without such exposures in the real world. However, due to the
complexity of the variables in the real world, the researchers have to find a way to rule out
alternative explanations first. As the cause is able to be manipulated before the experiment
conducted, the other acting variables may be neglected in the phase of the model design, tearing
down the validity of the experimental results (Shadish et al., 2001). Thus, in spite of the various
approaches under quasi experiments, the threats contained related to confidence in the results
are still the latent problems in the application of the models from both internal and external
aspects. The major problematic phenomenon is the confounding variables in non-randomized
designs that are concurrently, as well as the subject factors, related to the exposure and outcome
of interest in the study (Harris et al., 2006). To eliminate the problem, multiple attempts have
been conducted in two ways; the significance of the intervention for the changes and the degree
of generalization of the causal effects (Shadish et al., 2001). However, as the only effective way
to deal with the observational studies, a variety of assumptions are imposed by the researchers
for each quasi-experimental model design in order to enhance the accuracy of the implications.
The shortcomings of quasi-experiments transmitted a false signal to the public that the results
derived from experiments without randomized controlled trials (RCTs) were weaker and not
trustworthy, regarded as an inferior to a true experiment. Especially for health interventions and
policies, a large amount of the data from natural experiments and administrative data sets are
considered as spurious and biased for the use of evaluation about population-wide phenomena
in the real world (Soumerai et al., 2016). Efforts from scientists to change the susceptible
opinions in the acceptance of non-experimental studies have been undertaken since the 1960s.
A widely recognized work published by Campbell and Standley in 1963 presented resistance to
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the common errors that infringe on the validity of the conclusions derived from quasiexperimental research designs, such as the bias in the selections, secular trends, and other issues
(Campbell & Stanley, 1966). The two researchers aimed to alleviate concerns over the level of
experimental control and encourage the utilization of such quasi-experiments. In this paper, the
writer made a category for the designs between the “true” experiments and “weak” experiments,
and backed up the use of single-group experiments in cases where the control group is impossible
to set up (Campbell & Stanley, 1966).
4.2.1.1 Time Series Data
Among all quasi-experiment designs, studies based on time series data are most frequently
applied in the impact of large-scale interventions and provide the strongest trustworthy
conclusions for the real world, as there are no better alternative approaches in that scenario.
There are many studies illustrating the adoption of time series data to study observations at
multiple instances over time before and after an abrupt intervention, such as the reform of policy
and implication of new programs (Shadish et al., 2001). This kind of time series study, the socalled interrupted time series (ITS), is known or conjectured to be affected by interventions and
is often encountered in economics, finance, signal processing, geology and biomedical imaging
(McDowall et al., 1987). As the strongest non-randomized design, the ITS design is mostly
considered to apply for the retrospective evaluation of interventions and exposures (Turner et al.,
2021). Especially for research in healthcare, it is common to see the interrupted time series used
in multiple studies to evaluate the impact after the exposure to a certain planned or unplanned
event that happen at a particular point of time.
The main success factor for ITS designs is the capability of estimating secular baseline trends
based on the data from the pre-interruption interval, providing a counterfactual presence of the
time series data development in absence of the intervention (Turner et al., 2021). With the
comparison of the trends and the actual presence of the distribution after the intervention, the
measurement of the effects caused by the intervention can be constructed, as shown in Figure
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31. With the shortage of control groups in most quasi-experiment design, the underlying trends
projected by the ITS could serve as the safe wire to control the bias for the results (Campbell &
Stanley, 1966).

Figure 31.

Diagrammatic Representation of Single Interrupted Time Series.

Another advantage of the ITS design is the full utilization of the longitudinal nature of the
historical data. With the help of the regression method, the researchers can apply the ITS model
to generate segmented linear data trends, presenting graphical results that are easy to read and
interpret (Pape et al., 2013). Through the comparison of the data pattern observed before and
after intervention, a range of effect estimates could be derived to describe the severity of the
impact. Commonly, the shape changes presented by graphs are of two types, “change in level”
and “change in slope” (Turner et al., 2021).
With the strength in feasibility and capability in large sequential data analysis, ITS designs have
been applied widely in the health research, from general social hygiene issues to the new
application of healthy legislations. For example, in 2012, Kirkland and colleagues conducted an
analysis on the impact of hand hygiene initiative in association with the infections in hospital
(Kirkland et al., 2012). With the ITS design, the researchers reexamined the three years preintervention data and compared the derived data trend with one-year post-intervention followup to determine the positive impact contributed by the new rules. Even if the magnitude of the
dependency between the changes and interventions is smaller than previously expected, the
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results derived can also contribute to feedback on the current ongoing programs or policies. In
the study of the association between smoke-free policy and acute myocardial infarctions (AMIs),
the researchers received a frustrating result with less significance in the relationship after
analysis of Healthcare Cost and Utilization Project data (HCUP) from Florida for the period
between 2000 and 2013 (Mead et al., 2016). In some ways, the result derived was not completely
meaningless, but provided further reinforcement of smoke-free and tobacco control policies as
the lack of effect was in the reduction of the AMIs among the adults.
Though the ITS design is seen as the strongest quasi-experimental model with wide application
for both positive and negative rates of the outcomes caused by the policy or programs in health
care, the limitations for QED are inevitably applied to the ITS in both validity and generalization
(Penfold & Zhang, 2013). As discussed above, confounding variables are one of the major
threats that shake the confidence of scientists in the results of the QET, which also affect the ITS.
In fact, ITS also has certain controls for within-group characteristics that may have some degree
of tendency to change slowly over time, such as secular changes or random fluctuations, and for
regression to the mean (Bernal et al., 2018). However, due to complexity in the real world and
the shortage of randomization, the elimination of alternative influential possibility other than the
intervention is nearly impossible. This is further support for those skeptical about the conclusions
from ITS studies, especially for the case that the other interventions or natural events occurring
at the same time of implementing the study intervention led to the same result. Andrea et al.
(2012) explained this confounding as “mixing of effects”, making the underlying true association
ambiguous and resulting a distortion of the real relationship (Skelly et al., 2012). In these studies,
the potential confounding factors may be associated with either the outcome or the exposure to
hinder the establishment of the causal link (Skelly et al., 2012). There are still no solutions for
eliminating these confounding issues, except to enumerate and debug all possible factors one by
one or set the degree of accuracy in the adjusted association between the intervention and the
changes.
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Other problems for ITS design stem from the nature of the data selected for analysis. Robert and
Fang made a list of the limitations, including the minimum point of time series data needed for
the achievement of the significance in pre- and post-intervention test (Penfold & Zhang, 2013).
Among them, the most concerning issue with dependency analysis in the ITS model is the
existence of the bias caused by selection or seasonality (Penfold & Zhang, 2013). Based on
empirical observances by the researches, the plausible conclusion is easy to derive based on the
apparent difference in the pre- and post- distributions. However, with the shortage of a control
group in most of ITS cases as a reference, it is difficult to distinguish the inherent variation trend
from seasonality or cycling. In addition, the intervention may follow a certain signal of changes
in time series data, which make it much more deceptive for researchers to determine the true
effects of the impact by the intervention.
Despite the shortcomings above, after a review of the relevant literature, interrupted time series
designs are the best substitutive models in the situations where RCT is infeasible or unethical.
The key to the success of the implication of ITS designs is the identification of patterns in time
series data, which requires a large size of data points for the determination of the underlying
trends. However, whether an abrupt intervention is the true causal factor to the changes observed
by researchers is still questionable if certain external time varying effects take place at the same
time (Fife-Schaw, 2012). To deal with this issue in the control of the internal variabilities, many
efforts are taken into the inventions of the methodologies into the model to enhance the flexibility
sufficiently without imposing the burdens of conditions and constrains in the preparing phase.
4.2.1.2 Interrupted Time Series Analysis Method
Due to the mechanism of the ITS design being based on the projection over the time series data,
the common issues contained in the regression models also exist in the ITS model design.
Hudson et al. (2019) summarized the necessary considerations in the ITS design and analysis
into six aspects, from both the internal side, including the data size, the autocorrelation, the
seasonality, and the external side, including outliers and other interventions (Hudson et al., 2019).
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To avoid external or internal variabilities affecting the natural experiment, the choice of the
appropriate method used in the ITS design is the major key to obtain adequate results as required
for the evaluation of the changes. There are several statistical methods in applications for the
ITS analysis, and the correct selection of the methods is the basic foundation for the success of
ITS studies.
As suggested by the Victoria et al. (2004), a sound design needs to accomplish three objectives;
the removal of bias in selection and information, the control of the confounding variables, and
the attempts to rule out the chance (Victora et al., 2004). However, for quasi-experiments,
especially ITS models, there are several issues concerning the accuracy of the results, which
have to be dealt with using a proper method. In the following section, this paper will examine
the major methodologies in use and the way that the methods could assist the ITS models to
achieve one or more of those desired objectives.
A. SEGMENTED REGRESSION
With regarding to ITS, the original common cognition by the researchers was essentially that
ITS is a regression model with an intervention at a given point (Pape et al., 2013). Compared
with the traditional t-test with the focus on the separation of two data groups, the ITS, with a
segmental linear regression model, could identify secular tends and perform regression analysis
on pre-intervention and post-intervention, comparing their intercepts and slopes (Pape et al.,
2013). Both the changes in the level and slope of the trends indicate the continuous effects of
the intervention over time.
Based on the literature, the segmented regression is the most utilized statistical methodology for
the analysis of interrupted time series data for healthcare (Cruz et al., 2017). According to studies
on the methods used to research drug policy changes, segmented regression were the most
applied analyzed methods with 67% of 200 articles, followed by ARIMA models with only 16%
(Jandoc et al., 2015). The application of segmented regression was initiated by a group of
researchers to study the influence for regionalized perinatal care (Gillings et al., 1981). However,
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until recently, the issue of the possible bias encountered in routine longitudinal data is still the
major challenge to the researchers in the utilization of the method.
Among all the interferential factors, the autocorrelation is attracting the most attention from the
researchers. The autocorrelation of a time series data represents the phenomenon that the errors
in the datasets seem related to each other because they are picked at successive fixed time
intervals. The presence of autocorrelations fringed the validity of the use of the statistical tools,
such as ordinary least squares (OLS) regressions, violating the precondition of the method that
the error terms are uncorrelated (Lagarde, 2012). Typically, the magnitude of the correlation is
increasing either positively or negatively with the shorter time interval between the data points
picked. Though segmented linear regression could have certain control over secular tends, it is
not enough to deal with a non-stationarity issue that exhibits more than one secular trend
(Lagarde, 2012). Thus, the researchers can either transform the datasets into a stationary one
with fixed mean and variance, or introduce a variable to capture the underlying trends (Lagarde,
2012).
B. AUTO-REGRESSIVE INTEGRATED MOVING AVERAGE
Complimentary to the method and to overcome the gap, statistical methods are available to target
the issue of autocorrelation by the estimate of the coefficient derived from the residuals, such as
the Prais-Winsten estimator and Newey-West estimator (Bence, 1995). However, the methods
above are still focused on the fixture of the spuriously small standard errors in a static mode. To
directly model the changes in the trends, Auto-Regressive Integrated Moving Average (ARIMA)
modelling based on the Box–Jenkins methodology was worked out, first announced by
McDowall et al. (1980). As indicated by the name, there are three components for ARIMA
models, including autoregression parts dealing with errors, the account of the moving average
component processing all the observations by functions of the errors, and integration of the
results perceived into a series of a trend or drift (Yahia et al., 2018). The scope of the data under
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an ARIMA model usually includes all specificities of the time series data to find out the
underlying time-series patterns and the existence of autocorrelation (Lagarde, 2012).
The capability of handling a large size of data makes ARIMA viable to evaluate changes or
trends for the policies over a long-time interval. For example, Dritsakis and Klazoglou (2019)
conducted an investigation of health expenditures in the USA with the use of ARIMA (Dritsakis
& Klazoglou, 2019). To make the result trustworthy and satisfy the requirements of ARIMA,
the annual datasets for total US health expenditure over one hundred years, from 1900 to 2017,
were used. The preciseness of the ARIMA with the sizable data gains support of the scientists
for the derived baseline trend that could be utilized in the further steps in ITS analysis.
However, the data size required also makes the model extremely complex and limits access for
real-world studies. Thus, in reality, despite the reliability of the model, it is less favorable choice
due to requirement of the adequacy of data points. The issue becomes much more difficult to
manage when it deals with research in the health field. For less developed countries, especially
those that have limited electronic files to store information for patients, there are rarely any
information systems that are able to provide the data to meet the length in time and consistency
(Ewusie, 2018). Meanwhile, the high preciseness also requires sophistication in statistical skills.
The ARIMA designs start with specifying the best fitted model for the data series before
intervention, which is also the most difficult part for the identification of the data trend (Lagarde,
2012). Coupled with the large data required to make the model robust, the application of the
method in reality is less than that of the segmented linear regression (SLR) model.
With the help of computational power, the ARIMA and SLR models are increasingly
implemented into research about changes in health policies. With such development in the
methodologies, ITS designs allow the researchers to try to test potential bias statistically and
increase the internal validity of a study, presenting the true impact of the intervention into the
real world before and after a change point.
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4.2.2 Change Point Detection
Change points, as the key factor in the interrupted time series, are extensively studied for
different purposes, such as healthcare policy, meteorology, psycholinguistics, image recognition,
and human activity analysis. The existence of a change point is initiated as an abrupt transition
between two consecutive distinctive states remaining under each single trend of the time series
(Aminikhanghahi et al., 2018). The efforts made by the scholars to detect the change points and
its change law, which concerns the special abrupt points exerting influences onto the trend, have
already developed into a well-known theory through the design, enhancement, and adaption of
the appropriate mathematical methods.
As mentioned in the previous section, one of the most important inferences performed by a
robust ITS model under a formal context is to make sure about the position of the change point
in the time series (Cruz et al., 2017). In the study of ITS analysis, the predetermined time point
builds up the foundation for the evaluation of the intervention, which ascertain the influence has
been exercised on the sample group. As the modern study is mostly based on the empirical
observations in reality, if the belief in the position of the change point position is kept
subjectively regardless of the evidence in study, or it is wrongly assumed, it will probably divert
the whole research study. The existing time series model designed by the researchers will process
continuously to return an artificial result showing the difference in the presence of posterior
distribution even if the actual change point is somewhere else or even not exist at all (Cruz et al.,
2019).
In addition, the change point cannot simply be set as the intervention time due to the time-lag
effects that may occur. The complexity of the effects of the intervention in reality postpones the
time to take effect and manifest change. To solve this issue and make a proper determination of
the change point position, studies on the time point and amount of shift become of great interest
to the scholars for the avoidance of fault in the statistical inference (Shen, 2021).
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The simplest way of estimating the location of the change point can be starting with a test of a
range of data values and examining their fitness to the model (Western & Kleykamp, 2017).
However, in reality, it is much more complex due to the dependency of the variance. The change
point detection was introduced by Page (Page, 1954; 1955) to identify the existence of the change
in the mean of independently and normally distributed time series. The purpose of change point
detection is to find out the time point where the changes happen to the distribution or parameters
of the random sampling of the original time series (Dey & Purkayastha, 1997). Chow, as one of
the early scientists who studied the theory of change point, proposed the Chow test in 1960
(Chow, 1960).
Since the early 1980s, there has been a boom in the contributions to change-point literatures, and
the methodology has become an indispensable tool for modelling time series phenomena in
many fields (Chen & Gupta, 2011; Csörgő & Horváth, 1997). Meanwhile, to enhance the precise
determination of the amount and locations of change points, researchers started to take more
variables and possible erroneous factors into account. Beaulieu utilized a method known as the
informational approach for change-point detection with an innovative attempt to take the
presence of autocorrelation into consideration in the model for climate variations (Claudie et al.,
2012). Due to the requirement on the analysis of the infinite on-going time series dataset and
need for the detection of real-time abnormal data, a so-called online change point detection is
introduced for the streaming time series. Amadou applied online change-point detection methods,
aiming to detect the changes on real-time bases, to the estimated residuals to determine the
presence (Ba & McKenna, 2015).
Meanwhile, the development of mathematical methods is also keeping the same pace to make a
strong buttress for research in this area. For example, Gensler and Sick presented a very fast
algorithm for event detection that learns detection criteria from labeled sample time series
(Gensler & Sick, 2018). Another focus for the change point detection is to improve the
preciseness of the inference. One survey on the possibility of the combination of the trend
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analysis and change point techniques showed an interrelation between the presence of the trend
and change point (Sharma et al., 2016).
For the application of the change point detection to solve the real-world problems, there are a lot
of precedent attempts and achievements. In return, those attempts also contribute to define the
scope and test the feasibility of the mythologies. Perreault et al. (2000) proposed a change-point
analysis for hydrological data, and the results showed that the Gibbs sampler is particularly
suitable for change-point analysis (Perreault et al., 2000). Moreover, change-point detection has
been applied in the field of healthcare to solve different kinds of medical issues. The most
prominent work in this area was done by Cruz et al. (2017), who proposed a robust-interrupted
time series model that regards the change point as a variable (Cruz et al., 2017). The study is
nearly applicable for the entire continuous outcome with the comparison of the confidential level
and the likelihood approach. The determination of choice of the optimal change point is based
on the parameter contained therein which could maximize such likelihood (Cruz et al., 2017).
Despite early attempts to identify the change in a time series with the focus of minimizing
squared error, there existed the need to investigate the data, which is a constant stream and
requires the researchers to identify the change point based on the presence of a limited interval.
Page discussed ITS methods with the Randomized Control Trials (RCT) design for the health
policy to eliminate the influence to the result from secular trend in the data itself.(Pape, Millett,
et al., 2013) Kürüm assessed Pneumococcal conjugate vaccines’ (PCVs) impact to provide
guidance to middle and low-income countries who still had questions about the effectiveness of
the vaccines by combining Bayesian modeling averaging method with change-point models to
estimate the timing and magnitude of vaccine-associated changes, while controlling for
seasonality and other covariates (Kürüm et al., 2017). Page introduced the ITS method to find
out the change point based on the movement of the secular trend, with the comparison of
Randomized Control Trials (RCT) design for the health policy to illustrate the limitations of the
randomizations (Pape et al., 2013). In 2014, Chen reviewed the application of change-point
219

methods for interruptive time series analysis in different fields as meteorology, hydrology and
stock analysis .
The change point detection can be divided into parameter detection and non-parameter detection
(Pettitt, 1979). For the parametric detection, the Cumulation Sum Control Chart (CUSUM)
algorithm developed by Page in 1954, which is used to detect small offsets in the detection
process of likelihood ratio statistics, is still widely used in many fields (Page, 1954). Bos
presented an algorithm of getting the iterative cumulative sum of squares based on CUSUM, and
then distinguish the change points according to the two parameters of mean M and variance V
(Bos & Hoontrakul, 2002). However, there are still some shortcomings in this method, as in
certain circumstances the checked change point may be neither the mean change point nor the
variance point. Guan discussed the semi-parametric change point model by likelihood ratio
method to estimate the value of the parameter or coefficient that enable the model fit significantly
(Guan, 2004). Zhong Guan also proposed a semi-parametric test method based on empirical
likelihood ratio to analyze the change point of epidemic substitutes (Guan, 2007). With such
development in the studies, the topic of the study has a tendency moving towards the
circumstances of the shortage of the available parameters, or limited suitable assumptions on the
data distribution.
To deal with such situations, the nonparametric detection method is designed to work out a way
to deal with the datasets that are much more ambiguous because of the fact that researchers are
often unable to figure out the dependent relationship of the variables contained, such as nominal
and ordinal. The nonparametric detection method does not directly analyze the original variable
values, but is based on the signs, rank, or U-statistics of the time series (Gombay, 2000, 2001;
Gurevich & Vexler, 2006). Einmahl and Mckeague proposed a comprehensive nonparametric
detection based on empirical likelihood with the usage of parameters under the null hypothesis
(Einmahl & Mckeague, 2003). The study was conducted to test in a wide range of application to
present the feasibility of the nonparametric methods, including the issue of symmetry, the change
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point detection between prior and posterior distribution, dependency among the variables, and
exponential distribution. (Einmahl & Mckeague, 2003) However, the two researchers only
applied the test to nonparametric method under the scenario with only one change point at most
that exists in the non-sequential (retrospective) data. In real situations, the implicit variables
under large data sets often indicates several abrupt changes happened in the trends of the
nonparametric data due to the nature of the shortage of assumptions or parameters defined.
Jandhyala et al. (2013) reviewed methods of inference for not only the single point, but also the
multiple change points in time series, when data are of retrospective (off-line) type (Jandhyala
et al., 2013). Meanwhile, the accuracy of change point detection for the nonparametric method
became another focus in past literature. In 2016, Nyambura presented a maximum likelihood
estimate of a single change point in a sequence of independent and identically distributed Poisson
random variables which are dependent on some covariates (Nyambura et al., 2016).
Among all the nonparametric methods, the Bayes-type method of detecting the change point in
a time series can be regarded as one of the most significant, which is based on the prior
parameters of the preset model to take the place of the posterior parameters in the distribution of
the actual sequence. Compared with other methods, one of the unique advantages of Bayesian
methods is the ability to estimate the unknown parameters in the sequential datasets by the means
of numerical integration techniques. The method was first introduced by Chernoff and Zacks
with successive observations to take considerations of the possible changes happened (Chernoff
& Zacks, 1964). To make it work, there were three assumptions placed as precondition in the
paper; the obeyance of a priori probability, the normally and independently distributed variables,
and the requirement for the mean and variance. The use of the Bayesian model was still limited
to a finite sequence of variables and clear indication of mean and variance in the early stage.
Afterwards, researchers, including Broemeling (1974) and Holbert (1982), attempted to derive
the change point and posterior distribution with non-informative prior for the variance or scale .
Furthermore, based on the work of Chernoff and Zacks, Smith developed the method to study a
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sequence of random variables and deal with the issue of the inferences on the change point and
differences in the underlying distributions (Smith, 1975). It was also the first to confine the
objective for the use of Bayesian method as a way to determine the locations of the change point.
After that, Chin Choy modified the posterior distribution of the regression parameters as t
distributions and the posterior distribution of the precision parameter as gamma distributions to
make the model more effective (Choy & Broemeling, 1980). As the time series is analyzed
mainly with regression models, there are several studies combining the regression methods and
Bayesian methods to enhance the preciseness in determination of the changes. Through the
Bayesian approach, Salazar (1980) started a trial to illustrate the gradual changes problem in
various time series data models with non-informative prior for all parameters except for the
precision one which is under a gamma prior (Venkatesan et al., 2016).
With the development of non-parametric methods, there are many kinds of adaptations for
different real-life problems. The applicable scope of Bayes-type methodology is expanded by
Jandhyala and MacNeill to the case of general linear regression (LR) models, wherein the nonstochastic regressor functions were assumed to be continuously differentiable (Macneill et al.,
1991). A follow-up study was presented by Gardner to show that the derivations of their statistics
are able to allow for arbitrarily multiple change-points (Gardner, 1969). With the difficulties
encountered in the application of large data handling, researchers started to focus the problems
of the existence of interruptions. Tang and MacNeill derived the large sample distribution theory
of change-detection statistics for the case of serially correlated noise (Macneill et al., 1991). Ray
described a Bayesian method for detecting structural changes in a long-range dependent process .
Regarding the iterated partial sum sequences of regression least squares residuals, a Bayes-type
statistical method was derived to test for change-points with continuity constraints . In addition,
when dealing with the sequential data in a large amount, problems are not only the location but
also the magnitude of the change along with its development as time goes on. Such an application
has been developed by Lee and Heghinian (1977), who generalized this approach by dealing
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with both the point of change detection and the change magnitude and frequency analysis in a
nonstationary context. In their study, Austin and Sylva derived the marginal and joint posterior
distribution of the change point and magnitude with a set of formulas by a Bayesian approach,
giving one likelihood function example shown as below,
𝑝(𝜏, 𝛿|𝑥) ∝ [𝑄(𝜏, 𝛿)]

(

)/

;

𝑄(𝜏, 𝛿) = 𝐻(𝜏) + 𝜏(𝑛 − 𝜏) 𝛿 − 𝛿 /𝑛,
𝛿 =𝑥
𝐻(𝜏) = ∑

−𝑥 ;

(𝑥 − 𝑥 ) − 𝜏(𝑛 − 𝜏)𝛿 /𝑛;

where given the observations x = (x1, x2, . . ., xn) on X has the form of a normal probability
function with mean 𝛿𝐶 and covariance matrix U; 𝜏 and 𝛿 represent the time point and amount
of shift, respectively, under the condition, 1 ≤ 𝜏 ≤ n-1, +∞ ≤ 𝛿 ≤ −∞.
The Bayesian framework gives the researchers a direct and comprehensive prediction based on
the posterior distributions that are inferred by the existing phenomenon and make the model
suitable in both cases no matter the stationarity of a series can be ensured or not. (Renard et al.,
2006) The mean shift algorithm method derived in Lee’s 1977 paper, as shown above, is
commonly applied in the estimation of periodic trend, such as hydrological series (Xiong & Guo,
2004), metrological variations (L’hôte et al., 2009; Perreault et al., 2000) and climate change
(Claudie et al., 2012; Kingumbi et al., 2005) with the combination of the data treatment method,
like MCMC (Markov chain Monte Carlo) and Gibbs sampling. Meanwhile, there are several
articles to extend the model in the fields of nonparametric sequence data, finding the applicable
boundary of the formula and trying to eliminate the constraint assumptions. For example, Kang
et al. developed a new method to touch on the area of fuzzy mechanism for the detection of
change using mean shift algorithm (Hyun et al., 2014).
However, during the process of the review for the detection of change point, there is a shortage
of papers focusing on the analysis of the healthcare data. Partially, the reason is because of the
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problems in quantification of the empirical observations for medical data and the inability to
handle such amount of sequential data. As a result, the conclusions obtained from the current
methods are often inconsistent with the reality. Meanwhile, another problem existed in the
studies so far is the lack of the models that can detect the change points and estimate the amount
of the difference for the real-time intervention in sequence. The methods developed by the
researchers mainly dealt with the positions and amount of the change points. Once the problems
also relate to the difference for the distributions, another test has to be conducted to determine
the suitable tools to estimate for that purpose.
Thus, to overcome vulnerability in this area, this study is to extend the idea of estimation on
posterior joint distribution with exponential family prior based on the previous idea of the
Bayesian approach (1), and develop a Bayesian method for real-data applications, especially in
health area.
4.2.2.1 Common Type of Changes
For the analysis of the change point detection by the time series, the types of the changes are
also different in the distribution before and after the intervention. Based on the influential time
period and the level of the severity under the intervention, the presence of the changes in
distributions could be broadly categorized into eight types. Bernal et al. depicted those common
situations for the amount of changes as below (Bernal et al., 2017),
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Figure 32.
a.
b.
c.
d.
e.
f.

Common Situations for The Amount of Changes

Change in level
Change in slope
Change in both level and slope
Change in both level and slope but delayed
Temporary change in the level
Permanent change in the level

With the assistance of regression model, the actual data distribution with a change point could
be generalized to show the shift of the mean and variance after the interventions. In the analysis
of the climate changes as quoted in previous section, Beaulieu et al. superimposed the changes
with some actual data to illustrate the results in detection and correction of some artificial shifts
(Claudie et al., 2012).
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Figure 33.

Varieties of Time Series with A Change Point

In most circumstances, the moment of the changes happened is not the same time when the
interventions start. This kind of scenarios could be found in previous literature, especially for
the policy reforms. For such interventions on the population level, there is a high chance of
delayed effect as the large scale of participants and time-lag of the obeyance for the whole
society. Gulcan (2017) presented a downward distribution shift for the prenatal drinking after
the imposition of the alcohol warning signs (AWS) in the paper to figure out the causal
relationship between the two factors (Cil, 2017). In the study, a causal link between adoption of
the law and the reduction in prenatal alcohol use was established as below, which could be seen
around one year difference between the label law date and the impact (Cil, 2017).
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Figure 34.

Month of First Prenatal Visit

In this dissertation, the field of the study is mainly focused on the healthcare data analysis. With
the administrative data captured from the database, the location of the change point detected may
follow certain type of changes as shown above with the feather of time-lag effects. Without loss
of generality, we started our investigation with mean-shift situation, which is the simplest
situation of a single change.
4.2.3 Bayesian Analysis
Originally, the classical way of statistical thinking on the unknown parameter is a kind of
frequency statement about the likelihood that the true parameter shall be by the derivation from
the evidence in the sample. In that model, the researchers only consider the variables and
information contained in the sample to capture the unknown part. However, for the analysis of
the development trend in the real world, hardly any defined sample could take full account of all
the variables and uncertainties.
To deal with the issue, a longstanding statistical approach has drawn more and more attentions
recently which was published over 250 years ago in Thomas Bays’ Essay to the Royal Society,
now referred as Bayesian probability theory or Bayesian inferences (Stigler, 2018). Instead of
the focus on the true value of the parameter, this new approach is considered unconventional at
first, which treats those parameters and uncertainties as random, not fixed amount, but with the
degree of the probabilities. By the means of the manipulation of the conditional probabilities,
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the researchers constructed a prior distribution model based on the state of knowledge about
quantities of interest, presenting a subjective view of the idea about the most likely presence of
the value of the unknown parameters; thereafter, the posterior distribution is assessed by the
current data available through the methods of Bayes’ theorem introduced by Simon-Pierre
Laplace around 200 years ago (Bianchi & Heo, 2021; Etzioni & Kadane, 1995).
For example, in terms of Bayesian statistics, prior belief could be treated as the original
parameter even if there is no other information available. With the collection of data by
observance, the observers start to refine their belief and formulate the sampling based on the
factors, y; the distribution of the sample could be expressed as 𝑓(𝑥|𝑦). (Bianchi & Heo, 2021)
With the refinement of the prior distribution, the researches could work out the “posterior
distribution” for the variable of interest, π(y|x), with the application of Bayes’ theorem as below,

π(y|x) =

f(x|y) ∗ π(y)
f(x)

The central idea in the Bayesian approach can be seen as of updating the knowledge. The state
of knowledge of interest before, or prior to a study is replaced by the state of knowledge which
is generated by the data after, or posterior to the study (Etzioni & Kadane, 1995). Though the
results from Bayesian methodologies have been controversial, these methodologies are now
widely recognized and applied in many scientific disciplines, especially in the scenario to judge
the validity of hypotheses with noisy, sparse, or uncertain data due to their unique capability and
flexibility to cover all the relevant unknown factors (Olshausen, 2014).
During the past several years, the statistical literature has illustrated a marked increase in the
frequency of Bayesian approaches in the studies tackling the practical problems, with a large
portion relating to studies on the population levels. According to systematic review published in
2017, there is a steep increase of Bayesian articles over time in many different disciplines
(Schoot et al., 2017). For example, for the literatures pertaining to health science, 30 Bayesian
application articles published in the field of health technology assessment between 1973 and
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1998 were identified and 12 epidemiological and medical journals between 2005 and 2013 were
found out (Moons et al., 2016; Thomas et al., 2000).
The booming in the application of Bayesian approaches could be attributed to the development
of computational power and the model designs. Meanwhile, the utilization of all the information
available endows a great deal of practical sense for the study that has a significant impact on a
large scale. Alexander et al. (2000) presented a spatial analysis and the prediction of the
distribution of parasitic infections by the application of Bayes’ Theorem for the epidemiology
of lymphatic filariasis and the possible control programs (Alexander et al., 2000). The most
direct application for Bayesian analysis is the function of estimation in the form of the posterior
distribution. The recent experiment with the application of Bayesian inference was conducted
by Sandia National Lab (SNL-CA) for a demonstration of the forecast on the Covid-19 outbreaks
(Blonigan et al., 2021).
Another Bayesian application is the usage in the null hypothesis test. In contrast to the classical
approach resulting in the absolute rejection, Bayesian statistics allow the researcher to assign the
probability to the scenario that the null hypothesis is true. To make it work, a transforming factor,
named as Bayes factor, is in place to be thought of as a measure of evidence to support the null
hypothesis (Etzioni & Kadane, 1995). The nature of Bayes factor in presence of the probability
could provide a clear preference in the result of the comparison and is applied in the statistical
model selection in various industries (Chipman et al., 2001; Trotta, 2007).
Among all analyses by the Bayesian computations for the inference on the posterior distribution,
there is certain level of integration required to reach the preciseness in the inference of the
posterior distribution. Starting with the simplest strategy to calculate a weighted sum of the
results, which requires that for the data points with small dimensions in-between, various
computational methods are applied, aiming to maximize the integrand (posterior mode), and the
curvature at the maximum to reach an approximation to the posterior (Etzioni & Kadane, 1995).
For that purpose, the Laplace method is applied to derive the asymptotic expansion for the
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computation of posterior expectation. Due to the twice derivatives contained, the dimensionality
of the parameter space is still the limitation for the application (Tierney & Kadane, 1986).
In consideration of the observational data and the cognitive phenomena encountered in the
probabilistic study, the requirements for efficient inference methods become much more
comprehensive for the capability to deal with various events. Instead of the exact quantified data,
a simulation method of possible results by leveraging a probability distribution is introduced into
the Bayesian computation, called the Monte Carlo Simulation (Etzioni & Kadane, 1995). These
methods have been used successfully in problems containing as many as hundreds of parameters.
Meanwhile, with the needs for the parameter retrieval and the random sample generation from
posterior distribution for the accuracy of the estimate, there is significant development in the
techniques for the standard and nonstandard models to derive the sample through a large number
of iterations instead of the background information only, leading to convergence with the
posterior distribution, such as in Markov Chain Monte Carlo and Gibbs sampling (Zhang, 2016).
Though all the methodologies above enhance the efficiency and trustworthy of Bayesian
Statistics, the fundamental problem still exists for the controversy over the eligibility of the
results, which is based on the validity of the prior distribution (Rossi & Allenby, 2003). The
subjective assumptions prior to the study are expected to be specified for all the parameters in
the distribution. Also, Punt and Hilborn (1997) emphasized the importance of the prior selection
and the essence of the full account of the prior distributions (Punt & Hilborn, 1997).
4.2.3.1 Empirical Bayes
In the real world, data gathered for prior distribution cannot be determined precisely due to the
development tendency of the matter and a variety of affected factors. Normally in the research
process, the result of the methods in the model may be biased and lead the estimators down an
aberrant path far away from the actual situation. There is a need to work out a method to verify
and correct the research path along with the study. Thus, there are procedures invented by the
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Bayes researchers for the statistical inferences to estimate the prior distribution from the data
they could receive, called empirical Bayes methods.
Empirical Bayes methods have existed since the 1940s and were invented by von Mises (Casella,
1985). However, Robbins made a major contribution in the 1950s with the purpose of estimating
mixing distributions. Due to the nature of uncertain prior distribution, in contrast to standard
Bayesian methods, empirical Bayes can be seen as one approach for setting hyperparameters and
gain a great favor from the researchers in the dealing with mega-data problems. The superiority
in estimates of the parameters has enhance the width of application of the Bayes methods,
compared to the classical procedure, in which there is no care taken for the past data.
The main idea of the empirical Bayes is to introduce hyperparameters,2 to ensure the set of priors
are all coming from a parametric family, whose differences depend only on the chosen value
(Zwanzig & Brandel, 2004). In this way, it is easy for researchers to test the explicitness of the
posterior distribution derived by varying the value of hyperparameters only. Due to the conjugate
prior, it leads to the posterior distribution, which is under the same distribution family, as shown
below,
p(θ|x, η) ∝ p(x|θ)g(θ|η)
where g(θ|η) is a prior distribution for θ; p(x|θ) is variable X with likelihood function p(x|θ); θ
is an unknown parameter that we wish to estimate; η is a vector of so called hyperparameters
(Thomas et al., 2000).
Through the iteration process, the researchers could repeat the algorithm method to reach a better
estimate of the true value for the probability distribution. To be effective, the techniques derived
based on empirical Bayes theorem normally require a redundant series of parallel estimation or

2

In Bayesian statistics, a hyperparameter is a parameter of a prior distribution; the term is used to distinguish

them from parameters of the model for the underlying system under analysis.
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test. However, the burden of the calculation does not hinder the application of the method due
to the high preciseness. For example, Efron and Morris (1975), who can be seen as the founders
of modern empirical Bayes analysis, conducted the estimate of toxoplasmosis rates in El
Salvador cities by means of empirical Bayes method through Stein’s estimator to prove the
applicability of the theorems (Bradley & Carl, 1975). In the same period, Carter and Rolph (1974)
presented an application of the empirical Bayes in the area of the estimation of fire alarm
probabilities in New York City to target a class of spatial analysis problems (Carter & Rolph,
1974). In the 21st century, empirical Bayes methods are widely used in sociological studies,
including the poverty rates in the Census Bureau’s Small Area Income and Poverty Estimates
(SAIPE) program (Mohadjer et al., 2007), Chilean poverty rates along with the development of
municipalities by the mean of SAE (small area estimation) (Agostini et al., 2008), and the
estimation of the literacy information for states and countries with credible intervals (Mohadjer
et al., 2007).
All of the studies listed above share the common traits that the information is required by
policymakers and researchers/business leaders in face of the shortage of large or reliable samples
in place to provide significant evidence for the results. The accuracy of the methods was
originally in doubt because nature of the method is purely theoretically supported, but takes on
the task of dealing with real-world problems.
The path to the practicability of the empirical Bayes is not smooth because of theoretical and
computational problems. Historically, the models developed by the statisticians were merely
analytical, as a conceptual thought experiment. This began with studies by Donald Rubin (1984)
who claimed that the statistical analysis should be combined with computational methods to
enable the feasibility of the estimation of the posterior distribution, a variety of algorithm models
can be considered to deal with the Bayesian problems (Rubin, 1984). Meanwhile, the robustness
of Bayesian models is enhanced by Stein effects, which prove that the accuracy of the estimates
could be improved by the use of the information from the parameters of the models (Casella,
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1985). In return, the empirical Bayes also makes the stein’s effects acceptable to the public to
form the conjugate prior distribution for the estimators derived by the means of maximum
likelihood.
The effort to derive an optimized way to obtain the better estimators that could achieve certain
objectives by, like minimizing the mean squared error, to reach the highly precise posterior
distribution are never stopped. In a paper by Wenhua J and Cun-Hui Zi (2006), the two
researchers proposed a general maximum likelihood empirical Bayes (GMLEB) method to
optimize the method for the estimation of the mean value with i.i.d (independent and identically
distributed) normal errors for the development of empirical Bayes (Jiang & Zhang, 2009; Schoot
et al., 2013)). In 2018, Hirose and Lahiri presented the idea of achieving multiple desirable
properties in an EBLUP (empirical best linear unbiased predictors) or EB (also referred to as
empirical Bayes) method through a suitably devised random effects variance estimator(Hirose
& Lahiri, 2018).
Meanwhile, theoretically, due to the fact that the preciseness of the estimation could be enhanced
with the times of the computation because of the existence of the conjugate prior with the
hyperparameters, the traits of empirical Bayes have a high degree of fit with machine learning
by computers, which could provide large computational power for the iterative procedure to
evaluate the hyperparameter in the models, which can be commonly seen in various software
packages, such as WinBUGS, Mplus v6 and a large number of packages within the R statistical
computing environment (Schoot et al., 2013). Based on Bayes’ theorem, machine learning could
make a systematic approach to predict the prior and poster distributions from certain data sample.
In normal circumstances, there is hardly any machine learning in a parameter-free mode, for
which there must be the parameter that controls the underlying model in position. With the help
of hyperparameters introduced into the system, the process could be tuned into an automated
approach to optimize the performance to gather the necessary sample data. Jasper and Hugo
(2012) show the usage of empirical Bayes to infer the unknown parameters in the algorithm
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model by using Bayesian optimization to introduce a fully Bayesian treatment for effective
interval, and develop the essential algorithms for dealing with variable time regimes and running
experiments in parallel (Snoek et al., 2012).
4.2.3.2 Bayes in Decision Problem
Since the study of Savage (1954) on the choice-theoretic approach, the inferences made upon
the beliefs of the decision-makers have been in the expression of the subjective probabilities in
relation to the tendency of the appearance of alternative events (Savage, 1972). To assign the
numerical representation for each choice, there should be a choice model in position in
consideration of three primitive concepts, a set of states of nature, a set of consequences, and a
binary relation over the set of all functions (Karni, 1996). In most cases, the prior belief from
the observers may be modified by the new information, and the original probability distribution
is unable to hold, which requires the Bayesian decision theory to come into place.
For the value estimation or inference made by Bayesian method, the objective, like other
classical methods, is to formulate an optimal decision among the uncertainty in the environment.
For most of the cases, the favored options are indicated by the probabilities, which are essentially
the judgement from the statisticians on the likelihood of the state of nature and the derivatives.
In other words, a statistical decision problem could be seen as a special game (𝜏, 𝛿, 𝐿) with a
series of observations as random variables X = (x1, x2… xn), whose distribution probability is
related to the information gathered from the context. Because in most of the cases, the true state
is unknown, the statistician employs the derived loss function to infer the best decision for the
players to minimize the risk.
With the involvement of Bayesian theory, the statistical approach to the decision-making
supported is modified into the tradeoff quantification among various classification decisions
with the application of the concept of Bayes theorem and the costs associated with the decision.
Compared with the classical methods, in the Bayesian approach, the preference of the decisionmakers among alternative courses of actions plays an important role affecting the final outcomes,
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as well as the expectation with regards to the likelihood of the matters in which those payoffs
finally eventuate (Karni, 2009). In this situation, the beliefs or preferences of the decision makers
are ever changeable which could be influenced by the information, prior and posterior, obtained
respectively. Generally, through Statistical pattern Recognition, the statistical properties of
patterns are expressed in probability densities3 and shown by the prior and poster distribution in
the Bayesian methodologies (Hahn, 1972).
The iteration process of the update of possibility distributions center on the reaction against the
repeated problem, triggered by the prior preference and new evidences the decision maker
acquired leaves the uncertainty of the time and magnitude of the change with infinite variables
in temporal series. To deal with the issue, Robbins (1950) introduced the compound decision
theory, which concerns a sequence of independent statistical decision problems of the same form
(Zhang, 2003). Following that study to introduce the statistical procedures on the observation on
individuals, Robbins published the empirical Bayes (EB) as mentioned above and put forth into
a fully data-driven estimator under the simulation of the status that the parameters are i.d.d
random variables with unknown common prior distribution (Polyanskiy & Wu, 2021). As the
ideal approximation of the inference could be achieved without specifying the prior, EB methods
performed well conditionally on the compound decision problems with unknown independent
parameters.
With asymptotic analysis of the true Bayes estimator, EB could strengthen the result in the
decision making by deriving the conjugate family distribution from the independent observations
in order to minimize the excess risk, achieving the same efficiency as the oracle Bayes
(Polyanskiy & Wu, 2021). The development of EB and compound decision is widely promoted
in both theoretical and methodological fields. Among them, regret has occupied a central place

3

The probability density function is defined in the form of an integral of the density of the variable density

over a given range.

235

in the literatures, which is common to mention in the fictitious game study. Postulating repeated
games played in confined time, the regret of the player refers to the difference between the best
results he could achieve in hindsight, throughout a constant strategy to the end, and the payoffs
that he actually received.
As is known to all, the proposal of the involvement of the predictions based on the experts’
experiments is originated back to the Hannan’s no-regret theorem (Echenique & Shmaya, 2007).
In the hypothesized context of a longitudinal games, in contrast to the arbitrary play, Hannan
took consideration of the Bayes utility with the empirical distribution of the opponents’ actions,
to minimize the overall inutility, taking account of the previous observed N states in the sequence
problems (Mannor et al., 2009). The core of the theory is the projection of the ultimate “noregret state” in the end that the mixed fusion of the strategies derived from the previous
observances or multiple experts. This could provide the output, at least, no less than she could
possibly achieve through the decision makings arbitrarily or based on a single expert all the time,
which is well-known as Hannan consistency, or no external regret. in game learning (Echenique
& Shmaya, 2007).
Through this strategy from both players with independent moves separately, the distributions
formed by their actions will eventually evolve into a Nash equilibrium of the game when the
nature of the game is in a zero-sum normal form (Blum & Mansour, 2007). The adaptive way of
behavior adjustment could lead to the optimal outcome to conquer the challenge of the
uncertainty by the empirical observance after several repeated plays (Blum & Mansour, 2007).
Meanwhile, the selection of the decisions should be weighted reciprocally to ensure the Hannanconsistent choice at each point among the alternatives, meeting the precondition for the process
of slow learning, which set the lower limit for the scale of the repeated game (Kovařík & Lisý,
2019).
With regards to the zero-sum theory, another minimax theory is established by Von Neumann
in 1928 with a focus on the quantified utility for the players (Abernethy et al., 2011). To replace
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the limit of the scalar reward in the game, Blackwell proposed the vector payoffs and evaluate
the final result based on whether average payoff vector lies in some convex set “S” (Blackwell,
1956). Regardless of the opponent’s actions in the game, the theory builds a framework for the
reasoning of the fact that the results gained for the player would like to approach a duality range
of limit in the repeated games (Farina et al., 2020). From the emergence of Blackwell’s
Approachability Theorem, it shares a lot of similarities with “no regret” theory proved by
Hannan; the algorithm for one such problem could be handled well by the algorithm from the
other (Abernethy et al., 2011).
Following the lead of precedents, researchers started examining regret in repeated games and in
the expert domain to broaden the existing results on convergence properties of the fictitious play
algorithm (Foster & Vohra, 1999; Hart & Mas-Colell, 2000; Lambert et al., 2003). The
researchers consider the sample of the players’ attitudes at past time points and predict the best
response for the utility of that player in the game, which is constrained to that set of sampled
time points. For example, Kaniovski and Young considered the effects of the perturbation caused
by incomplete information on the rival’s moves and demonstrated the existence of inherent Nash
equilibrium in 2 X 2 game (Kaniovski & Young, 1995). In particular, Monderer and Shapley
(1996) announced that fictitious play converges to equilibrium with a general demonstration for
games of identical interest in general.
Gilliland and Jung, whose study was another great breakthrough in the area of compound
decision problems, established the regret bounds and proved the equilibrium nature with the
exhibition of the game of matching pennies (Gilliland & Jung, 2006). In the paper, the two
professors first proposed the play against the random past (PRP) strategy, which was originated
from play against the past (PAP), to deal with the sequential game set under the context of
matching pennies, participated symmetrically by two players. In the Hannan’s PAP strategy, the
efficacy of the demonstration was limited to the certain perturbations in a definite time period in
sequential game, finite or infinite. The nature of the study constraints the realistic application of
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the theory as the conditional requirements of specifying the underlying information for the
presence of the empirical distribution. In other words, to the decision makers, the strategy was
created to deal with the deterministic past.
Comparing the PAP strategy generated by the underlying gist of the empirical distribution and
Bernoulli principle, PRP strategy adopted the half-binomial probability in case of the random
perturbation during the game, with probability shown as,
𝑝∗ = 𝑃
where 𝑃

,

, 𝑘 = 1,2,3, …;

,

= 0.5 and

𝑃

,

= 𝑃𝑟𝑜𝑏 𝑋 >

𝑘
𝑘
+ 0.5 𝑃𝑟𝑜𝑏 𝑋 =
, 0 ≤ 𝜋 ≤ 1 , 𝑘 = 1,2,3, … ;
2
2

therein lies X ∈ binomial distribution (k, 𝜋).
Thus, in the matching binary bits problem, the Hannan consistency was proved again with the
property of half binomial distribution as below,
|𝐶𝐿(𝑎, 𝑝∗ ) − 𝑔 ∧ (1 − 𝑔 )| ≤ [𝐴 + 𝐵 𝑛{𝑔 ∧ (1 − 𝑔 )} ]/𝑛;
where A and B are both constants.
Assumption 1: If P2 the PRP strategy in case of P1’s sequences of pure moves, the final regret
𝐶𝐿(𝑎, 𝑝∗ ) − 𝑔 ∧ (1 − 𝑔 ) → 0 as n → ∞ with probability one;
Assumption 2: If each player employs the PRP strategy, since their losses add to 1 following
Bernoulli Distribution, the boundary of the probability follows 1 −𝑔 ∧ (1 − 𝑔 ) − ℎ ∧
(1 − ℎ ) → 0 as n → ∞ with probability one where hn represents the empirical proportion of 1’s
played by P2 through stage n. Hence, for each player the Cesàro loss converges to 0.5 with
probability one, the value of the component game(Gilliland & Jung, 2006).
Though the study has proved the adaptability of Hannan consistency to the situation of the past
randomness, the basic assumption of half binomial distribution for PRP strategy is vulnerable to
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infer the asymptotic property for the optimal regret. With regard to the higher dimensional
matching binary bits problem, Professor Li (2003) demonstrated the applicability of PRP
strategy for the problem of a k-extended Bayes envelope with the proof of application in twoexpert selection problem (Li, 2013). In this section, we refer to the same 2-dimentional example
in Professor Li’s paper to illustrate the rationality of the Hannan consistency in k-extended Bayes
issues which was defined as,
(1) Player I ’s move is sequence a with first N stages, following certain pattern moves;
(2) Let {AN, BN}be any partition of subscript set {2, 3, 4, . . ., N};
(3) Let 𝐴 denote the subsequence of a2, a3, a4, . . ., aN with indices in AN and let 𝐵 denote the
subsequence of a2, a3, a4, . . ., aN with indices in BN;
(4) In sequences 𝐴 and 𝐵 , each item is an individual play with the same condition.
In the high dimensional matching binary bits problem, we apply the PRP strategy with the
definition of 2-extended envelope, 𝑅

= (𝑛′

,

∧ 𝑛′

,

∧ 𝑛

,

+ 𝑛′

∧ 𝑛′

,

)/N, and the

,

inequality could be derived as,
( )

|𝐶𝐿

(𝑎, 𝑝∗ ) − 𝑅 | ≤ (2𝐴 + 𝐵 ∙

𝑛

,

+ 𝑛′

,

∧ 𝑛′

,

)/𝑁,

for all player I move sequence a and all N (N>1), where 𝑝∗ is the PRP strategy in this 2-extended
( )

Bayes envelope problem; A and B are constants; 𝐶𝐿

(𝑎, 𝑝∗ ) is the Cesàro loss of PRP strategy

on sequence 𝑎; [∙] means indicator function (Li, 2013).
Again, it is clearly shown that the existence of convergence rate O(𝑁

/

) in 2-extended envelop

problem which held the Hannan consistency for PRP strategy under such context. Meanwhile,
the comparison of the results between PRP and PAP strategies explained the importance and
necessity of the consideration of randomness in dealing with compound decision problems.
There are a series of applications in applied studies and the computational development in
transition from the analytical information to distribution parameter. There is also an inherent
shortcoming from the creation of the methods, that the Bayesian inferences are generated by a
close cycle of the assumptions and conditions which place the subjective strand for the estimate.
Just as the words from Gelman (2008), there is a short of studies to work out a method in
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Bayesian approaches to “get as close to these goals as possible and to develop robust methods
that work with minimal assumptions” (Gelman, 2008).
With the review above, we have scrutinized the development from Lee’s work to the PAP (Play
against random past). Although Lee has successfully derived the formula for the changes of the
ITS analysis for both the change point and magnitude, the requirement of the prior distribution
and the lack of self-learning of the window size restraint the application into the automation for
practice. However, with the combination with PAP methods, it opens a door for the automatic
detection of changes in the window size and makes the formula with much more possibilities in
applications.
4.3 METHODLOGY
4.3.1 Extension from the Previous Theory
As stated in the literature review, the two most referred methods for analyzing interrupted time
series are segmented regression models and Bayesian methods. In this section, there is a general
illustration of the formulas in the two methods.
A. Segmented Regression Model That Describes the Change
The basic form of the segmented regression model that incorporates changes in intercept and
slope is written as:
𝑌 = 𝛽 + 𝛽 𝑡 + 𝛽 𝐼 + 𝛽 𝐼 (𝑡 − 𝑡 ) + 𝜀 ,

𝑡 = 1, 2, ⋯ , 𝑛 ⋯ ⋯ (1)

where,
𝐼 = 𝑖𝑛𝑡𝑒𝑟𝑣𝑒𝑛𝑡𝑖𝑜𝑛 𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 =

0,
1,

𝑡 = 1, 2, ⋯ , 𝑡 ;
𝑡 = 𝑡 + 1, 𝑡 + 2, ⋯ , 𝑛.

𝑡 = 𝑡𝑖𝑚𝑒 𝑝𝑜𝑖𝑛𝑡 𝑜𝑓 𝑐ℎ𝑎𝑛𝑔𝑒
𝜀 ~𝑁(0, 𝜎 ), independently.
•

Before intervention (intervention indicator = 0, that is, 𝑡 ≤ 𝑡 ):
𝑌 =𝛽 +𝛽 𝑡+𝜀
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•

After intervention (intervention indicator = 1, that is, 𝑡 > 𝑡 ):
𝑌 = 𝛽 + 𝛽 𝑡 + 𝛽 + 𝛽 (𝑡 − 𝑡 ) + 𝜀 ,
𝑌 = (𝛽 + 𝛽 ) + 𝛽 𝑡 + 𝛽 (𝑡 − 𝑡 ) + 𝜀 ,

𝑡 = 𝑡 + 1, 𝑡 + 2, ⋯ , 𝑛
𝑡 = 𝑡 + 1, 𝑡 + 2, ⋯ , 𝑛

At 𝑡 = 𝑡 ,
𝑌 =𝛽 +𝛽 𝑡 +𝜀
At 𝑡 = 𝑡 + 1,
𝑌

= (𝛽 + 𝛽 ) + 𝛽 (𝑡 + 1) + 𝛽 (𝑡 + 1 − 𝑡 ) + 𝜀
𝑌

= (𝛽 + 𝛽 ) + 𝛽 (𝑡 + 1) + 𝛽 + 𝜀

At 𝑡 = 𝑡 + 2,
𝑌

= (𝛽 + 𝛽 ) + 𝛽 (𝑡 + 2) + 𝛽 (𝑡 + 2 − 𝑡 ) + 𝜀
𝑌

= (𝛽 + 𝛽 ) + 𝛽 (𝑡 + 2) + 2𝛽 + 𝜀

The differences are,
1.
2.
3.

𝑌 −𝑌
= 𝛽 , slope before the shift (intervention);
𝑌
− 𝑌 = 𝛽 + (𝛽 + 𝛽 ), change right at intervention (intercept change + new
slope);
𝑌
−𝑌
= 𝛽 + 𝛽 , new slope after intervention.

Thus, 𝛽 represents the amount of change in intercept from 𝛽 to 𝛽 + 𝛽 , and 𝛽 represents the
amount of change in slope from 𝛽 to 𝛽 + 𝛽 after the intervention.
Several extensions to model (1) were presented in the literature. For example,
(1) 𝜀 ′𝑠 follow Poisson distribution (Nyambura et al., 2016),
(2) 𝜀 ′𝑠 are autocorrelated (Claudie et al., 2012).
To estimate the number of changes (either the intercept or slope) using the segmented regression
model, one needs to know the exact time point of change. Otherwise, they have to run the models
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iteratively through all possible values of 𝑡 , and evaluate their goodness-of-fit using either the
log likelihood function, or its variation like AIC (Akaike Information Criterion) or BIC
(Bayesian Information Criterion).
But for some Bayesian methods, they could provide simultaneous inferences on the time point
and number of changes.
B. Bayesian method
The basic Bayesian method can be described as below.
For a time series 𝒀 = (𝑌 , 𝑌 , ⋯ , 𝑌 ), we are interested in making inference about the unknown
time point 𝜏 and amount 𝛿 of change:
𝜇+𝜀 ,
𝑖 = 1,2, ⋯ , 𝜏
𝜇 + 𝛿 + 𝜀 , 𝑖 = 𝜏 + 1, ⋯ , 𝑛

𝑌 =
define,

𝑦(

𝑦(
𝛿 = 𝑦(

)

)

=

)

=

∑

𝑦
𝜏

∑

− 𝑦( ) ,

𝑦
𝑛−𝜏
𝜏 = 1, 2, ⋯ (𝑛 − 1)

𝐻(𝜏) =

𝑦 − 𝑦(

)

+

=

𝑦 − 𝑦(

)

−

𝑦 − 𝑦(

)

𝜏(𝑛 − 𝜏)𝛿
,
𝑛

𝜏 = 1, 2, ⋯ (𝑛 − 1)

𝑄(𝜏, 𝛿) = 𝐻(𝜏) + 𝜏(𝑛 − 𝜏)

𝛿−𝛿
𝑛

,

𝜏 = 1, 2, ⋯ (𝑛 − 1) 𝑎𝑛𝑑 − ∞ < 𝛿 < ∞

Then, the joint posterior probability distribution of 𝜏 and 𝛿 is proven to be,
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𝑝(𝜏, 𝛿|𝒚) ∝ [𝑄(𝜏, 𝛿)]

𝜏 = 1, 2, ⋯ (𝑛 − 1); 𝑎𝑛𝑑 − ∞ < 𝛿 < ∞

,

The marginal posterior distribution of 𝜏 is given by,

𝑝(𝜏|𝒚) ∝

𝑛
[𝐻(𝜏|𝒚)]
𝜏(𝑛 − 𝜏)

𝜏 = 1, 2, ⋯ (𝑛 − 1)

,

or,

𝑝(𝜏|𝒚) ∝

𝑛
[𝑅(𝜏|𝒚)]
𝜏(𝑛 − 𝜏)

𝜏 = 1, 2, ⋯ (𝑛 − 1) ⋯ ⋯ (2)

,

where,

𝑅(𝜏|𝒚) =

∑

𝑦 − 𝑦(

)

∑

+∑
𝑦 −𝑦(

𝑦 −𝑦(

)

)

The marginal posterior distribution of 𝛿 is given by,

𝑝(𝛿|𝒚) =

𝑝(𝛿|𝜏, 𝒚)𝑝(𝜏|𝒚) ⋯ ⋯ (3)

which is a weighted average of t-distributions.
There are a set of pre-assumptions made in the system as follows:
1.
2.
3.

The time series are independent and under normal distribution;
𝜀 , 𝑖 = 1, 2, ⋯ , 𝑛 are i.i.d normal;
𝑝(𝜏) =
, 𝜏 = 1, 2, ⋯ , (𝑛 − 1);

4.
5.
6.
7.

𝑝(𝛿) is normal with mean 0 and variance 𝜎 ;
𝑝(𝜇) is normal with mean 0 and variance 𝜎 ;
𝑝(𝜎) ∝ 𝜎 ;
𝜏, 𝛿, 𝜇, 𝜎 are independent;

8.

≪𝜎 ;

9.

𝜎 ≪𝜎 .
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4.3.2 Model Design
The new method will be demonstrated using experimental data containing the randomness
shown in the magnitude and locations of change points, to simulate the massive data over the
influenza breakouts. We will also try to develop an R package with the help of the statistical
software R to rationalize this new algorithm. It will provide a realistic mechanism to make better
estimates of the time point and amount of change simultaneously when a new policy is
implemented in the healthcare system or in other various application fields.
The results derived from the experiment are designated to reach two aspects in the study. First,
the model is expected to test the position of the change point with the help of Bayesian methods.
Then, the difference between the pre-intervention and post-intervention will also be examined
to show the severity of the changes.
4.3.2.1 Formula Derivation for Exponential Distribution Prior
ALGORITHM FOR SINGLE INTERVENTION
For a single intervention, we suppose a policy which was launched at time i, but the effect in
reality was taken at time I. Bayesian inference is applied to estimate the time point of the real
effect τ, and the magnitude of the policy impact 𝛿, which can be seen as a simple extension from
Lee (1977) with a different prior distribution (Lee & Heghinian, 1977).
Suppose that X1, X2, . . ., Xn are random variables which have the following structure:
𝑋 =

𝑢 + 𝜀 , 𝑖 = 1, 2, 3, . . . , 𝜏;
𝜇 + 𝛿 + 𝜀 , 𝑖 = 𝜏 + 1, . . . , 𝑛;

where 𝜀 i.i.d ∈ 𝑁 (0, 𝜎 ); 𝜏, 𝜇, 𝛿 and 𝜎 are all unknown;
1 ≤ 𝜏 ≤ n-1, time point where the intervention real effect happens;
+∞ ≤ 𝜇 ≤ −∞, previous mean level;
+∞ ≤ 𝛿 ≤ −∞, amount of the shift after the effect;
𝜎 > 0.
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Following the previous study from Lee (1977), we also convert the formula into matrix notation,
𝑋 =𝜇⋅𝐼 +𝜀+𝐽⋅𝐶
where X = (X1, …, Xn), 𝜀 = (𝜀 , …, 𝜀 ), In is unity vector;
𝐶 (0, 0, …, 0, 1, 1, …, 1);
0 𝑡𝑜 𝐼

𝐼 + 1 𝑡𝑜 𝑛

In applications, usually we have some information about the time of implementation of an
intervention or when its effect will take place in case that the effect is delayed, so the prior
distribution of τ is more likely a uniform distribution over a much smaller time range.
Meanwhile, for the amount of change, there is a high chance of tendency that the range of δ is
one-sided rather than two-sided, that is, δ ≥ 0 or δ ≤ 0, but not both.
With certain modification of the formula in Lee’s 1977 paper which contains the information we
derived above, the expression could be written as below,

(1)

⎧𝑝(
⎪

)

=

⎨
⎪ 𝑝(
⎩

)

, 𝜏 ∈ (𝑡 , 𝑡 ), 1 ≤ 𝑡 ≤ 𝑡 ≤ 𝑛 − 1, ( 𝜏 𝑖𝑠 𝑢𝑛𝑖𝑓𝑜𝑟𝑚𝑙𝑦 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑑 𝑏𝑒𝑡𝑤𝑒𝑒𝑛
𝑡 𝑎𝑛𝑑 𝑡 );

= 𝑒𝑥𝑝 − 𝛿

,

𝛿 > 0 𝑜𝑟 𝛿 < 0 𝑖𝑓 𝑡ℎ𝑒 𝑖𝑛𝑡𝑒𝑟𝑣𝑒𝑛𝑡𝑖𝑜𝑛 𝑖𝑛𝑡𝑒𝑛𝑑 𝑡𝑜 𝑑𝑒𝑐𝑟𝑒𝑎𝑠𝑒,

𝛿 𝑖𝑠 𝑒𝑥𝑝𝑜𝑛𝑒𝑛𝑡𝑖𝑎𝑙𝑙𝑦 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑑 𝑤𝑖𝑡ℎ 𝑚𝑒𝑎𝑛 𝜆;
(2) 𝑝(

)

(3) 𝑝(

)

∈ 𝑁 0, 𝜎 ;
is proportional to a constant 𝛿.

Based on Bayesian formula, 𝜃 = (𝜏, 𝛿, 𝜎), the posterior distribution should be,
𝑃(𝜃|𝑥) ∝ 𝐿(𝜃|𝑥) ⋅ 𝑃(𝜃)
(I) P(𝜃) is the prior distribution,
P(θ) = P(τ)⋅P(δ)⋅P( σ)
=
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⋅ exp − 𝛿 ⋅

(II) L(𝜃|𝑥) is the likelihood function,
𝑃(𝑋 |τ, δ, σ);

L(𝜃|𝑥) = ∏
τ

L(𝜃|𝑥) =

𝑓

(𝑋 − 𝜇)
𝑒𝑥𝑝(−
)⋅
2𝜎
√2𝜆σ
1

N

𝑓

(𝑋 )

is the probability density function of the distribution. We set E = 𝜇 +

δ, then the formula should be,

𝑓 (𝐸) =

𝑓

(𝜇, 𝛿) 𝑑 𝑑 = 𝑓 ⋅ g ;

(III) The formula for the posterious distribution is presented as 𝑃(𝜃|𝑥) = 𝐿(𝜃|𝑥) ⋅
𝑃(𝜃); we integrate 𝛿 to get the joint function, 𝑓(𝜏, 𝛿|𝑥),
a)

𝑃(𝜏|𝑥) = ∫ 𝑓(𝜏, 𝛿|𝑥)𝑑

the posterior for 𝜏;

b)

𝑃( 𝛿|𝑥) = ∫ 𝑓(𝜏, 𝛿|𝑥)𝑑

the posterior for 𝛿.

The derivative of the functions above is still following the same trail as Lee’s work in 1977.
However, to deal with the changing environment and multiple possible influential interventions
in reality, it is impossible for researchers to exam the changing point and severity of the variation
in process with the single policy analysis method. Policy makers would like to ratify a series of
policies to target one problem purposely, or there may be other cases where certain new policies
play a latent role in the issue accidently. For the reaction from the public, the direction and
magnitude of the changes triggered by the policies may not follow the deterministic relationship
all the time. Thus, it is better to deem the feedback from the public towards any policy is in a
changing trend and so does the intervention.
Based on the Bayesian estimation on a single policy intervention (formula I to III), the paper
would like to take one step further to endow the Bayesian method with the ability to deal with
the influence from a real-time sequence onto the research system, to derive a real-time algorithm
to monitor the responsiveness to policy intervention.
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The details of the exploration can be found in Section 4.4.3.
4.4 SIMULAITONS
In this section, a test of the new methodology is conducted to investigate the performance under
the stress of large longitudinal datasets. To ensure the reliability and stability, the simulation
shall be processed under the experimental data for the ease of comparison with the true value.
As the methods are derived from Lee’s (1977) paper, the results from both methods are compared
under the same context and try to address the errors if any abnormal results appear during the
simulation.
Meanwhile, another scientific method is also introduced to amend the statistical path by an
iterative update of the prior distribution. The inference of the data trends by the adaptive learning
methods could be improved to release the burden of the massive amount of data, and to fill up
the gap for the missing data. The test of the evolved methods is also under the trail of the
simulations to explore the potentials with large datasets by the enforcement of the computing
power.
With the well-established methodology through the simulation, a practical problem is proposed
to forecast the trends with the Influenza Surveillance data from the WHO. The simulation could
be a starting point for the future adoption of the innovative methods development in this paper,
and the experimental process could be an example that is worth following to probe future trends
of the pandemic or to enhance the healthcare measures confronting diseases, with better
precautions against the development of the disastrous incidents.
4.4.1 Normal Prior Vs Exponential Prior and Computing Challenge
4.4.1.1 Simulation Description
The first simulation is formulated for the context of the sequence of random data for the purpose
of single change detection. For the analysis of the suitability of the methods, we performed an
extensive simulation with a scope of 760 units. For ease of the simulation without any
compromise of the results, each range of the scenario increase at 20 units (𝑛 = 𝑛
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+ 20)

under the context of fixed window size, with the set of the change point in the middle of each
scenario (𝜏 = 𝑛 /2) and the magnitude fixed at 0.5 (𝛿 = 0.5). The set of the parameters under
the simulation are provided under Table 34.

Settings

Table 34 Details of Parameters Considered in the Simulation Study
Values

Sample Size (n)

0 to 760

Increase Unit Interval

Range from 2 to 20;
For the precise identification of the abnormal results from
the formula--mu = 2

Change in Level (δ)

Equal to 0.5

Change Point (τ)

Every 10 Unit (0.5*n)

For the all the trials under the simulations, data at each point were considered as random and
independent without any presumptions on the types of the sequential distributions. However, for
each methodology applied, the preconditions required were deemed to comply by the nature of
the datasets to test the accuracy of the results derived under such circumstances.
Meanwhile, to plot the estimates generated by the posterior distribution for analysis purpose, the
single-core algorithm in a long series was applied to the aggregated data for the inferences, which
is considered relatively easy for researchers to compare the results and draw the fundamental
elements causing certain errors from the formulas if any. In consideration of the purpose of the
simulation, the criteria for the formulation of datasets are discrete and random with the specific
value of the parameters which are preset to evaluate the results derived from the methods
straightforwardly, and save the time and needs for the checking calculation by other auxiliary
models. However, concerning the consistency of the simulation, we enlarge the scale of the
sample with a number of iterations enough to monitor the suitable data range for the application
of the methods.
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4.4.1.2 Simulation results
There are two simulations conducted in this section with both methods under the hypothesis of
the posterior distributions: one is under the normal distribution derived from Lee (1977), and the
other is the conversion of the former under the exponential distribution. Before the simulation,
there are a few expectations for the latter one, including the same level of the accuracy in
magnitude estimates and preciseness in the location of the change points, the feasibility for the
scale of the datasets, and the applicability of the methods for practical issues. However, during
the simulations, though both methods present certain superior characteristics over one another
in some areas, the final values from both simulations contains abnormal results along with the
increase of the sample size, which were unexpected. Furthermore, our results show that both
methods produce estimates with large bias (inaccurate estimates) in the middle of the simulations,
and move towards the true value afterwards for a limited range before all the meaningless errors
derived.
In the following sections, we shall present our simulation results in the tables as below. The first
three columns in the table show the simulation unit size of the sequential random datasets, the
true value set for the change point and the magnitude of the changes. Columns 4 and 5 show the
simulation results of the methods with the estimates of the parameters under total 43 times of
tests. The final two columns, Columns 6 and 7, presents the difference between the true and
estimate value.
Table 35 Estimate of Change Point and Magnitude by Posterior Normal Distribution
Simulation on the Methods Based on Normal Distribution
TRUE
Sequential

Posterior Posterior

Random
Unit

ESTIMATE

True tau (τ) True delta (δ)

DIFFERENCE
True tau

mode

mode

vs.

for tau

for delta

estimated

(τ)

(δ)

tau (∆𝝉)
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True delta
vs.
estimated
delta
（∆𝜹）

𝒏

0.5 ∗ 𝑛

0.5

20

10

0.5

10

0.5

0

0

40

20

0.5

20

0.5

0

0

60

30

0.5

30

0.5

0

0

80

40

0.5

40

0.5

0

0

100

50

0.5

50

0.5

0

0

120

60

0.5

60

0.5

0

0

140

70

0.5

70

0.5

0

0

160

80

0.5

80

0.5

0

0

180

90

0.5

90

0.5

0

0

200

100

0.5

100

0.5

0

0

220

110

0.5

110

0.5

0

0

240

120

0.5

120

0.5

0

0

260

130

0.5

130

0.5

0

0

280

140

0.5

140

0.5

0

0

300

150

0.5

150

0.5

0

0

320

160

0.5

160

0.5

0

0

340

170

0.5

170

0.5

0

0

360

180

0.5

1

-0.3

179

0.8

Table 36 Estimate of Change Point and Magnitude by Posterior Exponential Distribution
Simulation on the Methods Based on Exponential Distribution
TRUE
Sequential

Posterior Posterior

Random
Unit

ESTIMATE

True tau (τ) True delta ((δ)

DIFFERENCE
True tau

mode

mode

vs.

for tau

for delta

estimated

(τ)

(δ)

tau (∆𝝉)
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True delta
vs.
estimated

delta
（∆𝜹）
𝒏

0.5 ∗ 𝑛

0.5

20

10

0.5

10

0.5

0

0

40

20

0.5

20

0.44

0

0.06

60

30

0.5

30

0.49

0

0.01

80

40

0.5

40

0.51

0

-0.01

100

50

0.5

50

0.51

0

-0.01

120

60

0.5

60

0.51

0

-0.01

140

70

0.5

70

0.5

0

0

160

80

0.5

80

0.51

0

-0.01

180

90

0.5

90

0.51

0

-0.01

200

100

0.5

100

0.51

0

-0.01

220

110

0.5

110

0.5

0

0

240

120

0.5

120

0.49

0

0.01

260

130

0.5

130

0.48

0

0.02

280

140

0.5

140

0.49

0

0.01

300

150

0.5

150

0.49

0

0.01

320

160

0.5

160

0.5

0

0

340

170

0.5

170

0.5

0

0

360

180

0.5

1

0

179

0.5

From the two tables above, there is an algorithm restriction in the applications for both methods,
which can be observed clearly from the data (𝑛 > 360). Thus, the evaluation of the new method
proposed in this paper shall proceed within the limited and meaningful data scale, taking into
account of the similarities and differences through the comparison.
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4.4.1.3 Simulation Analysis
In the comparison process, there are two stages of the results shown by the two methods, which
the paper marks as different phases (Phase I to Phase II), as shown in Table 37. For both methods,
Phase I and Phase II demonstrate the results in terms of accuracy, from the exact to the bias.
Because the main concern of the applicability in practice by researchers is the reliability of the
results, we shall start the comparison with the preciseness.
Table 37 Phase Period Separation for Two Simulations
Type vs Period
PHASE I
PHASE II
Normal. Distr.

20~340

340~360

Expo. Distr.

20~340

340~360

In term of precision in change points, results from our simulation study show the exact match
between true value and estimate value by both methods in the Phase I section (𝑛 ≤ 340).
However, from the Phase II section onwards (𝑛 ≥ 340), the malfunctions in both methods are
presented with identical results derived at 1s regardless of the change for the true value.
As we can observe, it is easy for us to find the similarity in both methods, which is the limit of
the calculation with the actual value approximately at 340 points. From that point onwards, the
figures are wrong. Thus, it can be summarized that both methods reach the limit of computation
feasibility as 𝑛 = 340, and are unable to provide meaningful results.
However, in terms of the estimates in magnitude, the results show the different appraisals for the
two methods. In reference to Table 35 and Table 36, with the set of the true magnitude 𝛿 = 0.5
in the Phase I section, the results from the original methods show the exact match, while the data
from the new methods fluctuates around the true value, with a few matching points.
In general, with the overall evaluation of the results for the change point and magnitude, the
exponential distribution is unable to replace the original one with the assumption on the normal
distribution due to the lack of preciseness. Though the new methods show certain excellent
aspects in the evaluation of change point, the failure of the estimate in the magnitude renders the
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incapability of the application for practical issues. Meanwhile, the poor performance of the new
methods also indicates the necessity of the assumptions placed by Lee’s (1977) paper for
asymptotic normality of the posterior distribution in the estimation.
4.4.2 Simulation with Scientific Computing Process
In consideration of the poor performance of both methods when faced with a large sample size
𝑛, a fundamental factor is supposed to exist in the basic formulas. Due to the errors caused by
the incapability of computing power as the result is too small a number to the preciseness of the
computer, we have to recall the basic joint posterior probability function of 𝛿 and 𝜏, with
negative exponential degree in relations to 𝑛 as below,
𝑝(𝜏, 𝛿|𝑥) ∝ [𝑄(𝜏, 𝛿)]

(

)/

;

Thus, we consider an idea about a new way to transform into other formulas through the
application of the scientific computing process and expect to let the program work again. The
new functions could remove the detrimental effects to the final results from the negative
exponent by the introduction of log transformation. Due to the inefficiency in the exponential
distribution, the new algorithm shall be applied into the original function only.
4.4.2.1 Simulation Reboot
We reboot the program with the same condition, and set the parameters under fixed window
size, 𝑛 = 5000, the change point 𝜏 = 1500, and the magnitude of the change, 𝛿 = 5. From the
plots in Figure 35, the improved algorithms successfully detect the change point (𝜏 = 1500) and
the magnitude (𝛿 = 4.899 𝑣𝑠. 𝛿 = 5 ）in the situation that the single intervention makes
influence on the simulation data with one change at that time, which present us the accuracy and
applicability of the model for the large unit-size samples.
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Figure 35.

Single-Core Simulation Data

However, in consideration of the extensive applications of the model for real-world problems,
the paper needs to conduct the simulation test on the high level of integrating degree with the
targeted issue. With reassessment to the influenza trends in the chapter ahead (Figures 29 and
30), we expect that the model could be fit for the context of repeated changing series as well.
Thus, the next random dataset is set up as moving a single-core algorithm in a longer series,
following the work from Lee (1977). N = 2000 is the overall simulation stage, with 𝑚 = 100 as
the fix window size. The multiple change points emerge every 100 units (𝜏 = 𝜏

+ 100), and

the magnitude is set consistently at a constant number (𝛿 = 10) as shown in Figure 36.
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Figure 36.

Datasets with Multiple Change Points

The scientific computing methods could be seen as an auxiliary function to derive the meaningful
results. Through the implementation of the algorithms into the simulations, the detection of the
change points and the magnitude shows a perfect match with our true data as shown in Figures
37 and 38. In Figure 37, the results for change points presents a continuous lifting trend with
fixed line segments every 100 units along the x-axis. Each lifting indicates the detection of the
changes and the value along the y-axis will add up the range of the unit size to show the location
of the change point. Since the change points are all set with identical interval for ease of setting
and monitoring, the line chart shows a shape of staircase with fixed flat and lifting range by
accident. As to the diagram for the magnitude estimates presented in Figure 38, the value of data
plotted fluctuates with two value, 10 and -10, to present the reciprocal shift of the simulating
data in Figure. 36.
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Figure 37.

Figure 38.

Result of Change Points Detection (𝜏)

Result of Magnitude Estimates (𝛿)

Based on the results from the simulation, the improved algorithm successfully overcomes the
gap for the issue of the preciseness in the computer, and performs well in the simulation, for
both the two scenarios, the large scale of dataset and the repeated changes in long series. In
addition, the simulations complement the research of Lee (1977) paper, and provide a solid proof
for the validation in terms of the detection of change points and magnitude with the increased
scope of the data under fixed windows.
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4.4.3 An Exploration of a New Idea for the Online Moving Detection of the Windows
From the simulation demonstration above, we would like to propose a new algorithm idea to
extend this method in a real-time learning environment with the PRP method, as a decisionsupporting tool. We will review the methods of PRP and describe the idea this new algorithm in
the following sections.
4.4.3.1 A New Online Learning Algorithm with Two Components
We propose a new online learning algorithm to detect the change of time and magnitude in real
time. This automatic algorithm includes two major components. The component A is a Bayesian
approach to detect a change of point with normal prior distribution for change magnitude δ and
change of time point τ (Lee, 1977). For each stage i, with the posterior estimation of these two
parameters in the component A, we compare with the previous stage detection results, and create
a binary sequence {𝑎 }. The component B algorithm will be applied to this sequence and
provide decisions on real time basis. This new algorithm is an online learning algorithm without
the fetters of classical stochastic assumptions. We describe the detailed of the plan of the model
and the derivation of algorithms in the subsections as below.
4.4.3.2 The Description of the Idea of the New Algorithm
We use {Xi} to represent the observation on system from stage 1 to i, i.e., {𝑋 , 𝑋 . . . , 𝑋 }. For
each stage i, based on the direct observations from the system, our component A will detect the
single change and output the posterior estimation of change location of time point τ and change
magnitude δ from an initial window k stage, i.e., from {𝑋

,𝑋

...,𝑋

}. Then, we

examine the mode of the posterior estimation of the δi.
At the same time, we produce a binary sequence on window evaluation {𝑎 }, 𝑎 ∈ {0, 1}, where
𝑎 = 1 indicates the detected |𝛿| > 0, and vice versa. Then, we apply component B to decide the
action at stage i which will be denoted as 𝑏 , 𝑏 ∈ {0, 1}, where 0 means “Status Quo,” 1
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suggests to have a change for the next stage 𝑖 + 1., In the component A, we update our detection
window 𝑘 with a dynamic adaptive window update process.
Let 𝜏 represent the time (stage) of the change points detected at stage 𝑖, and 𝛿 represent the
magnitude of the change detected at stage 𝐼; 𝑘 is the initial detection window size; 𝛼 is the
dynamic window elasticity ratio; 𝑚 is the review window size in component 𝐵; {𝑎} is the binary
sequence generated from component 𝐴..
The detailed algorithm description is described in the subsection below.
INITIATION OF THE ALGORITHM As the initiation of the algorithm, we use 0 as initial values for
both τ_n and δ_n, for all stage i,1 ≤ n ≤ k. When n > k, the component A algorithm will be
active to detect the change of time, and the change magnitude at stage i.
COMPONENT A (SINGLE CORE CHANGE DETECTION PROCESS):
For stage 𝑖, we have the following process:
A1. Define the prior distribution of 𝝉𝒏 ∼ Uniform (1, 𝑛 − 𝑘), 𝑎𝑛𝑑 𝜹𝒏 ∼ Normal (0, 𝜎 );
A2. Refer to Lee (1977) formula (2.2.1), 𝑝 (𝜏 |𝑥) ∝ [𝑛/𝜏 (𝑛 − 𝜏)] / [𝐻 (𝜏)] ( )/ , for
0 ≤ 𝜏 ≤ 𝑛 – 1, we compute the posterior estimation of τ, and output the posterior
distribution as 𝝉𝒏;
A3. With the posterior distribution of 𝜏 and Lee (1977) formula (2.1.15), we applied scientific
computing process, including transformation with log, then estimate the posterior
distribution of 𝜹𝒏 ;
A4. Compare the 𝜹𝒏 with 0, if | (𝜹𝒏 ) | ≥ 0, we set 𝑎 = 1, otherwise, 𝑎 = 0;
A5. Then, with the binary sequence of change status, we go to the component 𝐵.
COMPONENT B (NON-SENSITIVE ONLINE LEARNING PROCESS)
Given the binary sequence {𝑎

} from component A, we apply a modified PRP (Play against

Random Past) method to decide the action 𝑏 . Let 𝑚 = 𝐶 ∗ 𝑛 as the review window size,
where 𝐶 is a pre-defined constant for review ratio.
B1. Let 𝑎 ∗ be the bootstrap sampling sequence from 𝑎 n−1, i.e., with replacement i.i.d,
sample n-1 times from the set 𝑎n−1 = {𝑎 , ..., 𝑎 };
B2. The algorithm reviews 𝑎 ∗ , and use the majority component of 𝑎 ∗
of next stage, i.e., 𝑏 or denoted as 𝑝 ∗ (𝑎 );
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, as the decision

B3. If in 𝑎 ∗ , component 0 and 1 have a tie, then bn will be a Bernoulli random value with
probability 0.5;
B4. Then, we go to the component 𝐴 for the next stage.
During these two processes, the algorithm will self-adjust the detecting window for component
A. Thus, a sensitive detection results from the component A and non-sensitive decision for next
stage from component B will be provided with an online learning fashion. The detailed
simulation and proof will be explored in our next step investigation.
4.5 DISCUSSION
For decisions about interventions in response to abrupt incidents in the healthcare system,
Bayesian methods could be seen as the best approach to provide estimates over the empirical
information and build up the foundation of the evidence to support the implementation of
measures. Meanwhile, through the analysis of the ITS datasets, the major trends of the change
points and the severity of the impact could be assessed in advance to take preemptive actions
towards the upcoming events. Despite the applicable advantages to deal with the longitudinal
datasets in large series, the restraints of the assumptions limit the feasibility of the original
methods. Meanwhile, in review of the joint posterior distribution of the change point and
magnitude presented in Lee (1977) paper, the practical simulation was based on the annual
Illinois traffic data between 1962 to 1971 (Lee, 1977). As the amount of data is small, the
reliability of the functions in the context of extensive datasets is still under doubt.
In this study, we aimed to improve the Bayesian approach for the ITS analysis and test the
consistency of the innovative methods with the make-up data randomly generated by the
program. Overall, the attempt to replace the presumed posterior normal distribution by the
exponential distribution turns out to be unrealistic due to the inaccuracy in the evaluation of the
magnitude of the changes. The exponential distribution approach shows the fluctuation of the
results around the true value, while the original normal distribution approach matches the true
value exactly within the range of 340. For the change points under this range, the two approaches
both presents the satisfactory results to us.
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However, another problem arises for the models from the original paper. When the size of the
unit is over 340, the posterior mode of change points (𝜏) and the magnitude (𝛿) starts to lose the
estimate functions one by one gradually. The observed limit of the malfunctions requires further
conversion of the formulas to overcome the performance limitations for the purpose of the
application in realistic problems, especially for healthcare industry with large amount of data
along the timeline.
Tracking to the root of the factors as the negative exponent in the formulas, a scientific
computing process is introduced to the model and make the program to restart. With the
conversion, the improved methods turn out to fit in the application of the large unit scale as well
as the repeated changing series, which could be more similar to real-world situation.
Our simulation study also gives insight into the issue of the preciseness of the computing. Being
that this is further research based on Lee (1977) work, we identified the flaws existed in the
formulas and successfully extend the application of the original model.
4.5.1 Research Impact in Business
In the application of the Bayesian methods, we have seen appearances in the field of business,
such as for prediction of stock prices (Billio et al., 2011; Bos & Hoontrakul, 2002), the estimate
of the exchange rates among different currencies (Smets & Wouters, 2004), and the evaluation
of the economy in terms of the inflation rates (Kapetanios et al., 2008) etc. The stock markets
are also the first area for business analysts to study the drastic impact of Covid-19 on the world
economy; specifically, the fluctuations of share prices due to the rise and fall of daily infections
(Chandra & He, 2021).
However, as a kind of financial derivative, the fundamental factors for the market activities and
prices are based on actual development of infections and the impact on the real economy. Unlike
the relatively constant waves from the stock, in reality we may experience a continuous increase
or move in a downward trend until extinction. Whether the normal distribution is still feasible
could be mysterious to the researchers. Meanwhile, there has been much attention to the use of
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machine learning methods. An automatic alert mechanism could be a great way for decision
makers to catch instant opportunities.
In the final chapter of the thesis, we solved the issue by the test of the preset different distribution
prior to derive the higher probability of the data pattern in reality. In addition, our study proposed
a general AI self-learning algorithm for the continuous monitoring with capability of the
robustness to tell the actual alerts in a cautious way. As we are still under the exploratory stage,
there is no conclusive findings yet. However, we may obtain some relative hints from our
findings at present. There are many potential applications in term of business.
For example, with the continuous monitoring of influenza, trends could be seen as an indicator
for the market development. Depressions in the market come after a resurgence of the pandemic.
Investors could utilize these trends for decision-making in their investment portfolio.
The worldwide influenza rate also brings other opportunities for investment. There has been a
tragic impact on many industries, like tourism, restaurants, and a lot of manufacturing companies
due to the lack of customers or cutting off of supply chains (Schalkwyk et al., 2021). However,
there are other sectors where investors could take a chance due to rising demand. The PCR tests
and Covid-19 vaccines offered a profitable return for the investors. Research teams studying
coronavirus have also become the next unicorn attracting cash flow from the venture capital
market. For example, with the world’s first authorized Covid-19 vaccine, Pfizer Inc. could be
seen as the most successful company during the pandemic period and reported a 92% operational
growth in revenue to $81.3bn for the full year 2021, compared with $41.7bn for the full year
2020. However, in the stock market, due to the choice of dates, the earning from the investment
into PFE could vary from 67% to 22% accordingly (Pšenák & Páleník, 2021).
For other business investments, the precautions taken in advance of the crisis could be a great
mitigating measures to deal with the issues (PwC, 2021). In the view of the capability to catch
the signal of abnormal changes in advance, the model developed in the paper could assist
investors in taking advantage of the opportunities in a crisis.
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4.5.2 Limitations and Future Work
Due to the urgency of time and the unexpected issues during the simulation, there are several
limitations for this study. First, the simulation of this study is limited to the made-up data by the
random figures; therefore, it may not provide convincing results due to the lack of a reality test.
In our plan, we would have liked to run the simulation on the WHO influenza surveillance data
to evaluate the credibility of the model and make an assessment towards the trend of Covid-19.
However, because development of the algorithm is still ongoing, that simulation shall be
conducted after this paper. Following the desire for simulation on real data, based on the analysis
of WHO influenza data as shown from Figures 39 to 42, there exists a difference between the
tested data and the real data. With the set of the fixed window size, the algorithm could work
well to capture the change point and estimate the change magnitude. However, comparing the
trends from different nations, the viruses present distinctive performances, varying by spatial
and temporal differences. There are also no fixed sequences of the influenza virus attack, neither
the persistent period nor the magnitude for certain influenza virus. Therefore, the joint
distribution functions in case of the change point and magnitude are not enough, due to the
unknown window size in the real world. For example, with the monitoring of influenza
A/(H1N1), a wider increasing trend appears from 2017 to 2019 until the relatively wild drop
from 2019 to 2021 for the US and Egypt. The shape of the influenza curve is much steeper and
a change point appears earlier in Germany and Brazil for the same period, with a peak point
shown in 2018, and starting the downward trend until 2021. The magnitudes for all four countries
are also different. An online adaptive learning process is required for smart identification of the
window size in the moving data series for the implementation of the model in the real case. Due
to the fact that the focus of the paper is on the theoretical model application, the development of
the algorithm shall count on other professionals to convey more significance to this study.
However, despite the limitations above, achievements from the paper could contribute to the
field of Bayesian analysis in terms of the ITS, and go one step further in the monitoring of
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influenza trends and estimation of the influence from certain intervention. The enforcement of
the idea to strengthen the healthcare system by the way of continuous data screening could
inspire future researchers in this field. The problems in the development of the algorithm
methods and simulations could also attract interest for future research. At last, as the research is
still in process, we hope that this paper could be a beacon for the future work to remark on the
current process and direct the path for future development.

Figure 39.

Figure 40.

Flu Trends in Germany

Flu Trends in US
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Figure 41.

Flu Trends in Brazil

Figure 42.

Flu Trends in Egypt
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Chapter 5: Conclusions
5.1 SUMMARY
The promise of big data analysis has attracted substantial attention due to its innovative
contribution to decision making and strategic development across the healthcare field (Shahbaz
et al., 2019). The discovery of veiled information through the examination of the large and
complex datasets could help to determine the changes and adopt the effective measures to tackle
the issues. However, there also challenges, as described in the beginning of the paper (i.e.,
Google Flu). Such unsatisfactory results hinder the internal development of the implementation
in the areas related to the hospital system, therefore, a mechanism of the adoption based on the
healthcare data quality and performance is crucial for the acceptance of the big data as the
powerful tools for the sophisticated use. (Shahbaz et al., 2019)
Thus, the projects in this thesis address the issues in big data analysis and place a particular focus
on the methodological application to reveal its essentials for the healthcare areas. Meanwhile,
other than the aggregated data volume, the difference of the data in pertinence and promptness
also lead to the changes in the methods for different purposes. So, in this paper, I presented the
application of big data analysis to find the hidden correlations with regards to the changes or
interventions based on different kinds of data.
Motivated by the identification of the key impacting factors for the understanding as the basic
precondition for the improvement in medical prognosis (Dima et al., 2013), I conducted an
importance ranking of the factors in relations to the sleep after the suffering of pediatric burns
in terms of association. As the dataset is specific to the current topic, the method of random
forest is applied to assess the variable importance due to the finite number of the factors. In the
results, the physical discomforts, including the behavior function, pain, or itching are the leading
factors as commonly supposed. However, in later stages of recovery, emotional oriented factors
are more associated with influencing sleep problem, which indicate the potential importance of
the company of parents for the young patients.
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After enlightenment from the findings of the clinical care, there are always certain obstacles in
the implementation. For each general guideline or specific policy, there are certain noisy factors
that interfere the judgement from the decision makers. There are also some questions that
whether the objectives are accomplished effectively by the execution of the decisions. To address
the gap from the tackled objective and the process of the implementation, I conducted an
evaluation of past policy reform, the 2005 California Medical Waiver, to find out the causal
relationship out of the common influences between the control group and treatment group. After
the test of the model, the obsolete policy had played its efficient functions in the reduction of the
burdens for hospitals and helped to enhance public health for the uninsured.
For healthcare field, there are always the changes that happened at a fast pace. Thus, for a deeper
delving into the data usage, we try to extend the scope of the data timeliness from the past to real
time. To overcome the requirements for the data processing speed, we explored an artificial
intelligence approach to detect the changes and estimates the magnitude. With the help of
Bayesian theory, a model was developed for the fitness of the real issue. There are two aspects
to this part. First, I tried to test the sensitivity of the presumed data types between the exponential
distribution and normal distribution. Based on the work from Lee’s 1977 paper, a single change
simulation was conducted and the original normal distribution presented better results. However,
the errors from the results indicated that the original formula was not suitable for a large sample
size. With a scientific computing process, I extended the scope of the model and passed the
simulations for both single change and repeated changes test under fixed window size. Due to
the changeable window size in real problems, the final step towards the AI algorithm is still
under process; however, the concept design of the elastic window size detection is already in
position. I also tried to enhance the robustness by the way of bootstrapping with the application
of the PRP strategy.
Overall, the findings depicted the way that the big data analysis could contribute to several
improvements in the healthcare field. It helps decision makers to discover the key influential
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factors or neglectable correlations. These innovative techniques could also help to monitor the
changes with the forecast of future events. All of these are due to the capability of information
extraction from the healthcare data with the cautious choice of the big data analytical methods.
5.2 BUSINESS IMPLICATIONS
For the studies in this dissertation, there are several business implications highlighted based on
the findings. First, due to the high professionalism required in this field, business investments
have to be careful and cogitative. The key factors should be examined first to discover the
targeted area. In the first research study, instead of the physical recovery, the emotional support
and parenting company lead to a higher rank in the outcomes of the recovery, which shall earn
preference from patients because of an improved degree of satisfaction.
Second, the correlation of outside factors and underlying trends would affect the judgement of
the investment in views of the general unsatisfactory outcomes. The true, causal relationship
may be misled by the complexity of the influential factors. However, with big data analysis, the
comparison of changes in the trends could help the organization to realize the true impact and
the area of the effects. With the reexamination of the past policy, we found the positive influence,
which was neglected by the budget deficit. Meanwhile, the comparison of the insured and
uninsured also gave a business hint in the consumption inert. The inducement and nurture of the
habits for any new healthcare services should bring much attention from the investors to
stimulate potential clients.
Finally, there are huge possibilities contained under the AI approaches. Instead of the review
and examine of the past data, the AI algorithms and IoT (internet of things) could process realtime data to continuously detect the changes in the real world. With timely assessment of the
variation trends, investors could gain an insight into the upcoming issues. Though the final
chapter didn’t offer a demonstration in the simulation on real data, we could foresee its
applicability to business investments in healthcare.
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In summary, the projects undertaken in this dissertation help us to understand the usefulness of
big data analysis and enhance the acceptance of these advanced techniques in the field of
healthcare. Moreover, it could also inspire business investment with a systematic review of the
methods and influential factors, the impact of the interventions, and the detection of upcoming
changes, to illustrate the opportunities and the required alternation of the business model in
response to frequent changes.
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