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ABSTRACT 
Let E* denote the class of square matrices M such that the linear complementar- 
ity problem Mz + q > 0, z > 0, (Mz + q) TV = 0, has a unique solution for every q 
such that 0 # q > 0. We show that E’ g E* \ E, where E is the strictly semimono- 
tone matrices, consists of completely Q. matrices whose proper principal submatrices 
are completely Q matrices. We also show that (1) singular P,- matrices are in E* and 
those that are in E’ are U-matrices and (2) in the classes of adequate matrices and 
Z-matrices, the E’-matrices are precisely the singular I’,-matrices that are not 
Q-matrices. 0 Elsevier Science Inc., 1997 
1. INTRODUCTION 
Consider the linear complementarity problem LcP(q, M) defined as 
follows: given M E R “’ n and q E R”, determine z > 0 such that 
Mz + q 2 0, (Mz + q)Tz = 0. 
The set of all q for which LCP(q, M) has a solution is denoted by K(M). 
When K(M) is convex, M is called a Q,-matrix, and when K(M) = R”, M is 
called a Q-matrix. When all the principal submatrices of M are Q,-matrices 
(Q-matrices), M is called a completely-Q, (completely-Q) matrix. 
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Cottle [2] showed that the only completely-Q matrices are the strictly 
semimonotone matrices E. The class E is also characterized by the property 
that M E E iff LCP(q, M) h as a unique solution for every q > 0 (Eaves [8]). 
Let E* denote the class of matrices M for which LCP(q, M) has a unique 
solution for every 0 Z q > 0. Then E* consists of semimonotone matrices 
and properly contains E (Dana0 [S]). We partition E* by defining E’ A 
E* \ E. We show that El-matrices have the property that every proper 
principal submatrix is an E-matrix. Thus the proper principal submatrices are 
completely-Q matrices. Since an E’-matrix is a Q,-matrix [6, Theorem 4.61, 
then E’-matrices are completely-Q, matrices. 
We also show that E* contains the singular Pr-matrices (matrices with 
nonnegative principal minors exactly one of which is zero). Specifically, if M 
is a singular Pi-matrix, then M E Q implies M E E, while M P Q implies 
M E E’. Singular Pi-matrices in E’ are of special interest because they have 
the property that LCP(q, M) has a unique solution for each q E int(K(M)), 
the interior of K(M), i.e., they are U-matrices. Furthermore, we show that 
among adequate matrices and Z-matrices, the E’-matrices are precisely the 
singular Pi-matrices that are not Q-matrices. Finally, we show that in the 
class of nonnegative matrices, there are no E’-matrices. 
NOTATION. We follow the notation and definitions in Cottle et al. [3]. 
2. THE MAIN RESULT 
For convenience, we restate the following properties of E’-matrices 
which have been established in Danao [6], where E* and E’ are denoted by 
L* and L’, , respectively. 
THEOREM 2.1. Zf M E E’ 13 [wnx” (n > 11, then: 
(a) the null space of M is generated by a positive vector; 
(b) pod-Ml, th e cone generated by the columns of -M, is a hyper- 
plane that supports rW: only at the origin; 
(c) rankM=n-1; 
(d) K(M) is a closed half space. 
LEMMA 2.1. Zf M E E’ n Rnx” (n > l), then any set of r column 
vectors of M are linearly independent for each r = 1,2,, . . , n - 1. 
Proof. We need only show that any set of n - 1 column vectors of M 
are linearly independent. For convenience, let the n - 1 vectors be 
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M.,, M.,, . . . , M.,_ 1. If they are linearly dependent, then there exists an 
x E Iw”-’ such that x z O and 
n - I 
c xjMlj = 0. 
j=l 
Let x’ = [xi x2 ..* x,-i OIT. Then Mx’ = 0, i.e., x’ is in the null space of 
M, contrary to Theorem 2.1(a). N 
REMARK 2.1. Lemma 2.1 implies that pos[ - M] is spanned by any set of 
n - 1 column vectors of -M. 
LEMMA 2.2. If M E E’ fl [WfrX7’ (n > l), then ezjey principal suh~u- 
trix of order n - 1 is nonsingular. 
Proof. Without loss of generality, let M,, be the principal submatrix 
obtained by deleting the nth row and the nth column of M. If M,, is 
singular, then its associated complementary cone pm-M.,> 
-M.,,..., - M .n_ ,, I.,,] is degenerate, i.e., the vectors 
-M.,, -M., ,..., -M.,_,,I., are linearly dependent. Hence, I.,, lies in the 
hyperplane spanned by -M.,, -M.,, . . . , -M,,-, which, by Remark 2.1, is 
pos[ - Ml, contradicting Theorem 2.1(b). ??
THEOREM 2.2. Zf M E E’ f’ Rnx” (n > I), then euey proper principal 
submatrix of M is an E-matrix. 
Proof. Let M,, be a proper principal submatrix of order n - 1. Since 
M E E*, then M,, E E* [6, Theorem 3.11, i.e., either M,, E E or M,, E 
E’. By Lemma 2.2, M,, is nonsingular, and by Theorem 2.1(c), M,, 6 E’: 
hence, M,, E E. Thus M,, is completely-Q, and so all proper principal 
submatrices are also E-matrices. ??
COROLLARY 2.1. Zf M E E* f~ lR7’x’2 (n > 11, then M.jj > 0 for all 
j = 1,2, . . . , n. 
Proof. Whether M E E or M E E’, its proper principal submatrices are 
E-matrices which are Q-matrices. The principal submatrix [Mill is a Q-ma 
trix iff Mij > 0. ??
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3. A SPECIAL SUBCLASS OF E’ 
The class E contains the special class P, since P is characterized by the 
property that M E P iff LCP(q, M) h as a unique solution for every q E Iw ” 
[lo, Theorem 4.21. In this case, K(M) = 08” = int(K(M)). The class E’ also 
contains a special class of matrices M which have the property that LCP(q, M) 
has a unique solution for each q E int(K(M)). Recall that M E P, iff the 
principal minors of M are nonnegative, exactly one of which is zero. We show 
that if the zero principal minor is det M, then M E E*. Specifically, if 
MEP~ and detM=O, then (1) MEE if MEQ and (2) MEE’ if 
M G Q. In the latter case, K(M) is a closed half space and LCP(g M) has a 
unique solution for each q E int(K(M)). 
THEOREM 3.1. Let M be un element of R”’ ” (n > 1) such that 
det M = 0. 
(a) If M E P, n Q, then M E E. 
(b) Zf M E P, \ Q, then M E E’. 
Thus, a singular P,-matrix is an E*-matrix. 
Proof. (a): Since M E Q, then M E S, the square matrices M for which 
LCP(q, M) is feasible for every q E Iw” [2, p. 3481. Note that every (n - 1) 
x (n - 1) submatrix of M is a P-matrix, hence strictly semimonotone. By [2, 
Lemma 21, M E E. 
(b): Since M E P, \ Q and det M = 0, then, by [4, Theorem 61, M E U 
and the normal p to the hyperplane d, K(M) ( = pos[ - MI), the boundary of 
K(M), can be chosen to be a positive vector. If 0 f q > 0, then pTq > 0; 
hence, q E int(K(M)). It f 11 o ows that LCP(q, M) has a unique solution for 
every 0 # q > 0, i.e., M E E *. Since M e Q, then M E E’. ??
REMARK 3.1. Theorem 3.1(b) shows that the subclass of P,, defined by 
P: = {M E RnXnl MEP,\Q,detM=O} 
are E’-matrices. From Lemma 2.2 and Corollary 2.1, it follows that if M is a 
P,,-matrix of order 2 or 3 and M E E’, then M E PT. Thus we have the 
following theorem: 
THEOREM 3.2. Zf M E P,, n R”‘” (n = 2,3), then M E E’ ifl M E 
P1*. 
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REMARK 3.2. Cottle [5] conjectured that Theorem 3.2 is true for all 
n > 2. We give a partial answer: Theorem 3.2 is true for all n 2 2 when M is 
adequate. We also show that the theorem is true when M is a Z-matrix. 
THEOREM 3.3. Zf M E Rnx” (n > 1) and M is adquate, then M E E’ 
ijf M E PT. 
Proof. 3 : By Theorem 2.1(c), det M = 0. By Lemma 2.2, every princi- 
pal submatrix M,, of order n - 1 is nonsingular. It was shown by Cottle 111 
that an adequate matrix is nonsingular iff it is a P-matrix. Since M,, is also 
adequate (see [9]), it then follows that M,, is a P-matrix. Hence, every 
proper principal submatrix of M is a P-matrix; hence, M E P,. By Theorem 
2.1(d), M @ Q. Hence, M E PT. 
= : This follows from Theorem 3.1(b). ??
DEFINITION 3.1. A square matrix M is called an almost K-matrix iff M is 
a singular 2 matrix whose proper principal submatrices are K-matrices. 
(M E K iff M E 2 n P.) 
THEOREM 3.4. Zf M E Z n RnXn (n > l), then M is an almost K-ma- 
trix iff M is a P:-matrix. 
Proof. If M is an almost K-matrix, then M e P. It was shown in [7] that 
if M is a Z-matrix, then M E Q iff M E P. Thus M G Q; hence, M E PF. 
The sufficiency is immediate from the definitions. ??
THEOREM 3.5. Zf M E 2 n K?“’ ” (n > l), then: 
(a) M E E if M is a K-matrix. 
(b) M E E’ iff M is an almost K-matrix. 
Proof. (a): If M E E, then M E Q; hence M E P, and so M is a 
K-matrix. The sufficiency is immediate from the fact that a K-matrix is a 
P-matrix, hence an E-matrix. 
(b): If M E E’, then every principal submatrix M,, of order n - 1 is a 
Q-matrix; hence, M,, E P. It follows that all proper principal submatrices 
are K-matrices. Hence, M is an almost K-matrix. The sufficiency follows 
from Theorems 3.4 and 3.1(b). ??
We now show that in the class of nonnegative matrices, there are no 
E’-matrices. 
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THEOREM 3.6. Zf M E E’ n R”‘” (n > l), then each row and each 
column of M has a negative entry. 
Proof. Suppose M has a column M, > 0. By Corollary 2.1, M > 0; 
hence, 0 # M, > 0. Since pos[ -Ml is a hyperplane, then M.j E posti-MI, 
contrary to Theorem 2.1(b). 
Suppose M has a row M,.> 0. Then all the column vectors of -M have 
nonpositive i th coordinates; hence, all the vectors in pos[-M] must have 
nonpositive ith coordinates. Since pos[ - M] is a hyperplane, the column 
vector M.j E pos[ -M]. It then follows that M,, < 0, contrary to Corollary 
2.1. ??
REMARK 3.3. Theorem 3.6 says that if M > 0, then M I E’. This also 
follows from Murty’s theorem [lo, Theorem 5.21, which states that if M > 0, 
then M E Q iff M, > 0 (j = 1,2, . . . , n). For if M E E’, then, by Corollary 
2.1, M, > 0 (j = 1,2, . . . , n); hence, M E Q, contrary to Theorem 2.1(d). 
This, however, implies only that if M E E’, then M has a negative entry, and 
does not reveal the fact that M has a negative entry in each row and each 
column as Theorem 3.6 does. 
REMARK 3.4. Theorem 3.6 implies that 2 X 2 E’-matrices are necessar- 
ily Z-matrices. This, however, does not carry over to E’-matrices of order 
n > 2. For example, let 
M is a Pi-matrix with det M = 0. It is easy to verify that, if q = [ - 1 - 1 
- llT, then LCP(q, M) has no solution. Hence, M G Q. Thus, M E I’,* and 
so M E E’. 
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