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Abstract
We study the problem of independence testing given independent and identically
distributed pairs taking values in a σ-finite, separable measure space. Defining a natu-
ral measure of dependence D(f) as the squared L2-distance between a joint density f
and the product of its marginals, we first show that there is no valid test of indepen-
dence that is uniformly consistent against alternatives of the form {f : D(f) ≥ ρ2}.
We therefore restrict attention to alternatives that impose additional Sobolev-type
smoothness constraints, and define a permutation test based on a basis expansion and
a U -statistic estimator of D(f) that we prove is minimax optimal in terms of its sep-
aration rates in many instances. Finally, for the case of a Fourier basis on [0, 1]2, we
provide an approximation to the power function that offers several additional insights.
1 Introduction
Independence is a fundamental concept in both probability and statistics; it distin-
guishes the former from a mere branch of measure theory, and underpins both sta-
tistical theory and the way practitioners think about modelling. For statisticians, it
is frequently important to ascertain whether or not assumptions of independence are
realistic, both to determine whether certain theoretical properties of procedures can
be expected to hold, and to assess the goodness-of-fit of a statistical model.
Classical approaches to independence testing have focused on the simple setting of
univariate Euclidean data, and have often only had power against restricted classes of
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alternatives. These include tests based on Pearson’s correlation (e.g. Pearson, 1920),
Spearman’s rank correlation coefficient (Spearman, 1904), Kendall’s tau (Kendall,
1938) and Hoeffding’s D (Hoeffding, 1948). However, motivated by a desire to handle
the more general data types that are ubiquitous in modern-day practice, as well as to
have power against broader classes of alternatives, the topic of independence testing
has undergone a renaissance in recent years. Since no uniformly most powerful test
exists, several different perspectives and new tests have emerged, such as those based
on the Hilbert–Schmidt independence criterion (Gretton et al., 2005; Pfister et al.,
2018; Meynaoui et al., 2019), distance covariance (Sze´kely et al., 2007; Sejdinovic et
al., 2013), optimal transport and multivariate ranks (Deb and Sen, 2019; Shi, Drton
and Han, 2019), copula transforms (Kojadinovic and Holmes, 2009), sample space par-
titioning (Heller et al., 2016) and nearest neighbour methods (Berrett and Samworth,
2019).
This plethora of approaches gives rise to natural theoretical questions about the
fundamental statistical difficulty of independence testing. In the setting where the
marginal distributions are both univariate, early asymptotic results on minimax sep-
aration rates over certain classes of alternatives are given in Ingster (1989), Ermakov
(1990) and Ingster (1996), but many open questions remain. Moreover, in several of
the examples in the previous paragraph, the asymptotic distribution of the test statis-
tic under the null hypothesis of independence depends on unknown features of the
relevant marginal distributions, so it is difficult to obtain an appropriate critical value.
An attractive approach, therefore, is to use a permutation test, which uses permu-
tations to mimic the null behaviour of the test statistic. Though the principle has
been known for many decades (e.g. Pitman, 1938; Fisher, 1935, Chapter 21), permuta-
tion tests are becoming increasingly popular in modern statistics and machine learning
(e.g. A/B testing), due to their ease of use and their guaranteed finite-sample Type I
error control across the entire null hypothesis parameter space. Besides (unconditional)
independence testing, they have also been studied in problems such as conditional inde-
pendence testing (Berrett et al., 2019), two-sample testing (Chung and Romano, 2013)
and changepoint analysis (Antoch and Husˇkova´, 2001). For an overview of the study
of permutation tests, see, for example, Lehmann and Romano (2005) and Pesarin and
Salmaso (2010).
In the context of permutation tests for independence, Romano (1989) considered
a class of plug-in test statistics of the form Tn = n
1/2δ(P̂n, P̂
X
n P̂
Y
n ), where δ(P,Q) =
supV ∈V |P (V ) −Q(V )| for a Vapnik–Chervonenkis class of sets V, and where P̂n, P̂Xn
and P̂ Yn are the empirical distributions of the data pairs and their marginals, respec-
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tively. Fixing a sequence of alternatives (Pn), he showed that, under the condition
that PPn(Tn ≤ t) → H(t) for some continuous function H, the asymptotic power of
his permutation test coincides with that of the test that uses the true critical value.
In the case of bivariate data, Albert (2015, Chapter 4) provides upper bounds on the
minimax separation over Besov spaces using a test based on aggregrating many permu-
tation tests. See also Albert et al. (2015) and Berrett and Samworth (2019). Despite
these aforementioned works, however, the power properties of permutation tests in the
context of nonparametric independence testing remain relatively poorly understood.
In this paper, we study the problem of independence testing in a general frame-
work, where our data consist of independent copies of a pair (X,Y ) taking values in a
separable measure space X×Y, equipped with a σ-finite measure µ. Assuming that the
joint distribution of (X,Y ) has a density f with respect to µ, we may define a measure
of dependence D(f), given by the squared L2(µ) distance between the joint density
and the product of its marginal densities. This satisfies the natural requirement that
D(f) = 0 if and only if X and Y are independent. In fact, however, our hardness
result in Theorem 1 reveals that it is not possible to construct a valid independence
test with non-trivial power against all alternatives satisfying a lower bound on D(f).
This motivates us to introduce classes satisfying an additional Sobolev-type smoothness
condition as well as boundedness conditions on the joint and marginal densities.
The first main goal of this work is to determine the minimax separation rate of
independence testing over these classes, and to this end, we define a new permutation
test of independence based on a U -statistic estimator of D(f). Theorem 2 in Section 3
provides a very general upper bound on the separation rate of independence testing; the
framework is broad enough to include both discrete and absolutely continuous data, as
well as data that may take values in functional spaces, for instance. We show how the
bound can be simplified in many special cases of interest. Moreover, in Section 4, we
go on to provide matching lower bounds in several instances, allowing us to conclude
that our U -statistic-based permutation test attains the minimax optimal separation
rate for independence testing in such settings. Finally, in Section 5, we elucidate an
approximation to the power function of our test at local alternatives, thereby providing
a very detailed description of its properties. Proofs of our main results are given in
Section 6, while auxiliary material is deferred to the Appendix.
Further contributions of this paper are to introduce new sets of tools for studying
both permutation tests and U -statistics; we believe both will find application beyond
the scope of this work, in particular because many popular measures of dependence,
such as distance covariance and the Hilbert–Schmidt independence criterion, can be es-
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timated using U -statistics. Specifically, in the proof of Theorem 2, we develop moment
bounds for U -statistics computed on permuted data sets; moreover, Propositions 15
and 16 use Stein’s method to provide normal approximation error bounds in Wasser-
stein distance for degenerate U -statistics computed on original and permuted data sets
respectively, and are the basis for our local power function result (Theorem 14). Fi-
nally, our minimax lower bound (Lemma 9) may also be of independent interest, in that
it provides a general approach to constructing priors over the alternative hypothesis
class whose distance from the null can be explicitly bounded.
Notation: We write N = {1, 2, 3, . . .}, N0 = N ∪ {0} and, for n ∈ N, let [n] :=
{1, . . . , n}. We also write [∞] := N. We write a . b if there exists a universal constant
C > 0 such that a ≤ Cb, and write, e.g., a .x b if there exists C > 0, depending only
on x, such that a ≤ Cb. We similarly define a & b and a &x b, and write a  b if a . b
and a & b, as well as a x b if a .x b and a &x b.
Let Sn denote the set of permutations of [n]. For a measure space (Z, C, ν) define
L2(ν) := {f : Z → R : ∫Z f2 dν <∞}, with corresponding inner product 〈f, g〉L2(ν) :=∫
Z fg dν and norm ‖f‖L2(ν) := 〈f, f〉
1/2
L2(ν)
. For a function f : Z → R we write ‖f‖∞ :=
supz∈Z |f(z)| ∈ [0,∞].
Let Φ denote the standard normal distribution function and let Φ¯ := 1 − Φ.
Given an independent and identically distributed sample (X1, Y1), . . . , (Xn, Yn) and
a σ(X1, Y1, . . . , Xn, Yn)-measurable random variable W , we write EP (W ) or Ef (W ) for
the expectation of W when (X1, Y1) has distribution P or density function f . Given
probability measures µ and ν on Z, we write dTV(µ, ν) := supC∈C |µ(C) − ν(C)| for
their total variation distance and, if both µ and ν are absolutely continuous with re-
spect to another measure λ, then we write dχ2(µ, ν) =
{∫
Z
(dµ/dλ)2
dν/dλ dλ − 1
}1/2
for the
square root of their χ2-divergence. If Z = R, then we write
dW(µ, ν) := inf
(X,Y )∼(µ,ν)
E|X − Y |
for the Wasserstein distance between µ and ν, where the infimum is taken over all pairs
(X,Y ) defined on the same probability space with X ∼ µ and Y ∼ ν. When Z = R
we will also write
dK(µ, ν) := sup
z∈R
∣∣µ((−∞, z])− ν((−∞, z])∣∣
for the Kolmogorov distance between µ and ν. If X ∼ µ and Y ∼ ν, we sometimes
write dW(X,Y ) and dK(X,Y ) as shorthand for dW(µ, ν) and dK(µ, ν) respectively.
We use 4 to denote the symmetric difference operation on sets, so that A4B :=
4
(A ∩Bc) ∪ (Ac ∩B).
Finally, for x = (x1, . . . , xd) ∈ Rd and q ∈ [1,∞), let ‖x‖q :=
(∑d
j=1 |xj |q
)1/q
, with
the shorthand ‖x‖ := ‖x‖2, and for a matrix A ∈ Rd1×d2 , let ‖A‖op := supx:‖x‖≤1 ‖Ax‖
and ‖A‖F :=
{∑d1
j=1
∑d2
k=1A
2
jk
}1/2
denote its operator and Frobenius norms respec-
tively.
2 Problem set-up and preliminaries
Let (X ,A, µX) and (Y,B, µY ) be separable∗, σ-finite measure spaces. Then both
L2(µX) and L
2(µY ) are separable Hilbert spaces
†, so there exist orthonormal bases
(pXj )j∈J and (p
Y
k )k∈K of L
2(µX) and L
2(µY ) respectively, where J and K are count-
able indexing sets. Writing µ := µX ⊗ µY for the product measure on X × Y, the
product space L2(µ) is also a separable Hilbert space‡, and has an orthonormal basis
given by (pjk)j∈J ,k∈K, where pjk(·, ∗) := pXj (·)pYk (∗).
We may now define the subset F of L2(µ) that consists of all density functions,
that is
F :=
{
f ∈ L2(µ) : ess inf
(x,y)∈X×Y
f(x, y) ≥ 0,
∫
X×Y
f dµ = 1
}
.
Given f ∈ F we may define the marginal density fX by
fX(x) :=
∫
Y
f(x, y) dµY (y),
and we may analogously define fY . From now on we will work over the restricted space
F∗ := {f ∈ F : fX ∈ L2(µX), fY ∈ L2(µY )}, though we note that when µX and µY
are finite measures, we have F∗ = F . For f ∈ F∗, j ∈ J and k ∈ K we may define the
coefficients
ajk(f) :=
∫
X×Y
fpjk dµ, aj•(f) :=
∫
X
fXp
X
j dµX , a•k(f) :=
∫
Y
fY p
Y
k dµY .
Then
f(·, ∗) =
∑
j∈J
∑
k∈K
ajk(f)pjk(·, ∗), fX(·) =
∑
j∈J
aj•(f)pXj (·), fY (·) =
∑
k∈K
a•k(f)pYk (·).
∗Recall that we say a measure space (Z, C, ν) is separable if, when equipped with the pseudo-metric
d(A,B) := ν(A4B), it has a countable dense subset.
†Since we were unable to find this precise statement in the literature, we provide a proof in Lemma 18.
‡Likewise, we prove this statement in Lemma 19.
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We may therefore define the measure of dependence
D(f) :=
∫
X×Y
{
f(x, y)− fX(x)fY (y)
}2
dµ(x, y) =
∑
j∈J ,k∈K
{
ajk(f)− aj•(f)a•k(f)
}2
,
which, for (X,Y ) ∼ f , has the property that D(f) = 0 if and only if X ⊥⊥ Y .
Given independent and identically distributed copies (X1, Y1), . . . , (Xn, Yn) of the
pair (X,Y ), each having density f ∈ F , we wish to test the null hypothesis H0 : X ⊥⊥ Y
of independence against the alternative H1 : X 6⊥⊥ Y . A randomised independence
test is measurable function ψ : (X × Y)n → [0, 1], with the interpretation that, af-
ter observing (X1, Y1, . . . , Xn, Yn) = (x1, y1, . . . , xn, yn), we reject H0 with probability
ψ(x1, y1, . . . , xn, yn). We write Ψ for the set of all such randomised independence tests.
For an array θ = (θjk)j∈J ,k∈K ∈ [0,∞]J×K, we consider the measure of smoothness
given by
Sθ(f) :=
∑
j∈J
∑
k∈K
θ2jk
{
ajk(f)− aj•(f)a•k(f)
}2
.
Theorem 1 provides a preliminary result on the difficulty of the independence testing
problem under constraints on D(f) and Sθ(f), and as we will see below, has important
consequences for the classes of alternatives we subsequently consider. At a high level,
our proof is inspired by the work of Janssen (2000) on the hardness of goodness-
of-fit testing. We also mention here the recent work of Shah and Peters (2020) on
the hardness of conditional independence testing, though the methods used there are
completely different.
Theorem 1. Suppose that µX and µY are probability measures and, without loss of
generality, that there exist j0 ∈ J and k0 ∈ K such that pXj0(x) = pYk0(y) = 1 for all
x ∈ X and y ∈ Y. Let n ∈ N and α ∈ [0, 1], and let ψ ∈ Ψ be such that Epj0k0 (ψ) ≤ α.
Let θ = (θjk)j∈J ,k∈K ∈ [0,∞)J×K be given and, for T ∈ [0,∞), define
Mθ(T ) :=
{
(j, k) ∈ (J \ {j0})× (K \ {k0}) : θjk ≤ T
}
.
Then, for any  > 0, any ρ ∈ (0, 1/ supj,k ‖pjk‖∞] and any r ∈ (0,∞), there exists
f ∈ F with Sθ(f) ≤ r2 and D(f) = ρ2 such that
Ef (ψ) ≤ α+ +
[{(1 + ρ2)n − 1}α
|Mθ(r/ρ)|
]1/2
.
As a first conclusion we can draw from Theorem 1, consider taking θ = 0J×K, so
that |Mθ(r/ρ)| = (|J | − 1)(|K| − 1). In this case, Theorem 1 shows that in infinite-
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dimensional problems (where |J ×K| =∞) with probability measures as base measures,
there are no valid tests of independence that have uniformly non-trivial power against
alternatives of the form {f ∈ F : D(f) ≥ ρ2}, at least for ρ > 0 sufficiently small.
Thus, to develop a theory of minimax separation rates for independence testing, it
is necessary to make additional assumptions about the structure of the alternative
hypothesis. More generally, under the conditions of Theorem 1, whenever the set
Mθ(r/ρ) is infinite, there are no valid uniformly non-trivial independence tests against
alternatives f ∈ F with Sθ(f) ≤ r2 and D(f) ≥ ρ2. We will therefore assume the
following in our subsequent work:
(A1) The sets {(j, k) ∈ J ×K : θjk ≤ T} are finite for each T ∈ (0,∞).
We write θ := infj∈J ,k∈K θjk. Motivated by Theorem 1 above, for Ξ := [0,∞]J×K ×
(0,∞)× [1,∞), for ξ = (θ, r, A) ∈ Ξ and for ρ ∈ (0, r/θ], we will consider the space of
alternatives given by
Fξ(ρ) :=
{
f ∈ F∗ : D(f) ≥ ρ2, Sθ(f) ≤ r2,max(‖f‖∞, ‖fX‖∞, ‖fY ‖∞) ≤ A
}
.
The restriction on the range of ρ arises from the fact that for any f ∈ F∗, we must
have θ2D(f) ≤ Sθ(f). Although we make assumptions about the smoothness of our
alternatives, we will not make any assumptions about the null distributions and will
aim for uniform, non-asymptotic control of the probability of Type I error. Define the
null space P0 as the set of all distributions on X ×Y of pairs (X,Y ) such that X ⊥⊥ Y ,
and, for a given α ∈ (0, 1), define the set of valid independence tests
Ψ(α) :=
{
ψ ∈ Ψ : sup
P∈P0
EP (ψ) ≤ α
}
.
Given n ∈ N, α ∈ (0, 1), ξ = (θ, r, A) ∈ Ξ and ρ ∈ (0, r/θ] we define the minimax risk
R(n, α, ξ, ρ) := α+ inf
ψ∈Ψ(α)
sup
f∈Fξ(ρ)
Ef (1− ψ).
If we are also given a desired probability of Type II error β ∈ (0, 1 − α), then we can
consider the minimax separation radius
ρ∗(n, α, β, ξ) := inf
{
ρ ∈ (0, r/θ] : R(n, α, ξ, ρ) ≤ α+ β}.
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3 Upper bounds
We now introduce the permutation test that will allow us to establish upper bounds on
the minimax separation ρ∗. This is based on a U -statistic estimator of D with kernel
h
(
(x1, y1), (x2, y2), (x3, y3), (x4, y4)
)
:=
∑
(j,k)∈M
{pjk(x1, y1)pjk(x2, y2)− 2pjk(x1, y1)pjk(x2, y3) + pjk(x1, y2)pjk(x3, y4)
}
,
where M ⊆ J × K is a truncation set to be chosen later. For m ≥ 2, let Im :=
{(i1, . . . , im) ∈ [n]m : i1, . . . , im all distinct}. Given x = (x1, . . . , xn) ∈ X n and y =
(y1, . . . , yn) ∈ Yn, it is convenient to define
Tx,y := {(xi, yi) : i ∈ [n]},
and for σ ∈ Sn, set T (σ)x,y := {(xi, yσ(i)) : i ∈ [n]}. Given independent pairs TX,Y :=
{(Xi, Yi) : i = 1, . . . , n} with n ≥ 4, we consider the test statistic
D̂n = D̂
M
n
(TX,Y ) := 1
4!
(
n
4
) ∑
(i1,...,i4)∈I4
h
(
(Xi1 , Yi1), (Xi2 , Yi2), (Xi3 , Yi3), (Xi4 , Yi4)
)
.
To define the critical value for our test, given B ∈ N and an independent sequence of
uniform random permutations Π1, . . . ,ΠB taking values in Sn independently of TX,Y ,
we construct the null statistics
D̂(b)n := D̂
M
n
(T (Πb)X,Y )
for b ∈ [B]. Finally, we can define the p-value
P :=
1 +
∑B
b=1 1{D̂n≤D̂(b)n }
1 +B
, (1)
and reject the null hypothesis if P ≤ α. Formally, this corresponds to the randomised
test ψα ∈ Ψ, given by
ψα
(Tx,y) := P(1 + B∑
b=1
1{D̂Mn (Tx,y)≤D̂Mn (T (Πb)x,y )}
≤ (1 +B)α
)
,
where the only randomness here is in the permutations Π1, . . . ,ΠB. Then, on observing
TX,Y , we do indeed reject H0 with probability ψα(TX,Y ). Under the null hypothesis, the
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sequence of data sets TX,Y , T (Π1)X,Y , . . . , T (ΠB)X,Y is exchangeable, so ψα ∈ Ψ(α). The fol-
lowing provides a general upper bound on the minimax separation rate, and is obtained
using the above test.
Theorem 2. Fix α, β ∈ (0, 1) such that α+β < 1 and let ξ = (θ, r, A) ∈ Ξ. Then there
exist C,C ′ > 0, both depending only on α, β and A, such that when nr2 ≥ C ′θ2|{(j, k) :
θ2jk ≤ 2θ2}|1/2 we have
ρ∗(n, α, β, ξ) ≤ C inf
M⊆J×K
max
{
r
inf{θjk : (j, k) 6∈ M} ,
min(‖h‖1/2∞ , |M|1/4)
n1/2
,
1
n1/2
}
.
An explicit upper bound showing the dependence of C on its arguments is given
in (23) in the proof of Theorem 2. The final term in this maximum represents the
parametric rate of convergence that is generally unavoidable, while the first term arises
from the bias of the test statistic and the second term comes from bounds on the
standard deviations of the test statistic and its permuted versions.
3.1 Discrete case
As a first application of Theorem 2, consider the relatively simple problem of testing
independence with discrete data, where for some J,K ∈ N∪{∞} we have X = [J ] and
Y = [K] and we take µX and µY to be the counting measures on X and Y respectively.
For j, x ∈ [J ] and k, y ∈ [K] we can define the basis functions pXj (x) := 1{x=j} and
pYk (y) := 1{y=k}. In this case we have ‖h‖∞ ≤ 2 independently of M, and we may
take M = [J ] × [K] so that there is in fact no truncation and our test statistic is
an unbiased estimator of D. Note here that, since µX and µY are not probability
measures, Theorem 1 does not apply, and no structural assumptions are necessary
on the alternative hypothesis. Indeed, we take ξ = (0[J ]×[K], 1, 1) ∈ Ξ, so that our
alternative hypothesis class is simply
Fξ(ρ) =
{
f ∈ F :
∑
j∈[J ],k∈[K]
{f(j, k)− fX(j)fY (k)}2 ≥ ρ2
}
.
The following result is a straightforward corollary of Theorem 2.
Corollary 3. Fix α, β ∈ (0, 1) such that α+ β < 1. Then there exists C = C(α, β) ∈
(0,∞) such that when n ≥ 16 we have
ρ∗(n, α, β, ξ) ≤ Cn−1/2.
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This behaviour should be contrasted with that found in Diakonikolas and Kane
(2016), where the strength of the dependence is measured by the L1 distance rather
than the L2 distance, and where the minimax optimal separation rates do depend on
the alphabet sizes; in fact, they are given by J
1/4K1/4
n1/2
max
(
1, J1/4/n1/4,K1/4/n1/4
)
.
3.2 Sobolev and functional data examples
To apply Theorem 2 in general, when a useful bound on ‖h‖∞ is not available, we
instead control the right-hand side by controlling |M|. We remark that, when there
exist j0 ∈ J and k0 ∈ K such that pXj0(x) = pYk0(y) = 1 for all x, y, then aj0k =
a•k, ajk0 = aj•, aj0• = 1, a•k0 = 1, so the j = j0 and k = k0 terms do not contribute to
the value of D(·) and Sθ(·) does not depend on (θj0k)k∈K or (θjk0)j∈J . Thus the choice
ofM in the definition of D̂Mn does not need to contain any (j, k) with j = j0 or k = k0.
For notational convenience, we will adopt the convention that, in such cases, θjk =∞
if either j = j0 or k = k0. When (A1) holds it is possible to order {θjk : θjk <∞} in
increasing order, so that there exists a bijection ω : N → {(j, k) : θjk < ∞} such that
θω(1) ≤ θω(2) ≤ . . .. Given t ∈ (0,∞), define§
m0(t) := min
{
m ∈ N : m1/2θ2ω(m) > t
}
.
We can now simplify the conclusion of Theorem 2 under (A1):
Corollary 4. Fix α, β ∈ (0, 1) such that α+ β < 1 and let ξ = (θ, r, A) ∈ Ξ. Assume
(A1). Then there exist C,C ′ > 0, both depending only on α, β and A such that when
nr2 ≥ C ′θ2|{(j, k) : θ2jk ≤ 2θ2}|1/2 we have
ρ∗(n, α, β, ξ) ≤ C inf
m∈N
max
{
r
θω(m)
,
m1/4
n1/2
}
≤ Cm0(nr
2)1/4
n1/2
. (2)
We now illustrate this upper bound with an example that applies our theory to a
Sobolev space.
Corollary 5. Fix α, β ∈ (0, 1) such that α+β < 1, fix dX , dY ∈ N and sX , sY , r, A > 0.
Writing J = NdX0 , K = NdY0 , set θjk = ‖j‖sX1 ∨‖k‖sY1 whenever j 6= 0[dX ] and k 6= 0[dY ]
and θjk = ∞ otherwise. Then, with θ = {θjk : j ∈ J , k ∈ K}, there exist C =
C(dX , dY , α, β,A) > 0 and C
′ = C ′(dX , dY , sX , sY , α, β,A) > 0 such that if nr2 ≥ C ′
then
ρ∗(n, α, β, ξ) ≤ C
( rd
n2s
)1/(4s+d)
,
§Here and throughout, if ω(m) = (j, k), we interpret θω(m) as θjk and pω(m) as pjk.
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where d := dX + dY , s := d/(dX/sX + dY /sY ) and ξ = (θ, r, A).
Example 6. As an application that amounts to a minor variant of this corollary, we
can take X = [0, 1]dX and Y = [0, 1]dY , equipped with dX-dimensional Lebesgue measure
µX and dY -dimensional Lebesgue measure µY respectively. Taking J :=
{
(a,m) : a ∈
{0, 1},m ∈ NdX0
}\{(1, 0[dX ])} and K := {(a,m) : a ∈ {0, 1},m ∈ NdY0 }\{(1, 0[dY ])}, we
can define the orthonormal Fourier basis functions for L2
(
[0, 1]dX
)
given by pX0,0 := 1
and for m = (m1, . . . ,mdX ) 6= 0[dX ],
pXa,m(x1, . . . , xdX ) := 2
1/2Re
(
e−apii/2
dX∏
`=1
e−2piim`x`
)
. (3)
The Fourier basis functions {pYa,m : (a,m) ∈ K} for L2
(
[0, 1]dY
)
are defined similarly,
but with dY replacing dX . For j = (aX ,mX) ∈ J , k = (aY ,mY ) ∈ K and sX , sY > 0,
we can then take θjk = ‖mX‖sX1 ∨‖mY ‖sY1 , θ = {θjk : j ∈ J , k ∈ K} and ξ = (θ, r, A) ∈
Ξ to conclude from Corollary 4 that ρ∗(n, α, β, ξ) ≤ C(rd/n2s)1/(4s+d) when nr2 ≥ C ′,
as in Corollary 5.
In fact our approach to proving upper bounds is general enough to include certain
infinite-dimensional models of functional data.
Corollary 7. Writing N<∞0 := {m = (m1,m2, . . .) ∈ NN0 :
∑∞
`=1 1{m` 6=0} < ∞}, set
J = K := {(a,m) : a ∈ {0, 1},m ∈ N<∞0 } \ {(1, 0)}. For m = (m1,m2, . . .) ∈ N<∞0 ,
write |m| := max`∈N `2m`, and if j = (a,m) ∈ J , write |j| := |m|. For j ∈ J , k ∈ K
with |j| ∧ |k| > 0, and sX , sY > 0, set
θjk = exp(sX |j|1/2) ∨ exp(sY |k|1/2),
and if either |j| = 0 or |k| = 0 then set θjk = ∞. Define the increasing function
M : [0,∞)→ [0,∞) by
M(t) := exp
( ∞∑
`=1
log
(
1 +
⌊ t
`2
⌋))
− 1.
(i) Fix α, β ∈ (0, 1) such that α + β < 1 and fix r, sX , sY , A > 0. Then, with ξ =
(θ, r, A) ∈ Ξ there exists C = C(α, β, sX , sY , A) > 0 such that when nr2 ≥ C we have
ρ∗(n, α, β, ξ) ≤ C
n1/2
min
{
m ∈ N :M
(
log2(nr2/m1/2)
4s2X
)
M
(
log2(nr2/m1/2)
4s2Y
)
<
m
4
} 1
4
.
(ii) Writing s := 2/(s−1X +s
−1
Y ) and given  ∈ (0, 4s), there exists C ′ = C ′(sX , sY , ) > 0
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such that when t ≥ C ′ we have
t
2c0−
2s+c0 ≤ min
{
m ∈ N : M
(
log2(t/m1/2)
4s2X
)
M
(
log2(t/m1/2)
4s2Y
)
<
m
4
}
≤ t
2c0+
2s+c0 ,
where c0 :=
∑∞
`=1{`−1/2 − (`+ 1)−1/2} log(1 + `) = 1.65 . . ..
We will see in Proposition 13 below that the rate given in the first part of Corollary 7
is optimal in regimes of n and r of interest in the context of Example 8 below. The
second part of corollary shows that, if we ignore subpolynomial factors in nr2, then we
have ρ∗(n, α, β, ξ) .α,β,sX ,sY ,A (rc0/ns)1/(2s+c0). By comparison with Corollary 5, we
can therefore interpret c0 as the ‘effective dimension’ of each of X and Y, when θ is
selected in this way.
Example 8. As an application of Corollary 7, consider the functional data setting
where X = Y = [0, 1]N := {(x1, x2, . . .) : x` ∈ [0, 1] for all ` ∈ N}, equipped with the
Borel σ-algebra in the product topology, and where µX = µY is the distribution of an
infinite sequence (U1, U2, . . .) of Unif[0, 1] random variables. It follows from the Stone–
Weierstrass theorem (see Lemma 20) that an orthonormal basis for L2(µX) is then
given by {pXa,m(·) : (a,m) ∈ J }, where pX0,0 := 1 and for m 6= 0N,
pXa,m(x1, x2, . . .) := 2
1/2Re
(
e−apii/2
∞∏
`=1
e−2piim`x`
)
.
We may take the same basis for L2(µY ), so that p
Y
a,m = p
X
a,m for all a ∈ {0, 1} and
m ∈ N<∞0 . Then Corollary 7 provides an upper bound on the minimax separation rate
of independence testing in this example.
4 Lower bounds
Our lower bound results actually apply to a weaker notion of minimax risk. Define
R˜(n, ξ, ρ) := inf
ψ∈Ψ(1)
{
Epj0k0 (ψ) + sup
f∈Fξ(ρ)
Ef (1− ψ)
}
,
which only controls the sum of the error probabilities, and only considers a simple null,
and further define
ρ˜∗(n, γ, ξ) := inf
{
ρ > 0 : R˜(n, ξ, ρ) ≤ γ}.
Then, for any n ∈ N, ξ ∈ Ξ, α, β ∈ (0, 1) with α+ β < 1, and ρ ∈ (0,∞), we have that
R˜(n, ξ, ρ) ≤ R(n, α, ξ, ρ), and therefore also that ρ˜∗(n, α+β, ξ) ≤ ρ∗(n, α, β, ξ). When
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our upper and lower bounds match, in terms of the separation rates, the problems of
independence testing with simple and composite nulls are equivalent, and we have the
same rates of convergence if we control the sum of error probabilities or if we control
the error probabilities separately.
The proofs of our lower bound results require the following lemma, which can be
used when µX and µY are probability measures.
Lemma 9. Suppose that µX and µY are probability measures and that there ex-
ist j0 ∈ J and k0 ∈ K such that pXj0(x) = pYk0(y) = 1 for all x ∈ X and y ∈
Y. Let (ajk)j∈J\{j0},k∈K\{k0} be a deterministic square-summable array of real num-
bers, let (ξjk)j∈J\{j0},k∈K\{k0} be an independent and identically distributed array of
Rademacher random variables, and define a random element of L2(µ) by
p := pj0k0 +
∑
j∈J\{j0},k∈K\{k0}
ajkξjkpjk.
Assume {p ∈ F} is an event, and define f to be a random element of F that has the
same distribution as p|{p ∈ F}. Writing EP⊗nf for the resulting mixture distribution
on (X ×Y)n and Ppj0k0 for the distribution on X ×Y with density pj0k0, we have that
d2TV
(
P⊗npj0k0 ,EP
⊗n
f
) ≤ exp( (n+1)22 ∑j∈J\{j0},k∈K\{k0} a4jk)
4P(p ∈ F)2 −
1
4
.
Suppose that the f defined in Lemma 9 takes values in Fξ(ρ) with probability one.
Then we have that
R˜(n, ξ, ρ) ≥ inf
ψ∈Ψ(1)
{
Epj0k0 (ψ) + EPf (1− ψ)
}
≥ 1− dTV
(
P⊗npj0k0 ,EP
⊗n
f
)
,
which reduces the problem to the choice of an appropriate separation ρ and prior
distribution over Fξ(ρ).
The main challenge in applying Lemma 9 is in bounding P(p 6∈ F). If p¯ :=
supj∈J ,k∈K ‖pjk‖∞ < ∞ then we can ensure that P(p 6∈ F) = 0 by simply impos-
ing the constraint that
∑
j∈J\{j0},k∈K\{k0} |ajk| ≤ 1/p¯. If we do this then we can prove
the lower bound in Theorem 10 below.
Theorem 10. Suppose that µX and µY are probability measures and, without loss of
generality, that there exist j0 ∈ J and k0 ∈ K such that pXj0(x) = pYk0(y) = 1 for all
x ∈ X and y ∈ Y. Assume that p¯ < ∞, and fix γ ∈ (0, 1) and ξ = (θ, r, A) ∈ Ξ such
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that (A1) holds. Then there exists c = c(γ,A) ∈ (0,∞) such that
ρ˜∗(n, γ, ξ) ≥ c sup
m∈N
min
(
r
θω(m)
,
m1/4
n1/2
,
1
m1/2p¯
)
.
Moreover, there exists c′ = c′(γ,A, p¯) ∈ (0,∞) such that if nr2 < c′θ2 then ρ˜∗(n, γ, ξ) =
∞.
Thinking of γ = α + β, this lower bound matches the upper bound in Theorem 2
in certain cases, up to terms depending only on α, β and A. Indeed, if nr2 ≥ θ2, then
m0(nr
2) ≥ 2, and if additionally m0(nr2) ≤ Cn2/3/p¯4/3 for some C = C(α, β,A), then
sup
m∈N
min
(
r2
θ2ω(m)
,
m1/2
n
,
1
mp¯2
)
≥ min
({m0(nr2)− 1}1/2
n
,
1
{m0(nr2)− 1}p¯2
)
≥ m0(nr
2)1/2
n
min
(
2−1/2, C−3/2
)
. (4)
The crucial point here is that (mp¯2)−1 &α,β,A min(r2/θ2ω(m),m1/2/n) at the optimal
value of m so that the last term in the minimum does not appear when m0(nr
2) .α,β,A
n2/3/p¯4/3. Intuitively, this latter bound holds when our alternatives considered are
smooth enough that the optimal truncation level is not too large. The condition
m0(nr
2) ≥ 2 ensures that the sequences (r2/θ2ω(m))m and (m1/2/n)m cross so that
sup
m∈N
min
(
r2
θ2ω(m)
,
m1/2
n
)
α,β,A inf
m∈N
max
(
r2
θ2ω(m)
,
m1/2
n
)
.
Example 11. In our d-dimensional Sobolev setting of Example 6, when nr2 ≥ 1,
we have m0(nr
2) α,β,A (nr2)2d/(4s+d) and so when n2s−d &α,β,A r3d we have that
m0(nr
2) .α,β,A n2/3. Since we may take p¯ = 21/2, it therefore follows that when
nr2 ≥ 1 and n2s−d &α,β,A r3d, the lower bound (4) holds, and this matches the upper
bound from Corollary 4.
The bound in Theorem 10 can sometimes be improved with a more subtle analysis
of P(p ∈ F). This requires different conditions on the space X × Y and its basis (pjk)
so that we may use empirical process techniques. The following result concerns our
Sobolev example.
Proposition 12. In Example 6, fix γ ∈ (0, 1). Then there exist c1, c2, c3 ∈ (0,∞), each
depending only on dX , dY , γ, sX , sY and A, such that if nr
2 ≥ 2 and (rd/n2s)1/(4s+d) ≤
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c1/ log
1/2(nr2) then
ρ˜∗(n, γ, ξ) ≥ c2
(
rd
n2s
)1/(4s+d)
,
and if nr2 < c3 then ρ˜
∗(n, γ, ξ) =∞.
Thus, the lower bound of Proposition 12 matches the upper bound of Example 6
when (rd/n2s)1/(4s+d) ≤ c1/ log1/2(nr2). This condition is rather weak, and holds
whenever the minimax separation rate is polynomially decreasing in rd/n2s. Compared
with Example 11, Proposition 12 extends the parameter regime over which the lower
bound on the minimax separation rate for independence testing matches the upper
bound of Example 6, by also covering lower smoothness cases where n2s−d  r3d.
Proposition 12 generalises to more abstract settings. Assume that X and Y are
equipped with metrics τX and τY respectively, and write H(·,X ) and H(·,Y) for the
corresponding metric entropies. Suppose that there exist κ1, κ2 ≥ 0, functions `1, `2 :
(0,∞)→ (0,∞) that are slowly varying at infinity such that H(u,X ) = u−2κ1`1(1/u)
and H(u,Y) = u−2κ2`2(1/u), as well as α1, α2, β1, β2 > 0 such that
|pjk(x, y)− pjk(x′, y′)| .ζ ‖j‖α11 τX (x, x′)β1 + ‖k‖α21 τY(y, y′)β2
for all x, x′ ∈ X , y, y′ ∈ Y, j ∈ J , k ∈ K, where ζ does not depend on n, r, x, x′, y, y′, j, k.
Finally assume that p¯ <∞. Then, writing γ1 := κ1β1((sX/α1)∧1) and γ2 :=
κ2
β2((sY /α2)∧1) ,
taking ξ = (θ, r, A) ∈ Ξ and γ ∈ (0, 1), and setting s = d(dX/sX + dY /sY )−1, similar
calculations to those in the proof of Proposition 12 reveal that
ρ˜∗(n, γ, ξ) &ζ
(
rd
n2s
)1/(4s+d)
whenever max(γ1, γ2) < 1 and r .ζ, min
(
n
2s(1−γ1)
d+4sγ1
−
, n
2s(1−γ2)
d+4sγ2
−)
for some  > 0.
Thus, we match the upper bound of Corollary 5 even in this more general setting.
Our final lower bound shows that the rate found by applying the first part of
Corollary 7 to Example 8 for our infinite dimensional example is optimal in certain
regimes of (n, r).
Proposition 13. Let X ,Y, µX , µY , (pjk),J and K be as in Corollary 7 and Example 8.
Fix α, β ∈ (0, 1) such that α + β < 1 and r, sX , sY , A > 0. For j ∈ J , k ∈ K let
θjk = exp(sX |j|1/2) ∨ exp(sY |k|1/2), and let ξ = (θ, r, A) ∈ Ξ. Recalling the definitions
of s and c0 from Corollary 7, suppose that r
2 ≤ ns/(s+c0)− for some  > 0. Then there
exist C = C(α, β, sX , sY , A, ) > 0 and C
′ = C ′(α, β, sX , sY , A, ) > 0 such that when
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min(n, nr2) ≥ C ′ we have
ρ∗(n, α, β, ξ) ≥ C
n1/2
min
{
m ∈ N :M
(
log2(nr2/m1/2)
4s2X
)
M
(
log2(nr2/m1/2)
4s2Y
)
<
m
4
} 1
4
.
5 Power function
In this section we provide an approximation to the power function of our U -statistic
permutation test from Section 3. For simplicity of exposition we will restrict attention
to the case where the X = Y = [0, 1], and work with the Fourier basis (3) with
respect to the respective Lebesgue base measures µX and µY . Recall that in this case,
J = K = ({0, 1} × N0)\{(1, 0)}. We will consider test statistics D̂Mn with
M = ({0, 1} × [M ])× ({0, 1} × [M ])
for a tuning parameter M ∈ N which will typically be large so that D̂Mn is approxi-
mately normally distributed. When M is large and the dependence between X and Y
is weak, we will see that the variance of D̂Mn can be approximately expressed in terms
of
σ2M,X := 2M + 1 +
2M∑
m=1
(2M + 1−m)(a2(0,m)• + a2(1,m)•) M‖fX‖2L2(µX)
as M → ∞, and the corresponding quantity σ2M,Y , in which fX and µX above are
replaced with fY and µY respectively and aj• is replaced with a•k for k ∈ K.
Define AM,X := 1 +
∑2M
m=1(|a(0,m)•| + |a(1,m)•|), with the corresponding definition
of AM,Y . We will see that the quantities AM,X and AM,Y , which when f ∈ F are
both o(M1/2) as M → ∞ by Lemma 21, will play a role in controlling the normal
approximation error of our test statistic and the corresponding null statistics.
Theorem 14. In the above setting, let f ∈ F with ‖f‖∞ < ∞, let α ∈ (0, 1) and let
B ∈ N. Write
∆f :=
(
n
2
)1/2∑
(j,k)∈M(ajk − aj•a•k)2
σM,XσM,Y
and, with s = dα(B + 1)e − 1, let BB−s,s+1 ∼ Beta(B − s, s+ 1). Let
δ∗ := max
{
∆
1/2
f
M1/2
,
1
M1/2
, D1/4,
(M2
n
)1/2
,
AM,XAM,Y
M
}1/3
.
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Then there exists C = C(‖f‖∞, α) > 0 such that that p-value P in (1) satisfies∣∣Pf (P ≤ α)− EΦ¯(Φ−1(BB−s,s+1)−∆f)∣∣ ≤ C min{B4/3δ∗, (B−1/3 ∨ δ1/3∗ )}.
To understand the implications of this theorem, first consider the case where the
null hypothesis holds, so that ∆f = 0, and further assume for simplicity that α(B+ 1)
is an integer. Then the conclusion states that
|Pf (P ≤ α)− α| ≤ C min
{
B4/3δ∗, (B−1/3 ∨ δ1/3∗ )
}
,
though in fact, we already know that Pf (P ≤ α) = α in this special case. More
generally, Theorem 14 provides an approximation to the local power of our test when D
is small and both n and M are large, with M2/n small. It could be used by practitioners
to guide the choice of B in cases where computation is expensive: given an anticipated
effect size ∆f , one can compare EΦ¯
(
Φ−1(BB−s,s+1)−∆f
)
to Φ¯
(
Φ−1(1− α)−∆f
)
to
understand the loss of power this would entail. Note also that Φ¯
(
Φ−1(1− α)−∆f
)
is
the limiting power of the oracle test that has access to the marginal distributions.
To illustrate Theorem 14, we conducted some simulations to verify the accuracy of
the approximate power function. For a parameter ρ ∈ [0, 1/2], we considered indepen-
dent copies of pairs (X,Y ) with density function
fρ(x, y) = 1 + 2ρ sin(2pix) sin(2piy) (5)
for x, y ∈ [0, 1], so that, marginally, X,Y ∼ U [0, 1]. For these densities we haveD(fρ) =
ρ2 and σ2M,X = σ
2
M,Y = 2M + 1. In our simulations we take n = 300,M = 7, B = 99
and α = 0.1 so that
∆fρ =
(
300
2
)1/2
ρ2/15 = ρ2 × 14.1 . . . .
The computational complexity of calculating a fourth-order U -statistic is O(n4), so
exact computation with n = 300 was infeasible with this number of repetitions. To cir-
cumvent this issue, we approximated our test statistics by incomplete U -statistics (see,
for example, Janson, 1984). Specifically, with N = 4000000 we generated independent,
uniformly random subsets of [n] of size four, denoted I := {(I1,r, I2,r, I3,r, I4,r), r ∈ [N ]},
and computed the test statistic
D˜n,I :=
1
N
N∑
r=1
h
(
(XI1,r , YI1,r), (XI2,r , YI2,r), (XI3,r , YI3,r), (XI4,r , YI4,r)
)
.
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Figure 1: The theoretical approximate power function from Theorem 14 (black), and an empirical
estimate of the true power function (red); error bars show one standard deviation. Here, data were
generated according to (5) with n = 300, B = 99, α = 0.1,M = 7.
The same realisation of I was also used for each of the test statistics calculated on
permuted datasets, so that for b ∈ [B], we also calculated
D˜
(b)
n,I :=
1
N
N∑
r=1
h
(
(XI1,r , YΠb(I1,r)), (XI2,r , YΠb(I2,r)), (XI3,r , YΠb(I3,r)), (XI4,r , YΠb(I4,r))
)
.
Figure 1 compares the theoretical approximate power function EΦ¯
(
Φ−1(BB−s,s+1) −
∆f
)
to the empirical power function, which was computed by averaging over 700 in-
dependent repetitions of the experiment for each value of ρ. The simulations reveal a
good agreement between our approximations and empirical performance.
Our theoretical results in this section use careful bounds we develop for the error
in normal approximations to degenerate U -statistics, as well as corresponding bounds
in the even more challenging case where the U -statistic is computed on a permuted
data set. Since we anticipate that these results will find application elsewhere and will
be of independent interest, we state two such propositions here, deferring a further
result that is crucial for the proof of Theorem 14 to the Appendix. The first of our
propositions may be regarded as a finite-sample version of Hall (1984, Theorem 1),
though in fact our proof is completely different, since it is based on Stein’s method as
opposed to the martingale central limit theorem.
Proposition 15. For n ≥ 2, let Z1, . . . , Zn be independent and identically distributed
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random elements in a measurable space Z, and let h : Z × Z → R be a symmetric
measurable function that satisfies Eh(z, Z1) = 0 for all z ∈ Z and E{h(Z1, Z2)2} = 1.
Write g(x, y) := E{h(x, Z1)h(y, Z1)} and U := 12
(
n
2
)−1/2∑
i∈I2 h(Zi1 , Zi2). With W ∼
N(0, 1), there exists a universal constant C > 0 such that for n ≥ 2 we have
dW(U,W ) ≤ C max
[
E1/2{g2(Z1, Z2)}, E
1/2{h4(Z1, Z2)}
n1/2
]
. (6)
In the classical theory, the asymptotic distribution of a degenerate U -statistic of
order 2, for a fixed h, is given by a weighted infinite sum of independent chi-squared
random variables (e.g. Serfling, 1980, p. 194). Indeed, from the form of the first term
on the right-hand side of (6), it is not clear that a normal approximation error will be
small. However, if we allow h to depend on the sample size n, then the weights in the
infinite sum may become more diffuse, so that a normal approximation may be more
appropriate, and Proposition 15 quantifies the finite-sample approximation error.
Our second proposition extends Proposition 15 to the case of a permuted data set,
and therefore provides a useful stepping stone for analysing the power properties of
permutation tests based on degenerate U -statistics.
Proposition 16. For n ≥ 4, let (X1, Y1), . . . , (Xn, Yn) be independent and identically
distributed random elements in a product space Z = X × Y and let Π be a uniformly
random element of Sn, independent of (Xi, Yi)ni=1. Let h : Z ×Z → R be a symmetric
measurable function that satisfies
Eh
(
(x, y), (x′, Y1)
)
= Eh
(
(x, y), (X1, y
′)
)
= 0
for all x, x′ ∈ X and y, y′ ∈ Y, and moreover satisfies Eh2((X1, Y2), (X3, Y4)) = 1.
Write g((x, y), (x′, y′)) := E{h((x, y), (X1, Y2))h((x′, y′), (X1, Y2))} and
U :=
1
2
(
n
2
)−1/2 ∑
(i1,i2)∈I2
h
(
(Xi1 , YΠ(i1)), (Xi2 , YΠ(i2))
)
.
Then, with W ∼ N(0, 1), there exists a universal constant C > 0 such that
dW(U,W ) ≤ C max
[
E1/2
{
g2
(
(X1, Y2), (X3, Y4)
)}
,E
∣∣E{h((X1, Y2), (X3, Y1))|X3, Y2}∣∣,
1
n1/2
max
σ∈S4
E1/2
{
h4
(
(X1, Yσ(1)), (X2, Yσ(2))
)}]
.
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6 Proofs of main results
Proof of Theorem 1. Since ψ is bounded we have that ψ ∈ L2(⊗ni=1 µ). Given j ∈ J ,
k ∈ K and I ⊆ [n] we write
bIjk :=
〈
ψ,
n⊗
i=1
{1{i∈I}pjk + 1{i 6∈I}pj0k0}
〉
L2(
⊗n
i=1 µ)
.
For (j, k) ∈Mθ(r/ρ) to be chosen later consider fjk := pj0k0 +ρpjk ∈ F , which satisfies
Sθ(fjk) = θ
2
jkρ
2 ≤ r2 and D(fjk) = ρ2. Then by Cauchy–Schwarz,
Efjk(ψ) =
〈
ψ,
n⊗
i=1
fjk
〉
L2(
⊗n
i=1 µ)
= Epj0k0 (ψ) +
∑
∅6=I⊆[n]
ρ|I|bIjk
≤ α+ {(1 + ρ2)n − 1}1/2
{ ∑
∅6=I⊆[n]
(bIjk)
2
}1/2
. (7)
Now, observe that∑
(j,k)∈Mθ(r/ρ)
∑
∅6=I⊆[n]
(bIjk)
2 ≤ ‖ψ‖2L2(⊗ni=1µ) = Epj0k0 (ψ
2) ≤ α.
Hence, for any η > 0 we may choose (j, k) ∈Mθ(r/ρ) such that∑
∅6=I⊆[n]
(bIjk)
2 ≤ α|Mθ(r/ρ)| + η.
The result follows from this combined with (7).
Proof of Theorem 2. Consider the permutation test of Section 3. Choose B ≥ 2( 1αβ −
1), and suppose f ∈ F∗ were such that
D(f) ≥ max
[
2
∣∣Ef(D̂n − D̂(1)n )−D(f)∣∣,{ 8αβVarf (D̂n − D̂(1)n )}1/2
]
. (8)
Then, by two applications of Markov’s inequality, we would have that
Pf (P > α) = Pf
(
1 +
B∑
b=1
1{D̂n≤D̂(b)n } > (1 +B)α
)
≤ 1 +BPf (D̂n ≤ D̂
(1)
n )
(1 +B)α
≤ 1
(1 +B)α
[
1 +
BVarf
(
D̂n − D̂(1)n
){
Ef
(
D̂n − D̂(1)n
)}2 ] ≤ 1(1 +B)α
(
1 +
Bαβ
2
)
≤ β.
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We may think of D̂n−D̂(1)n as an estimator ofD(f), so that (8) ensures that the strength
of the dependence D(f) outweighs the bias and standard deviation of the estimator
so that we can detect the dependence using our test, up to the given probabilities of
error. The remainder of the proof is dedicated to bounding the bias and variance for
a given ξ ∈ Ξ, which enables us to choose ρ so that (8) holds for all f ∈ Fξ(ρ), and
hence ensures that ρ∗(n, α, β, ξ) ≤ ρ. Henceforth we will write Π as shorthand for Π1;
moreover, for some ρ > 0 to be chosen later, we fix f ∈ Fξ(ρ) and write D, ajk, aj•, a•k
instead of D(f), ajk(f), aj•(f), a•k(f) respectively.
Given (i1, i2) ∈ I2 write σi1i2 ∈ Sn for the transposition of i1 and i2, and note that
Π
d
= Π ◦ σi1i2 . Thus
(
Π(1),Π(2)
) d
=
(
Π(1),Π(3)
)
, so for every (j, k) ∈M we have that
pjk(X1, YΠ(1))pjk(X2, YΠ(2))
d
= pjk(X1, YΠ(1))pjk(X2, YΠ(3)). By a similar argument,
pjk(X1, YΠ(1))pjk(X3, YΠ(3))
d
= pjk(X1, YΠ(2))pjk(X3, YΠ(4)), so that
E(D̂(1)n ) =
∑
(j,k)∈M
E
{
pjk(X1, YΠ(1))pjk(X2, YΠ(2))− 2pjk(X1, YΠ(1))pjk(X2, YΠ(3))
+ pjk(X1, YΠ(2))pjk(X3, YΠ(4))
}
= 0.
Thus, using our Sobolev smoothness condition to bound the truncation error,
∣∣E(D̂n − D̂(1)n )−D∣∣ = ∣∣E(D̂n)−D∣∣ = ∣∣∣∣ ∑
(j,k)∈M
(ajk − aj•a•k)2 −D
∣∣∣∣
=
∑
(j,k)∈(J×K)\M
(ajk − aj•a•k)2 ≤ r
2
inf{θ2jk : (j, k) 6∈ M}
. (9)
We now turn to bounding Var(D̂n−D̂(1)n ). First write h¯ for the symmetrised version
of h, given by
h¯
(
(x1, y1), (x2, y2),(x3, y3), (x4, y4)
)
:=
1
4!
∑
σ∈S4
h
(
(xσ(1), yσ(1)), (xσ(2), yσ(2)), (xσ(3), yσ(3)), (xσ(4), yσ(4))
)
.
(10)
By, e.g. Serfling (1980, Lemma A, p. 183), we have that
Var(D̂n) =
(
n
4
)−1 4∑
c=1
(
4
c
)(
n− 4
4− c
)
ζc, (11)
where ζc := Var
(
E
{
h¯
(
(X1, Y1), (X2, Y2), (X3, Y3), (X4, Y4)
) ∣∣ (X1, Y1), . . . , (Xc, Yc)}),
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and moreover ζ1 ≤ ζ2 ≤ ζ3 ≤ ζ4. For each j ∈ J write KMj := {k ∈ K : (j, k) ∈ M}
and for each k ∈ K write JMk := {j ∈ J : (j, k) ∈M}. Then, using Cauchy–Schwarz,
ζ1 = Var
(
E
{
h¯
(
(X1, Y1), (X2, Y2), (X3, Y3), (X4, Y4)
) ∣∣ (X1, Y1)})
=
1
4
Var
( ∑
(j,k)∈M
(ajk − aj•a•k)
{
pjk(X1, Y1)− pXj (X1)a•k − aj•pYk (Y1)
})
≤ 3
4
E
[{ ∑
(j,k)∈M
(ajk − aj•a•k)pjk(X1, Y1)
}2
+
{ ∑
(j,k)∈M
(ajk − aj•a•k)pXj (X1)a•k
}2
+
{ ∑
(j,k)∈M
(ajk − aj•a•k)aj•pYk (Y1)
}2]
≤ 3A
4
{∥∥∥∥ ∑
(j,k)∈M
(ajk − aj•a•k)pjk
∥∥∥∥2
L2(µ)
+
∥∥∥∥ ∑
(j,k)∈M
(ajk − aj•a•k)pXj a•k
∥∥∥∥2
L2(µX)
+
∥∥∥∥ ∑
(j,k)∈M
(ajk − aj•a•k)pYk a•k
∥∥∥∥2
L2(µY )
}
≤ 3AD
4
+
3A
4
∑
j∈J
{ ∑
k∈KMj
(ajk − aj•a•k)a•k
}2
+
3A
4
∑
k∈K
{ ∑
j∈JMk
(ajk − aj•a•k)aj•
}2
≤ 3AD
4
(1 + ‖fY ‖L2(µY ) + ‖fX‖L2(µX)) ≤
9A2D
4
. (12)
Observe that we have
ζ4 = Var h¯
(
(X1, Y1), (X2, Y2), (X3, Y3), (X4, Y4)
)
≤ Var h((X1, Y1), (X2, Y2), (X3, Y3), (X4, Y4)).
One possibility, therefore, is to simply apply the bound ζ4 ≤ ‖h‖2∞. On the other hand,
by Cauchy–Schwarz, we can say that
ζ4 ≤ 3Var
( ∑
(j,k)∈M
pjk(X1, Y1)pjk(X2, Y2)
)
+ 12Var
( ∑
(j,k)∈M
pjk(X1, Y1)pjk(X2, Y3)
)
+ 3Var
( ∑
(j,k)∈M
pjk(X1, Y2)pjk(X3, Y4)
)
≤ 18A4
∫
X×Y
∫
X×Y
{ ∑
(j,k)∈M
pjk(x, y)pjk(x
′, y′)
}2
dµ(x, y) dµ(x′, y′) ≤ 18A4|M|.
(13)
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We therefore have that
Var(D̂n) ≤ 16ζ1
n
+
72ζ4
n(n− 1) ≤
36A2D
n
+
72 min(‖h‖2∞, 18A4|M|)
n(n− 1) . (14)
Next, with the same functions h and h¯ as above, we may write
D̂(1)n =
1
4!
(
n
4
) ∑
(i1,...,i4)∈I4
h¯
(
(Xi1 , YΠ(i1)), (Xi2 , YΠ(i2)), (Xi3 , YΠ(i3)), (Xi4 , YΠ(i4))
)
.
A simplifying property of h¯ is that for every (x, y) ∈ X × Y,
E
{
h¯
(
(x, y), (X1, Y2), (X3, Y4), (X5, Y6)
)}
=
1
4
E
{
h
(
(x, y), (X1, Y2), (X3, Y4), (X5, Y6)
)
+ h
(
(X1, Y2), (x, y), (X3, Y4), (X5, Y6)
)
+ h
(
(X1, Y2), (X3, Y4), (x, y), (X5, Y6)
)
+ h
(
(X1, Y2), (X3, Y4), (X5, Y6), (x, y)
)}
= 0. (15)
Since we also have to deal with the uniformly random permutation Π, we cannot
directly appeal to standard U -statistic theory for our bounds on Var(D̂
(1)
n ). However,
we can develop an analogue of (11) by writing
Var(D̂(1)n ) =
1
4!
(
n
4
) ∑
(i1,...,i4)∈I4
Cov
(
h¯
(
(X1, YΠ(1)), (X2, YΠ(2)), (X3, YΠ(3)), (X4, YΠ(4))
)
,
h¯
(
(Xi1 , YΠ(i1)), (Xi2 , YΠ(i2)), (Xi3 , YΠ(i3)), (Xi4 , YΠ(i4))
))
=
1(
n
4
) 4∑
c=0
(
4
c
)(
n− 4
4− c
)
Cov
(
h¯
(
(X1, YΠ(1)), (X2, YΠ(2)), (X3, YΠ(3)), (X4, YΠ(4))
)
,
h¯
(
(X1, YΠ(1)), . . . , (Xc, YΠ(c)), (X5, YΠ(5)), . . . , (X8−c, YΠ(8−c))
))
=:
1(
n
4
) 4∑
c=0
(
4
c
)(
n− 4
4− c
)
ζ˜c. (16)
For c = 2, 3, 4 we will use the crude bound
max(ζ˜2, ζ˜3, ζ˜4) ≤ max
σ∈Sn
E
{
h2
(
(X1, Yσ(1)), (X2, Yσ(2)), (X3, Yσ(3)), (X4, Yσ(4))
)}
≤ min(‖h‖2∞, 18A8|M|), (17)
similarly to (13). To bound ζ˜0 and ζ˜1 we must first bound two combinatorial probabil-
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ities. First,
P
(|[7] ∩ {Π(1), . . . ,Π(7)}| ≥ 1) ≤ 7P(Π(1) ∈ [7]) = 49
n
.
Now, similarly,
P
(|[8] ∩ {Π(1), . . . ,Π(8)}| ≥ 2) ≤ (8
2
)
P
(
Π(1),Π(2) ∈ [8])
= 2
(
8
2
)2
P
(
Π(1) = 1,Π(2) = 2
)
=
1568
n(n− 1) . (18)
The first of these allows us to use (15), Cauchy–Schwarz and (17) to write
ζ˜1 = Cov
(
h¯
(
(X1, YΠ(1)), (X2, YΠ(2)), (X3, YΠ(3)), (X4, YΠ(4))
)
,
h¯
(
(X1, YΠ(1)), (X5, YΠ(5)), (X6, YΠ(6)), (X7, YΠ(7))
))
≤ P([7] ∩ {Π(1), . . . ,Π(7)} = ∅)E{h¯((X1, Y8), (X2, Y9), (X3, Y10), (X4, Y11))
× h¯((X1, Y8), (X5, Y12), (X6, Y13), (X7, Y14))}
+
49
n
sup
σ∈Sn
E
{
h2
(
(X1, Yσ(1)), (X2, Yσ(2)), (X3, Yσ(3)), (X4, Yσ(4))
)}
≤ 49
n
min(‖h‖2∞, 18A8|M|). (19)
Finally, we may now use (15), Cauchy–Schwarz, (17) and (18) to similarly write
ζ˜0 = Cov
(
h¯
(
(X1, YΠ(1)), (X2, YΠ(2)), (X3, YΠ(3)), (X4, YΠ(4))
)
,
h¯
(
(X5, YΠ(5)), (X6, YΠ(6)), (X7, YΠ(7)), (X8, YΠ(8))
))
≤ 1568
n(n− 1) min(‖h‖
2
∞, 18A
8|M|). (20)
From (16), (17), (19), (20) we have now established that
Var(D̂(1)n ) ≤ ζ˜0 +
16
n
ζ˜1 +
72
n(n− 1) max(ζ˜2, ζ˜3, ζ˜4) ≤
2424 min(‖h‖2∞, 18A8|M|)
n(n− 1) . (21)
Thus, from (14) and (21) we deduce that
Var(D̂n − D̂(1)n ) ≤ 2{Var(D̂n) + Var(D̂(1)n )} ≤
72A2D
n
+
4992 min(‖h‖2∞, 18A8|M|)
n(n− 1) .
(22)
24
Now by substituting (9) and (22) into (8) we can see that if
D(f) ≥ max
{
2r2
inf{θ2jk : (j, k) 6∈ M}
,
1152A2
nαβ
,
283 min(‖h‖∞, 5A4|M|1/2)
{n(n− 1)αβ}1/2
}
=: R(M),
(23)
then we have controlled the error probabilities as required. To complete the proof it
remains to check that there exists M with R(M) ≤ r2/θ2, so that ρ∗(n, α, β, ξ) <∞.
Consider M = {(j, k) : θ2jk ≤ 2θ2}. Then
R(M) ≤ max
{
r2
θ2
,
1152A2
nαβ
,
1415A4|M|1/2
{n(n− 1)αβ}1/2
}
.
When C ′ = C ′(α, β,A) > 0 is sufficiently large and nr2 ≥ C ′θ2|M|1/2, we therefore do
indeed have that R(M) ≤ r2/θ2.
Proof of Corollary 5. There exists C = C(dX , dY ) ∈ (1,∞) such that for any T > 0
we have
|{(j, k) ∈ J ×K : θjk ≤ T}| = |{j ∈ J : ‖j‖sX1 ≤ T}| × |{k ∈ K : ‖k‖sY1 ≤ T}|
≤ (T 1/sX + 1)dX (T 1/sY + 1)dY < C(T ∨ 1)d/s.
From this we can infer that if m > C then θω(m) > (m/C)
s/d, and so
m0(nr
2) ≤ max{C, (nr2)2d/(4s+d)C4s/(4s+d)} ≤ C{(nr2) ∨ 1}2d/(4s+d).
It now follows from (2) that there exists C = C(dX , dY , α, β,A) > 0 and C
′ =
C ′(dX , dY , sX , sY , α, β,A) > 0 such that if nr2 ≥ C ′ then
ρ∗(n, α, β, ξ) ≤ C
( rd
n2s
)1/(4s+d)
,
as required.
Proof of Corollary 7. We have that
MsX ,sY (t) := |{(j, k) ∈ J ×K : θjk ≤ t}| = 4M(s−2X log2 t)M(s−2Y log2 t).
Thus,
m0(t) > m ⇐⇒ m1/2θ2ω(m) ≤ t ⇐⇒ θω(m) ≤ t1/2/m1/4 ⇐⇒ MsX ,sY (t1/2/m1/4) ≥ m.
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If follows that m0(t) = min{m ∈ N : MsX ,sY (t1/2/m1/4) < m}, and the result then
follows from Theorem 2.
We now turn to the proof of the second part of the result. For t ≥ 16 set L := bt1/3c.
We then have∣∣∣∣ 1t1/2
∞∑
`=1
log(1 + bt/`2c)− c0
∣∣∣∣
=
∣∣∣∣ 1t1/2
b(t/L)1/2c∑
`=1
log(1 + bt/`2c) + 1
t1/2
L−1∑
u=1
(⌊( t
u
)1/2⌋− ⌊( t
u+ 1
)1/2⌋)
log(1 + u)− c0
∣∣∣∣
≤ log(1 + t)
L1/2
+
2(L− 1) logL
t1/2
+
∣∣∣∣ 1t1/2
L−1∑
u=1
{( t
u
)1/2 − ( t
u+ 1
)1/2}
log(1 + u)− c0
∣∣∣∣
=
log(1 + t)
L1/2
+
2(L− 1) logL
t1/2
+
∞∑
u=L
{u−1/2 − (u+ 1)−1/2} log(1 + u)→ 0
as t→∞. Thus, given δ > 0, there exists t0 = t0(δ) > 0 such that∣∣t−1/2 log(1 +M(t))− c0∣∣ ≤ δ
whenever t ≥ t0.
Let  ∈ (0, 4s) be given, and consider m = t
2c0+
2s+c0 for t sufficiently large that
tm−1/2 = t
2s−/2
2s+c0 ≥ exp(2(sX ∨ sY )t0(/2)1/2). For such t we have that
4
m
M
(
log2(m−1/2t)
4s2X
)
M
(
log2(m−1/2t)
4s2Y
)
≤ 4
m
{( t
m1/2
) c0+/2
2sX − 1
}{( t
m1/2
) c0+/2
2sY − 1
}
≤ 4
m
( t
m1/2
) c0+/2
s
= 4t
− (2c0+)
4s(2s+c0) < 1
for t sufficiently large. Thus, when t is large enough we have
min
{
m ∈ N : 4M
(
log2(m−1/2t)
4s2X
)
M
(
log2(m−1/2t)
4s2Y
)
< m
}
≤ t
2c0+
2s+c0 .
An analogous argument shows that we also have
min
{
m ∈ N : 4M
(
log2(m−1/2t)
4s2X
)
M
(
log2(m−1/2t)
4s2Y
)
< m
}
≥ t
2c0−
2s+c0
when t is sufficiently large, as required.
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Proof of Lemma 9. We will prove that
d2TV
(
P⊗npj0k0 ,EP
⊗n
f
) ≤ exp(n22 ∑j∈J\{j0},k∈K\{k0} a4jk)
4P(p ∈ F)2 −
1
4
in the case that n is even. If, on the other hand, n is odd then we will use the fact that
dTV(ν
⊗n
1 , ν
⊗n
2 ) ≤ dTV(ν⊗(n+1)1 , ν⊗(n+1)2 ) for any probability measures ν1, ν2 to complete
the proof.
Let f (1), f (2) be independent copies of f and let p(1), p(2) be independent copies
of p. Then we have that
1
4
+ d2TV
(
P⊗npj0k0 ,EP
⊗n
f
) ≤ 1
4
+
1
4
d2χ2
(
P⊗npj0k0 ,EP
⊗n
f
)
=
1
4
∫
X×Y
. . .
∫
X×Y
(
E{f(x1, y1) . . . f(xn, yn)}
)2
dµ(xn, yn) . . . dµ(x1, y1)
=
1
4
E
{〈f (1), f (2)〉nL2(µ)} = E
{〈p(1), p(2)〉nL2(µ)1{p(1),p(2)∈F}}
4P(p(1), p(2) ∈ F) ≤
E
{〈p(1), p(2)〉nL2(µ)}
4P(p ∈ F)2 ,
and it remains to bound the numerator in this final expression. Let (ξ
(1)
jk ), (ξ
(2)
jk ) be
independent copies of (ξjk) and write
Y :=
∑
j∈J\{j0},k∈K\{k0}
a2jkξ
(1)
jk ξ
(2)
jk
d
=
∑
j∈J\{j0},k∈K\{k0}
a2jkξjk.
The random variable Y has a distribution that is symmetric about the origin, so for odd
m we have E(Y m) = 0. For m, r ∈ N with r ≤ m write Am,r := {α = (α1, . . . , αr) ∈
Nr : α1 + . . .+αr = m} and (2m− 1)!! = (2m− 1)(2m− 3) . . . 3 = (2m)!m!2m for the double
factorial. It is also convenient to define the multinomial coefficient: for N ∈ N and
m1, . . . ,mr ∈ N0 with m1 + . . .+mr = N , we set(
N
m1,m2, . . . ,mr
)
:=
N !
m1!m2! . . .mr!
.
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Then, for every m ∈ {0, 1, . . . , n/2}, we have
E(Y 2m) =
∑
j1,...,jm∈J\{j0}
k1,...,k2m∈K\{k0}
a2j1k1 . . . a
2
j2mk2mE(ξj1k1 . . . ξj2mk2m)
=
m∑
r=1
∑
α∈Am,r
∑
(j1,k1),...,(jr,kr)
distinct
a4α1j1k1 . . . a
4αr
jrkr
× 1
r!
(
2m
2α1, 2α2, . . . , 2αr
)
=
m∑
r=1
∑
α∈Am,r
∑
(j1,k1),...,(jr,kr)
distinct
a4α1j1k1 . . . a
4αr
jrkr
× (2m− 1)!!
r!(2α1 − 1)!! . . . (2αr − 1)!!
(
m
α1, . . . , αr
)
≤
m∑
r=1
∑
α∈Am,r
∑
(j1,k1),...,(jr,kr)
distinct
a4α1j1k1 . . . a
4αr
jrkr
× (2m− 1)!!
r!
(
m
α1, . . . , αr
)
= (2m− 1)!!
( ∑
j∈J\{j0},k∈K\{k0}
a4jk
)m
.
It therefore follows that
E
{〈p(1), p(2)〉nL2(µ)} = E{(1 + Y )n} = n/2∑
m=0
(
n
2m
)
E(Y 2m)
≤
n/2∑
m=0
1
m!
(
n2
2
∑
j∈J\{j0},k∈K\{k0}
a4jk
)m
≤ exp
(
n2
2
∑
j∈J\{j0},k∈K\{k0}
a4jk
)
,
as required.
Proof of Theorem 10. For m ∈ N, set
cm := min
(
r2
θ2ω(m)
,
(2m)1/2
n+ 1
log1/2
(
1 + (1− γ)2), (A− 1)2 ∧ 1
mp¯2
)
and
aω(`) :=
{
c
1/2
m /m1/2 for ` ∈ [m]
0 otherwise.
Then, with the convention that ∞.0 = 0, we have
∑
j∈J\{j0},k∈K\{k0}
θ2jka
2
jk =
cm
m
m∑
`=1
θ2ω(`) ≤ cmθ2ω(m) ≤ r2. (24)
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Moreover, ∑
j∈J\{j0},k∈K\{k0}
a4jk =
c2m
m
≤ 2
(n+ 1)2
log
(
1 + (1− γ)2),
and ∑
j∈J\{j0},k∈K\{k0}
ajk‖pjk‖∞ = m1/2c1/2m p¯ ≤ (A− 1) ∧ 1. (25)
Now, writing ρ =
{∑
J\{j0},k∈K\{k0} a
2
jk
}1/2
, observe that the random element p of
L2(µ) defined in Lemma 9 has D(p) = ρ2 with probability one. Furthermore, from (24)
and (25), we have with probability one that p ∈ Fξ(ρ). Since only finitely many
elements of the set
{
ajk : j ∈ J \{j0}, k ∈ K\{k0}
}
are non-zero, {p ∈ F} is an event,
so by Lemma 9 and the discussion immediately following it, we have
ρ˜(n, γ, ξ)2 ≥ sup
m∈N
∑
j∈J\{j0},k∈K\{k0}
a2jk = sup
m∈N
cm,
and the first part of the result follows.
Now set
c := min
{
log1/2
(
1 + (1− γ)2), (A− 1) ∧ 1
p¯
}
,
and suppose that r < cθn−1/2. We may consider
f = pj0k0 +
r
θ
pω(1).
We have D(f) = r2/θ2, Sθ(f) = θ
2
ω(1)r
2/θ2 = r2 and ‖f‖∞ ≤ 1 + rp¯/θ ≤ A. However,
dTV(P⊗npj0k0 ,P
⊗n
f ) =
1
2
∫
X×Y
. . .
∫
X×Y
|f(x1, y1) . . . f(xn, yn)− 1| dµ(x1, y1) . . . dµ(xn, yn)
≤ 1
2
(‖f‖2nL2(µ) − 1)1/2 = 12{(1 + r2/θ2)n − 1}1/2 ≤ 1− γ2 .
We therefore have
R˜(n, ξ, r/θ) ≥ inf
ψ∈Ψ(1)
{
Epj0k0 (ψ) + Pf (1− ψ)
}
≥ 1− dTV
(
P⊗npj0k0 ,P
⊗n
f
)
> γ,
so ρ˜∗(n, γ, ξ) =∞.
Proof of Proposition 12. For m = dnr2e2d/(4s+d), we set
dm = min
(
r2
θ2ω(m)
,
(2m)1/2
n+ 1
log1/2
(
1 + (1− γ)2)) sX ,sY ,dX ,dY ,γ ( rdn2s)2/(4s+d)
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and
aω(`) :=
{
d
1/2
m /m1/2 for ` ∈ [m]
0 otherwise.
The rest of this proof is dedicated to showing that, for the p constructed in the state-
ment of Lemma 9, we have
P(p 6∈ F) = P
(
ess inf
x∈X ,y∈Y
p(x, y) < 0
)
< 1−
√
1 + (1− γ)2
1 + 4(1− γ)2 ,
from which the result will follow from Lemma 9. We define the random function
F (x, y) := 1− p(x, y) = −
∑
j∈J\{j0},k∈K\{k0}
ajkξjkpjk(x, y)
and aim to bound P
(
ess supx∈X ,y∈Y F (x, y) > 1
)
. The space X × Y can be equipped
with the pseudo-metric
τ
(
(x, y), (x′, y′)
)
:=
[ ∑
j∈J\{j0},k∈K\{k0}
a2jk{pjk(x, y)− pjk(x′, y′)}2
]1/2
,
which satisfies
δ := sup
x∈X ,y∈Y
τ
(
(x, y), (x0, y0)
) ≤ 4{ ∑
j∈J\{j0},k∈K\{k0}
a2jk
}1/2
= 4d1/2m
for any (x0, y0) ∈ X ×Y. Now, for m = (m1, . . . ,mdX ) ∈ NdX0 and x = (x1, . . . , xdX ) ∈
X , we write 〈m,x〉X :=
∑dX
`=1m`x`; similarly, for m = (m1, . . . ,mdY ) ∈ NdY0 and
y = (y1, . . . , ydY ) ∈ Y, we write 〈m, y〉Y :=
∑dY
`=1m`y`. Then, for any x, x
′ ∈ X and
y, y′ ∈ Y,
τ
(
(x, y), (x′, y′)
)2 ≤ 32pi2 ∑
j=(aX ,mX)∈J\{j0}
k=(aY ,mY )∈K\{k0}
a2jk
(
1 ∧ 〈mX , x− x′〉2X + 1 ∧ 〈mY , y − y′〉2Y
)
≤ 32pi2
∑
j=(aX ,mX)∈J\{j0}
k=(aY ,mY )∈K\{k0}
a2jk
{
(‖mX‖1‖x− x′‖∞)2(sX∧1) + (‖mY ‖1‖y − y′‖∞)2(sY ∧1)
}
≤ 64pi2r2 max{‖x− x′‖2(sX∧1)∞ , ‖y − y′‖2(sY ∧1)∞ }. (26)
For u, v > 0, let H∞(u,X ) and H∞(v,Y) be the u- and v-metric entropies of X and
Y, respectively, with respect to the appropriate supremum metric; thus, for example,
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there exists XN := {x1, . . . , xN}, where logN = H(u,X ), such that given any x ∈ X ,
there exists xj∗ ∈ XN with ‖x− xj∗‖∞ ≤ u. It follows from (26) that, if H(w,X × Y)
is the w-metric entropy of (X × Y, τ) in the metric τ , then
H(w,X × Y) ≤ H∞
(( w
8pir
)1/(sX∧1)
,X
)
+H∞
(( w
8pir
)1/(sY ∧1)
,Y
)
≤ dX log
(
1 +
(8pir
w
)1/(sX∧1))
+ dY log
(
1 +
(8pir
w
)1/(sY ∧1))
≤
( dX
sX ∧ 1 +
dY
sY ∧ 1
)
log(1 + 8pir/w).
This choice of metric allows us to write, for any λ ∈ R, x, x′ ∈ X and y, y′ ∈ Y,
logEeλ{F (x,y)−F (x
′,y′)} =
∑
j∈J\{j0},k∈K\{k0}
logEeλajkξjk{pjk(x,y)−pjk(x
′,y′)}
=
∑
j∈J\{j0},k∈K\{k0}
log
(
1
2
eλajk{pjk(x,y)−pjk(x
′,y′)} +
1
2
e−λajk{pjk(x,y)−pjk(x
′,y′)}
)
≤ λ
2
2
∑
j∈J\{j0},k∈K\{k0}
a2jk{pjk(x, y)− pjk(x′, y′)}2 =
λ2
2
τ
(
(x, y), (x′, y′)
)2
. (27)
We now apply a chaining argument. For each t ∈ N, let δt := δ2−t, and let Zt denote a
δt-net of X ×Y with respect to the pseudo-metric τ . Let z0 = (x0, y0) be an arbitrary
element of X × Y and Z0 := {z0}. Then, for each t ∈ N0, we can define a map
Πt : X × Y → Zt such that τ
(
z,Πt(z)
) ≤ δt. Noting that EF (x0, y0) = 0 and writing
Ft := F ◦Πt, we have for every T ∈ N that
E
(
ess sup
x∈X ,y∈Y
F (x, y)
)
≤ E
(
ess sup
x∈X ,y∈Y
FT (x, y)
)
+ E
{
ess sup
x∈X ,y∈Y
|F (x, y)− FT (x, y)|
}
≤
T∑
t=1
E
[
ess sup
x∈X ,y∈Y
{
Ft(x, y)− Ft−1(x, y)
}]
+
∑
j∈J\{j0},k∈K\{k0}
ajk
∣∣pjk(x, y)− pjk(ΠT (x, y))∣∣.
Now τ
(
Πt(x, y),Πt−1(x, y)
) ≤ 3δt for all x ∈ X , y ∈ Y and t ∈ N. Hence, by (27) and a
standard sub-Gaussian maximal inequality (e.g. Boucheron, Lugosi and Massart, 2013,
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Theorem 2.5),
E
(
ess sup
x∈X ,y∈Y
F (x, y)
)
≤ 6
T∑
t=1
δtH
1/2(δt,X × Y) +mδT
≤ 12
∫ δ/2
0
H1/2(u,X × Y) du+mδT .
Since this bound holds for every T ∈ N, we conclude that
E
(
ess sup
x∈X ,y∈Y
F (x, y)
)
≤ 12
∫ δ/2
0
H1/2(u,X × Y) du
≤ 96pi
( dX
sX ∧ 1 +
dY
sY ∧ 1
)1/2
r
∫ d1/2m
2pir
0
log1/2(1 + 1/v) dv
≤ 24d1/2m
( dX
sX ∧ 1 +
dY
sY ∧ 1
)1/2{√
pi + 2
√
log 2 + 2
√
log
(
4pir
d
1/2
m
)}
.
Now d
1/2
m sX ,sY ,dX ,dY ,γ (rd/n2s)1/(4s+d), so r/d1/2m sX ,sY ,dX ,dY ,γ (nr2)2s/(4s+d) and
hence there exists c1 = c1(dX , dY , γ, sX , sY , A) ∈ (0,∞) such that if (rd/n2s)1/(4s+d) ≤
c1/ log
1/2(nr2), then E ess supx∈X ,y∈Y F (x, y) ≤ 1/2.
Now, by e.g. Boucheron, Lugosi and Massart (2013, Theorem 12.1), the random
variable supx∈X ,y∈Y F (x, y) is sub-Gaussian with variance proxy∑
j∈J\{j0},k∈K\{k0}
a2jk‖pjk‖2∞ ≤ 2dm.
By reducing c1 = c1(dX , dY , γ, sX , sY , A) > 0 if necessary, and since nr
2 ≥ 2, we may
assume that
dm < − 1
16
log
(
1−
√
1 + (1− γ)2
1 + 4(1− γ)2
)
.
Hence, by a standard sub-Gaussian tail bound (e.g. Boucheron, Lugosi and Massart,
2013, p. 25)
P(p /∈ F) = P
(
ess sup
x∈X ,y∈Y
F (x, y) > 1
)
≤ P
(
ess sup
x∈X ,y∈Y
F (x, y)− E ess sup
x∈X ,y∈Y
F (x, y) > 1/2
)
≤ e−1/(16dm) < 1−
√
1 + (1− γ)2
1 + 4(1− γ)2 ,
as required.
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Proof of Proposition 13. Take
m := m0(nr
2)− 1
= min
{
m˜ ∈ N : M
(
log2(nr2/m˜1/2)
4s2X
)
M
(
log2(nr2/m˜1/2)
4s2Y
)
<
m˜
4
}
− 1.
For this choice of m, set
dm :=
(2m)1/2
n+ 1
log1/2
(
1 + (1− γ)2/4),
which by construction is bounded above by r2/θ2ω(m). Further, set
aω(`) :=
{
d
1/2
m /m1/2 for ` ∈ [m]
0 otherwise.
As in the proof of Proposition 12 we now aim to bound P
(
ess supx∈X ,y∈Y F (x, y) > 1
)
,
where
F (x, y) := −
∑
j∈J\{j0},k∈K\{k0}
ajkξjkpjk(x, y).
Again we take
τ
(
(x, y), (x′, y′)
)2
:=
∑
j∈J\{j0},k∈K\{k0}
a2jk{pjk(x, y)− pjk(x′, y′)}2.
The main difference with the proof of Proposition 12 is in how we bound the metric
entropy of the space (X × Y, τ). For m ∈ N<∞0 and x, x′ ∈ X we have∣∣∣∣ ∞∏
`=1
e−2piim`x` −
∞∏
`=1
e−2piim`x
′
`
∣∣∣∣ ≤ 2pi ∞∑
`=1
|m`||x` − x′`| ≤ 2pi|m|
∞∑
`=1
|x` − x′`|
`2
.
Thus, if we define the norm ‖ · ‖ on X = Y = [0, 1]N by ‖(x1, x2, . . .)‖ =
∑∞
`=1 `
−2|x`|,
then we may write, for any x, x′ ∈ X and y, y′ ∈ Y that
τ
(
(x, y), (x′, y′)
) ≤ 4pi[ ∑
j∈J\{j0},k∈K\{k0}
a2jk
{|j|‖x− x′‖+ |k|‖y − y′‖}2]1/2
≤ 8pi(‖x− x′‖ ∨ ‖y − y′‖)
[ ∑
j∈J\{j0},k∈K\{k0}
a2jk(|j|2 ∨ |k|2)
]1/2
≤ 8pir
(sX ∧ sY )2 (‖x− x
′‖ ∨ ‖y − y′‖).
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Here, in the final inequality, we have used the fact that x2 ≤ ex for x ≥ 0. We now
bound the metric entropy of the space (X , ‖ · ‖). For L ∈ N define
X (L) := {x = (x1, x2, . . .) ∈ X : x` = 0 for all ` ≥ L+ 1}.
For any x = (x1, x2, . . .) ∈ X and L ∈ N we have ‖x − (x1, . . . , xL, 0, 0, . . .)‖ ≤∑∞
`=L+1 `
−2 ≤ 1/L. Given δ > 0, set L = b2/δc and define
I := {1, . . . , b(δ/4)−2c} × {1, . . . , b(δ/4)−2/4c} × . . .× {1, . . . , b(δ/4)−2/L2c}.
For every i ∈ I, set
x(i) :=
(
i1(δ/4)
2, 4i2(δ/4)
2, . . . , L2iL(δ/4)
2, 0, 0, . . .
) ∈ X (L).
We now show that the family {x(i)}i∈I is a δ-covering set of X . Let x = (x1, x2, . . .) ∈ X
be given, and for each ` = 1, . . . , L, let i∗` := argmini∈{1,...,b(`δ/4)−2c}|x` − `2i(δ/4)2|.
Then, when δ ≤ 1/2 so that L ≥ 8/(5δ) we have
‖x− x(i∗)‖ ≤ 1/L+ ‖(x1, . . . , xL, 0, 0, . . .)− x(i∗)‖
≤ 1/L+ Lδ2/16 ≤ 5δ/8 + δ/8 < δ.
Hence,
H(δ,X ) ≤
L∑
`=1
log
(
1 + (`δ/4)−2
) ≤ ∫ 2/δ
0
log
(
1 + (xδ/4)−2
)
dx ≤ 8
δ
.
It follows that
H(u,X × Y) ≤ 2H
(u(sX ∧ sY )2
8pir
,X
)
≤ 64pir
u(sX ∧ sY )2 .
Write δ = 23/2d
1/2
m as in the proof of Proposition 12. Then after reducing  > 0 from
the statement of Proposition 13 if necessary so that  ∈ (0, 4s/(s+ c0)), by the second
part of Corollary 7, there exists C ′ = C ′
(
sX , sY , (s + c0)
)
such that when nr2 ≥ C ′
we have
(rδ)2 = 8dmr
2 ≤ 8r
2m1/2
n
≤ 8r
2
n
(nr2)
c0+(s+c0)/2
2s+c0
= 8r
(4+)(s+c0)
2s+c0 n
− 2s−(s+c0)/2
2s+c0 ≤ 8n 12 ( ss+c0−)
(4+)(s+c0)
2s+c0
− 2s−(s+c0)/2
2s+c0 ≤ 8n−
(s+c0)
2s+c0 .
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Hence, by the chaining argument in the proof of Proposition 12 and by increasing
C ′ = C ′
(
sX , sY , 
)
> 0 if necessary, we have when min(n, nr2) ≥ C ′ that
E ess sup
x∈X ,y∈Y
F (x, y) ≤ 12 · 8pi
1/2
sX ∧ sY
∫ δ/2
0
( r
u
)1/2
du
=
96 · 21/2pi1/2
sX ∧ sY (rδ)
1/2 ≤ 1
2
.
From the second part of Corollary 7, we see that by increasing C ′ = C ′
(
sX , sY , 
)
> 0
still further if necessary, we may assume that when min(n, nr2) ≥ C ′ we have dm <
− 116 log
(
1−
√
1+(1−γ)2
1+4(1−γ)2
)
. Hence, as at the end of the proof of Proposition 12, we have
P
(
ess sup
x∈X ,y∈Y
F (x, y) > 1
)
≤ P
(
ess sup
x∈X ,y∈Y
F (x, y)− E ess sup
x∈X ,y∈Y
F (x, y) ≥ 1/2
)
≤ e−1/(16dm) < 1−
√
1 + (1− γ)2
1 + 4(1− γ)2 .
Finally, by Lemma 9, we conclude that, when nr2 ≥ C ′ = C ′(sX , sY , ),
ρ∗(n, α, β, ξ)2 ≥ dm = (2m)
1/2
n+ 1
log1/2
(
1 +
(1− γ)2
4
)
≥ m0(nr
2)1/2
n+ 1
log1/2
(
1 +
(1− γ)2
4
)
,
as required.
Proof of Theorem 14. The first step of the proof is to show that D̂n, D̂
(1)
n , . . . , D̂
(B)
n
can be approximated by appropriate second-order U -statistics that are degenerate.
We then apply Lemma 17 to establish that they can be jointly be approximated in the
dGB metric by a multivariate Gaussian distribution.
For j ∈ J , k ∈ K, x, x1, x2 ∈ X and y, y1, y2 ∈ Y, it will be convenient to write
p˜jk(x, y) := pjk(x, y)− aj•pYk (y)− a•kpXj (x)− ajk + 2aj•a•k and
h2
(
(x1, y1), (x2, y2)
)
:=
∑
(j,k)∈M
p˜jk(x1, y1)p˜jk(x2, y2).
Recalling the definition of the symmetrised version h¯ of h in (10), we begin by calcu-
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lating
g¯
(
(x1, y1), (x2, y2)
)
:= E
{
h¯
(
(x1, y1), (x2, y2), (X1, Y1), (X2, Y2)
)}
=
1
6
∑
(j,k)∈M
{
pjk(x1, y1)− aj•pYk (y1)− a•kpXj (x1)− ajk + 2aj•a•k
}
× {pjk(x2, y2)− aj•pYk (y2)− a•kpXj (x2)− ajk + 2aj•a•k}
+
1
6
∑
(j,k)∈M
(ajk − aj•a•k)
{
3pjk(x1, y1) + 3pjk(x2, y2)− pXj (x1)pYk (y2)− pXj (x2)pYk (y1)
− 2pXj (x1)a•k − 2pXj (x2)a•k − 2pYk (y1)aj• − 2pYk (y2)aj• + 4aj•a•k
}
=
1
6
h2
(
(x1, y1), (x2, y2)
)
+
2
3
∑
(j,k)∈M
(ajk − aj•a•k)2
+
1
6
∑
(j,k)∈M
(ajk − aj•a•k)
{
3p˜jk(x1, y1) + 3p˜jk(x2, y2)− p˜jk(x1, y2)− p˜jk(x2, y1)
}
.
(28)
Moreover, we let
g˜
(
(x1, y1), (x2, y2), (x3, y3), (x4, y4)
)
:= h¯
(
(x1, y1), (x2, y2), (x3, y3), (x4, y4)
)− 1
4!
∑
σ∈S4
h2
(
(xσ(1), yσ(1)), (xσ(2), yσ(2))
)
.
Then, by Serfling (1980, Lemma A, p. 183), and calculations very similar to those
36
in (12) and (13), we have that
Var
(
D̂n− 1(n
2
) ∑
i1<i2
h2
(
(Xi1 , Yi1), (Xi2 , Yi2)
))
= Var
(
1(
n
4
) ∑
i1<i2<i3<i4
g˜
(
(Xi1 , Yi1), (Xi2 , Yi2), (Xi3 , Yi3), (Xi4 , Yi4)
))
. 1
n
Var
(
E
{
g˜
(
(X1, Y1), . . . , (X4, Y4)
)|X1, Y1})
+
1
n2
Var
(
E
{
g˜
(
(X1, Y1), . . . , (X4, Y4)
)|X1, Y1, X2, Y2})
+
1
n3
Var
(
g˜
(
(X1, Y1), . . . , (X4, Y4)
))
=
1
n
Var
(
1
2
∑
(j,k)∈M
(ajk − aj•a•k)p˜jk(X1, Y1)
)
+
1
n2
Var
(
g¯
(
(X1, Y1), (X2, Y2)
)− 1
6
h2
(
(X1, Y1), (X2, Y2)
))
+
1
n3
Var
(
g˜
(
(X1, Y1), . . . , (X4, Y4)
))
. A
2
n
∑
(j,k)∈M
(ajk − aj•a•k)2 + A
4M2
n3
. A
2M∆f
n2
+
A4M2
n3
. (29)
Having bounded the difference between D̂n and an appropriate second-order degenerate
U -statistic, we now approximate the second moment of h2
(
(X1, Y1), (X2, Y2)
)
, so that
we may standardise this U -statistic. For this we will first recall a basic fact about the
trigonometric basis. Extending the definitions of pXa,m = p
Y
a,m =: pa,m in (3) to hold for
all a,m ∈ Z, we have for a1, a2 ∈ {0, 1}, m1,m2 ∈ Z, Z ∈ {X,Y } and x ∈ [0, 1] that
pZa,m1(x)p
Z
a,m2(x) =
1√
2
{
pZa1+a2,m1+m2(x) + p
Z
a1−a2,m1−m2(x)
}
.
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We can now see that∑
(j,k)∈M
∑
(j′,k′)∈M
E2
{
pjk(X1, Y1)pj′k′(X1, Y1)
}
=
M∑
m1,...,m4=1
1∑
a1,...,a4=0
E2
{
pXa1,m1(X1)p
X
a2,m2(X1)p
Y
a3,m3(Y1)p
Y
a4,m4(Y1)
}
=
M∑
m1,...,m4=1
1∑
a1,...,a4=0
E2
{
pXa1,m1+(−1)a2m2(X1)p
Y
a3,m3+(−1)a4m4(Y1)
}
=
2M∑
m1,m2=0
1∑
a1,a2=0
(2M + 1−m1)(2M + 1−m2)E2
{
pXa1,m1(X1)p
Y
a2,m2(Y1)
}
+O(MA)
= σ2M,Xσ
2
M,Y +O(MA+M
2A2D1/2). (30)
Similarly, we have for example that∑
(j,k)∈M
∑
(j′,k′)∈M
E2
{
pjk(X1, Y1)p
X
j′ (X1)a•k′
}
≤ A
M∑
m1,m2,m3=1
1∑
a1,a2,a3=0
E2
{
pXa1,m1+(−1)a2m2(X1)p
Y
a3,m3(Y1)
}
≤ 2MA
2M∑
m1=1
M∑
m2=1
1∑
a1,a2=0
E2
{
pXa1,m1(X1)p
Y
a2,m2(Y1)
} ≤ 2MA2
and
∑
(j,k),(j′k′)∈M a
2
j•a
2
•ka
2
j′•a
2
•k′ ≤ A4. Hence, we can check that
E
{
h22
(
(X1, Y1), (X2, Y2)
)}
=
∑
(j,k)∈M
∑
(j′,k′)∈M
E2
{
p˜jk(X1, Y1)p˜j′k′(X1, Y1)
}
= σ2M,Xσ
2
M,Y +O(MA
4 +M2A2D1/2). (31)
Our calculations so far allow us to bound two of the terms that will appear in the
bound when we apply Lemma 17 in our context, namely
E{h42((X1,Y1),(X2,Y2))}
nσ4M,Xσ
4
M,Y
and
E{g22((X1,Y1),(X2,Y2))}
σ4M,Xσ
4
M,Y
, where
g2
(
(x1, y1),(x2, y2)
)
:= E
{
h2
(
(x1, y1), (X1, Y1)
)
h2
(
(x2, y2), (X1, Y1)
)}
=
∑
(j,k)∈M
∑
(j′,k′)∈M
p˜jk(x1, y1)p˜j′k′(x2, y2)E
{
p˜jk(X1, Y1)p˜j′k′(X1, Y1)
}
.
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Specifically, we note that
E
{
g22
(
(X1, Y1), (X2, Y2)
)}
=
∑
(j1,k1),...,(j4,k4)∈M
E
{
p˜j1k1(X1, Y1)p˜j2k2(X1, Y1)
}
E
{
p˜j1k1(X1, Y1)p˜j3k3(X1, Y1)
}
× E{p˜j2k2(X1, Y1)p˜j4k4(X1, Y1)}E{p˜j3k3(X1, Y1)p˜j4k4(X1, Y1)}. (32)
Now, for a ∈ {0, 1}, m1,m2 ∈ {1, . . . ,M} and Z ∈ {X,Y }, define the shorthand
qZa,m1,m2 := p
Z
a,m1+m2 − pZa,m1−m2 ,
and write M2 :=
({0, 1} × {−2M,−2M + 1, . . . , 2M})2. Then∣∣∣∣ ∑
(j1,k1),...,(j4,k4)∈M
E
{
pj1k1(X1, Y1)pj2k2(X1, Y1)
}
E
{
pj1k1(X1, Y1)pj3k3(X1, Y1)
}
× E{pj2k2(X1, Y1)pj4k4(X1, Y1)}E{pj3k3(X1, Y1)pj4k4(X1, Y1)}∣∣∣∣
≤ 1
4
M∑
m1,...,m4=1
n1,...,n4=1
1∑
a1,...,a4=0
b1,...,b4=0
∣∣E{qXa1,m1,m2(X1)qYb1,n1,n2(Y1)}E{qXa2,m1,m3(X1)qYb2,n1,n3(Y1)}
× E{qXa3,m2,m4(X1)qYb3,n2,n4(Y1)}E{qXa4,m3,m4(X1)qYb4,n3,n4(Y1)}∣∣
≤ 16A
M∑
m1,m2,m3=1
n1,n2,n3=1
1∑
a1,a2=0
b1,b2=0
∣∣E{qXa1,m1,m2(X1)qYb1,n1,n2(Y1)}E{qXa2,m1,m3(X1)qYb2,n1,n3(Y1)}∣∣
≤ 28M2A
2M∑
m1,m2=−2M
n1,n2=−2M
1∑
a1,a2=0
b1,b2=0
∣∣E{pXa1,m1(X1)pYb1,n1(Y1)}E{pXa2,m2(X1)pYb2,n2(Y1)}∣∣
= 28M2A
( ∑
(j,k)∈M2
|ajk|
)2
≤ 28M2A
( ∑
(j,k)∈M2
|aj•a•k|+ 16MD1/2
)2
.
The other terms in the expansion of (32) can be bounded similarly: in particular, by
Parseval’s identity,∑
(j1,k1),...,(j4,k4)∈M
a2j1•a
2
•k1a
2
j2•a
2
•k2a
2
j3•a
2
•k3a
2
j4•a
2
•k4 ≤ ‖fX‖4L2(µX)‖fY ‖4L2(µY ) ≤ A8.
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It follows that
E
{
g22
(
(X1, Y1), (X2, Y2)
)}
. A8M2
( ∑
(j,k)∈M2
|aj•a•k|
)2
+A8M4D. (33)
The fourth moment of h2 can similarly be bounded by writing
E
{
h42
(
(X1, Y1), (X2, Y2)
)} ≤ A2 ∫ 1
0
∫ 1
0
h42
(
(x1, y1), (x2, y2)
)
dx dy
= A2
∑
(j1,k1),...,(j4,k4)∈M
(∫ 1
0
∫ 1
0
p˜j1k1(x, y) . . . p˜j4k4(x, y) dx dy
)2
. A10
M∑
j1,k1,...,j4,k4=−M
1{j1+j2+j3+j4=0}1{k1+k2+k3+k4=0} .M6A10. (34)
The next step in this proof is to study the behaviour of the permuted statistics
D̂
(1)
n , . . . , D̂
(B)
n . Many of the calculations are very similar to those already carried out
in our study of D̂n. First, for (j, k) ∈ J , define
p˜
(1)
jk (x, y) := pjk(x, y)− aj•pYk (y)− a•kpXj (x) + aj•a•k.
Further, define
h
(1)
2
(
(x1, y1), (x2, y2)
)
:=
∑
(j,k)∈M
p˜
(1)
jk (x1, y1)p˜
(1)
jk (x2, y2).
and
g˜(1)
(
(x1, y1), (x2, y2), (x3, y3), (x4, y4)
)
:= h¯
(
(x1, y1), (x2, y2), (x3, y3), (x4, y4)
)− 1
4!
∑
σ∈S4
h
(1)
2
(
(xσ(1), yσ(1)), (xσ(2), yσ(2))
)
.
To approximate D̂
(1)
n by a second-order U -statistic we first look at
ζ(1)c := E
[
g˜(1)
(
(X1, YΠ(1)), (X2, YΠ(2)), (X3, YΠ(3)), (X4, YΠ(4))
)
× g˜(1)((X1, YΠ(1)), . . . , (Xc, YΠ(c)), (X5, YΠ(5)), . . . , (X8−c, YΠ(8−c)))]
for c = 0, 1, 2, 3, 4. First, as in (17), for c = 3, 4 we have the simple bound that
max(|ζ(1)3 |, |ζ(1)4 |) . A8M2. By the construction of g˜(1) and the null hypothesis version
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of (28), we have that
Eg˜(1)
(
(x1, y1), (x2, y2), (X1, Y2), (X3, Y4)
)
= 0
for all x1, y1, x2, y2 ∈ [0, 1]. It now follows by calculations similar to those in (19)
and (20) that |ζ(1)c | . A8M2nc−3 for c = 0, 1, 2. Hence,
E
[{
D̂(1)n −
(
n
2
)−1 ∑
i1<i2
h
(1)
2
(
(Xi1 , YΠ(i1)), (Xi2 , YΠ(i2))
)}2]
= E
[{(
n
4
)−1 ∑
i1<...<i4
g˜(1)
(
(Xi1 , YΠ(i1)), . . . , (Xi4 , YΠ(i4))
)}2]
=
(
n
4
)−1 4∑
c=0
(
4
c
)(
n− 4
4− c
)
ζ(1)c .
A8M2
n3
. (35)
As in the null hypothesis version of (30), we have that
E
{
h
(1)
2
(
(X1, Y2), (X3, Y4)
)2}
= σ2M,Xσ
2
M,Y +O(MA
4). (36)
Now we bound
E
∣∣E{h(1)2 ((X1, Y2), (X3, Y1))|Y2, X3}∣∣ = E∣∣E{h(1)2 ((X1, Y1), (X3, Y2))|Y2, X3}∣∣
= E
∣∣∣∣ ∑
(j,k)∈M
(ajk − aj•a•k)p˜jk(X3, Y2)
∣∣∣∣ . AD1/2,
(37)
where the final bound follows from Cauchy–Schwarz and (12). Define
g
(1)
2
(
(x1, y1), (x2, y2)
)
:= E
{
h
(1)
2
(
(x1, y1), (X1, Y2)
)
h
(1)
2
(
(x2, y2), (X1, Y2)
)}
.
As in (33) and (34) we can also see that
E
{
g
(1)
2
(
(X1, Y1), (X2, Y2)
)2} . A8M2( ∑
(j,k)∈M2
|aj•a•k|
)2
max
σ∈S4
E
{
h
(1)
2
(
(X1, Yσ(1)), (X2, Yσ(2))
)4} .M6A10. (38)
Using the inequality d2GB (W,U) ≤ E(‖W −U‖2) for dGB defined just above Lemma 17,
it now follows from (29), (30), (33), (34), (35), (36), (37), (38), Lemma 17 and the facts
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that σ2M := σ
2
M,Xσ
2
M,Y &M2 and σ2M . A2M2 that
dGB
((n
2
)1/2
σM
(
D̂n − ED̂n, D̂(1)n , . . . , D̂(B)n
)
,
(
Z0, Z1, . . . , ZB
))
. max
{(∆f
M
)1/2
,
(BA4
M
)1/2
, AD1/4, A4D1/2,
BA4
M
∑
(j,k)∈M2
|aj•a•k|, B2
(M2A10
n
)1/2}
.A max
{(∆f
M
)1/2
,
( B
M
)1/2
, D1/4,
(B4M2
n
)1/2
,
B
M
∑
(j,k)∈M2
|aj•a•k|
}
. (39)
All that remains is to use this bound to approximate the rejection probability of
our test by the probability of the corresponding event for the independent Gaussian
random variables. We do this by smoothing the indicator function of the rejection
event. Define the function ϕ : R→ R by
ϕ(t) :=
{
e−1/t if t > 0
0 otherwise,
write ρ(x) := cBϕ(1−‖x‖22) for x ∈ RB+1, where cB is chosen so that
∫
RB+1 ρ(x) dx = 1,
and for  > 0 write ρ(x) := 
−B−1ρ(x/). Given a Borel measurable A ⊆ RB+1 and
 > 0 write χ(x) := 1{x∈A}, write A := A+B0() and write χ(x) :=
∫
A ρ(x− y) dy.
Finally, let Bx() := {y ∈ RB+1 : ‖y‖2 ≤ }. If x ∈ A then Bx() ⊆ A and we have
χ(x) = 1, so that χ(x) ≤ χ(x) for all x ∈ RB+1. Moreover, if x 6∈ A2 then χ(x) = 0
so we can only have χ(x) 6= χ(x) if x ∈ A2 \ A. Straightforward calculations show
that
∇χ(x) = − 2cB
B+3
∫
A
(x− y)ϕ′(1− −2‖x− y‖22) dy =
2cB

∫
−1(A−x)
zϕ′(1− ‖z‖2) dz
∇2χ(x) = 2cB
2
∫
−1(A−x)
{
IB+1ϕ
′(1− ‖z‖2)− 2zzTϕ′′(1− ‖z‖2)} dz.
To bound these derivatives, we will first observe that if we write CB :=
∫ 1
0 (1 −
42
u)B/2ϕ(u) du, then when B ≥ 6+2 log 4log(4/3) − 1 we have that
CB
CB−1
=
∫ 1
0 (1− u)
B
2 ϕ(u) du∫ 1
0 (1− u)
B−1
2 ϕ(u) du
≥ 1−
∫ 1
0 u(1− u)
B−1
2 ϕ(u) du∫ 1
0 (1− u)
B−1
2 ϕ(u) du
≥ 1
2
−
∫ 1
1/2(1− u)
B−1
2 ϕ(u) du∫ 1
0 (1− u)
B−1
2 ϕ(u) du
≥ 1
2
− ϕ(1/3)−1
(3
4
)B+1
2 ≥ 1
4
.
Hence, when B ≥ 6+2 log 4log(4/3) , we have
M1(χ) ≤ sup
x∈RB+1
‖∇χ(x)‖ ≤ 2cB

∫
B0(1)
‖z‖ϕ′(1− ‖z‖2) dz = 2

∫ 1
0 r
B+1ϕ′(1− r2) dr∫ 1
0 r
Bϕ(1− r2) dr
=
2
∫ 1
0 (1− u)
B
2 ϕ′(u) du

∫ 1
0 (1− u)
B−1
2 ϕ(u) du
=
B
∫ 1
0 (1− u)
B−2
2 ϕ(u) du

∫ 1
0 (1− u)
B−1
2 ϕ(u) du
=
BCB−2
CB−1
≤ 4B

.
Moreover, using the fact that |ϕ′′(u)| ≤ 2u−4ϕ(u) and integrating by parts, when
B ≥ 6+2 log 4log(4/3) we have
M2(χ) ≤ sup
x∈RB+1
‖∇2χ(x)‖F
≤ 2cB
2
∫
B0(1)
{
(B + 1)1/2ϕ′(1− ‖z‖2) + ‖z‖2|ϕ′′(1− ‖z‖2)|} dz
=
2
∫ 1
0 r
B{(B + 1)1/2ϕ′(1− r2) + r2|ϕ′′(1− r2)|} dr
2
∫ 1
0 r
Bϕ(1− r2) dr
≤ 2
∫ 1
0 {(B + 1)1/2(1− u)
B−1
2 ϕ′(u) + 2(1− u)B+12 u−2ϕ′(u)} du
2
∫ 1
0 (1− u)
B−1
2 ϕ(u) du
≤ 7B
2
∫ 1
0 (1− u)
B−3
2 ϕ(u) du
2
∫ 1
0 (1− u)
B−1
2 ϕ(u) du
=
7B2CB−3
2CB−1
≤ 112B
2
2
.
Therefore, there exists a universal constant c > 0 such that, for all B ∈ N and all  > 0
we have c(/B)2χ(·) ∈ GB. For any random variable W taking values in RB+1 and for
Z a standard (B + 1)-variate normal random vector we therefore have
P(W ∈ A)− P(Z ∈ A) = Eχ(W )− Eχ(Z)
≤ Eχ(W )− Eχ(Z) ≤ B
2dGB (W,Z)
c2
+ P(Z ∈ A2 \A).
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The rejection regions that we are interested in are of the form
Aδ,α :=
{
(w0, w1, . . . , wB) ∈ RB+1 : |{b ∈ [B] : wb > w0 + δ}| ≤ (1 +B)α− 1
}
.
Now if (w0, w1, . . . , wB)
T ∈ Aδ,α and (u0, u1, . . . , uB)T ∈ B0(2) then we have∣∣{b ∈ [B] : wb + ub > w0 + u0 + δ + 4}∣∣ ≤ ∣∣{b ∈ [B] : wb > w0 + δ}∣∣
≤ (1 +B)α− 1,
so that A2δ,α ⊆ Aδ+4,α. Thus, writing s = dα(B + 1)e − 1 we can use the bounds
P(Z ∈ A2δ,α \Aδ,α) ≤ P(Z ∈ Aδ+4,α)− P(Z ∈ Aδ,α)
=
∫ 1
0
{
Φ¯
(
Φ−1(u)− δ − 4
)
− Φ¯
(
Φ−1(u)− δ
)}
BB−s,s+1(u) du ≤ 4
(2pi)1/2
.
By considering Acδ,α we can establish a matching lower bound and hence see that, for
any α ∈ (0, 1) and δ ∈ R we have
∣∣P(W ∈ Aδ,α)− P(Z ∈ Aδ,α)∣∣ ≤ inf
>0
{
B2dGB (W,Z)
c2
+
4
(2pi)1/2
}
≤ 8
(2pi)1/2
(B2dGB (W,Z)
c
)1/3
. (40)
The first claim now follows from (39).
We now turn to the second claim in Theorem 14, for which we exploit ideas in
Hoeffding (1952). Write ∗ := B−3 ∨ δ3∗ . We will use the shorthand
Tn :=
(
n
2
)1/2
D̂n
σM
and T (b)n :=
(
n
2
)1/2
D̂
(b)
n
σM
for b ∈ [B], and Fn,B(z) := B−1
∑B
b=1 1{T (b)n ≤z}. Write Cn,B for the d(B+ 1)(1−α)eth
smallest element of (T
(1)
n , . . . , T
(B)
n ), so that we reject H0 if and only if Tn > Cn,B, and
note that
Cn,B ≤ z if and only if Fn,B(z) ≥ B−1d(B + 1)(1− α)e
for all z ∈ R. Now, we have by Proposition 16, together with (35), (36), (37) and (38)
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that when Z ∼ N(0, 1),
sup
z∈R
|EFn,B(z)− Φ(z)| = dK(T (1)n , Z)
. d1/2W
(
T (1)n ,
1
σM
(
n
2
)1/2 ∑
i1<i2
h
(1)
2
(
(Xi1 , YΠ(i1)), (Xi2 , YΠ(i2))
))
+ d
1/2
W
(
1
σM
(
n
2
)1/2 ∑
i1<i2
h
(1)
2
(
(Xi1 , YΠ(i1)), (Xi2 , YΠ(i2))
)
, Z
)
. 1/2∗ .
Moreover, approximating the sets Az := {(w1, w2, w3) ∈ R3 : w2, w3 ≤ z} for z ∈
R by smoothed indicator functions similarly to (40) above, we also have that when
Z1, Z2, Z3
iid∼ N(0, 1),
sup
z∈R
VarFn,B(z) = sup
z∈R
{
B−1Var(1{T (1)n ≤z}) + (1−B
−1)Cov(1{T (1)n ≤z},1{T (2)n ≤z})
}
≤ B−1 + sup
z∈R
{
P(T (1)n ≤ z, T (2)n ≤ z)− Φ(z)2
}
+2dK(T
(1)
n , Z)
. B−1 + d1/3G2
(
(Tn − ETn, T (1)n , T (2)n ), (Z1, Z2, Z3)
)
+ d
1/2
W (T
(1)
n , Z) . 
1/3
∗ .
Here, the final bound follows from (39). Taking  = 
1/9
∗ and using Proposition 15,
there therefore exists c = c(α) > 0 such that when ∗ ≤ c we have∣∣P(P ≤ α)− Φ¯(Φ−1(1− α)−∆f)∣∣
≤ ∣∣P(Tn > Cn,B)− P(Tn > Φ−1(1− α))∣∣+ dK(Tn − ETn, Z)
≤ P(|Tn − Φ−1(1− α)| < ) + P(|Cn,B − Φ−1(1− α)| ≥ ) + dK(Tn − ETn, Z)
≤ (2/pi)1/2+ 3dK(Tn − ETn, Z) + P
(
Fn,B(Φ
−1(1− α) + ) ≤ B−1d(B + 1)(1− α)e)
+ P(Fn,B(Φ−1(1− α)− ) ≥ B−1d(B + 1)(1− α)e)
≤ (2/pi)1/2+ 3dK(Tn − ETn, Z) + VarFn,B(Φ
−1(1− α) + )
{EFn,B(Φ−1(1− α) + )−B−1d(B + 1)(1− α)e}2
+
VarFn,B(Φ
−1(1− α)− )
{B−1d(B + 1)(1− α)e − EFn,B(Φ−1(1− α)− )}2
. 1/9∗ +

1/3
∗
2
= 2
1/9
∗ .
If, on the other hand, ∗ > c then the bound∣∣P(P ≤ α)− Φ¯(Φ−1(1− α)−∆f)∣∣ ≤ 2 . 1/9∗
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is trivial.
The result follows upon noting that | ddx Φ¯(Φ−1(x) − ∆f )| ≤ exp(Φ−1(x)2/2) and
writing
∣∣EΦ¯(Φ−1(BB−s,s+1)−∆f)− Φ¯(Φ−1(1− α)−∆f)∣∣
≤ P(|BB−s,s+1 − (1− α)| ≥ α/2) + e 12 Φ−1(1−α/2)2E|BB−s,s+1 − (1− α)|
≤
( 2
α
+ e
1
2
Φ−1(1−α/2)2
)
E|BB−s,s+1 − (1− α)|
≤
( 2
α
+ e
1
2
Φ−1(1−α/2)2
){ 1
B + 1
+
1
(B + 1)1/2
}
. 1/6∗ .
Proof of Proposition 15. Let G0 denote the class of twice differentiable functions G :
R→ R and define
G := {G ∈ G0 : max(‖G‖∞, ‖G′‖∞) ≤ 2, ‖G′′‖∞ ≤ (2/pi)1/2}.
The starting point of Stein’s method is the bound
dW(U,W ) ≤ sup
G∈G
∣∣E{G′(U)− UG(U)}∣∣, (41)
which is proved, for example, in Ross (2011, Theorem 3.1). For i ∈ [n], write
Vi :=
(
n
2
)−1/2 ∑
i′:i′ 6=i
h(Zi, Zi′),
and Ui := U − Vi. Now
U1 =
(
n
2
)−1/2 ∑
1<i<i′
h(Zi, Zi′),
so that U1 is σ(Z2, . . . , Zn)-measurable; more generally, Ui is σ(Zi′ : i
′ 6= i) measurable,
so Ui and Zi are independent for each i ∈ [n]. Thus, for all G ∈ G and i ∈ [n], we have
E{ViG(Ui)} =
(
n
2
)−1/2 ∑
i′:i′ 6=i
E
[
G(Ui)E
{
h(Zi, Zi′)|(Zi′ : i′ 6= i)
}]
= 0,
by the degeneracy of h. Moreover, V1, . . . , Vn have the same distribution and E(V 21 ) =
46
(
n
2
)−1∑n
i=2 E
{
h2(Z1, Zi)
}
= 2/n. Since U =
∑n
i=1 Vi/2, this allows us to write
dW(U,W ) ≤ sup
G∈G
∣∣∣∣E{G′(U)− 12
n∑
i=1
ViG(U)
}∣∣∣∣
= sup
G∈G
∣∣∣∣E[{1− 12
n∑
i=1
V 2i
}
G′(U)− 1
2
n∑
i=1
Vi
{
G(U)−G(Ui)− (U − Ui)G′(U)
}]∣∣∣∣
≤ 2E
{∣∣∣∣1− 12
n∑
i=1
V 2i
∣∣∣∣}+ 123/2pi1/2
n∑
i=1
E{|Vi|3}
≤ {nVar(V 21 ) + n(n− 1)Cov(V 21 , V 22 )}1/2 + n23/2pi1/2E{|V1|3}. (42)
It now remains to bound these moments of V1, . . . , Vn. First,
Var(V 21 ) =
(
n
2
)−2
E
[{ n∑
i=2
h(Z1, Zi)
}4]
− 4
n2
≤
(
n
2
)−2{
(n− 1)E[h4(Z1, Z2)] + 3(n− 1)(n− 2)E[h2(Z1, Z2)h2(Z1, Z3)]
}
≤ 12
n2
E[h4(Z1, Z2)]. (43)
Now(
n
2
)2
Cov(V 21 , V
2
2 ) =
∑
i1,i2 6=1
i3,i4 6=2
E
{
h(Z1, Zi1)h(Z1, Zi2)h(Z2, Zi3)h(Z2, Zi4)
}− (n− 1)2
= (n− 2)(n− 3)− (n− 1)2 + 2(n−2)(n−3)E{h(Z1, Z3)h(Z1, Z4)h(Z2, Z3)h(Z2, Z4)}
+ 4(n− 2)E
[
h(Z1, Z3)
{
h(Z1, Z2) + h(Z1, Z3)
}{
h(Z2, Z1) + h(Z2, Z3)
}2]
+ E{h4(Z1, Z2)}
= −3n+ 5 + 2(n− 2)(n− 3)E{g2(Z1, Z2)}+ E{h4(Z1, Z2)}
+ 20(n− 2)E{h2(Z1, Z2)h(Z1, Z3)h(Z2, Z3)}+ 8(n−2)E{h2(Z1, Z2)h2(Z1, Z3)}
≤ 2n(n− 1)E{g2(Z1, Z2)}+ 28(n− 1)E{h4(Z1, Z2)}. (44)
Finally, by Cauchy–Schwarz,
E(|V1|3) ≤ E1/2(V 21 )E1/2(V 41 ) ≤
{
2
n
(
4
n2
+
12
n2
E
{
h4(Z1, Z2)
})}1/2
. (45)
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It now follows from (42), (43), (44) and (45) that
dW(U,W ) ≤
(
124
E{h4(Z1, Z2)}
n
+8E{g2(Z1, Z2)}
)1/2
+
1
(npi)1/2
[
1+3E
{
h4(Z1, Z2)
}]1/2
and the result is immediate.
Proof of Proposition 16. In the proof of this result we broadly follow the structure
of Proposition 15, though there are of course extra difficulties in accommodating the
random permutation Π. We first show that we may effectively ignore those i ∈ [n] that
fall in short cycles of Π as they make up a small proportion of [n]. More precisely, for
m ∈ N, define Cm = Cm(Π) := {i ∈ [n] : i falls in a cycle of length ≥ m} and
V :=
1
2
(
n
2
)−1/2 ∑
i1 6=i2
i1,i2∈Cm
h
(
(Xi1 , YΠ(i1)), (Xi2 , YΠ(i2))
)
.
It will suffice for our purposes to take m = 6. We now bound E{(W − V )2}. For a
function b : N → R and σ ∈ Sn write B(σ) :=
∑
c∈σ b(|c|), where this sum is over the
cycles of σ and |c| denotes the length of cycle c. Now, for z ∈ C with |z| < 1, and for
u > 0, define the generating function
g(z, u) := 1 +
∞∑
n=1
(∑
σ∈Sn
uB(σ)
)
zn
n!
We may partition Sn by the number m of cycles the permutations contain and the sizes
k1, . . . , km of these cycles to write
g(z, u) = 1 +
∞∑
n=1
(∑
σ∈Sn
uB(σ)
)
zn
n!
= 1 +
∞∑
n=1
zn
n!
n∑
m=1
1
m!
∑
k1,...,km∈N
k1+...+km=n
ub(k1)+...+b(km)
(
n
k1, . . . , km
)
(k1 − 1)! . . . (km − 1)!
= 1 +
∞∑
n=1
zn
n∑
m=1
1
m!
∑
k1,...,km∈N
k1+...+km=n
ub(k1)
k1
. . .
ub(km)
km
= 1 +
∞∑
m=1
1
m!
( ∞∑
k=1
ub(k)zk
k
)m
= exp
( ∞∑
k=1
ub(k)zk
k
)
=
1
1− z exp
( ∞∑
k=1
(ub(k) − 1)zk
k
)
.
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By definition, this g has the property that
∞∑
n=1
zn
n!
∑
σ∈Sn
B(σ)!
{B(σ)− `}! =
∂`g
∂u`
(z, 1)
for ` ∈ N0, so that the coefficient of zn in this expansion gives E
{
B(Π)!/{B(Π)− `}!}.
We will take b(k) = k1{k<m}, so that this expectation coincides with E{|Ccm|!/(|Ccm| −
`)!}. With this choice of b, we have
(1− z)g(z, u) = exp
(m−1∑
k=1
(uk − 1)zk/k
)
.
Moreover, by differentiation we can see that
(1− z)∂g
∂u
(z, 1) =
m−1∑
k=1
zk
(1− z)∂
2g
∂u2
(z, 1) =
(m−1∑
k=1
zk
)2
+
m−1∑
k=2
(k − 1)zk
(1− z)∂
3g
∂u3
(z, 1) =
(m−1∑
k=1
zk
)3
+ 3
(m−1∑
k=1
zk
)(m−1∑
k=2
(k − 1)zk
)
+
m−1∑
k=3
(k − 1)(k − 2)zk
(1− z)∂
4g
∂u4
(z, 1) =
(m−1∑
k=1
zk
)4
+ 6
(m−1∑
k=1
zk
)2(m−1∑
k=2
(k − 1)zk
)
+ 3
(m−1∑
k=2
(k − 1)zk
)2
+ 4
(m−1∑
k=1
zk
)(m−1∑
k=3
(k − 1)(k − 2)zk
)
+
m−1∑
k=4
(k − 1)(k − 2)(k − 3)zk.
Finding the coefficients of zn in the expansions of these functions yields the facts that,
when n ≥ 4(m− 1),
E{|Ccm|} = (m− 1), E{|Ccm|(|Ccm| − 1)} =
1
2
(m− 1)(3m− 4),
E{|Ccm|(|Ccm| − 1)(|Ccm| − 2)} =
1
6
(m− 1)(17m2 − 49m+ 36),
E{|Ccm|(|Ccm| − 1)(|Ccm| − 2)(|Ccm| − 3)} =
1
6
(m− 1)(38m3 − 174m2 + 271m− 144).
In particular, E{|Ccm|2} = (m− 1)(3m− 2)/2 and E{|Ccm|4} = (m− 1)(19m3 − 36m2 +
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20m− 3)/3. It now follows that
E
{
(U − V )2} ≤ 3
2
(
n
2
)E[{ ∑
i1 6=i2
i1,i2∈Ccm
h
(
(Xi1 , Ypi(i1)), (Xi2 , Ypi(i2))
)}2]
+
3(
n
2
)E[{ ∑
i1∈Cm
i2∈Ccm
h
(
(Xi1 , Ypi(i1)), (Xi2 , Ypi(i2))
)}2]
≤ 3
2
(
n
2
)E{|Ccm|2(|Ccm| − 1)2}max
σ∈S4
E
{
h2
(
(X1, Yσ(1)), (X2, Yσ(2))
)}
+
3n(
n
2
)E(|Ccm|2)max
σ∈S2
E
{
h2
(
(X1, Yσ(1)), (X3, Y4)
)}
≤ 28m
4
n− 1 maxσ∈S4 E
{
h2
(
(X1, Yσ(1)), (X2, Yσ(2))
)}
. (46)
Now that we have bounded the difference between U and V , we aim to establish
the approximate normality of V . For i ∈ Cm, write
Zi :=
(
n
2
)−1/2 ∑
i′∈Cm\{i}
h
(
(Xi, YΠ(i)), (Xi′ , YΠ(i′))
)
.
so that
∑
i∈Cm Zi = 2V . With this definition, for i ∈ Cm, also define
Vi := V − Zi − ZΠ−1(i) +
(
n
2
)−1/2
h
(
(Xi, YΠ(i)), (XΠ−1(i), Yi)
)
=
1
2
(
n
2
)−1/2 ∑
i1,i2∈Cm\{i,Π−1(i)}
i1 6=i2
h
(
(Xi1 , YΠ(i1)), (Xi2 , YΠ(i2))
)
,
which is σ
(
Π, {(Xi′ , Yi′) : i′ 6= i}
)
-measurable. With G as in the proof of Proposition 15,
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for any G ∈ G we therefore have that for m ≥ 3,∣∣∣∣E[V G(V )− 14 ∑
i∈Cm
(V − Vi)
{
G(V )−G(Vi)
}]∣∣∣∣
=
∣∣∣∣E[V G(V )− 12 ∑
i∈Cm
ZiG(V )+
1
4
(
n
2
)1/2 ∑
i∈Cm
{
G(V )+G(Vi)
}
h
(
(Xi, YΠ(i)), (XΠ−1(i), Yi)
)
+
1
4
(
n
2
)1/2 ∑
i∈Cm
i′∈Cm\{i,Π−1(i)}
G(Vi)
{
h
(
(Xi, YΠ(i)), (Xi′ , YΠ(i′))
)
+ h
(
(XΠ−1(i), Yi), (Xi′ , YΠ(i′))
)}]∣∣∣∣
=
1
4
(
n
2
)−1/2∣∣∣∣E∑
i∈Cm
{
2G(Vi) +G(V )−G(Vi)
}
h
(
(Xi, YΠ(i)), (XΠ−1(i), Yi)
)∣∣∣∣
≤ n
(
n
2
)−1/2
E
∣∣E{h((X1, Y2), (X3, Y1))|Y2, X3}∣∣
+
n
2
(
n
2
)−1/2
E1/2
{
h2
(
(X1, Y2), (X3, Y1)
)}× E[max
i∈Cm
E
{
(V − Vi)2|Π
}1/2]
.
(47)
We will now study the behaviour of E{(V − Vi)2|Π} for i ∈ Cm. As long as m ≥ 4, we
have for all i ∈ Cm that
E(Z2i |Π)
=
(
n
2
)−1 ∑
i′1,i
′
2∈Cm\{i}
E
{
h
(
(Xi, YΠ(i)), (Xi′1 , YΠ(i′1))
)
h
(
(Xi, YΠ(i)), (Xi′2 , YΠ(i′2))
) ∣∣ Π}
= (|Cm| − 3)
(
n
2
)−1
E
{
h2
(
(X1, Y2), (X3, Y4)
)}
+ 2
(
n
2
)−1
E
{
h2
(
(X1, Y2), (X2, Y3)
)}
.
Moreover, as long as m ≥ 5,
E(ZiZΠ−1(i)|Π)
=
(
n
2
)−1 ∑
i′1∈Cm\{i}
i′2∈Cm\{Π−1(i)}
E
{
h
(
(Xi, YΠ(i)), (Xi′1 , YΠ(i′1))
)
h
(
(XΠ−1(i), Yi), (Xi′2 , YΠ(i′2))
) ∣∣ Π}
=
(
n
2
)−1
E
{
h2
(
(X1, Y2), (X2, Y3)
)}
.
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As a result, for any i ∈ Cm and m ≥ 5,∣∣E{(V − Vi)2|Π} − 4/n∣∣
≤ ∣∣E(Z2i |Π)− 2/n∣∣+ ∣∣E(Z2Π−1(i)|Π)− 2/n∣∣
+
∣∣∣∣E{2ZiZΠ−1(i) + (n2
)−1
h2
(
(Xi, YΠ(i)), (XΠ−1(i), Yi)
)
− 2
(
n
2
)−1/2
(Zi + ZΠ−1(i))h
(
(Xi, YΠ(i)), (XΠ−1(i), Yi)
) ∣∣∣∣ Π}∣∣∣∣
≤ 2(n− |Cm|+ 2)
(
n
2
)−1
+ 5
(
n
2
)−1
E
{
h2
(
(X1, Y2), (X2, Y3)
)}
. (48)
It further follows, using the fact that E|Cm| = n−m+ 1, that for any G ∈ G,∣∣∣∣E[14 ∑
i∈Cm
(V − Vi)
{
G(V )−G(Vi)
}−G′(V )]∣∣∣∣
≤ 2E
∣∣∣∣14 ∑
i∈Cm
(V − Vi)2 − 1
∣∣∣∣+ 14E
[∑
i∈Cm
∣∣(V − Vi){G(V )−G(Vi)− (V − Vi)G′(V )}∣∣]
≤ 1
2
E
{
Var1/2
(∑
i∈Cm
(V − Vi)2
∣∣∣∣ Π)}+ 1(32pi)1/2E
(∑
i∈Cm
|V − Vi|3
)
+
4(m− 1) + 5E{h2((X1, Y2), (X2, Y3))}
n− 1 . (49)
The main task in the rest of the proof is to bound the first two terms on the right-hand
side of (49). To this end, for any i ∈ Cm we have for m ≥ 6 that
E{(V − Vi)4|Π} ≤ 9E(Z4i |Π) + 9E(Z4Π−1(i)|Π) +
9(
n
2
)2E{h4((Xi, YΠ(i)), (XΠ−1(i), Yi))|Π}
≤ 18
(
n
2
)−2
E
{
5
2
h4
(
(X1, Y2), (X2, Y3)
)
+ (|Cm| − 3)h4
(
(X1, Y2), (X3, Y4)
)
+ 6h2
(
(X1, Y2), (X2, Y3)
)
h2
(
(X1, Y2), (X4, Y1)
)
+ 12(|Cm| − 3)h2
(
(X1, Y2), (X2, Y3)
)
h2
(
(X1, Y2), (X4, Y5)
)
+ 12(|Cm| − 3)h2
(
(X1, Y2), (X3, Y4)
)
h2
(
(X1, Y2), (X4, Y5)
)
+ 3(|Cm| − 3)(|Cm| − 6)h2
(
(X1, Y2), (X3, Y4)
)
h2
(
(X1, Y2), (X5, Y6)
)}
≤ 216
(n− 1)2 maxσ∈S4 E
{
h4
(
(X1, Yσ(1)), (X2, Yσ(2))
)}
.
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Consequently, similarly to (45) in the proof of Proposition 15,
E
(∑
i∈Cm
|V − Vi|3
)
≤ nE
[
max
i∈Cm
E{(V − Vi)2|Π}1/2E{(V − Vi)4|Π}1/2
]
≤
[
4 +
4(n+ 2)
n− 1 +
10
n− 1E
{
h2
(
(X1, Y2), (X2, Y3)
)}]1/2
×
[
216n
(n− 1)2 maxσ∈S4 E
{
h4
(
(X1, Yσ(1)), (X2, Yσ(2))
)}]1/2
. (50)
It remains to bound the conditional variance term on the right-hand side of (49). For
r ∈ N and i ∈ Cm, it is convenient to define the index set
Ir(i) :=
{
Π−r(i), . . . ,Π−1(i), i,Π(i), . . . ,Πr(i)
}
.
We first observe that, if i1, i2 ∈ Cm and i2 6∈ I5(i1) (and if m ≥ 5), then(
n
2
)2∣∣Cov(Z2i1 , Z2i2 ∣∣ Π)∣∣
=
∣∣∣∣∣ ∑
i′1,i
′
2∈Cm\{i1}
i′3,i
′
4∈Cm\{i2}
Cov
(
h
(
(Xi1 , YΠ(i1)), (Xi′1 , YΠ(i′1))
)
h
(
(Xi1 , YΠ(i1)), (Xi′2 , YΠ(i′2))
)
,
h
(
(Xi2 , YΠ(i2)), (Xi′3 , YΠ(i′3))
)
h
(
(Xi2 , YΠ(i2)), (Xi′4 , YΠ(i′4))
) ∣∣∣ Π)∣∣∣∣∣
. n2
∣∣∣Cov(h((X1, Y2), (X3, Y4))h((X1, Y2), (X5, Y6)),
h
(
(X7, Y8), (X3, Y4)
)
h
(
(X7, Y8), (X5, Y6)
))∣∣∣
+ nmax
σ∈S4
E
{
h4
(
(X1, Yσ(1)), (X2, Yσ(2))
)}
= n2E
{
g2
(
(X3, Y4), (X5, Y6)
)}
+ nmax
σ∈S4
E
{
h4
(
(X1, Yσ(1)), (X2, Yσ(2))
)}
.
Similarly, if i1, i2 ∈ Cm and i2 6∈ I7(i1) and m ≥ 6, then(
n
2
)2
max
{∣∣∣Cov(Z2i1 , Zi2ZΠ−1(i2) ∣∣ Π)∣∣∣, ∣∣∣Cov(Zi1ZΠ−1(i1), Zi2ZΠ−1(i2) ∣∣ pi)∣∣∣}
. nmax
σ∈S4
E
{
h4
(
(X1, Yσ(1)), (X2, Yσ(2))
)}
.
53
Applying similar bounds to the remaining terms we have that
E
{
max
i1∈Cm
i2∈Cm\I7(i1)
∣∣Cov((V − Vi1)2, (V − Vi2)2 ∣∣ Π)∣∣
}
. n−2E
{
g2
(
(X3, Y4), (X5, Y6)
)}
+ n−3 max
σ∈S4
E
{
h4
(
(X1, Yσ(1)), (X2, Yσ(2))
)}
.
Thus,
Var
(∑
i∈Cm
(V − Vi)2
∣∣∣∣ Π) = ∑
i1,i2∈Cm
Cov
(
(V − Vi1)2, (V − Vi2)2
∣∣ Π)
. |Cm|max
i∈Cm
E
{
(V − Vi)4
∣∣ Π}+ |Cm|2 max
i1∈Cm
i2∈Cm\I7(i1)
∣∣Cov((V − Vi1)2, (V − Vi2)2 ∣∣ Π)∣∣
. 1
n
max
σ∈S4
E
{
h4
(
(X1, Yσ(1)), (X2, Yσ(2))
)}
+ E
{
g2
(
(X1, Y2), (X3, Y4)
)}
. (51)
From (41), (46), (47), (48), (49), (50) and (51), and taking m = 6, we deduce that
dW(U,W )
2 ≤ 2dW(U, V )2 + 2dW(V,W )2
. max
[
E
{
g2
(
(X1, Y2), (X3, Y4)
)}
,
(
E
∣∣E{h((X1, Y2), (X3, Y1))|X3, Y2}∣∣)2,
max
σ∈S4
{
1
n
E
{
h4
(
(X1, Yσ(1)), (X2, Yσ(2))
)}
,
(
1
n
E
{
h4((X1, Yσ(1)), (X2, Yσ(2)))
})2}]
.
(52)
An alternative, cruder, bound can be found by reasoning similarly to the calcula-
tions leading up to (21):
dW(U,W )
2 ≤ (E|W |+ E|U |)2 ≤ 4/pi + 2E(U2)
. 1 + 1
n2
∑
(i1,i2)∈I2
(i3,i4)∈I2
E
{
h
(
(Xi1 , YΠ(i1)), (Xi2 , YΠ(i2))
)
h
(
(Xi3 , YΠ(i3)), (Xi4 , YΠ(i4))
)}
. 1 + n2
∣∣E{h((X1, YΠ(1)), (X2, YΠ(2)))h((X3, YΠ(3)), (X4, YΠ(4)))}∣∣
+ n
∣∣E{h((X1, YΠ(1)), (X2, YΠ(2)))h((X1, YΠ(1)), (X3, YΠ(3)))}∣∣
+ E
{
h2
(
(X1, YΠ(1)), (X2, YΠ(2))
))}
. 1 + 1
n
max
σ∈S4
E
{
h2
(
(X1, Yσ(1)), (X2, Yσ(2))
)}
. 1 + 1
n
max
σ∈S4
E1/2
{
h4
(
(X1, Yσ(1)), (X2, Yσ(2))
)}
. (53)
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The result follows from (52) and (53) by separately considering the two cases in which
n−1 maxσ∈S4 E
{
h4
(
(X1, Yσ(1)), (X2, Yσ(2))
)}
is less than or greater than or equal to
one.
7 Appendix
7.1 Joint normality of test statistics on original and per-
muted data
Unfortunately, Propositions 15 and 16 are not quite strong enough for us to be able to
apply in the proof of Theorem 14 because they do not consider the joint asymptotic
normality of our test statistic computed on the original data set together with the null
statistics computed on the permuted data sets. The aim of this subsection is to build
on these propositions to provide such a result.
For B ∈ N, write GB,1 for the set of differentiable functions from RB+1 to R. For
B ∈ N and g ∈ GB,1, define
M1(g) := sup
x 6=y
|g(x)− g(y)|
‖x− y‖ and M2(g) := supx 6=y
‖∇g(x)−∇g(y)‖
‖x− y‖ .
Moreover, define
GB :=
{
g ∈ GB,1 : max(‖g‖∞,M1(g),M2(g)) ≤ 1
}
,
and, for random vectors W and Z taking values in RB+1, define
dGB (W,Z) := sup
g∈GB
|Eg(W )− Eg(Z)|.
Lemma 17. Let (X1, Y1), . . . , (Xn, Yn) be independent and identically distributed ran-
dom elements in a product space Z = X × Y, let B ∈ N, and let Π1, . . . ,ΠB be a
sequence of independent, uniformly random elements of Sn, independent of (Xi, Yi)ni=1.
Moreover, let h, hp : Z × Z → R be symmetric measurable functions that satisfy
E
{
h2
(
(X1, Y1), (X2, Y2)
)}
= 1, E
{
h2p
(
(X1, Y2), (X3, Y4)
)}
= 1, and
E
{
h
(
(x, y), (X1, Y1)
)}
= E
{
hp
(
(x, y), (x′, Y1)
)}
= E
{
hp
(
(x, y), (X1, y
′)
)}
= 0
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for all (x, y), (x′, y′) ∈ Z. Write
g
(
(x, y), (x′, y′)
)
:= E
{
h
(
(x, y), (X1, Y1)
)
h
(
(x′, y′), (X1, Y1)
)}
,
gp
(
(x, y), (x′, y′)
)
:= E
{
hp
(
(x, y), (X1, Y2)
)
hp
(
(x′, y′), (X1, Y2)
)}
.
Further, set
U0 :=
1
2
(
n
2
)−1/2 ∑
(i1,i2)∈I2
h
(
(Xi1 , Yi1), (Xi2 , Yi2)
)
.
and, for b = 1, . . . , B,
Ub :=
1
2
(
n
2
)−1/2 ∑
(i1,i2)∈I2
hp
(
(Xi1 , YΠb(i1)), (Xi2 , YΠb(i2))
)
.
Then, letting W ∼ NB+1(0, IB+1), there exists a universal constant C > 0 such that
dGB
(
(U0, U1, . . . , UB),W
)
≤ C max
[
E1/2
{
g2
(
(X1, Y1), (X2, Y2)
)}
,
E1/2
{
h4
(
(X1, Y1), (X2, Y2)
)}
n1/2
,
BE1/2
{
g2p
(
(X1, Y2), (X3, Y4)
)}
, BE1/2
∣∣E{hp((X1, Y2), (X3, Y1))|X3, Y2}∣∣,
B2
n1/2
max
σ∈S4
E1/2
{
h4p
(
(X1, Yσ(1)), (X2, Yσ(2))
)}]
.
Proof of Lemma 17. For each b = 1, . . . , B and m ∈ N define C(b)m := {i ∈ [n] :
i falls in a cycle of length ≥ m in Πb} and
V (b) :=
1
2
(
n
2
)−1/2 ∑
i1 6=i2
i1,i2∈C(b)m
h
(
(Xi1 , YΠb(i1)), (Xi2 , YΠb(i2))
)
.
Following the same arguments as in the proof of Proposition 16 leading up to (46), we
have
E{(Ub − V (b))2} ≤ 28m
4
n− 1 maxσ∈S4 E
{
h2
(
(X1, Yσ(1)), (X2, Yσ(2))
)}
for each b = 1, . . . , B. We will now recall and redefine various pieces of notation from
the proofs of Propositions 15 and 16. Write
Zi :=
(
n
2
)−1/2 ∑
i′∈[n]\{i}
h
(
(Xi, Yi), (Xi′ , Yi′)
)
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and, for b = 1, . . . , B and for i ∈ C(b)m , write
Z
(b)
i :=
(
n
2
)−1/2 ∑
i′∈C(b)m \{i}
hp
(
(Xi, YΠb(i)), (Xi′ , YΠb(i′))
)
so that
∑n
i=1 Zi = 2U0 and
∑
i∈C(b)m Z
(b)
i = 2V
(b). Also define V (0) := U0, V
(0)
i :=
V (0) − Zi and
V
(b)
i := V
(b) − Z(b)i − Z(b)Π−1b (i) +
(
n
2
)−1/2
hp
(
(Xi, YΠb(i)), (XΠ−1b (i)
, Yi)
)
=
1
2
(
n
2
)−1/2 ∑
i1,i2∈C(b)m \{i,Π−1b (i)}
i1 6=i2
hp
(
(Xi1 , YΠb(i1)), (Xi2 , YΠb(i2))
)
,
so that V
(0)
i is σ
({
(Xi′ , Yi′) : i
′ 6= i})-measurable and, for b = 1, . . . , B, we have that
V
(b)
i is σ
(
Πb,
{
(Xi′ , Yi′) : i
′ 6= i})-measurable.
Write GB,2 for the set of twice differentiable functions G : RB+1 → R, and for
G ∈ GB,2, write ∇2G = (Gb1b2)Bb1,b2=0 for the Hessian matrix of G, and define
M3(G) := sup
x 6=y
‖∇2G(x)−∇2G(y)‖op
‖x− y‖ .
We will also write ∆G(x) =
∑B
b=0Gbb(x) for the Laplacian of G. We now introduce
the function class
G′ := {G ∈ GB,2 : M1(G) ≤ 1,M2(G) ≤ 1/2,M3(G) ≤ (2pi)1/2/4}.
Write V = (V (0), V (1), . . . , V (B)), and for i = 1, . . . , n, define Vi taking values in RB+1
by Vi0 := V
(0)
i and for b = 1, . . . , B,
Vib :=
{
V
(b)
i if i ∈ C(b)m
V (b) if i 6∈ C(b)m ,
so that Vi is σ
({
Πb : b = 1, . . . , B
}
,
{
(Xi′ , Yi′) : i
′ 6= i})-measurable. We now seek
to apply Raicˇ (2004, Lemma 1), which states that, given any g ∈ GB, there exists
G ∈ GB,2 with M2(G) ≤ 1/2 and M3(G) ≤ (2pi)1/2/4 such that
g(v)− Eg(W ) = ∆G(v)− vT∇G(v)
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for all v ∈ RB+1. In fact, by examining the proof of this result, we see that from Raicˇ’s
construction, M1(G) ≤ 1, and hence G ∈ G′. Writing ∇G = (G0, G1, . . . , GB)T , we
deduce that
dGB (V,W ) ≤ sup
G∈G′
∣∣E{∆G(V )− V T∇G(V )}∣∣
= sup
G∈G′
∣∣∣∣E[G00(V ){1− 12
n∑
i=1
(V (0) − V (0)i )2
}
+
B∑
b=1
Gbb(V )
{
1− 1
4
∑
i∈C(b)m
(V (b) − V (b)i )2
}
− 3
4
B∑
b=1
G0b(V )
∑
i∈C(b)m
(V (b) − V (b)i )(V (0) − V (0)i )
− 1
2
∑
1≤b<b′≤B
Gbb′(V )
∑
i∈C(b)m ∩C(b
′)
m
(V (b) − V (b)i )(V (b
′) − V (b′)i )
− 1
2
n∑
i=1
{
G0(V )−G0(Vi)− (V − Vi)T∇G0(V )
}
(V (0) − V (0)i )
− 1
4
B∑
b=1
∑
i∈C(b)m
{
Gb(V )−Gb(Vi)− (V − Vi)T∇Gb(V )
}
(V (b) − V (b)i )
+
B∑
b=1
Gb(V )
{
1
4
∑
i∈C(b)m
(V (b) − V (b)i )− V (b)
}
− 1
4
B∑
b=1
∑
i∈C(b)m
Gb(Vi)(V
(b) − V (b)i )
]∣∣∣∣,
where have used the fact that for each i ∈ [n] we have E{G0(Vi)(V (0) − V (0)i )} = 0.
Compared with the proofs of Propositions 15 and 16, the only new terms that we need
to bound are the third and fourth terms involving the interactions between V (b)−V (b)i
and V (b
′) − V (b′)i for b 6= b′ ∈ {0, 1, . . . , B}. The third term can be bounded by
very similar calculations to those leading up to (51), with the main difference be-
ing that E
{
h
(
(X1, Y1), (X2, Y2)
)
hp
(
(X1, Yσ(1)), (X3, Yσ(3))
)}
= 0 for any σ ∈ Sn with
{σ(1), σ(3)}∩{1, 2, 3} = ∅, so that the term corresponding to E{g2((X1, Y2), (X3, Y4))}
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does not appear. We therefore have that
sup
G∈G′
∣∣∣∣E{ B∑
b=1
G0b(V )
∑
i∈C(b)m
(V (b) − V (b)i )(V (0) − V (0)i )
}∣∣∣∣
. BE
∣∣∣∣ ∑
i∈C(1)m
(V (1) − V (1)i )(V (0) − V (0)i )
∣∣∣∣
. B
{
E
[{ ∑
i∈C(1)m
Zi
(
Z
(1)
i + Z
(1)
Π−1(i) −
(
n
2
)−1/2
hp
(
(Xi, YΠ(i)), (XΠ−1(i), Yi)
))}2]}1/2
. B
(
1
n
E
{
h4
(
(X1, Y1), (X2, Y2)
)})1/4( 1
n
max
σ∈S4
E
{
h4p
(
(X1, Yσ(1)), (X2, Yσ(2))
)})1/4
.
Similarly, for the fourth term,
sup
G∈G′
∣∣∣∣E{ ∑
1≤b<b′≤B
Gbb′(V )
∑
i∈C(b)m ∩C(b
′)
m
(V (b) − V (b)i )(V (b
′) − V (b′)i )
}∣∣∣∣
. B2
(
1
n
max
σ∈S4
E
{
h4p
(
(X1, Yσ(1)), (X2, Yσ(2))
)})1/2
.
The result follows.
7.2 Auxiliary results
Lemma 18. Let (Z, C, ν) be a separable measure space. Then Lq(ν) is separable for
q ∈ [1,∞).
Proof. Since (Z, C, ν) is separable, there exists a sequence (Cn) of sets in C such that,
given any A ∈ C, we can find a subsequence of integers 1 ≤ n1 < n2 < . . . with the
property that ν(Cnk4A) → 0 as k → ∞. Consider the countable set G+ of functions
in Lq(ν) of the form g =
∑m
`=1 c`1C` , where m ∈ N, c` ∈ (Q ∪ {∞}) ∩ [0,∞] for
all `, and we have c` ∈ Q if ν(C`) > 0 and c` = 0 if ν(C`) = ∞. We claim that
G+ is dense in the set of non-negative functions in Lq(ν). To see this, first suppose
that f =
∑m
`=1 a`1A` ∈ Lq(ν), where a` ∈ [0,∞] and A` ∈ C. Then we must have
a` < ∞ whenever ν(A`) > 0 and a` = 0 whenever ν(A`) = ∞. Given  > 0, for each
` = 1, . . . ,m, find c` ∈ (Q ∪ {∞}) ∩ [0,∞] such that
|a` − c`|qν(A`) < 
(2m)q
.
Here, we must have c` = 0 if ν(A`) =∞. Now, for each ` = 1, . . . ,m, choose C` from
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our countable set such that
cq`ν(A`4C`) <

(2m)q
.
Here, we must have ν(C`) = 0 if c` =∞. Then g =
∑m
`=1 c`1C` ∈ G+ and∫
Z
|f − g|q dν
≤ 2q−1
∫
Z
∣∣∣∣ m∑
`=1
a`1A` −
m∑
`=1
c`1A`
∣∣∣∣q dν + 2q−1 ∫Z
∣∣∣∣ m∑
`=1
c`1A` −
m∑
`=1
c`1C`
∣∣∣∣q dν
≤ (2m)q−1
m∑
`=1
|a` − c`|qν(A`) + (2m)q−1
m∑
`=1
cq`ν(A`4C`) < .
Now suppose that f is any non-negative function in Lq(ν). Then, given  > 0, choose
f∗ =
∑m
`=1 a`1A` ∈ Lq(ν) such that a` ∈ [0,∞], A` ∈ C, f∗ ≤ f and ν(f q∗ ) > ν(f q) −
/2q. Now, by what we have proved above, we can find g ∈ G+ such that
∫
Z |f∗−g|q dν <
/2q. Then∫
Z
|f − g|q dν ≤ 2q−1
∫
Z
|f − f∗|q dν + 2q−1
∫
Z
|f∗ − g|q dν
≤ 2q−1{ν(f q)− ν(f q∗ )}+ 2q−1 ∫
Z
|f∗ − g|q dν < .
Here, we have used the fact that xq + yq ≤ 1 for x, y ≥ 0 with x + y = 1. This
establishes our claim for non-negative f ∈ Lq(ν). Finally, if f ∈ Lq(ν) is arbitrary,
then we can write f = f+ − f−, where f+ := max(f, 0), f− := max(−f, 0), and given
 > 0, find g+, g− ∈ G+ such that
∫
Z |f+ − g+|q dν < /2q and
∫
Z |f− − g−|q dν < /2q.
Then, writing g := g+ − g−,∫
Z
|f − g|q dν ≤ 2q−1
∫
Z
|f+ − g+|q dν + 2q−1
∫
Z
|f− − g−|q dν < .
Noting that {g1−g2 : g1, g2 ∈ G+} is a countable subset of Lq(ν), the result follows.
Lemma 19. Let (X ,A, µX) and (Y,B, µY ) be separable, σ-finite measure spaces.
Then, writing µ = µX ⊗ µY for the product measure on X × Y, the space Lq(µ) is
separable for q ∈ [1,∞).
Proof. From Lemma 18, we know that Lq(µX) and L
q(µY ) are separable. We can
therefore find countable orthonormal bases (pXj ) and (p
Y
k ) for L
q(µX) and L
q(µY )
respectively. Then the set of functions of the form pjk(·, ∗) = pXj (·)pYk (∗) for j, k ∈ N
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is countable. Suppose that f ∈ Lq(µ) is such that∫
X×Y
fpjk dµ = 0
for every j, k ∈ N. Then, by Fubini’s theorem,
0 =
∫
X
(∫
Y
f(x, y)pYk (y) dµY (y)
)
pXj (x) dµX(x),
so, for every k ∈ N, the function x 7→ ∫Y f(x, y)pYk (y) dµY (y) is zero µX -almost every-
where. Now, for k ∈ N, set
Ωk :=
{
x ∈ X :
∫
Y
f(x, y)pYk (y) dµY (y) 6= 0
}
.
Since µX(Ωk) = 0 for each k ∈ N, we have that µX(Ω) = 0, where Ω := ∪∞k=1Ωk. But
for x ∈ X \ Ω, ∫
Y
f(x, y)pYk (y) dµY (y) = 0
for every k ∈ N, so for such x, we have that y 7→ f(x, y) is zero µY -almost everywhere.
Since f ∈ Lq(µ), we deduce that∫
X×Y
|f |q dµ =
∫
X
∫
Y
|f(x, y)|q dµY (y) dµX(x)
=
∫
X\Ω
∫
Y
|f(x, y)|q dµY (y) dµX(x) = 0.
Hence f is zero, µ-almost everywhere, as required.
Lemma 20. Assume the setting of Example 8. Then the collection of functions B :=
{pXa,m(·) : (a,m) ∈ J } is an orthonormal basis of L2(µX).
Proof of Lemma 20. By Tychonoff’s theorem, X is a compact Hausdorff space as it is a
product of compact Hausdorff spaces. The linear span of B is closed under multiplica-
tion, contains the constant functions and separates points, so by the Stone–Weierstrass
theorem, it is dense with respect to the supremum norm in the space of real-valued
continuous functions on X . The continuous functions on X are dense in L2(µX) and
so, since the L2 norm is bounded above by the supremum norm on our probability
space, it follows that the linear span of B is dense in L2(µX).
It now remains to prove that B is orthonormal. When m = (m1,m2, . . .) ∈ N<∞0
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satisfies |m| > 0 we may write
pXa,m(x) = 2
1/2Re
(
e−2pii〈m,x〉−apii/2
)
,
with 〈m,x〉 := ∑∞`=1m`x`. Then if |m|, |m′| > 0 and a, a′ ∈ {0, 1} we have∫
X
pXa,m(x)p
X
a′,m′(x) dµX(x)
=
∫
X
{
Re
(
e−2pii〈m+m
′,x〉−(a+a′)pii/2)+ Re(e−2pii〈m−m′,x〉−(a−a′)pii/2)} dµX(x)
= 1{m=m′}Re(e−(a−a
′)pii/2) = 1{(a,m)=(a′,m′)}.
Moreover, it is clear that
∫
X p
X
0,0(x)p
X
a,m(x) dµX(x) = 0 for any |m| > 0 and a ∈ {0, 1}
and that
∫
X p
X
0,0(x)
2 dµX(x) = 1.
Lemma 21. Let (aj)
∞
j=1 be a sequence of real numbers such that
∑∞
j=1 a
2
j = 1, and for
m ∈ N write F (m) := ∑∞j=m a2j . Then, for any M ∈ N, we have
M∑
j=1
|aj | ≤
(
2
M∑
j=1
F (j)1/2
)1/2
.
Proof of Lemma 21. The idea of the proof is to construct another sequence (bj) that
has a heavier tail than (aj) but that is still square-summable, and then to use Cauchy–
Schwarz. Indeed, for j ∈ N define
bj := {F (j)1/2 − F (j + 1)1/2}1/2,
for which we have
∑∞
j=m b
2
j = F (m)
1/2. Then
( M∑
j=1
|aj |
)2
≤
( M∑
j=1
a2j
b2j
)( M∑
j=1
b2j
)
= {F (1)1/2 − F (M + 1)1/2}
M∑
j=1
a2j
b2j
≤
M∑
j=1
a2j
b2j
=
M∑
j=1
F (j)− F (j + 1)
F (j)1/2 − F (j + 1)1/2 =
M∑
j=1
F (j)1/2
{
1 +
F (j + 1)1/2
F (j)1/2
}
≤ 2
M∑
j=1
F (j)1/2,
as required.
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