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SUBSPACES WITH EQUAL CLOSURE
MARCEL DE JEU
Dedicated to Gabrie¨lle ten Have, Lianne, Sabine, and Rein de Graaf
Abstract. We take a new and unifying approach toward polynomial and
trigonometric approximation in topological vector spaces used in analysis on
Rn. The idea is to show in considerable generality that in such a space a mod-
ule, which is generated over the polynomials or trigonometric functions by
some set, necessarily has the same closure as the module which is generated
by this same set, but now over the compactly supported smooth functions.
The particular properties of the ambient space or generating set are, to a large
degree, irrelevant for these subspaces to have equal closure. This translation—
which goes in fact beyond modules—allows us, by what is now essentially a
straightforward check of a few properties, to replace many classical results in
various spaces by more general statements of a hitherto unknown type. Even
in the case of modules with one generator the resulting theorems on, e.g.,
completeness of polynomials are then significantly stronger than the classical
statements. This extra precision stems from the use of quasi-analytic meth-
ods (in several variables) rather than holomorphic methods, combined with
the classification of quasi-analytic weights. In one dimension this classifica-
tion, which then involves the logarithmic integral, states that two well-known
families of weights are essentially equal.
As a side result we also obtain an integral criterion for the determinacy of
multidimensional measures which is less stringent than the classical version.
The approach can be formulated for Lie groups and this interpretation then
shows that many classical approximation theorems are “actually” theorems
on the unitary dual of Rn, thus inviting to a change of paradigm. In this
interpretation polynomials correspond to the universal enveloping algebra of
Rn and trigonometric functions correspond to the group algebra.
It should be emphasized that the point of view, combined with the use of
quasi-analytic methods, yields a rather general and precise ready-to-use tool,
which can very easily be applied in new situations of interest which are not
covered by this paper.
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1. Introduction and overview
In this paper we develop a method to approach a certain class of approximation
problems in an arbitrary number of variables. This class includes many instances
of polynomial and trigonometric approximation as well as “mixed” versions, the
meaning of which will be explained below. The present section is intended to
motivate this method and contains an explanation and overview of the main ideas
and results.
The reader whose main interest lies in a possible application in a concrete situa-
tion is advised to read the present section, Section 3.1 up to and including Definition
3.2, Definition 4.11, Theorem 4.13, and then proceed to Sections 5 and 6, reading
other parts if and when necessary.
As to the motivation of the method, let us concentrate on polynomials for the
moment and make some general observations on the existing literature on polyno-
mial approximation.
As a starting point, consider the following vector spaces and subspaces:
(1) C(K)—the continuous functions on a compact subset K of Rn—with the
polynomials P in n variables as subspace;
(2) C∞(Ω)—the smooth functions on an open subset Ω of Rn—with P as
subspace;
(3) C∞c (Ω)
′—the distributions on an open subset Ω of Rn—with P as subspace;
(4) L2(Rn, dx) with P exp(−‖x‖2) as subspace.
When the ambient spaces are supplied with the usual topologies (the weak topology
in the case of distributions), each indicated subspace is sequentially dense, as is
asserted by classical theorems. Note that the subspaces are all modules over P ,
even though the ambient spaces need not be. More precisely: the subspaces in
question are cyclic modules over P , generated as they are by either the constant
1 or the Gaussian exp(−‖x‖2). Evidently, these classical density results can—
although this is not the classical formulation—all be rephrased as ascertaining the
density of certain cyclic modules over P . It is not difficult to find more examples
of this nature. Notwithstanding this formal similarity, the classical proofs of such
results can differ substantially from case to case.
Continuing in this terminology, we furthermore note that most results on the
closure of a module over P are positive results for the density of the module under
consideration. Methods of a general nature to quickly describe a (proper) closure
do not appear to be known. As an example, the space P ·x exp(−x4) is not dense in
the Schwartz space S(R) on the real line since any function in its closure vanishes
at 0. Its closure consists in fact precisely of all Schwartz functions vanishing at 0,
but a quick method yielding this description does not appear to be available.
Also, not much seems to be known about noncyclic modules. As a variation on
the previous example, since the generators of P · x exp(−x4) +P · (x− 1) exp(−x2)
do not have any common zero, there is now no obvious obstruction for this space
to be dense in S(R). It is dense, but again an appropriate method to conclude this
quickly appears to be absent.
In addition, we note that evidently much more is known in one variable than in
several. The analysis in one variable is sometimes very refined, but this situation
is not at all paralleled in higher dimensions.
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Last but not least, one is tempted to say that the situations in which results are
known about the closure of a module over P have the character of a list. If one
encounters a situation which seems to be different from the known cases—e.g., the
question whether P · exp(−‖x‖2 + sin
√
‖x‖2 + 1) is dense in S(Rn), which it in
fact is—then the existing literature is sometimes of little help. Of course, existing
proofs can often be adapted, but it may require some thought to actually do this
in sufficient detail.
The above observations motivate the present paper. We develop a method to
approach the problem of describing the closure of modules over the polynomials
in a large class of situations in topological vector spaces used in analysis on Rn.
This method, which extends naturally to trigonometric approximation and “mixed”
versions (to be explained below), is uniform in nature and is valid in arbitrary di-
mension with, so it appears, quite some precision. It has a wide scope of application
and is easy to apply. We will establish the method in this paper and give some
applications. In addition, we will propose an interpretation in terms of Lie groups
and indicate the possibility of generalization from Rn to subsets of the unitary dual
of certain classes of Lie groups.
Let us explain the method. The observation which lies at the basis of the ap-
proach is the following characterization of continuous maps:
Lemma 1.1. If X and Y are topological spaces, then a map φ : X 7→ Y is con-
tinuous if and only if, for all subsets A and B of X having equal closure in X, the
images φ(A) and φ(B) again have equal closure in Y .
Proof. If φ is continuous and A = B, then φ(A) ⊂ φ(A) = φ(B) ⊂ φ(B), the latter
inclusion holding by continuity. Hence φ(A) ⊂ φ(B). By symmetry we conclude
φ(A) = φ(B). Conversely, let φ preserve the property of having equal closure. Since
for all A ⊂ X , A and A have equal closure in X , we have φ(A) ⊂ φ(A) = φ(A) for
all A ⊂ X , showing that φ is continuous. 
With this result we will prove a uniform “translation” theorem along the follow-
ing lines. We will establish topological vector spaces Ow, depending on weights w
(to be discussed later on) and such that:
(1) each Ow consists of smooth functions on Rn;
(2) P and the compactly supported smooth functions D are subspaces of each
Ow;
(3) P = D in each Ow;
(4) it is common to have continuous maps from a space Ow to a topological
vector space V of the form f 7→ f · g (f ∈ Ow), where the dot indicates the
appropriate type of action on a generator g ∈ V .
The weight w under (4) has to be chosen judiciously, taking the properties of g
and the topology of V into account. Such an appropriate choice need not always
be possible, but in those cases where it is possible the previous lemma asserts that
the property of having equal closure is preserved, i.e., P · g = D · g in V . If V is
in addition locally convex, and if G ⊂ V is a set of generators to each of which the
above principle applies, then it is easy to see that
(1.1)
∑
g∈G
P · g =
∑
g∈G
D · g
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as a consequence of the Hahn–Banach lemma.
It will become apparent in the subsequent sections that the equality P = D in
each Ow is a nontrivial matter, which rests on a combination of abstract vector-
valued integration, Fourier analysis, and quasi-analytic classes in several variables.
The point of the above translation is therefore that this nontrivial analysis for
the spaces Ow is thus put to immediate use in “any” other situation to vali-
date a reformulation. Indeed, the problem of describing the closure of a module
over P has, according to (1.1), now been translated to the apparently equiva-
lent problem of describing the closure of the corresponding module over D. The
latter formulation of the problem is in general much better accessible, since the
properties of D in relations to various spaces and their duals are usually well-
catalogued. As an example, it is immediate from the results in this paper that
P · exp(−
√
‖x‖2 + 1/ log
√
‖x‖2 + 2) has the same closure in Lp(Rn, dx) (1 ≤ p <
∞) as D · exp(−
√
‖x‖2 + 1/ log
√
‖x‖2 + 2). Since the latter space is simply D,
which is dense by general principles, the former space is therefore also dense. Such
an immediate translation is valid in all examples so far and the reader may verify
that this simplifies matters considerably, sometimes even reducing the situation to
a triviality.
Aside, let us note that one cannot expect to use the above method to prove that
(1.1) holds in all possible situations, since this is simply not true. Examples where
(1.1) is a meaningful but false statement are provided by some of the spaces of
the classical continuous Bernstein problem, and by some L2-spaces associated with
nondeterminate moment problems, both with G = {1}. There are also situations
(the two aforementioned classes of spaces again provide examples for this with
G = {1}), where (1.1) is meaningful and holds, but where our method does not
allow us to conclude its validity. One could argue that these cases are subtle or
at least more delicate than many practical situations one is likely to encounter,
but this is admittedly a matter of taste. At any rate, we hope to convince the
reader that the above circle of ideas has a rather large scope of application and
that therefore, when used with appropriate caution, (1.1) can be regarded as a rule
of thumb with theoretical foundation.
Returning to (1.1) we note from an inspection of its “proof” that an extension of
(1.1) presents itself, since the only relevant fact for the validity of the “proof” is that
P is contained in the spaces Ow with the same closure as D. Any other subspace
with this property will do just as well. As it turns out, the span of exp i(λ, x) for
λ ∈ Rn—we denote this span by Eim—also has these properties together with P ;
in fact the span of the exponentials corresponding to the spectral parameters in a
somewhere dense subset of Rn (i.e., a subset such that its closure has nonempty
interior) is already dense in Ow. We thus obtain variations of (1.1) when replacing
P by Eim (or such a proper subspace of Eim), for all g in a subset of G of our choice.
These are the “mixed” versions of polynomial and trigonometric approximation
alluded to above. One obtains a whole family of (in general) different subspaces,
all with equal closure. This type of general result appears to be new.
It is also possible, and as we will see in fact natural, to relax the conditions on
the weight w and develop versions of the spaces Ow which contain Eim but not
P , still satisfying the crucial property Eim = D. This evidently yields results on
trigonometric approximation, valid in a wider setting than the polynomial context.
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We will now discuss these spaces Ow and their subspaces. A moment’s thought
shows that, if one aims at a large scope of application, then the spaces Ow should
be small, implying that P and D should both be dense in the polynomial case
and that Eim and D should both be dense in the trigonometric case. The spaces
should consist of smooth functions to make the relevant maps sending f to f · g
well-defined in as many cases as possible, and finally the topology should be fairly
strong to enhance the continuity of these maps.
It turns out that such spaces can already be found in the existing literature, but
their potential use seems to have gone unnoticed. They have been introduced and
studied in [34, 25], the latter reference aiming at simplifications of the former. We
will analyze only a special case of these spaces, which is nevertheless sufficient to
obtain significant extensions of the results in [loc.cit.] in the general situation (see
Section 6.3).
These spaces Ow can be described as corresponding to the multidimensional dif-
ferentiable analogue of the classical one-dimensional continuous Bernstein problem.
For the sake of simplicity, let us restrict ourselves to the real line and assume that
we are given a weight w : R 7→ R≥0. We do not need any regularity hypothesis on
w, but we do assume that w is bounded. The associated space Ow then consists
of all f ∈ C∞(R) such that lim|x|→∞ f (m)(x) · w(x) = 0 for m = 0, 1, 2, . . . . The
seminorms pm defined by pm(f) = ‖f (m) ·w‖∞ (m = 0, 1, 2, . . .) turn Ow into a lo-
cally convex (not necessarily Hausdorff) topological vector space. It is easy to show
that D is dense in Ow for all w. The subspace Eim is not considered in [34, 25], but
we show that Eim is dense if lim|x|→∞w(x) = 0, so that we then have Eim = D as
required. If w is rapidly decreasing then P ⊂ Ow and one may ask what additional
conditions on w are sufficient to ensure that P is dense in Ow, i.e., that P = D
(= Eim). It is known [34, 25] that this holds whenever w is a so-called quasi-analytic
weight, i.e., when
(1.2)
∞∑
m=1
‖xm · w(x)‖−1/m∞ =∞.
Here the term “quasi-analytic” refers to an application of the Denjoy–Carleman
theorem in the proofs which is validated by this divergence.
We will give an independent proof of the density of P in Ow for quasi-analytic
weights. Whereas the approach in [34, 25] in the multidimensional case consists
of a reduction to the one-dimensional case, we use a direct approach in arbitrary
dimension which brings out the natural connection between P and Eim. This direct
method not only yields an extra trigonometric approximation result (namely that
the span of the exponentials corresponding to spectral parameters in a somewhere
dense subset of Rn is already dense in Ow if w is quasi-analytic), but it also shows
what the natural interpretation in terms of Lie groups is, thus indicating how the
setup can be generalized to certain classes of Lie groups.
From the properties of the spacesOw as mentioned above it is clearly desirable to
have more information on quasi-analytic weights. Although they have been studied
in abstract in the literature as above, nontrivial examples of such weights appear
to be sparse, if not absent. Such weights are necessarily rapidly decreasing and it
is easily verified that weights on R of type C exp(−ǫ|x|) and their minorants are
quasi-analytic. For such weights however the above results do not provide new
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insights, since one can in this case prove the same—in fact even stronger—closure
results by holomorphic methods rather than quasi-analytic ones.
In this paper we therefore make a systematic study of weights, and of quasi-
analytic weights in particular. We are then not only able to give concrete nontrivial
examples of quasi-analytic weights (see Section 3.4), but we will actually classify
these weights in arbitrary dimension. On the real line the equivalent characteriza-
tion is as follows: a weight on R satisfies (1.2) if and only if there exists a continuous
even strictly positive weight w˜ majorizing w, such that s 7→ − log w˜(es) is convex
on (−∞,∞) and such that ∫ ∞
0
log w˜(t)
1 + t2
= −∞.
This classification has two interesting aspects. First, it has long been known that
such weights w˜ have good approximation properties in a number of situations,
but it has not previously been noticed that they are essentially the same as the
quasi-analytic weights with defining property (1.2) as in [24]. Second, since in
particular such a weight w˜ is itself a quasi-analytic weight, the results in the present
paper can be regarded as an explanation of these good classical approximation
properties in view of the possibility to push the strong results on equal closure in
the corresponding space Ow˜ forward to a variety of other situations by Lemma 1.1.
This classification of quasi-analytic weights has another application. As the
reader may verify from (1.2), a probability measure µ on R is determinate by
Carleman’s theorem whenever there exists a strictly positive quasi-analytic weight
w such that w−1 ∈ L1(R, µ). Since the latter condition can be tested by an integral,
the conclusion of determinacy can therefore be reached directly from the measure,
which is evidently simpler than a computation of the moment sequence itself. A
similar result for determinate measures holds in arbitrary dimension and, in view
of the explicit examples of quasi-analytic weights in Subsection 3.4, this establishes
a new class of multidimensional determinate measures. In Subsection 6.4 we will
conclude the determinacy from a density result, but it is also possible to prove this
determinacy in a more direct fashion as an application of an extended Carleman
theorem in arbitrary dimension. We will report on this separately in [16].
Returning to the spaces Ow we mention that the analogues of the closure results
on the real line hold in arbitrary dimension. As to the proofs, the main idea for
the proof of the density of P in Ow for quasi-analytic weights is standard, but
the underlying technique involves Fourier analysis, quasi-analytic classes in several
variables and vector-valued integration in a combination which seems to be new.
Furthermore, it is interesting to note that, whereas most applications of the Fourier
transform in approximation theory use its injectivity, we, on the contrary, use a
result on its range. This is not a coincidence and this fundamental role of harmonic
analysis becomes more transparent when reformulating the method for Lie groups.
Turning to the applications, let us first make some comments of a general nature.
Let us assume that V is a topological vector space, that g ∈ V , and that we
wish to conclude that P · g = D · g as above by finding a quasi-analytic weight w
such that the map f 7→ f ·g is continuous from Ow into V . The first requirement is
obviously that Ow · g ⊂ V . Since Ow contains functions which together with their
derivatives grow at infinity at the rate of w−1, this inclusion can, roughly speaking,
be expected to hold when g and its relevant derivatives decay at infinity at the
same rate as w. In the same fashion, in the case of trigonometric approximation
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one intuitively expects Ow · g ⊂ V to hold for some weight w tending to zero
at infinity when g tends to zero at infinity, together with its relevant derivatives.
These imprecise statements are of course only useful as an intuitive orientation in
practical situations. An interesting case occurs when V is a C∞(Rn)-module. Then
the first requirement Ow · g ⊂ V is trivially satisfied for all g ∈ V and all w and
chances increase that (1.1) holds for all generators.
Let us now consider the second requirement, i.e., the continuity of the map
f 7→ f · g from Ow into V , assuming that it is well-defined. Surprisingly enough,
one can prove in considerable generality that the hypothesis of continuity is not
necessary to conclude (1.1). This interesting phenomenon occurs, e.g., for all V that
can be regarded as a subspace of a space of distributions, under mild conditions on
the topology of V which are satisfied by many common spaces. All the spaces we
have considered in this section are within the scope of this result. The underlying
reason for the redundancy of the hypothesis of continuity is the fact that in this
situation various spaces related to V are Fre´chet spaces; since it is in addition
possible to “improve” the spaces Ow into Fre´chet spaces, the closed graph theorem
comes within range.
This result on the redundancy of the hypothesis of continuity for a large class
of spaces simplifies the application of our method. Indeed, the only hypothesis to
be verified in all such situations is now an inclusion of the type Ow · g ⊂ V , which
involves no more than the definition of V as a set. The precise nature of V and g
are to a large degree immaterial. For the detailed formulation of the very general
results in this direction we refer to Section 5. Here we give the following typical
example, which is a special case of Corollary 5.5:
Theorem 1.2. Let X ⊂ Rn be nonempty and let V be an LF-space of functions
on X with a defining sequence V 1 ⊂ V 2 ⊂ . . .. Suppose that convergence of a
sequence in V implies pointwise convergence on X and that the spaces V l are all
C∞(Rn)-modules.
Let G ⊂ V be a nonempty set of generators and for g ∈ G let Lg denote either
D, P, or Span C{ exp i(λ, x) | λ ∈ Eg } where Eg is a somewhere dense subset of
Rn or, more generally, a uniqueness set for holomorphic functions on Cn.
Then the closure in V of the subspace L =
∑
g∈G Lg · g is independent of the
choice of the Lg.
The results of this type provide a theoretical foundation for the aforementioned
suggestion of regarding (1.1) as a rule of thumb.
Closely related to the previous paragraphs and relevant for applications is the
notion of an admissible space for an element g in a topological vector space V ,
which we will introduce for V in the category of spaces for which the continuity
hypothesis is redundant. Roughly speaking, an admissible space for g is any space
L of functions of a common nature for which there exists a weight w such that
L = D in Ow and such that Ow · g ⊂ V . The size of the collection of admissible
spaces for g determines the amount of freedom in varying the spaces acting on
g in (1.1). Stated intuitively (and disregarding the possibly relevant derivatives),
the connection is that this freedom increases together with the maximum rate of
growth of smooth functions f such that f · g ∈ V . If V is a C∞(Rn)-module, then
there is evidently maximal freedom for arbitrary g ∈ V and one obtains results as
Theorem 1.2, where the precise nature of V is to a large degree irrelevant.
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We now turn to the specific applications in various common spaces as they are
encountered in analysis on Rn. In all but a few examples we are able to give
necessary and sufficient conditions for modules to be dense. The annihilator of
nondense modules can be described and in a number of cases this is sufficient to
determine explicitly the closure of the module under consideration. This being
said, let us indicate very briefly some of the additional features, leaving most of the
material to Section 6.
The first application is S. We show that a closed translation-invariant subspace
of S is dense if and only if the Fourier transforms of its elements have no common
zero. Consideration of mixed modules yields (under Fourier transform) multidi-
mensional results of a type that has previously been considered on the real line by
Mandelbrojt [22].
The second application treats various spaces of test functions and their duals.
Classical results such as the sequential density of P = P · 1 in C∞c (Ω)
′ are now an
immediate consequence of the sequential density of D = D · 1.
The third application is concerned with the general type of space for the dif-
ferentiable multidimensional Bernstein problem. We extend the results in [34, 25].
A noteworthy particular case is the classical continuous Bernstein problem on the
real line; the classical sufficient condition for the density of the polynomials in that
situation is seen to be part of a more general picture as described in the theorem
in this paper.
Our fourth application is concerned with various spaces associated with a locally
compact subset X of Rn, including Lp-spaces and spaces of continuous functions.
Specialization of these results yields, e.g., the following: if µ is a Borel measure onX
(or the completion of a Borel measure) such that w−1 ∈ L1(X,µ) for a measurable
quasi-analytic weight w which is strictly positive on X , then P is dense in Lp(X,µ)
for all 1 ≤ p <∞. The special case where X = Rn, p = 2, and w(x) = exp(−ǫ‖x‖)
for some ǫ > 0 yields the classical Hamburger theorem. However, we now also have
that for general X the polynomials are dense for all finite p if w−1 ∈ L1(X,µ)
for a measurable weight w which is strictly positive on X and for large ‖x‖ equal
to, e.g., exp(−ǫ‖x‖/ loga‖x‖) for some ǫ, a > 0. This is a much less stringent
condition than Hamburger’s, and it will become apparent from the examples of
quasi-analytic weights that still more lenient explicit conditions can be given. As
alluded to above, for X = Rn this density in Lp-spaces in turn implies that such
measures are determined by their moments. The resulting criterion for determinacy
also extends the known case and is stated as our fifth and final application.
We also propose an interpretation of the spacesOw in terms of Lie groups. In this
interpretation, all the results under consideration in this paper are results situated
on the unitary dual of Rn; this implies a change of paradigm. We will argue that the
space Eim describes the action of the group algebra of Rn on the smooth vectors in
the various irreducible unitary representations of Rn. Indeed, in this interpretation
an element x ∈ Rn acts on the smooth vectors in the irreducible representation with
spectral parameter λ as multiplication by exp i(λ, x). Correspondingly, the function
λ 7→ exp i(λ, x) with x ∈ Rn fixed should at an abstract level be thought of as
assigning to each irreducible unitary representation an endomorphism of its space
of smooth vectors. Similarly, the action of an element of the universal enveloping
algebra of Rn on all these spaces of smooth vectors is described globally on the
unitary dual as multiplication by a polynomial, thus identifying P . Note that in
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this interpretation the canonical choice for the notation of the variable in many
classical approximation results is “actually” λ and not x. For further details we
refer to Section 7, where we also indicate how the setup might be generalized to
subsets of the unitary dual of certain classes of Lie groups.
This paper is organized as follows:
In Section 2 we establish the basic notations and recall some auxiliary results.
Section 3 is primarily concerned with a systematic study of weights, and notably
quasi-analytic weights in several variables. The definition of these weights is shown
to be related to frames in an essential way. We classify such weights in a practical
fashion and give explicit examples (including notably radial weights) in terms of
elementary functions. It should be emphasized that it is precisely this classification
in terms of divergent integrals from which our method lends its practical precision.
We also show that, e.g., quasi-analytic weights can often be assumed to be of class
C∞, even though no regularity at all was imposed from the outset. Although
this possibility of regularization is not essential for the remainder of the paper, it
seems less than satisfactory to let it go unnoticed. This section also contains the
definition of the spaces Ow. An additional and important topic in this section is
the “ubiquitous” possibility of finding spaces Ow that are Fre´chet.
Section 4 contains the proof of the density results in Ow. As was already men-
tioned above, there is—as far as the polynomials are concerned—an overlap of our
results with [34, 25]. Since in [loc. cit.] Eim is not considered in its natural role
and since our method of proof appears to be more direct than the reduction to the
continuous case in one dimension as in [loc. cit.], and at the same time indicates
what the possible generalization to Lie groups is, we feel that this section provides
a more informative analysis of the spaces Ow than [loc. cit.]. This section also
introduces the notion of admissible spaces for the various types of weights, i.e., the
various subspaces of Ow of a common nature that are, depending on w, dense in
Ow together with D.
Section 5 may be regarded as the formalization of our method. It contains
the general theorem on subspaces with equal closure, as well as three results on
the redundancy of the hypothesis of continuity. The section concludes with the
discussion of a partial filtration of topological vector spaces that can be related to
the various types of weights. This leads naturally to the aforementioned notion of
admissible spaces for elements of topological vector spaces. The partial filtration is
also relevant for the regularity of associated Fourier transforms.
We treat the applications in Section 6 and conclude with the interpretation and
possible generalizations to subsets of the unitary dual of certain classes of Lie groups
in Section 7. This generalization is a feasible program for at least the unitary dual
of Tn, yielding results situated on Zn. We make some brief comments on this case.
In Appendix A we elaborate on Lemma 1.1, also considering the somewhat more
delicate case of sequential closure in topological vector spaces.
Finally, in Appendix B we prove the theorem on quasi-analytic classes in several
variables that lies at the heart of the density of P in Ow for a quasi-analytic weight
w.
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2. Notations and auxiliary results
Throughout this paper we will be concerned with Rn; n is fixed unless explicitly
stated otherwise. We let {e1, . . . , en} be the standard basis of Rn. In the case
n = 1 we write e = e1 = 1. We supply Rn with the standard inner product ( . , . )
and corresponding norm ‖ . ‖. The inner product is extended bilinearly to Cn. The
transpose of a linear transformation of Rn is defined with respect to this standard
inner product.
P will denote the complex-valued polynomials on Rn; Pd consists of the polyno-
mials of degree at most d. If λ ∈ Cn, then eλ : Rn 7→ C is given by eλ(x) = exp(λ, x)
(x ∈ Rn). The complex span of the eiλ for λ ∈ Rn is denoted by Eim. We will refer
to λ as the spectral parameter for eiλ, suppressing the factor i.
If A ⊂ Rn, then 1A denotes the characteristic (indicator) function of A.
All topological vector spaces in this paper are assumed to be complex, with the
only and obvious exception of Rn. The pairing between a topological vector space
V and its continuous dual V ′ is denoted as in 〈v′, v〉. In our convention a topological
vector space need not be Hausdorff. We mention explicitly that for a linear subspace
L of a locally convex space V , the closure L of L can be described in the well-known
fashion as L = { v ∈ V | 〈v′, v〉 = 0 ∀ v′ ∈ L⊥}, where the annihilator L⊥ is the
subspace of V ′ consisting of all elements vanishing on L. For this to be valid V
need not be Hausdorff (see [31] or [4, p. II.45–46, p. II.64]). A Fre´chet space is in
our terminology a locally convex metrizable complete topological vector space. For
LF-spaces, i.e., inductive limits of Fre´chet spaces, we refer to [31, 14, 28].
If X is a topological space and A ⊂ X then the sequential closure A
s
is the set of
all x ∈ X for which there exists a sequence {am}∞m=1 ⊂ A such that limm→∞ am =
x. Obviously, A
s
⊂ A and if all points in X have a countable neighborhood base
then equality holds for all A ⊂ X . If X is a topological vector space and L is a
subspace, then L
s
is evidently again a subspace.
If Ω is a nonempty subset of Rn and m ∈ {0, 1, 2, . . . ,∞}, we let Cm(Ω) denote
all functions of class Cm on Ω, endowed with the Fre´chet topology of uniform
convergence of all derivatives of order at most m on compact subsets of Ω. The
elements in Cm(Ω) with compact support form a subspace Cmc (Ω) which is endowed
with the usual LF-topology. The dual spaces Cmc (Ω)
′ (resp., Cm(Ω)′) are identified
with the subspaces of C∞c (Ω)
′ consisting of distributions of order at most m (resp.,
the compactly supported distributions of order at mostm), as a result of the density
(in fact sequential density) of C∞c (Ω) in C
m
c (Ω) (resp., the density of C
∞
c (Ω) in
Cm(Ω)). Both Cmc (Ω)
′ and Cm(Ω)′ are modules over Cm(Ω). When Cmc (Ω)
′ and
Cm(Ω)′ carry their weak topologies, C∞c (Ω) is in both cases a sequentially dense
subspace. We refer to [31, 14] for details. We write D for C∞c (R
n) and D′ for the
distributions on Rn.
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The space S of rapidly decreasing functions on Rn and its dual space of tempered
distributions S ′ are as usual. Any statement related to a topology on the spaces
Cmc (Ω), C
m(Ω), or S always refers to the usual topologies as just described.
We adhere to the usual conventions concerning multi-indices. Thus, if α =
(α1, . . . , αn) ∈ Nn (where N includes 0), then ∂α denotes the corresponding partial
derivative of order |α|. If necessary we will employ self-evident notations as ∂αx to
indicate the variable on which the operator acts. For x = (x1, . . . , xn) ∈ Cn and
α ∈ Nn, we let xα = xα11 · · ·x
αn
n and |x|
α = |x1|α1 . . . |xn|αn .
We use the following normalization of the Fourier transform F :
F(f)(λ) = f̂(λ) = (2π)−n/2
∫
Rn
f(x)e−i(λ,x) dx (λ ∈ Rn, f ∈ L1(Rn, dx)).
For f ∈ L1(Rn, dx) such that F(f) ∈ L1(Rn, dλ) we then have the inversion formula
f(x) = (2π)−n/2
∫
Rn
F(f)(λ)ei(λ,x) dλ (a.e.).
F extends to tempered distributions by
〈F(T ), f〉 = 〈T,F(f)〉 (T ∈ S ′, f ∈ S).
On occasion we will work in the extended nonnegative real numbers [0,∞] with
the usual conventions, including 0 · ∞ = 0 and 00 =∞0 = 1 .
Let R > 0. We will encounter nonincreasing functions w : [R,∞) 7→ R>0 such
that s 7→ − logw(es) is convex on [logR,∞). If w ∈ C(2)([R,∞)), then there exists
ρ ∈ C(1)([R,∞)) with ρ, ρ′ ≥ 0 on [R,∞) and such that
(2.1) w(t) = w(R) exp
(
−
∫ t
R
ρ(s)
s
ds
)
(t ≥ R).
Conversely, if ρ ∈ C(1)([R,∞)) is nonnegative and nondecreasing and a constant
w(R) > 0 is given, then (2.1) defines a function w with the aforementioned prop-
erties. This type of equivalence is well-known (cf. [23]).
3. Weights and associated spaces Ow
This section contains the definition of weights, the associated function spaces
Ow, and a first investigation of the relevant properties. The emphasis is on the
classification of quasi-analytic weights. For these weights the criterion in Defini-
tion 3.2, which is suitable for applications of Denjoy–Carleman-type theorems, can
be shown to be related to the more practical (and at the same time familiar) criteria
as in Theorem 3.14. This allows us to determine explicit examples of quasi-analytic
weights in Section 3.4. Another main result is Theorem 3.22, where the ubiquity
of complete spaces Ow for all types of weights under consideration is noted. A
difference with most of the literature, apart from the arbitrary number of variables,
is that we impose no regularity condition on weights.
3.1. Definitions and preliminaries. An arbitrary function w : Rn 7→ R≥0 is
called a weight if it is bounded. The set of all weights is denoted by W . The
support supw of a weight w is the set { x ∈ Rn | w(x) 6= 0 }.
Given a weight w, we define the vector space Ow by
Ow = { f ∈ C
∞(Rn) | lim
‖x‖→∞
∂αf(x) · w(x) = 0 ∀α ∈ Nn }.
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Then Ow is a locally convex topological vector space when supplied with the topol-
ogy determined by the seminorms
pα(f) = ‖∂
αf · w‖∞ (f ∈ Ow, α ∈ Nn).
Remark 3.1. It is straightforward to check that Ow is Hausdorff if and only if the
complement of the zero locus of w is dense in Rn. By the countability of the defining
family of seminorms, this condition on the zero locus of w is also the necessary and
sufficient condition for metrizability of Ow.
We note that if w(x0) 6= 0 for some x0 ∈ Rn, then convergence in Ow implies
convergence of all derivatives at x0. In the same vein, if w is a weight such that
infx∈K w(x) > 0 for every nonempty compact subset K of Rn, then w is said to be
separated from zero on compact sets. Convergence in the associated space Ow then
implies uniform convergence of all derivatives on all compact sets, i.e., there is a
continuous injection Ow →֒ C∞(Rn).
We distinguish several classes of weights; their interrelations are summarized in
Proposition 3.7. To start with, for 0 ≤ d < ∞, we let Wd denote the set of all
weights w such that lim‖x‖→∞ ‖x‖
dw(x) = 0. The rapidly decreasing weights W∞
are defined as W∞ =
⋂∞
d=0Wd; evidently, w ∈ W∞ if and only if P ⊂ Ow. If w
is a weight and if there exist C ≥ 0 and ǫ > 0 such that w(x) ≤ C exp(−ǫ‖x‖) for
all x ∈ Rn, then w is a holomorphic weight. The nomenclature refers to the fact
that the Fourier transform of an element of O′w is then a holomorphic function, as
we will see in Section 4. The weight itself might be highly irregular. The set of
holomorphic weights is denoted by Whol. For w ∈ Whol, define 0 < τw ≤ ∞ as the
supremum of the set of all ǫ > 0 for which w(x) ≤ Cǫ exp(−ǫ‖x‖) for all x and some
Cǫ ≥ 0. Then τw determines a tubular open neighborhood of Rn in Cn for which
the corresponding eiλ are still in Ow.
We now come to the definition of the main class of weights that will concern
us: the quasi-analytic weights. Here again the nomenclature refers to a property of
Fourier transforms and not to the weight itself. The definition is as follows:
With v ∈ Rn we associate v˜ : Rn 7→ R defined by v˜(x) = (v, x). If w is a weight
and a ≥ 0, define the nonnegative possibly infinite quantity
Mw(v, a) = ‖|v˜|
a · w‖∞.
Definition 3.2. If {v1, . . . , vn} is a basis of Rn such that
(3.1)
∞∑
m=1
Mw(vj ,m)
−1/m =∞
for all 1 ≤ j ≤ n, then w is called quasi-analytic with respect to {v1, . . . , vn}. A
weight is standard quasi-analytic if it is quasi-analytic with respect to the standard
basis of Rn. A weight is quasi-analytic if it is quasi-analytic with respect to some
basis. The set of quasi-analytic weights is denoted by Wqa.
We will see later on that Wqa ⊂ W∞. A small computation shows that holo-
morphic weights are quasi-analytic with respect to any basis. It is a nontrivial fact
that a weight on Rn (n ≥ 2) can be quasi-analytic with respect to one basis and
not with respect to any other, apart from scaling of the original basis. The notion
of quasi-analytic weights is therefore linked to frames in an essential way; we return
to this point in Subsection 3.3.
14 MARCEL DE JEU
In one variable, a condition of type (3.1) already occurs in Bernstein’s work
on weighted polynomial approximation [1]. It is a recurring theme in the work
of Nachbin (cf. [24]), who in the case of one variable appears to have introduced
the terminology. In several variables a proper subset of the quasi-analytic weights
makes it appearance in [34, 25], although not under this name and not in the
generality or central role in which we will study them.
We start with some elementary facts, which we state as lemmas for the ease of
reference. The verification is left to the reader. The extended nonnegative real
numbers [0,∞] form the context in Lemma 3.4.
Lemma 3.3. (1) Let {am}∞m=1 ⊂ R>0 and suppose
∑∞
m=1 a
−1
m =∞. If c ≥ 0,
then
∑∞
m=1(c+ am)
−1 =∞.
(2) Let {am}∞m=1 ⊂ R≥0 be nonincreasing. If k and l are strictly positive
integers, then
∑∞
m=1 akm =∞ if and only if
∑∞
m=1 alm =∞.
Lemma 3.4. Let S be a nonempty set and suppose g, w : S 7→ R≥0.
(1) If a, b ≥ 0 then ‖gλa+(1−λ)b · w‖∞ ≤ ‖ga · w‖λ∞ ‖g
b · w‖1−λ∞ for 0 ≤ λ ≤ 1.
(2) If ‖w‖∞ <∞ and ‖ga ·w‖∞ =∞ for some a > 0, then ‖gb ·w‖∞ =∞ for
all b ≥ a.
(3) If ‖w‖∞ ≤ 1, then ‖ga · w‖
1/a
∞ ≤ ‖gb · w‖
1/b
∞ whenever 0 < a ≤ b.
Remark 3.5. The first part of Lemma 3.4 implies that {Mw(v,m)}∞m=0 is an
(obviously nonnegative) logarithmically convex sequence for all weights w and all
v ∈ Rn. We will use this repeatedly.
Given the fact that a weight can be quasi-analytic with respect to essentially
one basis, it is natural to consider the action of the general linear group. For our
purposes it is actually better to consider the action of the affine group Aff, where
the action on functions is defined by Af(x) = f(A−1x) for f : Rn 7→ C and A ∈ Aff.
Lemma 3.6. Let w be a quasi-analytic weight with respect to {v1, . . . , vn}. Then
w is rapidly decreasing. If A ∈ Aff is linear, then Aw is quasi-analytic with respect
to {(A−1)tv1, . . . , (A−1)tvn}. If T ∈ Aff is a translation, then Tw is quasi-analytic
with respect to {v1, . . . , vn}.
Proof. To see that w is rapidly decreasing, first note that—in view of (3.1)—the
second part of Lemma 3.4 implies that ‖v˜mj · w‖∞ < ∞ for all 1 ≤ j ≤ n and all
m ≥ 1. Trivially this also holds when m = 0. Next choose a disjoint decomposition
Rn =
⋃n
j=1 Sj such that for j = 1, . . . , n we have maxi=1,...,n |v˜i(x)| = |v˜j(x)| for
all x ∈ Sj . Then for α ∈ Nn we have
‖
n∏
i=1
v˜αii · w‖∞ ≤
n∑
j=1
‖1Sj
n∏
i=1
v˜αii · w‖∞ ≤
n∑
j=1
‖v˜
|α|
j · w‖∞ <∞,
by the finiteness noted above. Hence w is rapidly decreasing.
The statement concerning the action of A is immediate from the definitions.
Turning to the translation part, let T = Ty where Ty is the translation Ty(x) =
x+ y over y. We may assume ‖w‖∞ = 1. Using the third part of Lemma 3.4 in the
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next to last step we have
‖v˜mj · Tyw‖∞ = ‖(vj , x)
m · w(x − y)‖∞
= ‖(vj , x+ y)
m · w(x)‖∞
≤
m∑
i=0
(
m
i
)
‖(vj , x)
i · w(x)‖∞ |(vj , y)|
m−i
= |(vj , y)|
m +
m∑
i=1
(
m
i
)
‖(vj , x)
i · w(x)‖∞ |(vj , y)|
m−i
= |(vj , y)|
m +
m∑
i=1
(
m
i
){
‖(vj , x)
i · w(x)‖1/i∞
}i
|(vj , y)|
m−i
≤ |(vj , y)|
m +
m∑
i=1
(
m
i
){
‖(vj , x)
m · w(x)‖1/m∞
}i
|(vj , y)|
m−i
=
{
|(vj , y)|+ ‖(vj , x)
m · w(x)‖1/m
}m
,
so that we have the estimate ‖v˜mj · Tyw‖
−1/m
∞ ≥ (|(vj , y)|+ ‖v˜mj · w‖
1/m
∞ )−1 for all
m ≥ 1.
Now if ‖v˜mj ·w‖∞ = 0 for some m ≥ 1, then ‖v˜
m
j · w‖∞ = 0 for all m ≥ 1 and it
follows trivially from the estimate that
∑∞
m=1MTyw(vj ,m)
−1/m =∞. In the case
‖v˜mj · w‖∞ 6= 0 for all m ≥ 1, the necessary divergence is implied by the estimate
and the first part of Lemma 3.3. 
Proposition 3.7. We have Whol ⊂ Wqa ⊂ W∞ ⊂ Wd ⊂ Wd′ ⊂ W0 ⊂ W for
d ≥ d′ ≥ 0. Each of the sets of weights in this chain of inclusions is a positive
convex cone, with the exception of Wqa which is closed under multiplication by
nonnegative scalars, but not under addition.
The affine group Aff leaves Whol, Wqa, Wd (0 ≤ d ≤ ∞), W, D, S, Eim, and
P invariant. The orbit of a quasi-analytic weight under the general linear group
contains a standard quasi-analytic weight. If A ∈ Aff, then f 7→ Af implements an
isomorphism between the topological vector spaces Ow and OAw.
Proof. The fact that Wqa is not closed under addition will be illustrated in the
discussion following Proposition 3.10. It has already been noted that Whol ⊂ Wqa
and the rest is either a routine verification or contained in Lemma 3.6. 
Remark 3.8. Let us note explicitly that D, S, Eim, and P are subspaces of Ow
for all w ∈ Wqa and that Proposition 3.7 implies that in order to prove that these
subspaces are dense in Ow for all w ∈ Wqa, it is sufficient to do so for standard
quasi-analytic weights.
The definition of the various classes of weights involves only the behavior at
infinity; this is a special case of the following lemma:
Proposition 3.9. Let w and w˜ be weights and suppose there exist C ≥ 0 and
R ≥ 0 such that w(x) ≤ Cw˜(x) for all x with ‖x‖ ≥ R. Then, if w˜ ∈ Wd for some
0 ≤ d ≤ ∞ (resp., w˜ ∈ Whol), we also have w ∈ Wd (resp., w ∈ Whol and τw ≥ τw˜).
If w˜ is quasi-analytic with respect to the basis {v1, . . . , vn}, then so is w.
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Proof. This is immediate from the definitions, except when w˜ ∈ Wqa. In that case
Lemma 3.6 allows us to assume that w˜ is standard quasi-analytic. Fix 1 ≤ j ≤ n.
If there exists r ≥ 0 such that w(x) = 0 whenever |xj | ≥ r, then Mw(ej ,m) ≤
rm‖w‖∞ for all m, making it obvious that
∑∞
m=1Mw(ej ,m)
−1/m = ∞. If w does
not have such bounded support in the direction of the jth coordinate, let C and R
be as in the hypotheses of the proposition. Choose and fix y ∈ Rn with |yj | ≥ R+1
and w(y) 6= 0. A comparison of geometric progressions shows that there exists N
with the property that, for all m ≥ N and for all x ∈ Rn such that |xj | ≤ R, we
have
|xmj · w(x)| ≤ |y
m
j · w(y)|.
Then the necessary divergence follows from the observation that, for m ≥ N ,
Mw(ej ,m) = sup{ |x
m
j · w(x)| | x ∈ R
n }
= sup{ |xmj · w(x)| | x ∈ R
n, |xj | ≥ R }
≤ sup{ |xmj · w(x)| | x ∈ R
n, ‖x‖ ≥ R }
≤ C sup{ |xmj · w˜(x)| | x ∈ R
n, ‖x‖ ≥ R }
≤ CMw˜(ej ,m).

3.2. Ostrowski’s construction and weights on R. We now discuss a well-
known type of construction, going back to Ostrowski [27], by which we assign an
even weight on R to a nonnegative logarithmically convex sequence. This in turn
yields a method which allows us to pass from a given rapidly decreasing weight on R
to an even rapidly decreasing majorant which has a certain minimal degree of regu-
larity, while relevant other properties remain unchanged in the process. These two
constructions (3.2) and (3.4) are important auxiliary tools in the study of weights.
Ostrowski’s construction is as follows:
Suppose {a(m)}∞m=0 ⊂ R≥0 is logarithmically convex, i.e., a(m)
2 ≤ a(m −
1)a(m+ 1) for m ≥ 1. Define the associated weight w˜ on R by
(3.2) w˜(t) = inf
m≥0
a(m)
|t|m
(t ∈ R).
In case t = 0 we interpret this expression (and similar ones in the sequel) as a(0).
If {a(m)}∞m=0 is not strictly positive (equivalently: a(m) = 0 for all m ≥ 1),
then w˜(0) = a(0) and w˜(t) = 0 for |t| > 0, implying that Mw˜(e,m) = a(m) for all
integral m ≥ 0.
If the sequence is strictly positive, then as a consequence of the logarithmic
convexity we have the following local expression:
(3.3) w˜(t) =

a(0) if 0 ≤ |t| ≤ a(1)/a(0),
a(m)/|t|m if a(m)/a(m− 1) ≤ |t| ≤ a(m+ 1)/a(m) (m ≥ 1),
0 if |t| > supm≥1 a(m)/a(m− 1).
Some of the transition points can coincide, but there is no ambiguity. The value of
supm≥1 a(m)/a(m− 1) can be finite or infinite; if it is finite, then the value of w˜ at
supm≥1 a(m)/a(m− 1) is left open.
For each integral m ≥ 0 the graph of t 7→ |t|m · w˜(t) is evidently rather simple
and from it one concludes that again Mw˜(e,m) = a(m) for all integral m ≥ 0.
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We also note that w˜ is continuous, even, and strictly positive on the interval
(− supm≥1 a(m)/a(m− 1), supm≥1 a(m)/a(m− 1)). Furthermore, w˜ is nonincreas-
ing on [0,∞) and s 7→ − log w˜(es) is piecewise linear, nondecreasing, and convex
on (−∞, log supm≥1 a(m)/a(m− 1)).
We record that for all nonnegative logarithmically convex sequences {a(m)}∞m=0
the series
∑∞
m=1 a(m)
−1/m is divergent if and only if the associated weight w˜ in
(3.2) is quasi-analytic.
For the second construction, i.e., passing from a given rapidly decreasing weight
w on R to a more regular even rapidly decreasing majorant, we apply the first
construction to the nonnegative sequence {Mw(e,m)}∞m=0 (which by Remark 3.5 is
logarithmically convex) and obtain
(3.4) w˜(t) = inf
m≥0
Mw(e,m)
|t|m
(t ∈ R).
It follows from the definitions that w˜ is an even rapidly decreasing majorant of
w. From the above discussion of (3.2) we see that Mw˜(e,m) = Mw(e,m) for all
integral m ≥ 0. In particular, w˜ is a quasi-analytic weight if and only if w is. It
is also obvious from the discussion of (3.3) that w˜ has a certain minimal degree of
regularity and a convexity property if supp w * {0}.
Although we will make no specific use of it, let us mention that in case we
start with an arbitrary rapidly decreasing weight w such that supp w " {0}, then
supm≥1Mw(e,m)/Mw(e,m − 1) = ∆w, where ∆w = supw(t) 6=0 |t| is the possibly
infinite radius of the symmetric convex hull of the support of w. Therefore ∆w˜ =
∆w. This is evidently also true if supp w ⊆ {0}, so that the assignment w 7→ w˜
satisfies ∆w˜ = ∆w for all rapidly decreasing weights w. To conclude with, if
∆w < ∞ one can show that w˜(∆) = lims↑∆ sup|t|≥sw(t) = inf0≤s<∆ sup|t|≥sw(t),
which then gives the missing value in (3.3).
3.3. Quasi-analytic weights. In this section we establish some basic character-
istics of quasi-analytic weights and then proceed to classify such weights.
First of all, there is an obvious and important way to construct a weight w′ on
Rn from an even weight w on R by putting w′(x) = w(‖x‖) for x ∈ Rn. Then
Mw′(v,m) = ‖v‖
mMw(e,m) for v ∈ Rn and all integral m ≥ 0. This implies that
for w′ quasi-analyticity and quasi-analyticity with respect to all bases of Rn are
both equivalent to the quasi-analyticity of w on R. As a consequence, if w is quasi-
analytic on R, then by Proposition 3.9 all weights on Rn majorized at infinity by w′
are again quasi-analytic. To be more precise: by this proposition such minorants at
infinity are quasi-analytic with respect to any basis of Rn. It will become apparent
from the classification of quasi-analytic weights on R and the explicit examples in
Section 3.4 that the collection of such radial quasi-analytic weights on Rn and their
minorants is in many practical situations already an interesting one to work with.
In its essence, the situation is nevertheless fundamentally different. Whenever
n ≥ 2, there exist quasi-analytic weights on Rn which are not obtainable in this way
as a minorant at infinity of an essentially one-dimensional quasi-analytic weight.
Indeed, we will show shortly that there exist weights which are quasi-analytic with
respect to precisely one basis, up to scalar multiplication. These weights then
clearly provide examples of such nonminorants at infinity.
This possibility of the existence of an essentially unique basis related to a par-
ticular element of Wqa has the same origin as the failure of Wqa to be closed under
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addition, a fact which was already mentioned in Proposition 3.7. To construct
examples of these phenomena we need the following proposition:
Proposition 3.10. For k ≥ 2 there exist strictly positive logarithmically convex
sequences {aj(m)}∞m=0 for j = 1, . . . , k such that
(3.5)
∞∑
m=1
aj(m)
−1/m =∞ (j = 1, . . . , k),
but
(3.6)
∞∑
m=1
(max(aj1(m), aj2 (m)))
−1/m
<∞ (1 ≤ j1 6= j2 ≤ k).
Proof. Consider the convex function f : [1,∞) 7→ R defined by f(x) = 2x log x.
The idea is to construct convex functions fj : [1,∞) 7→ R (j = 1, . . . , n) such that{
max(fj1 , fj2) = f (1 ≤ j1 6= j2 ≤ k),∑∞
m=1 e
−fj(m)/m =∞.
(3.7)
Once this is accomplished, we can define log aj(m) = fj(m) for j = 1, . . . , k and
m ≥ 1. Since it is obviously possible to define the aj(0) in addition, preserving the
strictly positive and logarithmically convex properties of {aj(m)}∞m=1, this yields
sequences satisfying (3.5) and (3.6).
The fj are constructed as partially “tangentialized” versions of f , as follows.
Let N1 ≥ 1 be an arbitrary integer. Consider the tangent T1 to the graph of f at
(N1, f(N1)). If T1(x) is the ordinate of a point at this tangent with abscissa x, then
T1(x)/x trivially tends to a limit as x→∞. It is therefore possible to select integral
N ′1 > N1 such that
∑N ′
1
m=N1
exp(−T1(m)/m) > 1. Having done this, consider the
other tangent T ′1 to the graph of f which passes through (N
′
1, T1(N
′
1)) and which
is tangent to the graph of f at, say, (R1, f(R1)) for some real R1 > N
′
1. Then f
admits the possibility of “tangentialization” along the tangents T1 and T
′
1 on the
interval I1 = [N1, N
′
1] ∪ [N
′
1, R1] into a function f˜ , which is given by f˜(x) = f(x)
for x ∈ [1, N1]∪ [R1,∞), by f˜(x) = T1(x) for x ∈ [N1, N ′1], and by f˜(x) = T
′
1(x) for
x ∈ [N ′1, R1]. The point of this procedure is that
∑N ′
1
m=N1
exp(−f˜(m)/m) > 1 by
construction, while f˜ is again convex as a consequence of our choice to work with
tangents. By this inherited convexity, we can repeat this procedure indefinitely
and determine a collection of possible tangentializations of f on mutually disjoint
intervals Ir (r = 1, 2, . . .), each interval decomposable as Ir = [Nr, N
′
r] ∪ [N
′
r, Rr]
such that
∑N ′r
m=Nr
exp(−Tr(m)/m) > 1, and with the property that a realization of
this tangentialization of f on any subcollection of the total collection of all intervals
Ir again yields a convex function on [1,∞). Therefore, if we let fj be defined by
tangentializing f on the subcollection of all intervals Ir with r = j mod k, then the
fj are convex. They satisfy the first equation in (3.7) since the Ir are disjoint and the
second equation because
∑N ′r
m=Nr
exp(−fj(m)/m) =
∑N ′r
m=Nr
exp(−Tr(m)/m) > 1
whenever r = j mod k. 
Returning to our phenomena, let us first show that Wqa is not closed under
addition. Select sequences as in the proposition for k = 2 and apply the construction
(3.2) to both sequences, obtaining even quasi-analytic weights w1,2 on R (where
tildes have been omitted for short). The canonical radial procedure (which is the
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identity if Rn = R) yields radial quasi-analytic weights w′1,2 on R
n. Now since
obviously
Mw′
1
+w′
2
(v,m) ≥ max(Mw′
1
(v,m),Mw′
2
(v,m))
= ‖v‖mmax(Mw1(e,m),Mw2(e,m))
= ‖v‖mmax(a1(m), a2(m))
for all v ∈ Rn and all m ≥ 0, (3.6) shows that w′1 + w
′
2 is not quasi-analytic with
respect to any basis. We have therefore found two weights on Rn, each quasi-
analytic with respect to all bases and such that their sum is not quasi-analytic. In
particular, Wqa is in all dimensions not closed under addition.
In order to show the possibility of the existence of a distinguished basis for a
quasi-analytic weight on Rn (n ≥ 2), take strictly positive logarithmically convex
sequences {aj(m)}∞m=0 for j = 1, . . . , n satisfying (3.5) and (3.6) and obtain even
quasi-analytic weights wj (j = 1, . . . , n) on R by (3.2). Define w : Rn 7→ R≥0 as
the tensor product w(x) =
∏n
j=1 wj(xj). It is immediate that w is quasi-analytic
with respect to the standard basis. Furthermore, if v =
∑n
j=1 λjej ∈ R
n, then
consideration of the restriction of w to the union of each possible pair of coordinate
axes shows that for 1 ≤ j1 6= j2 ≤ n and integral m ≥ 0:
Mw(v,m) ≥ max (aj1(m), aj2(m)) (min(|λj1 |, |λj2 |))
m
min (aj1(0), aj2(0))
∏
j 6=j1,j2
aj(0).
Therefore, if w is quasi-analytic with respect to a basis containing v, then by (3.6)
we must have min(|λj1 |, |λj2 |) = 0 for all j1 6= j2. This implies that the standard
basis is the only possible choice, up to scaling.
This construction concludes our discussion of basic characteristics of quasi-analytic
weights and we will now start the classification. The first step is a reduction to R,
for which we need a preparatory result.
Proposition 3.11 (cf. [34, 24]). Let w be a weight on Rn. If w is quasi-analytic
with respect to the basis {v1, . . . , vn}, then wν is also quasi-analytic with respect to
this basis for all ν > 0.
Proof. By Lemma 3.6 we may assume that w is standard quasi-analytic. We may
obviously also assume that ‖w‖∞ = 1. Note that for all 1 ≤ j ≤ n, all strictly
positive integers p, and all integral m ≥ 1 we have trivially
Mw1/p(ej ,m)
1/m =Mw(ej ,mp)
1/mp.
The third part of Lemma 3.4 and the second part of Lemma 3.3 then imply that
w1/p is standard quasi-analytic for all strictly positive integral p. Since w tends to
zero at infinity, we have wν ≤ w1/p at infinity whenever p > 1/ν. An appeal to
Proposition 3.9 finishes the proof. 
Proposition 3.12. The weight w is a standard quasi-analytic weight on Rn if and
only if there exist even quasi-analytic weights w1, . . . , wn on R such that w(x) ≤∏n
j=1 wj(xj) for all x ∈ R
n.
Proof. The “if”-part is obvious. As to the converse, first note that from Remark 3.5
we know that {Mw1/n(ej ,m)}
∞
m=0 is a nonnegative logarithmically convex sequence
for each j = 1, . . . , n. We can therefore apply construction (3.2) to each of these
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sequences and define
w˜j(t) = inf
m≥0
Mw1/n(ej,m)
|t|m
(t ∈ R).
Now since w is standard quasi-analytic on Rn we conclude from Proposition 3.11
that
∑∞
m=1Mw1/n(ej ,m)
−1/m = ∞ (j = 1, . . . , n). As noted when discussing
construction (3.2), this implies that each w˜j is an (obviously even) quasi-analytic
weight on R. From the definitions one sees that w1/n(x) ≤ w˜j(xj) for all x ∈ Rn
and j = 1, . . . , n. The w˜j are therefore as required. 
Since the orbit of a quasi-analytic weight under the affine group contains a
standard quasi-analytic weight, Proposition 3.12 shows that the classification of
quasi-analytic weights on Rn is now reduced to quasi-analytic weights on R. The
key in that case is the following lemma, in which for the real line the defining
property (3.1) is linked to a classical condition. This connection seems to have
gone largely unnoticed although there are similarities with [20, proof of Theorem
2], under additional regularity conditions on the weight.
Lemma 3.13. Suppose w is a weight on R for which there exists R > 0 such that
w(t) = w(−t) > 0 for |t| > R and, additionally, s 7→ − logw(es) is convex on
(logR,∞). Then w is a quasi-analytic weight if and only if
(3.8)
∫ ∞
R
logw(t)
1 + t2
= −∞.
Proof. The basic argument and the key inequalities that we will employ go (at
least) back to Horva´th [13] (alternatively, see [17, p. 98]) and we refer the reader
to these sources for details.
Leaving the lemma aside for the moment, let us consider the following situation.
Let R ≥ 1 and suppose that w : (R,∞) 7→ R>0 is rapidly decreasing such that
ψ(s) = − logw(es) is convex and strictly increasing on (logR,∞).
For all real ρ ≥ 0 (the lower bound stems from the hypothesis that ψ is strictly
increasing) put
(3.9) M(ρ) = sup
t>R
tρw(t).
Then the convexity of ψ implies that w can be retrieved on (R,∞) as
(3.10) w(t) = inf
ρ≥0
M(ρ)
tρ
(t > R).
Define q : [0,∞) 7→ R≥0 by
q(t) = inf
m=0,1,2,...
M(m)
tm
(t ≥ 0).
In view of (3.10), the restriction of q to (R,∞) can be viewed as an approximation
of w. Using that R ≥ 1 one then derives the key inequalities
(3.11) w(t) ≤ q(t) ≤ tw(t) (t > R).
Since q is nonincreasing on [0,∞) and w is strictly positive on (R,∞), the first of
these inequalities implies that log q is bounded from below on any compact subset
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of [0,∞). Evidently log q is bounded from above by logM(0). Therefore, using
(3.11), we conclude that
(3.12)
∫ ∞
R
logw(t)
1 + t2
= −∞
if and only if
(3.13)
∫ ∞
0
log q(t)
1 + t2
= −∞,
since the term log t is immaterial, as is for log q the integral from 0 to R.
On the other hand, the first part of Lemma 3.4 implies that the M(m) form a
logarithmically convex sequence, which is obviously strictly positive. Therefore a
standard equivalence [29, Theorem 19.11], relevant in the context of quasi-analytic
classes, can be used to conclude that
∑∞
m=1M(m)
−1/m = ∞ if and only if (3.13)
holds.
Both equivalences together therefore yield as conclusion that
∑∞
m=1M(m)
−1/m =
∞ if and only if (3.12) holds.
Returning to the lemma proper now, suppose that w is as in the lemma and that
(3.8) holds. Introduce ψ(s) = − logw(es) on (logR,∞) and choose any s0 ∈ (R,∞).
The convexity of ψ implies that (ψ(s)−ψ(s0))/(s−s0) is nondecreasing as a function
of s ∈ (logR,∞). If this quotient remains bounded by M ∈ R when s → ∞, then
w(t) ≥ Ct−M for some C > 0 and all t > exp s0, implying that (3.8) is violated.
Hence the quotient tends to infinity, which implies that w is rapidly decreasing
on (R,∞). Since the quotient is, in particular, eventually strictly positive, ψ is
eventually strictly increasing. Hence we may assume, by enlarging R if necessary,
that this is actually the case on (logR,∞). Evidently, we can also assume R ≥ 1.
We are then in the situation as described above and conclude from (3.12) that∑∞
m=1M(m)
−1/m = ∞, where M(m) = supt>R t
mw(t). Now since w has un-
bounded support, the fact that w is even and the argument in the proof of Propo-
sition 3.9 show that ‖tm · w‖∞ is equal to M(m) for all sufficiently large m. We
conclude that w is a quasi-analytic weight, as was to be shown.
Conversely, if w is a quasi-analytic weight as in the lemma, let us show that
(3.8) holds. We again introduce ψ(s) = − logw(es) on (logR,∞) and choose s0 ∈
(logR,∞). This time the quotients (ψ(s)−ψ(s0))/(s−s0) cannot remain bounded
as s → ∞ since this would imply that w /∈ W∞, contradicting Lemma 3.6. Hence
again we may assume, by enlarging R if necessary, that ψ is strictly increasing on
(logR,∞) for some R ≥ 1, again placing us in the situation as described above.
Reversing the arguments in the previous paragraph then shows that (3.12) holds.

We briefly review some well-known facts on majorants in view of the next theo-
rem.
As a preparation, suppose w′ is an even weight on R such that s 7→ − logw′(es)
is convex on R, where we use the convention that log 0 = −∞. Then, if w′(tj) = 0
for some sequence {tj}∞j=1 with tj → ∞, the convexity of s 7→ − logw
′(es) implies
that actually w′(t) = 0 for all sufficiently large |t|. We see that any even w′ with
this convexity property is for all sufficiently large absolute values of the argument
either strictly positive or identically zero.
Next, if w is a weight on R, consider the set Ww of all even weights w˜ on
R that are majorants of w such that s 7→ − log w˜(es) is convex on R. Note
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that Ww contains at least the sufficiently large constants, so that we may de-
fine w(x) = infw′∈Ww w
′(x). Then w ∈ Ww and by the previous paragraph w is
for all sufficiently large absolute values of the argument either strictly positive or
identically zero.
The quasi-analytic weights on the real line are now classified in the following
theorem:
Theorem 3.14. Let w be a weight (i.e., an arbitrary nonnegative bounded func-
tion) on R. Then the following are equivalent:
(1) w is a quasi-analytic weight, i.e.,
∞∑
m=1
‖xm · w(x)‖−1/m∞ =∞.
(2) For all R > 0, ∫ ∞
R
logw(t)
1 + t2
= −∞.
(3) There exist a weight w˜ on R and R > 0 such that w(t) ≤ w˜(t) and w˜(t) =
w˜(−t) > 0 both hold for |t| > R, s 7→ − log w˜(es) is convex on (logR,∞),
and ∫ ∞
R
log w˜(t)
1 + t2
= −∞.
(4) There exist a strictly positive w˜ ∈ Ww of class C∞ and ǫ > 0 such that w˜
is constant on [0, ǫ] and strictly decreasing on [ǫ,∞), and such that∫ ∞
0
log w˜(t)
1 + t2
= −∞.
(5) There exists C ≥ 0 and a nondecreasing nonnegative function ρ : [0,∞) 7→
R≥0 of class C∞, which is equal to zero on [0, ǫ] for some ǫ > 0, such that
w(t) ≤ C exp
(
−
∫ |t|
0
ρ(s)
s
ds
)
(t ∈ R)
and ∫ ∞
0
ρ(s)
1 + s2
ds =∞.
Proof. We first show that (1) implies (4) in case w has unbounded support, i.e., in
case there exist t such that w(t) 6= 0 with |t| arbitrarily large. We apply a slight
variation of the construction (3.4) to the strictly positive logarithmically convex
sequence {Mw(e,m)}
∞
m=0 and define w
′ by putting
w′(t) = 2 inf
m≥0
Mw(e,m)
|t|m
(t ∈ R).
As noted when discussing (3.2), (3.4) and (3.3), w′/2 is an even quasi-analytic
weight majorizingw. The same then holds for w′. Hence w′ has unbounded support;
since w′ is evidently nonincreasing on [0,∞), it becomes apparent that w′ is strictly
positive. This implies that the third possibility in (3.3) does not occur and that
w′ is therefore continuous. We also conclude from (3.3) that s 7→ − logw′(es) is
convex on (−∞,∞). The graph of this map is in fact particularly simple, since it
is connected and consists of a horizontal half-line, followed by a sequence of line
segments with increasing strictly positive slope.
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We therefore conclude from Lemma 3.13 that∫ ∞
0
logw′(t)
1 + t2
= −∞.
Hence w′ already has all the required properties, except that it is only piecewise
smooth. To improve this, note that the piecewise linear character of the graph of
s 7→ − logw′(es) shows that it is possible to smooth this graph in a convex fashion
while still remaining below the graph of s 7→ − log(w′(es)/2). We choose any such
convex smoothing, leaving the original graph horizontal on (−∞, r) for some r ∈ R,
and declare the smooth version to be the graph of s 7→ − log w˜(es), thus defining w˜
on (0,∞). Then w˜ is on (0,∞) a majorant of w′/2 by construction and evidently
of class C∞. Since w˜ equals (unchanged) the constant 2Mw(e, 0) on (0, exp r), it
is evident that w˜ can be extended to an even C∞ weight on R which then, since
w˜(0) = 2Mw(e, 0) > Mw(e, 0) = w
′(0)/2 and since w′/2 is even, is a majorant of
w′/2 on R. We already observed that w′/2 ≥ w, so w˜ is a majorant of w. By
construction w˜ ≤ w′, so the relevant integral involving w˜ is divergent. Therefore w˜
has all the required properties. This shows that (1) implies (4) if w has unbounded
support.
In case w has bounded support, we choose C > 0 such that C exp(−|t|) majorizes
w globally. By the previous result there is a suitable majorant w˜ for C exp(−|t|),
hence for w. This shows that (1) implies (4) in all cases.
The equivalence of (4) and (5) is matter of restating, using (2.1) to define ρ in
terms of w˜ and vice versa. One reverses the order of integration in the resulting
double integral; details are left to the reader.
It is trivial that (4) implies (3).
To see that (3) implies (1), note that Lemma 3.13 asserts that w˜ is a quasi-
analytic weight. Then by Proposition 3.9 the same is true for w.
We have shown so far that (1), (3), (4), and (5) are equivalent. If w˜ is as in (4)
note that w ≤ w˜, so (2) follows.
Finally, if (2) holds, first suppose that w(t) = 0 for all sufficiently large |t|. Then
w has bounded support and (1) holds. In the remaining case w is strictly positive
for all sufficiently large absolute values of the argument, so that w satisfies the
conditions for w˜ in (3) if R is sufficiently large. Thus (1) follows once more. 
Remark 3.15. The various conditions in the proposition each cover different as-
pects. The first is the relevant one for the quasi-analytic property of certain trans-
forms, as will become apparent in Section 4. The second condition establishes
the link between the notion of a quasi-analytic weight and regularization. The
requirement in (2) that R is arbitrary is necessary to avoid undue influence of an
interval on which w vanishes identically. The third condition aims at the practice
since it provides a positive criterion for a given weight which is easier to apply
than the other conditions in the proposition. We will encounter a negative cri-
terion in Proposition 3.17. With respect to the fourth, let us note that there is
a continuous injection Ow˜ →֒ Ow whenever w˜ and w are arbitrary weights such
that w˜ majorizes w. Closure results in Ow˜ then transfer to Ow by Lemma 1.1;
the implication of (4) is therefore that, although we made no such assumptions to
start with, one can in many instances in fact assume that a quasi-analytic weight
is strictly positive on compact sets (which is an important property) and smooth.
Theorem 3.22 below is concerned with possibilities for such improvements for the
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various classes of weights. The fifth condition enables one to write down whole
families of quasi-analytic weights. The collection of all smooth functions ρ as in
this part is apparently sufficient to completely describe the quasi-analytic weights
on the real line. Note that the holomorphic weights are retrieved in the special case
where ρ is eventually linear.
The classification of quasi-analytic weights in arbitrary dimension is now a matter
of combining previous results.
Theorem 3.16. Let w be a weight (i.e., an arbitrary nonnegative bounded func-
tion) on Rn. Then the following are equivalent:
(1) w is a quasi-analytic weight, i.e., there exists a basis {v1, . . . , vn} of Rn
such that
∞∑
m=1
‖(vj , x)
m · w(x)‖−1/m∞ =∞ (1 ≤ j ≤ n).
(2) There exist an affine transformation A and weights wj (j = 1, . . . , n) on R,
each satisfying the five equivalent conditions in Theorem 3.14 and such that
w(Ax) ≤
n∏
j=1
wj(xj)
for all x ∈ Rn with ‖x‖ sufficiently large.
(3) There exists a quasi-analytic weight w˜ on Rn of class C∞ such that w(x) ≤
w˜(x) and w˜(x) = w˜(−x) for all x ∈ Rn and such that infx∈K w˜(x) > 0 for
all nonempty compact subsets K of Rn.
Furthermore, if the first statement holds for a basis {v1, . . . , vn}, then the second
statement holds for any A with linear component A0 defined by A
t
0vj = ej (j =
1, . . . , n). Conversely, if the second statement holds and A0 is the linear component
of A, then the first statement holds for the basis {v1, . . . , vn} defined by At0vj =
ej (j = 1, . . . , n). If the first statement holds for a basis {v1, . . . , vn}, then the
weight w˜ in the third statement can be chosen to be quasi-analytic with respect to
this same basis.
Proof. Assuming (1), Proposition 3.7 yields a linear A ∈ Aff such that A−1w is
standard quasi-analytic. By Proposition 3.12 A−1w is then majorized by the ten-
sor product of quasi-analytic weights on R. Each of these satisfies all five equivalent
conditions in Theorem 3.14; hence (1) implies (2). Assuming (2) we note that the
tensor product is a quasi-analytic weight on Rn by Theorem 3.14 and Proposi-
tion 3.12. By Proposition 3.9 we conclude that A−1w is quasi-analytic and the
same is then true for w by Proposition 3.7. Hence (2) implies (1).
Assuming (1) we conclude as above that there exists a linear A ∈ Aff such that
A−1w is majorized by the tensor product of quasi-analytic weights on R. Majorizing
each of these in turn as in the fifth part of Theorem 3.14 we conclude that there
exists a standard quasi-analytic weight w′ on Rn of class C∞ such that A−1w(x) ≤
w′(x) and w′(x) = w′(−x) for all x ∈ Rn and such that infx∈K w′(x) > 0 for all
nonempty compact subsets K of Rn. Therefore Aw′ satisfies the requirements for
w˜ and (1) implies (3). It is trivial that (3) implies (1).
The additional statements on the bases follow from Lemma 3.6. 
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The following proposition elaborates on quasi-analytic weights on the real line.
Note that the first part of the proposition yields a negative criterion for quasi-
analyticity of weights on R. The example in the third part shows that the necessary
condition in the first part is not sufficient and that the symmetry assumption in
the second statement is necessary.
Proposition 3.17. Let w be a weight on R.
(1) If w is quasi-analytic and Lebesgue measurable, then for all R > 0 we have∫ ∞
R
logw(t)
1 + t2
=
∫ −R
−∞
logw(t)
1 + t2
= −∞.
(2) If w is even and such that s 7→ − logw(es) is convex on R, then w is
quasi-analytic if and only if∫ ∞
R
logw(t)
1 + t2
= −∞
for all R > 0.
(3) There exists a strictly positive weight w on R such that s 7→ − logw(es)
and s 7→ − logw(−es) are both convex on R and such that∫ ∞
R
logw(t)
1 + t2
=
∫ −R
−∞
logw(t)
1 + t2
= −∞
for all R > 0, but which is not quasi-analytic.
Proof. In the first statement, the divergence of the integrals is implied by the sec-
ond part of Theorem 3.14 since w(t) ≤ w(|t|) for all t. The second statement is
immediate from again the second part of Theorem 3.14 since now w = w.
As to the third statement, Proposition 3.10 provides two strictly positive loga-
rithmically convex sequences {aj(m)}
∞
m=0 for j = 1, 2 such that
∞∑
m=1
aj(m)
−1/m =∞ (j = 1, 2)
but
∞∑
m=1
(max(a1(m), a2(m)))
−1/m
<∞.
We apply (3.2) to both sequences, obtaining even quasi-analytic weights w1,2 on R
with the property that Mw1,2(e,m) = a1,2(m) for all integral m ≥ 0 and such that
the maps s 7→ − logw1,2(e
s) are both convex on R. The first part of the present
proposition shows that∫ ∞
R
logw1(t)
1 + t2
=
∫ −R
−∞
logw2(t)
1 + t2
= −∞.
for all R > 0. Choose w = 1R<0w1 + 1R>0w2 + 1{0}. Then, evidently, Mw(e,m) =
max(Mw1(e,m),Mw(e,m)) = max(a1(m), a2(m)) for all m ≥ 1, so that w is an
example as required. 
We finally note that we have the following necessary condition for a weight to be
quasi-analytic in arbitrary dimension, again providing us with a negative criterion.
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Corollary 3.18. Let w be a quasi-analytic weight on Rn. If x, y ∈ Rn are such
that y 6= 0 and such that t 7→ w(x + ty) is Lebesgue measurable on R, then for all
R > 0 we have ∫ ∞
R
logw(x + ty)
1 + t2
=
∫ −R
−∞
logw(x + ty)
1 + t2
= −∞.
Proof. Since Wqa is invariant under translations by Lemma 3.6, we may assume
x = 0. Let w˜(t) = w(ty), then w˜ is a weight on R. Suppose w is quasi-analytic
with respect to the basis {v1, . . . , vn}. Select vj such that (vj , y) 6= 0. Since
Mw˜(e,m) = |(vj , y)|
−m sup{ |(vj, ty)|m · w(ty) | t ∈ R } ≤ |(vj , y)|−mMw(vj ,m)
for all m ≥ 0, w˜ is a quasi-analytic weight on R. We now apply the first part of
Proposition 3.17. 
3.4. Examples of quasi-analytic weights. On the basis of the previous results
we can now determine explicit examples and counterexamples of quasi-analytic
weights on Rn. We concentrate mainly on minorants and majorants of radial
weights.
Proposition 3.19. Suppose R0 > 0, C ≥ 0, and a nondecreasing function ρ :
(R0,∞) 7→ R≥0 of class C1 are such that∫ ∞
R0
ρ(s)
s2
ds =∞.
If w is a weight such that
w(x) ≤ C exp
(
−
∫ ‖x‖
R0
ρ(s)
s
)
ds
whenever ‖x‖ ≥ R0, then the weight w is quasi-analytic with respect to all bases of
Rn.
Indeed, with the aid of the third part of Theorem 3.14 and the discussion of
(2.1) one concludes that such w is majorized by the radial extension of an even
quasi-analytic weight on R; it is therefore a quasi-analytic weight on Rn.
The first part of the following result exhibits families of examples of quasi-
analytic weights in terms of elementary functions, incorporating the holomorphic
weights in a natural way. The second part shows that the first part is in a sense
sharp.
Proposition 3.20. Define repeated logarithms by log0 t = t and, inductively, for
j ≥ 1, by logj t = log(logj−1 t), where t is assumed to be sufficiently large for the
definition to be meaningful in the real context. For j = 0, 1, 2 . . . let aj > 0 and let
pj ∈ R be such that pj = 0 for all sufficiently large j. Put j0 = min{j = 0, 1, 2, . . . |
pj 6= 1}. Let C > 0 and suppose w : Rn 7→ R≥0 is bounded. Then:
(1) If pj0 < 1 and
w(x) ≤ C exp
−‖x‖2
 ∞∏
j=0
log
pj
j aj‖x‖
−1

for all sufficiently large ‖x‖, then the weight w is quasi-analytic with respect
to all bases of Rn.
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(2) If pj0 > 1 and
w(x) ≥ C exp
−‖x‖2
 ∞∏
j=0
log
pj
j aj‖x‖
−1

for all sufficiently large ‖x‖, then w is not a quasi-analytic weight on Rn.
Proof. It is sufficient to prove this in one variable, in view of the properties of the
radial extension procedure. In that case, the second statement follows immediately
from Propositions 3.9 and 3.17. The first statement follows from the third part of
Theorem 3.14 after some computation and asymptotics to check that the relevant
function is eventually convex. 
Concentrating on the radial case, a weight onRn which for some C, a0, a1, a2, . . . >
0 and all sufficiently large ‖x‖ is majorized by whichever of the expressions
C exp
(
−
‖x‖1−ν
a0
)
,
C exp
(
−
‖x‖
a0 (log a1‖x‖)
1+ν
)
,
C exp
(
−
‖x‖
a0 log a1‖x‖ (log log a2‖x‖)
1+ν
)
,
. . .
is in Wqa if ν ≤ 0. Note that the first family of majorants is in Whol, but that
the others are not. Complementary, a weight which is for some ν > 0 minorized at
infinity by whichever of these expressions is not a quasi-analytic weight.
For the sake of completeness we mention that explicit nonradial examples of
quasi-analytic weights on Rn in terms of elementary functions can be obtained as
tensor products of quasi-analytic weights on R taken from the above proposition.
All minorants at infinity of such weights are then again quasi-analytic weights on
Rn.
3.5. Improving the spaces Ow. In this section we observe that many spaces Ow
are Fre´chet and show that in a sense these well-behaved spaces are ubiquitous. This
is an important fact which we use in Section 4 to invoke vector-valued integration
and in Section 5 to show the redundancy of a hypothesis of continuity. We also
note that we can combine this completeness with an improvement of some regularity
properties of the weight, without leaving the class of weights under consideration.
Proposition 3.21. Let w be a weight such that for all nonempty compact subsets
K of Rn there exists CK > 0 such that K ⊂ { x ∈ Rn | w(x) > CK }. Then Ow is
a Fre´chet space.
Proof. The hypothesis implies that the complement of the zero locus of w is dense,
hence Ow is Hausdorff by Remark 3.1 and only completeness remains to be checked.
Let {fn}∞n=1 be a Cauchy sequence in Ow. LetK be an arbitrary nonempty compact
subset of Rn and select CK > 0 such that K ⊂ AK where AK = { x ∈ Rn | w(x) >
CK }. For all fixed α ∈ Nn, the restrictions of the ∂αfn to AK are then bounded
on AK and are in fact a Cauchy sequence under the supremum norm on the space
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of bounded functions on AK . The analogous statement is then by continuity true
for the restrictions to AK ⊃ K. We conclude that the fn are a Cauchy sequence in
C∞(Rn), the latter space being supplied with the usual Fre´chet topology of uniform
convergence of all derivatives on all compact sets. A routine verification shows that
the limit in C∞(Rn) is in fact an element of Ow and that the sequence converges
to this limit in the topology of Ow. 
Theorem 3.22. (1) Let w and w˜ be weights such that:
(a) w(x) ≤ w˜(x) for all x ∈ Rn; and
(b) w˜ is separated from zero on compact sets.
Then Ow˜ is a Fre´chet space which is identified with a subspace of Ow.
The corresponding injection Ow˜ →֒ Ow is continuous, as is the injection
Ow˜ →֒ C
∞(Rn).
(2) If w ∈ Wd for some 0 ≤ d <∞ (resp., w ∈ Whol) there exists a radial w˜ ∈
Wd (resp., a radial w˜ ∈ Whol with τw˜ = τw) which satisfies the requirements
under (1a) and (1b). If w ∈ W∞ (resp., w ∈ W), then there exists w˜ ∈ W∞
(resp., w ∈ W) which is of class C∞, radial, nonincreasing on each ray
emanating from the origin, and satisfying the requirements under (1a) and
(1b). If w ∈ Wqa is quasi-analytic with respect to the basis {v1, . . . , vn}
of Rn, then there exists w˜ ∈ Wqa of class C∞, satisfying the requirements
under (1a) and (1b), again quasi-analytic with respect to {v1, . . . , vn} and
such that w˜(x) = w˜(−x) for all x ∈ Rn.
Remark 3.23. It is important to note that for all weights w of the various types
that we have distinguished, there exists a majorant w˜ of the same type and with
the properties as in the first part.
Proof. The nontrivial statements in the first part are clear in view of Proposition
3.21 and its proof. As to the second part, if w ∈ Wd (0 ≤ d < ∞) or w ∈ Whol
one can take w˜(x) = sup‖y‖=‖x‖w(y) + exp(−‖x‖
2). The case w ∈ W is trivial.
Consider the case w ∈ W∞. If supp w is bounded then C exp(−
√
‖x‖2 + 1) for
some sufficiently large C obviously suffices. Put
w′(x) = 2 inf
m=0,1,2,...
‖‖y‖m · w(y)‖∞
‖x‖m
(x ∈ Rn).
Since {‖‖y‖m · w(y)‖∞}∞m=0 is a strictly positive logarithmically convex sequence,
the analogues of (3.3) and the discussion of (3.4) apply, showing that w′ can be
modified into a majorant with all the required properties. Finally, the third part
of Theorem 3.16 handles the quasi-analytic case. 
4. Density in Ow
The principal aim of this section is the proof of the density of various common
subspaces of the spaces Ow, as dependent on the properties of the weight w. The
principal tool is the Fourier transform on O′w. This transform can be defined since,
as it turns out, O′w is canonically embedded in S
′ for any weight w. If w is in one of
the various classes of weights as in Section 3, then there is a corresponding minimal
degree of regularity of the elements of F(O′w), dependent of the particular class.
In the chain of inclusions in Proposition 3.7 this regularity increases from right to
left. To be more precise: if w ∈ Wd (0 ≤ d ≤ ∞) then the Fourier transforms are in
fact functions and we show that these functions are of class C [d]. If w ∈ Wqa they
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have the quasi-analytic property. If w ∈ Whol the transforms are holomorphic on a
tubular neighborhood of Rn.
The notion of admissible spaces for a weight w, as motivated in Section 1, is
introduced in Definition 4.11. Once the regularity properties for the elements of
F(O′w) have been established (Theorem 4.9), the density of these admissible spaces
in Ow is immediate (Theorem 4.13).
The section concludes with a necessary condition for P to be dense in Ow for an
arbitrary rapidly decreasing weight w.
4.1. Fourier transform on O′w. The main result in this section is Theorem 4.13,
describing the regularity of Fourier transforms of elements of O′w when w ∈ W0.
We need some preparation.
A basic fact for the spaces Ow is the density of D. This result is due to Zapata
[34] in a slightly more general context, to which we return in Section 6. We include
the proof, since the result is vital for the main results in this section.
Proposition 4.1. Let w be a weight. Then D is dense in Ow.
Proof (Zapata). Choose θ ∈ C∞c (R
n) such that 0 ≤ θ ≤ 1 and θ(x) = 1 for ‖x‖ ≤ 1.
For h > 0, define θh ∈ C∞c (R
n) by θh(x) = θ(hx); note that for all µ ∈ Nn there is
a constant Cµ ≥ 0 such that, for all h > 0,
‖∂µθh‖∞ ≤ Cµh
|µ|.
We claim that limh↓0 θhf = f for all f ∈ Ow, which clearly proves the proposi-
tion. In order to validate this claim, fix f ∈ Ow and α ∈ Nn. Let ǫ > 0 be given.
By definition there exists R > 0 such that
sup
‖x‖≥R
|∂αf(x) · w(x)| < ǫ/2.
Recalling the definition of the seminorm pα, we see that there exists a finite set of
positive integers cµ such that
pα(f − θhf) ≤ ‖(1− θh)∂
αf · w‖∞ +
∑
µ∈Nn,µ6=0
cµ
∥∥∂µθh · ∂α−µf · w∥∥∞ .
For 0 < h < R−1 we have ‖(1− θh)∂
αf · w‖∞ < ǫ/2, implying that for such h
pα(f − θhf) < ǫ/2 +
∑
µ∈Nn,µ6=0
cµCµh
|µ|pα−µ(f).
The claim follows by taking h 6= 0 small enough. 
If w is a weight, then the injection S →֒ Ow is continuous. Since S is evi-
dently dense in Ow by the previous proposition, O
′
w is canonically identified with
a subspace of S ′. We use the same notation for T ∈ O′w and its image in S
′.
Definition 4.2. If T ∈ O′w, there exist a constant C, a nonnegative integer L, and
a finite set {β1, . . . , βL} of multi-indices such that, for all f ∈ Ow,
(4.1) |〈T, f〉| ≤ C max
k=1,...,L
pβk(f).
The minimum of maxk=1,...,L |βk|, computed over all sets of multi-indices for which
there exists a C such that (4.1) holds for all f ∈ Ow, is the order of T in O′w,
denoted ordOw T .
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Remark 4.3. If T ∈ O′w, then T has also a finite order ordD T as a tempered distri-
bution. It is immediate from the definitions that ordD T ≤ ordOw T . Inequality can
occur; we give an example of this in one dimension for the constant weight 1. Let
f(x) = x−2 sinx3 (x ∈ R). Then f ∈ C∞(R), f ∈ L1(R, dx), and f ′ /∈ L1(R, dx).
Consider the tempered distribution Tf ′ of order zero determined by f
′. Since
|〈Tf ′ , ψ〉| ≤ ‖f‖1‖ψ′ · 1‖∞ for ψ ∈ S, Tf ′ is continuous on S in the topology of O1.
Let T˜f ′ denote the unique continuous extension of Tf ′ to O1. Then ordD T˜f ′ = 0
and from the density of S in Ow one concludes that ordO1 T˜f ′ ≤ 1. Using that
f ′ /∈ L1(R, dx) one sees that ordO1 T˜f ′ 6= 0 and that therefore ordO1 T˜f ′ = 1.
The results for the Fourier transform on O′w follow mainly from the degree of
regularity of the map λ 7→ eiλ, which assumes values in Ow and is defined on a
suitable domain. We need the following definitions:
Definition 4.4. Let w be a weight.
(1) If w /∈ Whol, put Cnw = R
n. If w ∈ Whol, put Cnw = {λ ∈ C
n | ‖ Imλ‖ <
τw } where τw is as in Section 3.
(2) If d is a nonnegative integer, P ∈ Pd, and w ∈ Wd, define ΨP : Cnw 7→ Ow
by ΨP (λ) = Peiλ (λ ∈ Cnw).
The notation Cnw for the domains has been chosen in order to treat the holomor-
phic and the nonholomorphic case in a uniform formulation as much as possible.
Our next three results concern regularity of the maps ΨP .
Proposition 4.5. Let 0 ≤ d < ∞ be an integer. If P ∈ Pd and w ∈ Wd, then
ΨP : Cnw 7→ Ow is continuous.
Proof. We treat the case where w /∈ Whol; the case where w ∈ Whol is similar. We
then have to show that
lim
‖h‖→0
pα (ΨP (λ+ h)−ΨP (λ)) = 0
for all fixed λ ∈ Rn and α ∈ Nn. The definitions make it obvious that
pα (ΨP (λ+ h)−ΨP (λ)) ≤
∑
µ+ν=α
cµ,ν
∥∥∂µxP · ∂νx(ei(λ+h) − eiλ) · w∥∥∞
for some nonnegative integers cµ,ν . By a moment’s thought, it is therefore sufficient
to show that
lim
‖h‖→0
∥∥(1 + ‖x‖)d {(λ+ h)νeih − λν} · w∥∥∞ = 0
for all ν occurring in the summation. This holds in fact for all ν ∈ Nn. To see this,
in view of∥∥(1 + ‖x‖)d {(λ+ h)νeih − λν} · w∥∥∞ ≤
≤
∥∥(1 + ‖x‖)d {(λ + h)νeih − λνeih} · w∥∥∞ + ∥∥(1 + ‖x‖)d {λνeih − λν} · w∥∥∞
= |(λ+ h)ν − λν |
∥∥(1 + ‖x‖)d · w∥∥
∞
+ |λ|ν
∥∥(1 + ‖x‖)d {eih − 1} · w∥∥∞ ,
it is sufficient to prove that
(4.2) lim
‖h‖→0
∥∥(1 + ‖x‖)d {eih − 1} · w(x)∥∥∞ = 0.
Let ǫ > 0. Choose R > 0 such that sup‖x‖≥R
∣∣(1 + ‖x‖)d {eih(x)− 1} · w(x)∣∣ < ǫ
for all h, which is possible since w ∈ Wd. In addition, since | exp(it) − 1| ≤ |t|
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for t ∈ R, we can arrange that also sup‖x‖<R
∣∣(1 + ‖x‖)d {eih(x)− 1} · w(x)∣∣ < ǫ
by taking ‖h‖ small enough. This proves (4.2) and completes the proof when
w /∈ Whol. 
Proposition 4.6. Let 0 ≤ d < ∞ be an integer. If P ∈ Pd and w ∈ Wd+1, then
∂ΨP
∂λj
exists for j = 1, . . . , n on Cnw in the topology of Ow and is given by(
∂ΨP
∂λj
(λ)
)
(x) = ixjP (x)e
i(λ,x) (λ ∈ Cnw, x ∈ R
n).
If w ∈ Whol, the derivatives are to be interpreted as complex derivatives.
Proof. We treat the case where w /∈ Whol; the case where w ∈ Whol is similar. Fix
1 ≤ j ≤ n. The definitions imply we then have to prove that
(4.3) lim
h→0
pα (U Vh) = 0
for all fixed α ∈ Nn and λ ∈ Rn, where U and Vh (0 6= h ∈ R) in C∞(Rn) are
defined by
U(x) = P (x)ei(λ,x) (x ∈ Rn),
Vh(x) = ixj −
eihxj − 1
h
(x ∈ Rn).
The definition of pα implies that is sufficient to prove
(4.4) lim
h→0
∥∥∥(1 + ‖x‖)d ∂νxVh · w∥∥∥
∞
= 0
for all ν ∈ Nn. For this, we distinguish three cases:
(1) Assume |ν| = 0. Let ǫ > 0 be given. From | exp(it) − 1)| ≤ |t| (t ∈ R) we
see that |Vh(x)| ≤ 2‖x‖ for all h 6= 0 and all x. Since w ∈ Wd+1, we can
therefore select R > 0 such that sup‖x‖≥R |(1 + ‖x‖)
dVh(x) · w(x)| < ǫ for
all h 6= 0. Next, since | exp(it) − 1 − it| ≤ t2/2 for t ∈ R it follows easily
that we can then arrange that sup‖x‖<R |(1+‖x‖)
dVh(x) ·w(x)| < ǫ as well,
by taking ‖h‖ small enough. This proves (4.4) in the case |ν| = 0.
(2) Assume |ν| = 1. Then the only possibility for ∂νx , which does not lead to
the trivial situation ∂νxVh = 0, is ∂
ν
x = (∂/∂xj), in which case one verifies
that, for h 6= 0,∥∥∥(1 + ‖x‖)d ∂νxVh · w∥∥∥
∞
≤ |h|
∥∥∥(1 + ‖x‖)d ‖x‖ · w∥∥∥
∞
.
This proves (4.4) for |ν| = 1.
(3) Assume |ν| ≥ 2. As in the previous case, the only possibility for ∂νx , which
does not lead to the trivial situation ∂νxVh = 0, is ∂
ν
x = (∂/∂xj)
|ν|, in which
case one verifies that, for h 6= 0,∥∥∥(1 + ‖x‖)d ∂νxVh · w∥∥∥
∞
≤ |h||ν|−1
∥∥∥(1 + ‖x‖)d · w∥∥∥
∞
.
This proves (4.4) for |ν| ≥ 2.
This concludes the proof for w /∈ Whol. 
The following corollary follows by induction, using Propositions 4.5 and 4.6.
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Corollary 4.7. Let d ≥ 0 be an integer. If w ∈ Wd, then Ψ1 : Cnw 7→ Ow is
strongly of class Cd, with derivatives given by
(∂αΨ1(λ)) (x) = i
|α|xαeiλ(x) (λ ∈ Cnw, x ∈ R
n;α ∈ Nn, |α| ≤ d).
If w ∈ Whol, then the derivatives exist for all α ∈ Nn and are to be interpreted as
complex derivatives.
As a last auxiliary result, we need the following estimates:
Lemma 4.8. Let α ∈ Nn. If w ∈ W|α| then, for all β ∈ Nn and λ ∈ Cnw,
pβ
(
xαei(λ,x)
)
≤ 2|β| (1 + ‖λ‖)|β|
n∏
j=1
(1+αj)
|β|·
∥∥∥∥∥∥
n∏
j=1
(1 + |xj |
αj ) · e−(Imλ,x) · w(x)
∥∥∥∥∥∥
∞
.
Proof. It is evident that
(4.5) pβ
(
xαei(λ,x)
)
≤
∑
µ+ν=β
cµ,ν
∥∥∥∂µxxα · ∂νxei(λ,x) · w(x)∥∥∥
∞
for some nonnegative integers cµ,ν satisfying
(4.6)
∑
µ+ν=β
cµ,ν = 2
|β|.
We estimate the functions occurring in the summands in (4.5). First, in such a
summand one has, for all x,
|∂µxx
α| ≤
n∏
j=1
(1 + αj)
βj (1 + |xj |
αj )
≤
n∏
j=1
(1 + αj)
|β|(1 + |xj |
αj ).
In addition, in such a summand one has, for all x and λ,
|∂νxe
i(λ,x)| ≤
n∏
j=1
(1 + |λj |)
βj · e−(Imλ,x)
≤ (1 + ‖λ‖)|β| e−(Imλ,x).
The statement now follows from an application of the estimates in (4.5) and a
subsequent use of (4.6). 
We are now in the position to prove the basic result for the Fourier transform
on O′w.
Theorem 4.9. Let d ∈ {0, 1, 2, . . . ,∞}, assume w ∈ Wd, and suppose T ∈ O′w.
Put N = ordO′w T . Then:
(1) There is a natural injective map O′w → S
′, defined by letting to T ∈ O′w
correspond the tempered distribution f 7→ 〈T, f〉 (f ∈ S), which we again
denote by T . The order of T as a tempered distribution is at most N .
(2) The Fourier transform of T , where T is viewed as a tempered distribution,
is a continuous function T̂ . It is given for λ ∈ Rn by
(4.7) T̂ (λ) = (2π)−n/2〈T, e−iλ〉.
The map from O′w into C(R
n) defined by T 7→ T̂ is injective.
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(3) T̂ is of class Cd on Rn, with derivatives for λ ∈ Rn and α ∈ Nn (|α| ≤ d)
given by
(4.8) ∂αT̂ (λ) = (2π)−n/2(−i)|α|〈T, xαe−iλ〉.
(4) There exists a constant C > 0 such that, for all λ ∈ Rn and for all α ∈ Nn
with |α| ≤ d,∣∣∣∂αT̂ (λ)∣∣∣ ≤ C(1 + ‖λ‖)N n∏
j=1
(1 + αj)
N
∥∥∥∥∥∥
n∏
j=1
(1 + |xj |
αj ) · w(x)
∥∥∥∥∥∥
∞
.
(5) If w ∈ Whol, then (4.7) defines a holomorphic extension of T̂ to Cnw, also
denoted by T̂ . The complex derivatives of T̂ on Cnw are then given by (4.8)
and there exists a constant C > 0 such that, for all λ ∈ Cnw and all α ∈ N
n,∣∣∣∂αT̂ (λ)∣∣∣ ≤ C(1 + ‖λ‖)N n∏
j=1
(1 + αj)
N
∥∥∥∥∥∥
n∏
j=1
(1 + |xj |
αj ) · e(Imλ,x) · w(x)
∥∥∥∥∥∥
∞
.
(6) If w is standard quasi-analytic, then there exist a constant C > 0 and
nonnegative sequences {M˜(j,m)}∞m=0 (j = 1, . . . , n) such that
∞∑
m=1
1
m
√
M˜(j,m)
=∞ (j = 1, . . . , n)
and, for all λ ∈ Rn and all α ∈ Nn,∣∣∣∂αT̂ (λ)∣∣∣ ≤ C(1 + ‖λ‖)N n∏
j=1
M˜(j, αj).
Moreover, if w is standard quasi-analytic and if there exists λ0 ∈ Rn such
that ∂αT̂ (λ0) = 0 for all α ∈ Nn, then T = 0.
Proof. As to (1): this was already observed following Proposition 4.1.
For (2), we first consider as preparation a weight w˜ ∈ W0 which is separated
from zero on compact sets. Let f ∈ D be arbitrary. The map λ 7→ f(λ)e−iλ =
f(λ)Ψ1(−λ) is then continuous by Proposition 4.5, evidently compactly supported
and with values in Ow˜, which is a Fre´chet space by Proposition 3.21. Therefore, as
a consequence of [28, Theorem 3.27], the weak integral
(2π)−n/2
∫
Rn
f(λ)e−iλ dλ
exists in Ow˜. Applying point evaluations, which are continuous since w˜ has no
zeros, the integral is identified as f̂ . We now turn to the statements in (2) and
note that the function T̂ as described in the theorem is certainly continuous on
Rn (in fact on Cnw) as a consequence of Proposition 4.5. We also note that, since
w ∈ Wd ⊂ W0, Theorem 3.22 allows us to choose a majorant w˜ ∈ W0 of w which
is separated from zero on compact sets. The previous result on the weak integrals
in Ow˜ then imply, in view of the continuity of the injection Ow˜ →֒ Ow, that
〈T, f̂〉 = (2π)−n/2
∫
Rn
f(λ)〈T, e−iλ〉 dλ
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for all f ∈ D. Therefore, with F(T ) denoting the Fourier transform of the tempered
distribution T , we have
(4.9) 〈F(T ), f〉 =
∫
Rn
f(λ)T̂ (λ) dλ
for all f ∈ D. Now note that as a consequence of (4.1) and the estimates in
Lemma 4.8 (applied with α = 0), T̂ is of at most polynomial growth on Rn. In
view of the density of D in S and the continuity of F(T ), the dominated convergence
theorem implies that (4.9) actually holds for all f ∈ S, showing that the function
T̂ represents the Fourier transform of the tempered distribution T as claimed. If
T̂ = 0, then T = 0 in S ′, implying T = 0 in O′w in view of (1). This concludes the
proof (2).
Corollary 4.7 implies the degree of differentiability and the expressions for the
derivatives in (3) and (5).
In view of (4.1), (4) and the estimates in (5) follow immediately from Lemma 4.8.
We now prove the assertions on the sequences in (6) as a consequence of the
estimates in (4), as follows. For j = 1, . . . , n and m ≥ 0 put
M˜(j,m) = (1 +m)
N
∥∥∥ (1 + |xj |m) · w1/n(x)∥∥∥
∞
.
Since w1/n is a standard quasi-analytic weight by Lemma 3.11, we have
(4.10)
∞∑
m=1
‖xmj · w
1/n‖−1/m∞ =∞ (j = 1, . . . , n).
Fix j. If there does not exists x ∈ Rn with |xj | > 1 such that w(x) > 0, then
certainly
(4.11)
∞∑
m=1
1
m
√
M˜(j,m)
=∞ (j = 1, . . . , n),
since the terms tend to a constant. In the remaining case where there exists x ∈ Rn
with |xj | > 1 such that w(x) > 0, one verifies that the quotient of the terms in
the series in (4.10) and (4.11) tends to 1 as m → ∞; (4.11) therefore follows from
(4.10).
Finally, suppose that all derivatives of T̂ vanish at some λ0. Then it follows from
the estimates on the derivatives and Theorem B.1 on quasi-analytic classes that the
translate of T̂ over λ0 is identically zero. Therefore T̂ = 0, implying T = 0 (2). 
Remark 4.10. Theorem 4.9(5), when specialized to α = 0, is one-half of a Paley–
Wiener-type theorem. For a distribution T with compact convex support K one
can in fact derive the easy half of the geometric Paley–Wiener theorem (cf. [31,
Exercise 29.5]) from this specialization of (5), since such T is continuous on D in
the induced topology of O1K by [30, p. 99, Theorem XXXIV.1].
4.2. Admissible spaces and their density in Ow. It is now easy to derive
various density results from Theorem 4.9. As may have become apparent from
Section 1, in applications the relevant property of a dense subspace of Ow is not
the density itself, but the property that it has the same closure as any other dense
subspace of Ow, and D in particular. This leads to the concept of admissible spaces
for weights (Definition 4.11) and motivates the formulation of Theorem 4.13.
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Definition 4.11. Let w be a weight. An admissible space for w is any of the
following subspaces of C∞(Rn):
(1) If w /∈ W0: a dense subspace of S.
(2) If w ∈ W0 but w /∈ Wqa:
(a) a dense subspace of S; or
(b) a subspace of the form Span { eiλ | λ ∈ E }, where E ⊂ Rn is dense.
(3) If w ∈ Wqa but w /∈ Whol:
(a) a dense subspace of S; or
(b) a subspace of the form Span { eiλ | λ ∈ E}, where E ⊂ Rn is such that
E has nonempty interior; or
(c) P .
(4) If w ∈ Whol:
(a) a dense subspace of S; or
(b) a subspace of the form Span { eiλ | λ ∈ E }, where E ⊂ Cnw is such that
any holomorphic function on Cnw vanishing on E is identically zero on
Cnw; or
(c) P .
Remark 4.12. In the one-dimensional case, the possible choices for spectral sub-
sets E as required above for w ∈ Whol can alternatively be described as the subsets
of Cw having an accumulation point in Cw. In arbitrary dimension, the situation
is more involved and a simple description of such uniqueness sets is not known. Rn
is a uniqueness set for holomorphic functions on Cn and, furthermore, the bound-
ary uniqueness theorem and the maximum principle [7, p. 289] supply nontrivial
examples of uniqueness sets for holomorphic functions on Cnw. A somewhere dense
subset of Rn is a uniqueness set for holomorphic functions on Cnw.
Theorem 4.13. Let w be a weight. Then all admissible spaces for w are subspaces
of Ow and they all have the same closure in Ow. In fact, they are all dense.
Proof. It is obvious that the admissible spaces are subspaces. To prove that they
are all dense, we start with an arbitrary weight such that w /∈ W0 and then prove
the various incremental statements on density as the properties of w improve.
In the starting case, the density in Ow of an arbitrary dense subspace of S
follows from Lemma 1.1, the density of S in Ow, and the continuity of the injection
S →֒ Ow.
In the case w ∈ W0 but w /∈ Wqa, suppose that T ∈ O
′
w vanishes on the span of
the exponentials as described in Definition 4.11. By the continuity of T̂ we conclude
that T̂ = 0, hence T = 0.
In the case w ∈ Wqa but w /∈ Whol, then as a consequence of Proposition 3.7 we
may assume that w is standard quasi-analytic. In that case, if T ∈ O′w vanishes on
the span of the exponentials as described in Definition 4.11, then by continuity there
exists an open set on which T̂ vanishes. In view of Theorem 4.9(6) we conclude
that T = 0. Also, if T ∈ O′w vanishes on P , then Theorem 4.9(3) and (6) show that
T = 0.
Finally, in the case w ∈ Whol the remaining statement on the density of the span
of the exponentials as described follows from the holomorphy of T̂ on Cnw and again
the injectivity of the map T 7→ T̂ . 
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Remark 4.14. (1) A crucial step in the proof of Theorem 4.13 is the conclu-
sion that T vanishes on Ow whenever the function T̂—which could as well
have been defined directly as T̂ = 〈T, e−iλ〉—vanishes on Rn. For this step
it is not essential that T̂ can be interpreted as a Fourier transform of a tem-
pered distribution. Indeed, the conclusion follows by considering a weak
integral
∫
Rn
f(λ)e−iλ dλ in Ow as in the proof of Theorem 4.9 when one
uses that F(D) is dense in S and therefore also in Ow. A range result of
this kind appears to be essential; the closure theorems on exponentials and
polynomials in Ow to a considerable extent ultimately rest on harmonic
analysis. This connection with harmonic analysis will become even more
apparent in the discussion of possible generalizations in Section 7.
(2) It is instructive to note that the various density results in Ow have different
origins. The density of D and S for general w can be proved in a direct
fashion. The density of the trigonometric functions for w ∈ W0 has, as
noted above, its origin in harmonic analysis. For w ∈ Whol this can still
be said for the additional density of P and the span of exponentials as
described. For w ∈ Wqa but w /∈ Whol both the density of P and the density
of the span of exponentials as described are relatively deep statements,
based not only on a result from harmonic analysis but on a theorem on
quasi-analytic classes in several variables as well.
(3) The theorem can be generalized (cf. Theorem 6.19).
For w ∈ W∞ we have established that the condition w ∈ Wqa is sufficient for
the polynomials to be dense in Ow. The following proposition, which should be
compared with Corollary 3.18, gives a necessary condition. It concludes our study
of density in Ow.
Proposition 4.15. Let w ∈ W∞ and suppose that P is dense in Ow. If x, y ∈ Rn
are such that y 6= 0 and such that t 7→ w(x+ ty) is Lebesgue measurable on R, then
(4.12)
∫ ∞
−∞
logw(x+ ty)
1 + t2
= −∞.
Proof. Fix x and y as in the hypotheses. Define ι : R 7→ Rn by ι(t) = x + ty.
If f is a function on Rn let ι∗f = f ◦ ι be its pull-back to R. Then ι∗w is a
rapidly decreasing weight on R. Consider the one-dimensional Bernstein space
Cι∗w = { f ∈ C(R) | lim|x|→∞ f(x) · ι∗w(x) = 0 }, supplied with the topology
given by the seminorm f 7→ ‖f · ι∗w‖∞. Then ι∗ maps Ow continuously into Cι∗w.
Furthermore, ι∗P(Rn) = P(R) and ι∗D(Rn) = D(R). Now if P(Rn) is dense in Ow,
i.e., if P(Rn) and D(Rn) have the same closure in Ow, then we conclude from this
and Lemma 1.1 that P(R) and D(R) have the same closure in Cι∗w. Since D(R)
is dense in Cι∗w, so is P(R). Therefore, the weight ι∗w must satisfy Hall’s integral
condition [10, 23], i.e., (4.12) must hold. 
5. Subspaces with equal closure
We are now able to prove the basic theorems on subspaces with equal closure.
These are supplemented with a discussion of a natural partial filtration on topo-
logical vector spaces. The latter is motivated by the question what the amount of
freedom is to obtain variations on (1.1), as depending on the generator, and leads
to the concept of admissible spaces for elements of a topological vector space.
SUBSPACES WITH EQUAL CLOSURE 37
For ease of formulation we limit ourselves to locally convex spaces. In view
of practice, this is not too severe a limitation and if necessary it is, on the basis
of Theorem A.2, easy to adjust the results to the situation of finitely generated
subspaces of spaces which are not locally convex.
5.1. Formalization of the method. The following basic theorem is immediate
from the combination of Theorems A.2 and 4.13. The admissible spaces for weights
in its formulation can be found in Definition 4.11.
Theorem 5.1 (Subspaces with equal closure). Let V be a locally convex topological
vector space and let G ⊂ V be a nonempty set of generators. Suppose that for each
g ∈ G a weight wg on Rng is given, together with a continuous linear map from
Owg into V denoted by f 7→ f · g (f ∈ Owg ). For each g ∈ G choose an admissible
space Lg for wg and consider L =
∑
g∈G Lg · g. Then:
(1) The closure of L is independent of the choice of the Lg.
(2) The annihilator of L is independent of the choice of the Lg and is equal to⋂
g∈G
(
L′g · g
)⊥
for any choice of admissible spaces L′g.
(3) The sequential closure of L is independent of the choice of the Lg when G
is finite.
In the applications we have in mind V is a space of functions, equivalence classes
of functions, distributions, sequences, etc., with a subset of Rn as the underlying
point set. The ng are then all equal to n and we will assume this for the remainder
of the discussion. The linear map in the above theorem is, in those situations, the
appropriate type of multiplication by smooth functions, as is defined in V . As the
reader may verify in examples, this multiplication invariably results in a natural
module structure over P , Eim, and D for some—in general proper—subspaces of V .
The salient point in the above theorem is the possibility to switch from one
choice of admissible spaces to another more convenient one (and, in particular, to
the choice of D for all g ∈ G) without affecting the closure of the subspace involved.
As explained in Section 1, this is the mechanism which makes the nontrivial analysis
in the spaces Ow immediately available in other situations.
We briefly summarize the switching possibilities. If wg ∈ W , then one can choose
as admissible space Lg a dense subspace of S (such as notably D). If wg ∈ W0,
then in addition one can choose a space of the form Span { eiλ | λ ∈ E }, where
E ⊂ Rn is dense. If wg ∈ Wqa, then there is still more choice since for Lg one may
now in addition also choose P or Span { eiλ | λ ∈ E } if E is a somewhere dense
subset of Rn. If wg ∈ Whol, then maximum choice is possible since, in addition to
all spaces just described, there is then another type of admissible space, related to
the exponentials. This additional degree of freedom depends on more details of the
holomorphic weight and we refer to Definition 4.11 for the precise description.
The choices for admissible spaces can be made independently for all g ∈ G and all
possible resulting subspaces V have the same closure. An application of the theorem
could in many situations, e.g., be the conclusion that the modules generated by G
over D, Eim, and P , all three have the same closure, and that for a description of
this closure—equivalently, a description of the annihilator—one can assume that
the module is generated over D, which in most situations is a convenient choice. It
is apparent that such a conclusion is a special case of the assertions in the theorem.
As an illustration we give some straightforward examples, returning to more
elaborate situations in Section 6.
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Example 5.2. (1) Let Ω ⊂ Rn be open and nonempty and let V = C∞c (Ω)
′.
Supply C∞c (Ω)
′ with its weak topology and consider g = 1 ∈ C∞c (Ω)
′. For
the holomorphic weight w(x) = exp(−‖x‖2) the map f 7→ f ·g is continuous
from Ow into C∞c (Ω)
′. Since D · 1 ⊃ C∞c (Ω) and the latter space is well-
known to be sequentially dense in C∞c (Ω)
′, the same holds for D · 1. The
third part of the theorem then asserts that this sequential density also holds
for P · 1 and any space of the form Span { eiλ · 1 | λ ∈ E }, where E ⊂ Cn
is a uniqueness set for holomorphic functions on Cn.
(2) Let V = S and let g(x) = exp(−‖x‖2) ∈ S. For the holomorphic weight
w(x) = exp(−‖x‖2) the map f 7→ f · g is continuous from Ow into S. Since
D · exp(−‖x‖2) = D is dense in S, we conclude from the theorem that
P · exp(−‖x‖2) is also dense, as is Span { eiλ · exp(−‖x‖2) | λ ∈ E }, where
E ⊂ Cn is a uniqueness set for holomorphic functions on Cn.
(3) Let V = Lp(Rn, dx) (1 ≤ p < ∞) and consider g(x) ∈ Lp(Rn, dx) given
by g(x) = exp(−
√
‖x‖2 + 1/ log
√
‖x‖2 + 2). Let w be a weight which is
equal to exp(−ǫ‖x‖/2 log ‖x‖) for large ‖x‖. Then w is quasi-analytic by
Proposition 3.20; the associated map f 7→ f ·g fromOw into V = Lp(Rn, dx)
is then continuous. Since D·g = D is dense in Lp(Rn, dx), we conclude from
the theorem that P · g is dense in Lp(Rn, dx), as is Span { eiλ · g | λ ∈ E} if
E ⊂ Rn is somewhere dense. We will later consider the case of nonsmooth
g (see Section 6.4).
It will become apparent in Theorem 5.3 that the continuity of the maps of type
f → f · g from Ow into V in these examples does not have to be verified. It is
sufficient to observe that these maps can be defined.
For many spaces V the natural action of a space Ow on g ∈ V can be described as
the transpose of an action ofOw on functions on some setX , the latter being defined
by pointwise multiplication. In such situations a uniform formulation becomes
possible, covering in one concept a variety of “appropriate” ways of multiplying
objects by smooth functions. At the same time a new phenomenon appears, namely
the redundancy of the hypothesis of continuity. This is due to the completeness of
various spaces and it illustrates the importance of Theorem 3.22.
Theorem 5.3. Let X ⊂ Rn be nonempty and let T be an LF-space of functions on
X with a defining sequence T 1 ⊂ T 2 ⊂ . . .. Assume that the T l are all C∞(Rn)-
modules under pointwise multiplication and suppose that convergence of a sequence
in T implies pointwise convergence on X. Let T ′ be the dual of T , supplied with
the weak topology.
Then the action of each element of C∞(Rn) on T is automatically continuous,
and we equip T ′ with the structure of a C∞(Rn)-module by transposition.
Let V ⊂ T ′ be a locally convex topological vector space and let G ⊂ V be a
nonempty set of generators. Suppose that for each g ∈ G a weight wg on Rn is
given. Assume
(1) that the topology of V is weaker than the induced weak topology of T ′ on V
and that Owg · g ⊂ V for all g ∈ G; or
(2) that the topology of V is stronger than the induced weak topology of T ′ on
V , that V is an LF-space with a defining sequence V 1 ⊂ V 2 ⊂ . . ., and that
for each g ∈ G there exists V l such that g ∈ V l and Owg · g ⊂ V
l.
SUBSPACES WITH EQUAL CLOSURE 39
For each g ∈ G choose an admissible space Lg for wg. Consider the subspace
L =
∑
g∈G Lg · g of V . Then the following hold:
(1) The closure of L in V is independent of the choice of the Lg.
(2) The annihilator of L in V ′ is independent of the choice of the Lg and equal
to
⋂
g∈G
(
L′g · g
)⊥
for any choice of admissible spaces L′g.
(3) The sequential closure of L in V is independent of the choice of the Lg
when G is finite.
Before giving the proof of the theorem, let us motivate its formulation by indi-
cating what types of spaces can occur as T and V in the theorem.
The hypotheses on the space of test functions T are for all nonempty open
Ω ⊂ Rn and all 0 ≤ m ≤ ∞ satisfied by Cmc (Ω) and C
m(Ω), the latter case
corresponding to a constant sequence defining T . Thus a number of common dual
spaces can figure as T ′ in the theorem and for each of these one has a variety of
subspaces V ⊂ T ′. As an example we consider T ′ = C∞c (Ω)
′. Then C∞c (Ω)
′ itself
in the weak topology is covered by the first possibility. Taking the defining sequence
in the second possibility equal to a fixed Fre´chet space, we see that Fre´chet spaces as
C∞(Ω), Lp-spaces (as well as their local versions), various types of Sobolev spaces
and S (in the case Ω = Rn) are all covered by this second possibility. Other spaces
which are not Fre´chet spaces but still LF-spaces are also covered by this second
possibility. This holds, e.g., for certain Sobolev spaces and for C∞c (Ω). We will see
in Section 6.4 that several spaces associated to a locally compact subset X of Rn,
and notably Lp-spaces with X as an underlying point set, are also within the range
of the theorem.
In all such spaces an inclusion of sets immediately implies equality of closure of
subspaces.
Proof. We first settle the continuity of the action of C∞(Rn). Since convergence
of a sequence in T implies pointwise convergence on X , the same holds for each
space T l. The closed graph theorem [28, Theorem 2.15] then readily shows that the
action of each fixed element of C∞(Rn) on each space T l is continuous as a map
from T l into itself. Composed with the continuous injection T l →֒ T the action
is a continuous map from each space T l into T . This in turn implies by general
principles the continuity of the action as a map from T into itself, as was to be
shown. We conclude that there is indeed a C∞(Rn)-module structure on T ′.
As a preparation for the conclusion of the proof, we first improve the properties
of the Owg . Indeed, Theorem 3.22 supplies majorants for the wg which still satisfy
the hypotheses of the present theorem (since the corresponding function spaces are
contained in the spaces Owg ) and which are of the same type, so that they have the
same admissible spaces as the original wg. Replacing the wg by these majorants, we
may therefore assume by Theorem 3.22 that the Owg are Fre´chet spaces in which
convergence implies pointwise convergence on Rn.
After this preparation we note that in view of Theorem 5.1 the conclusions of
the present theorem will follow once we can prove that f 7→ f · g is for each g ∈ G
automatically continuous as a map from Owg into V . To this end fix g ∈ G.
Since convergence in Owg now implies pointwise convergence and Owg is now
Fre´chet, the closed graph theorem yields that, for each fixed t ∈ T , say t ∈ T l, the
map f 7→ f · t is continuous from Owg into T
l and is therefore also continuous as
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a map from Owg into T . By transposition we conclude that fn · g
w
→ f∞ · g in the
weak topology of T ′ whenever fn → f∞ in Owg .
The required continuity in the case of the first possibility for the topology of V
is now immediate.
Turning to the second possibility, suppose that g ∈ V l and Owg · g ⊂ V
l. By
continuity of the injection V l →֒ V it is sufficient to show that the map f 7→ f · g is
continuous as a map from Owg into V
l. This can be done by a final application of
the closed graph theorem. Suppose then that fn → f∞ in Owg and that fn · g → t
′
in V l. We have to show that t′ = f∞ · g. Now the second convergence also holds in
V and, since by assumption the topology of V is stronger than the induced weak
topology of T ′, we see that fn · g
w
→ t′ in the weak topology of T ′. On the other
hand, we had already observed that fn · g
w
→ f∞ · g in the weak topology of T ′
whenever fn → f∞ in Owg . By the uniqueness of weak limits in T
′, we conclude
that t′ = f∞ · g, as was to be shown. The closed graph theorem therefore does
indeed apply and the proof is complete. 
The following theorem has an overlap with Theorem 5.3, but it covers some
important spaces like C(X), Cc(X) and C0(X) for a locally compact subset X of
Rn, spaces which are not, for general X , covered by the previous theorem. The
proof is a simpler version of the proof of Theorem 5.3 and is left to the reader.
Theorem 5.4. Let X ⊂ Rn be nonempty and let V be an LF-space of functions
on X with a defining sequence V 1 ⊂ V 2 ⊂ . . .. Suppose that convergence of a
sequence in V implies pointwise convergence on X. Let G ⊂ V be a nonempty set
of generators and suppose that for each g ∈ G a weight wg on Rn is given. Assume
that for each g ∈ G there exists V l such that g ∈ V l and Owg · g ⊂ V
l. For each
g ∈ G choose an admissible space Lg for wg. Consider the subspace L =
∑
g∈G Lg ·g
of V .
Then the following hold:
(1) The closure of L in V is independent of the choice of the Lg.
(2) The annihilator of L in V ′ is independent of the choice of the Lg and equal
to
⋂
g∈G
(
L′g · g
)⊥
for any choice of admissible spaces L′g.
(3) The sequential closure of L in V is independent of the choice of the Lg
when G is finite.
Corollary 5.5. Let V be as in Theorem 5.3 or 5.4 and suppose that V (or each
space V l in the case of an LF-space) is a C∞(Rn)-module. Let G ⊂ V be a nonempty
set of generators and, for g ∈ G, let Lg denote an admissible space for a holomorphic
weight.
Then the closure in V of the subspace L =
∑
g∈G Lg · g is independent of the
choice of the Lg.
The precise nature of V and the generators is apparently irrelevant. This situa-
tion occurs, e.g., for Cmc (Ω), C
m(Ω) (0 ≤ m ≤ ∞) and their duals, and for Cc(X)
and C(X) and their duals for locally compact X . For these spaces one can, for ar-
bitrary sets of generators, always switch between admissible spaces for holomorphic
weights without affecting the closure.
5.2. A partial filtration associated with types of weights. Given a topologi-
cal vector space V as in Theorem 5.3 or 5.4 we now introduce a partial filtration on
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V which measures, for g ∈ V , both the amount of choice for admissible spaces and
the minimal regularity of the Fourier transforms of associated linear functionals on
S.
For the first possibility of Theorem 5.3 let VW denote the set of all v ∈ V such
that Ow · v ⊂ V for some w ∈ W . For 0 ≤ d ≤ ∞ let Vd denote the set of all
v ∈ V such that Ow · v ⊂ V for some w ∈ Wd; the sets Vqa and Vhol are defined
similarly. For the second possibility of Theorem 5.3, as well as for Theorem 5.4, let
VW denote the set of all v ∈ V such that there exists V l with the property that
v ∈ V l and Ow · v ⊂ V l for some w ∈ W . The spaces Vd, Vqa and Vhol are defined
similarly.
In all cases Proposition 3.7 implies that
(5.1) 0 ⊂ Vhol ⊂ Vqa ⊂ V∞ ⊂ Vd ⊂ Vd′ ⊂ V0 ⊂ VW ⊂ V (d ≥ d
′ ≥ 0).
One verifies that in all cases Vhol, Vd (0 ≤ d ≤ ∞) and VW are vector spaces since
Ow1+w2 ⊂ Ow1 ∩Ow2 for arbitrary weights w1 and w2 and since the sets of weights
corresponding to these subspaces of V are closed under addition by Proposition 3.7.
Since this latter property fails for Wqa it may well be in doubt whether Vqa is in
general closed under addition, so that we prefer to refer to (5.1) only as a partial
filtration.
Definition 5.6. Let V be a topological vector space as in Theorems 5.3 or 5.4. If
g ∈ Vhol, where Vhol is as defined above, then an admissible space for g is any admis-
sible space for a holomorphic weight as in Definition 4.11. We define analogously
the notion of an admissible space for elements of Vqa, V0, and VW .
With this terminology the essence of Theorem 5.3 and 5.4 can be rephrased
as the validity of their conclusions for any nonempty G ⊂ VW and any choice of
admissible spaces for the elements of G. The largest freedom of choice for a fixed
g ∈ G is then determined by the leftmost set in (5.1) that still contains g.
We turn to Fourier transforms. In the proof of Theorems 5.3 and 5.4 we start
with g ∈ V and a weight wg such that Owg ·g ⊂ V (resp. g ∈ V
l and Owg ·g ⊂ V
l in
the case of LF-spaces). The proof consists of replacing wg by a majorant w˜g which is
separated from zero on compact sets and then showing that the map f 7→ f ·g from
Ow˜g into V is necessarily continuous. Now if, e.g., g ∈ Vqa, so that wg ∈ Wqa, then
we can choose w˜g ∈ Wqa again. Now for all T ∈ V ′ the associated map Tg : S 7→ C
defined by 〈Tg, f〉 = 〈T, f · g〉 (f ∈ S) is not only a tempered distribution but in
fact in O′w˜g since it factors over Ow˜g . Since w˜g ∈ Wqa we therefore then have
knowledge from Theorem 4.9 on the minimal degree of regularity of the Fourier
transform of Tg. The same argument is valid for the other classes of weights and
the partial filtration (5.1) thus corresponds to various minimal degrees of regularity
of the Fourier transforms F(Tg) of all these associated tempered distributions. This
minimal degree of regularity of all F(Tg) for T ∈ V ′ is determined by, again, the
leftmost set in (5.1) that still contains g.
To be more precise, fix g ∈ VW . If g ∈ Vd (0 ≤ d ≤ ∞) then the Fourier
transforms F(Tg) (T ∈ V ′) of the associated tempered distributions 〈Tg, f〉 = 〈T, f ·
g〉 (f ∈ S) are all functions of class C [d] and are given by T̂g(λ) = (2π)−n/2〈T, e−iλ ·
g〉 (λ ∈ Rn). If g ∈ Vqa the Fourier transforms are each in a quasi-analytic class
and if g ∈ Vhol they all extend to holomorphic functions on a common tubular
neighborhood of Rn. The expressions for the possible derivatives of the F(Tg), as
well as estimates for these derivatives, follow from those in Theorem 4.9.
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6. Applications
In Section 5 we have given some first applications of the spaces Ow in the case
of one generator. We will now consider the case of arbitrary sets of generators in a
number of familiar spaces. The outline and the type of results will be quite similar
for the various spaces, in accordance with our aim to develop a uniform approach.
With one exception we will use Theorems 5.3, 5.4, and Corollary 5.5 as the basic
results, so that we need not verify the continuity of maps of type f → f · g from
a space Ow into a space of interest. A direct verification of this continuity is of
course also possible. The exception is formed by the general spaces of Bernstein
type in Subsection 6.3, a class of spaces for which one can find examples that are
not covered by the aforementioned results.
With the exception of Subsection 6.3 we will use notations like, e.g., Vqa as in
the partial filtration in Subsection 5.2. We will also employ the notion of admissible
spaces for elements of a topological vector space as in Definition 5.6.
All subsets G of generators are assumed to be nonempty. If f is a function, Z(f)
denotes its zero locus. We will also employ this notation for elements of Lp-spaces,
in which case the zero locus is not necessarily well defined. Since the measure of
such sets is all we will be concerned with in that situation, we will allow ourselves
this imprecision. The notations concerning test functions and distributions are as
in Section 2. If y ∈ Rn and f is a function on Rn, then the translate Tyf is defined
by Tyf(x) = f(x− y).
Remark 6.1. As explained in Subsection 5.2 we have in applications a minimal
degree of regularity of the Fourier transforms of associated tempered distributions,
as well as estimates on these transforms. We will refrain from stating these results
explicitly in the present section, since they are quite similar in all cases and not
necessary for our purposes. It should be noted, however, that in other cases this
extra information may be a useful additional means of investigation.
6.1. The space S of rapidly decreasing functions. The Schwartz space S is
covered by the second possibility in Theorem 5.3 by taking T = D.
We start by discussing the partial filtration of Subsection 5.2. It is immediate
that S = Sd for all finite d (consider w(x) = (1 + ‖x‖d+1)−1), so that Eim and all
dense subspaces of S are admissible spaces for all f ∈ S. For Sqa and Shol the
following lemma describes a class of examples:
Lemma 6.2. Let g1 ∈ C∞(Rn) and g2 ∈ S. Assume that |g2| ∈ Wqa (resp.,
|g2| ∈ Whol). Suppose that for all α, β ∈ Nn there exist polynomials Pα, Qβ and
exponents µα, νβ ≥ 0 such that:
(1) |∂αg1(x)| ≤ |Pα(x)||g2|µα for all x ∈ Rn with ‖x‖ sufficiently large.
(2) |∂βg2(x)| ≤ |Qβ(x)||g2|νβ for all x ∈ Rn with ‖x‖ sufficiently large.
(3) minα, β∈Nn(µα + νβ) > 0.
Then g = g1g2 ∈ Sqa (resp., g = g1g2 ∈ Shol). If g2 has no zeros for sufficiently
large ‖x‖, then the condition that the µα and νβ are nonnegative is superfluous.
The straightforward proof, which we leave to the reader, consists of verify-
ing that Ow · g1g2 ⊂ S for the quasi-analytic (resp., holomorphic) weight w =
|g2|1/2minα, β∈N
n (µα+νβ).
It is obvious from the lemma that exp(−ǫ‖x‖2) ∈ Shol for all ǫ > 0. The same
is true for a more exotic example as sin(expx) · exp(−|x|2 + sin(expx)) on the
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real line. For the quasi-analytic case the lemma provides the following relatively
elementary (with µα = 0 and νβ = 1 for all α and β) examples: if g2 ∈ S is for
large ‖x‖ equal to one of the majorants in the first part of Proposition 3.20 and if
g1 is of polynomial growth together with its derivatives, then g1g2 ∈ Sqa.
With these remarks in mind we formulate the main theorem for S. It becomes
clear when one changes all admissible spaces in its formulation to S—as is validated
by Theorem 5.3—and notes that point evaluations are continuous. The statement
on supports is proved as in Lemma 6.9 below.
Theorem 6.3. Let G ⊂ S. For each g ∈ G choose an admissible subspace Lg and
consider the corresponding subspace L =
∑
g∈G Lg · g of S.
Then the annihilator of L consists of all T ∈ S ′ such that g ·T = 0 for all g ∈ G.
Any such T has support in
⋂
g∈G Z(g).
The closure of L is independent of the choice of the Lg and equal to the closed
multiplicative ideal generated by G in S. The subspace L is dense if and only if the
elements of G have no common zero.
Corollary 6.4. Let G ⊂ S. Then the module generated by G over Eim is dense
in S if and only if the elements of G have no common zero. If G ⊂ Sqa then the
analogous statement holds for the module generated over P.
Remark 6.5. (1) In the cyclic case we retrieve the density of P · exp(−‖x‖2)
in S since the Gaussian has no zeros.
(2) In case L is not dense the natural approach in describing L is via the deter-
mination of L⊥. If
⋂
g∈G Z(g) is sufficiently regular the structure theorems
in [30], for distributions with support in a prescribed set, can then be of
assistance.
The easiest case occurs when
⋂
g∈G Z(g) has no accumulation point in
Rn. Then L⊥ is as a vector space canonically isomorphic with a subspace
of the direct product
∏
x∈
⋂
g∈G Z(g)
L⊥x , where L
⊥
x is the subspace of L
⊥ of
elements supported in {x}; if
⋂
g∈G Z(g) is finite, then this isomorphism
is onto. This description is computable in concrete cases and in general
the isomorphism shows what the type of description of L is: a function
ψ ∈ S is in L if and only if Dψ(x) = 0 for all x ∈
⋂
g∈G Z(g) and for all
constant coefficient differential operators D corresponding to a (possibly
infinite) base of L⊥x .
In the one-dimensional case the answer can be described explicitly, as
follows. If
⋂
g∈G Z(g) has no accumulation point in R, then L consists
precisely of those ψ ∈ S(R) having at all x ∈
⋂
g∈G Z(g) a zero of an order
which is at least the minimum order, as g ranges over G, of the zero of g at
x.
The density statement in the following corollary parallels the well-known L1-
result:
Corollary 6.6. Let G ⊂ S. Then the annihilator of Span {Tyg | g ∈ G, y ∈ Rn }
consists precisely of the tempered distributions T such that F(g) · F−1(T ) = 0 for
all g ∈ G. For any such T , F−1(T ) has support in
⋂
g∈G Z(F(g)). The span of the
translates of the elements of G is dense in S if and only if the Fourier transforms
of the elements of G have no common zero in Rn.
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This follows immediately from Corollary 6.4 under Fourier transform. We note
that if g ∈ G is such that F(g) ∈ Sqa, then one has proper subspaces of Eim
which are admissible spaces for F(g) but correspond to spectral parameters taken
from a somewhere dense set only. Correspondingly, for g such that F(g) ∈ Sqa
one can restrict the translations in the above corollary to those over vectors in
a somewhere dense set. By the same argument, for F(g) ∈ Shol the translations
can be restricted still further in accordance with Definition 4.11. These various
smaller sets of translations can be chosen independently for each of the elements
of G ∩F−1 (Sqa ∪ Shol) and both the description of the annihilator and the density
statement in the corollary then remain valid. As an example, {Ty exp(−x2) | y ∈
E } is dense in S(R) for any set E ⊂ R having an accumulation point in R.
Corollary 6.7. Let G ⊂ S be such that F(g) ∈ Sqa for all g ∈ G. Then the
annihilator of the span of the derivatives of the elements of G consists precisely of
the tempered distributions T such that F(g) · F−1(T ) = 0 for all g ∈ G. For any
such T , F−1(T ) has support in
⋂
g∈G Z(F(g)). The span of the derivatives of the
elements of G is dense in S if and only if the F(g) have no common zero in Rn.
Again the proof is immediate from Corollary 6.4.
Remark 6.8. If g ∈ S is such that F(g) ∈ Sqa, then the translates of g over the
vectors in a somewhere dense set span a subspace of S with the same closure as the
span of the derivatives of g, as is immediate from Theorem 6.3. One can refine this
if g ∈ Shol and one can formulate similar results for arbitrary sets of generators.
It is also clear how to obtain results on equality of the closure of the span of the
derivatives of one set of generators and the closure of the span of the translates of
a second set of generators. Using the continuity of the inclusion of S in various
spaces, these results are subsequently transferred to such other spaces.
As an example on the real line, suppose that G1 ⊂ S(R), G2 ⊂ S(R), and
F(G2) ⊂ S(R)qa. Assume that
⋂
g1∈G1
Z(F(g1)) and
⋂
g2∈G2
Z(F(g2)) are equal and
have no accumulation point in R, so that Remark 6.5 applies to {F(g1) | g1 ∈ G1 }
and {F(g2) | g2 ∈ G2 }. Then in S(R) the closure of the span of the translates
of the elements of G1 is equal to the closure of the span of the derivatives of the
elements of G2 if and only if for all x ∈
⋂
g1∈G1
Z(F(g1)) the minimum order, as
g1 ranges over G1, of the zero of F(g1) at x, is equal to the minimum order, as
g2 ranges over G2, of the zero of F(g2) at x. By continuity the sufficiency of this
condition persists in Lp(R, dx) (1 ≤ p ≤ ∞). This type of result is similar in spirit
to [22], where refined results for two sets of one generator in Lp-spaces on the real
line are derived.
6.2. The spaces Cmc (Ω) and C
m(Ω) (0 ≤ m ≤ ∞) and their duals. These
spaces of test functions on a nonempty open subset Ω of Rn and their duals are
covered by Theorem 5.3. Since these spaces, as well as the spaces in a defining
sequence for the LF-spaces among them, are all modules over C∞(Rn) we see that
all admissible spaces for holomorphic weights are admissible spaces for arbitrary
elements, as in Corollary 5.5.
We start with a preparatory result.
Lemma 6.9. Suppose 0 ≤ m ≤ ∞ and let V denote Cmc (Ω) or C
m(Ω). Then, for
T ∈ V ′ and g ∈ V , the following are equivalent:
(1) 〈T,D · g〉 = 0.
SUBSPACES WITH EQUAL CLOSURE 45
(2) 〈T,C∞c (Ω) · g〉 = 0.
(3) 〈T, V · g〉 = 0.
If T satisfies these conditions, then supp T ⊂ Z(g).
Proof. We give the proof for Cmc (Ω); the case C
m(Ω) is similar. It is trivial that (1)
implies (2). Assume (2), i.e., assume that g ·T ∈ Cmc (Ω)
′ vanishes on C∞c (Ω). Then,
by density, g · T is identically zero on Cmc (Ω). Thus (2) implies (3). Next assume
(3) and note that g · T ∈ Cm(Ω)′. By density of Cmc (Ω) in C
m(Ω) we conclude
from (3) that g · T = 0 in Cm(Ω)′. In particular, the product vanishes on the
restriction of elements of D to Ω. Hence (3) implies (1). Finally, if ψ ∈ C∞c (Ω) and
supp ψ ∩Z(g) = ∅, then ψ factors as ψ = g ·χ for some χ ∈ Cmc (Ω). Consequently,
〈T, ψ〉 = 〈T, g · χ〉 = 0. 
For m = 0 the condition supp T ⊂ Z(g) is equivalent to the other statements
(see Lemma 6.22).
The equivalence of (1) and (3) in the above lemma yields the following:
Corollary 6.10. Let V denote Cmc (Ω) or C
m(Ω) and suppose G ⊂ V is a generating
set. Then
∑
g∈G D · g is equal to the closed ideal in V generated by G.
The following theorem becomes clear when one changes all admissible spaces
in its formulation to D—as is validated by Theorem 5.3—and subsequently uses
Lemma 6.9, Corollary 6.10, and the continuity of point evaluations.
Theorem 6.11. Let 0 ≤ m ≤ ∞. Endow Cmc (Ω) with its usual LF-topology (resp.,
Cm(Ω) with its usual Fre´chet topology). Suppose G ⊂ Cmc (Ω) (resp., G ⊂ C
m(Ω)).
For each g ∈ G choose an admissible space Lg for a holomorphic weight and consider
the corresponding subspace L =
∑
g∈G Lg · g.
Then the annihilator of L consists of all T ∈ Cmc (Ω)
′ (resp., all T ∈ Cm(Ω)′)
such that g · T = 0 for all g ∈ G. Any such T has support in
⋂
g∈G Z(g).
The closure of L in Cmc (Ω) (resp., C
m(Ω)) is equal to the closed ideal generated
by G in Cmc (Ω) (resp., C
m(Ω)). The subspace L is dense in Cmc (Ω) (resp., C
m(Ω))
if and only if the elements of G have no common zero.
In the case of Cmc (Ω) the sequential closure of L is independent of the choice of
the Lg if G is finite.
Corollary 6.12. Suppose G ⊂ Cmc (Ω) (resp., G ⊂ C
m(Ω)). Then the module
generated by G over P is dense in Cmc (Ω) (resp., C
m(Ω)) if and only if the elements
of G have no common zero. The analogous statement holds for the module generated
over Eim.
Remark 6.13. (1) Specializing the corollary to G = {1} we retrieve that P
is dense in Cm(Ω) because the constant function 1 has no zeros (cf. [31,
p. 160]).
(2) Analogously to Remark 6.5 we note that if
⋂
g∈G Z(g) has no accumulation
point in Ω, then L⊥ is as linear space canonically isomorphic to the di-
rect sum
⊕
x∈
⋂
g∈G Z(g)
L⊥x in the case of C
m(Ω) (resp., the direct product∏
x∈
⋂
g∈G Z(g)
L⊥x in the case of C
m
c (Ω)), where L
⊥
x is the subspace of L
⊥
of elements supported in {x}. Again this makes it evident that in both the
cases Cmc (Ω) and C
m(Ω) an element ψ of the respective space is in L if
and only if Dψ(x) = 0 for all x ∈
⋂
g∈G Z(g) and for all constant coefficient
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differential operators D corresponding to a (possibly infinite) base of L⊥x .
In the one-dimensional situation one finds again that, if
⋂
g∈G Z(g) has no
accumulation point in Ω ⊂ R, then L consists precisely of those ψ ∈ Cmc (Ω)
(resp., ψ ∈ Cm(Ω)) having in all x ∈
⋂
g∈G Z(g) a zero of an order which is
at least the minimum order, as g ranges over G, of the zero of g at x.
(3) For finite m, the fact that the ideal Cm(Ω) · G is dense in Cm(Ω) if the
generators have no common zero can also be seen to be a consequence of
the results on closed ideals in Cm(Ω) in [33].
In [26] a necessary and sufficient condition for the density of subalgebras
of Cm(M) (m ≥ 1) is given, where Cm(M) is the algebra of functions
of class Cm on a manifold M of class Cm, supplied with the topology of
uniform convergence of order m on compact subsets. It also follows from
this condition that the ideal Cm(Ω) · G is dense in Cm(Ω) for finite m ≥ 1.
(4) For m = 0 more precise results are available in Theorem 6.24.
The dual theorem is as follows:
Theorem 6.14. Let 0 ≤ m ≤ ∞. Endow Cmc (Ω)
′ (resp., Cm(Ω)′) with the weak
topology. Suppose G ⊂ Cmc (Ω)
′ (resp., G ⊂ Cm(Ω)′). For each T ∈ G choose
an admissible space LT for a holomorphic weight and consider the corresponding
subspace
∑
T∈G LT · T .
Then the annihilator of L consists of all ψ ∈ Cmc (Ω) (resp., all ψ ∈ C
m(Ω)) such
that ψ · T = 0 for all T ∈ G. Any such ψ vanishes on
⋃
T∈G supp T , where closure
is taken in Ω.
The closure of L in Cmc (Ω)
′ (resp., Cm(Ω)′) is independent of the choice of the
LT . Each element of L has support in
⋃
T∈G supp T . The subspace L is dense in
Cmc (Ω)
′ (resp., Cm(Ω)′) if and only if
⋃
T∈G supp T = Ω.
The sequential closure of L is in both cases independent of the choice of the LT
if G is finite.
In the case of Cmc (Ω)
′, if the set G of arbitrary cardinality consists of continuous
functions on Ω, then the sequential closure of L is independent of the choice of the
LT . L is in this case sequentially dense if the elements of G have no common zero.
Proof. When changing all admissible spaces to D—as is validated by Theorem 5.3—
all statements become clear, except the additional results on sequential closure in
Cmc (Ω)
′ in the last paragraph. As to these, note that by Theorem 6.11 the closure
of L, when considered as subspace of C(Ω) in its Fre´chet topology, is independent of
the choice of the LT . The continuity of the canonical injection C(Ω) →֒ Cmc (Ω)
′ then
implies by Theorem A.2 that the sequential closure in Cmc (Ω)
′ is also independent
of the choice of the LT . If in addition the functions in G have no common zero,
then by Theorem 6.11 L is dense in C(Ω). Stated otherwise: L and C∞c (Ω) have
equal closure in C(Ω). Again, by Theorem A.2, when L is considered as a subspace
of Cmc (Ω)
′, it still has the same sequential closure as C∞c (Ω). Since the latter space
is well-known to be sequentially dense in Cmc (Ω)
′, so is L. 
Corollary 6.15. (1) Suppose G ⊂ Cmc (Ω)
′ (resp. G ⊂ Cm(Ω)′). Then the
modules generated by G over P and Eim are both weakly dense in Cmc (Ω)
′
(resp. Cm(Ω)′) if and only if
⋃
T∈G supp T = Ω, where closure is taken in
Ω.
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(2) Suppose G ⊂ C(Ω) and assume that the elements of G have no common zero.
Then the modules generated by G over P and Eim are both sequentially dense
in Cmc (Ω)
′.
Remark 6.16. (1) Specializing to G = {1} we retrieve that P is sequentially
dense in Cmc (Ω)
′ because the constant continuous function 1 has no zeros
(cf. [31, p. 304]).
(2) For m = 0 more precise results are available in Theorem 6.27.
6.3. General spaces of Bernstein type. We will now consider a generalization
of the classical Bernstein problem, both in terms of differentiability and dimension-
ality. The relevant spaces, of which our spaces Ow are particular examples, were
introduced and studied in [34, 25]. We will generalize the results in [loc. cit.] and
explain the connection with the well-known sufficient condition for the polynomials
to be dense in the classical continuous one-dimensional case.
First we introduce the analogue of our spaces Ow in arbitrary degree of differen-
tiability, as follows. Supposem ∈ {0, 1, 2, . . . ,∞} and w ∈ W . Let Cmw consist of all
f ∈ Cm(Rn) such that lim‖x‖→∞ ∂αf(x) · w(x) = 0 for all α ∈ Nn, |α| ≤ m. Then
Cmw becomes a locally convex space when supplied with the seminorms pα (|α| ≤ m)
defined by pα(f) = ‖∂αf · w‖∞ (f ∈ Cmw ). The spaces Ow correspond to m =∞.
Lemma 6.17. Let 0 ≤ m ≤ ∞ and w ∈ W. If G ⊂ Cmw is such that
⋂
g∈G Z(g) = ∅,
then
∑
g∈G D · g is dense in C
m
w .
Proof. The injection j : Cmc (R
n) 7→ Cmw is continuous and the image is dense
[34]. Let jt : (Cmw )
′ 7→ Cmc (R
n)′ be the injective transposed map. If T ∈ (Cmw )
′
vanishes on the subspace in the lemma, then for all g ∈ G we see in particular
that g · jt(T ) ∈ Cmc (R
n)′ vanishes on C∞c (Ω). Hence g · j
t(T ) = 0 and therefore
supp jt(T ) ⊂ Z(g) for all g, implying that jt(T ) = 0. Hence T = 0. 
The routine verification of the following lemma is left to the reader:
Lemma 6.18. Let 0 ≤ m ≤ ∞ and w ∈ W and suppose 0 ≤ ν ≤ 1. Then
Cmwν ⊂ C
m
w . If g ∈ C
m
wν , then the assignment f 7→ f · g maps Ow1−ν continuously
into Cmw .
Theorem 6.19. Let 0 ≤ m ≤ ∞ and w ∈ W. Then:
(1) All admissible spaces for w are dense in Cmw .
(2) Suppose G ⊂ Cmw is such that
⋂
g∈G Z(g) = ∅. For each g ∈ G choose
0 ≤ νg ≤ 1 such that g ∈ Cmwνg . Let Lg be an admissible space for the
weight w1−νg .
Then
∑
g∈G Lg · g is dense in C
m
w .
Proof. For the first part, note that the canonical injection Cmc (R
n) →֒ Cmw is con-
tinuous. The image is dense [34] and we conclude that D is dense in Cmw . The
canonical injection Ow →֒ Cmw is also continuous, so we subsequently infer from
Lemma 1.1 and Theorem 4.13 that all admissible spaces for w are dense in Cmw .
As to the second part, for each g ∈ G, Lemma 6.18 provides a continuous map
from Ow1−νg into C
m
w defined by sending f to f 7→ f · g. The theorem is therefore
an immediate consequence of Theorem 5.1 and Lemma 6.17. 
Taking all νg in the second part equal to, e.g., one-half, we have the following
consequence. The growth conditions below can be relaxed for any explicitly given
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weight, in particular, in the second part where polynomial bounds can be replaced
by the reciprocals of appropriate quasi-analytic weights.
Corollary 6.20. Let 0 ≤ m ≤ ∞. Suppose G ⊂ Cmw is such that
⋂
g∈G Z(g) = ∅.
(1) If w ∈ W0 and if each of the derivatives of order at most m of an arbitrary
element of G is bounded, then the module generated by G over Eim is dense
in Cmw .
(2) If w ∈ Wqa and if each of the derivatives of order at most m of an arbitrary
element of G is of at most polynomial growth, then the module generated by
G over P is dense in Cmw .
In order to establish the connection with the continuous one-dimensional Bern-
stein problem, consider a continuous even strictly positive weight w : R 7→ R≥0
with the property that s 7→ − logw(es) is convex on (−∞,∞) and such that∫ ∞
0
logw(t)
1 + t2
= −∞.
As a consequence of the second part of Theorem 3.14 w is a quasi-analytic weight
and we conclude from Corollary 6.20 for G = {1} that the polynomials are dense
in Cmw for all m; moreover, Theorem 6.19 asserts that the same holds for the span
of the exponentials with spectral parameters in a somewhere dense subset of Rn.
Specializing further by letting m = 0 one retrieves a well-known sufficient condition
for the polynomials to be dense in the continuous one-dimensional Bernstein space
[23, 6, 17]. It becomes apparent that this classical result is an aspect of a more
general picture which is described by Theorem 6.19.
Let us now explain the connection with the results in [34, 25]. In [loc. cit.]
the most general version of the spaces Cmw was introduced, as follows. If m ∈
{0, 1, 2, . . . ,∞}, let w = {wα | α ∈ Nn, |α| ≤ m } be a set of weights on Rn.
These weights are assumed to be upper semicontinuous in [loc. cit.], but this can be
relaxed: we will continue to assume only that these weights are bounded. Consider
the space Cm
w
of all f ∈ Cm(Rn) such that lim‖x‖→∞ ∂αf(x) · wα(x) = 0 for all
α ∈ Nn, |α| ≤ m. The obvious choice of seminorms makes Cm
w
into a locally convex
space.
In [loc. cit.] the emphasis is on the situation where w is a decreasing set of
weights, i.e., where for all α, β ∈ Nn (|α|, |β| ≤ m) with αj ≥ βj (1 ≤ j ≤ n) there
exists a constant Cα,β such that wα(x) ≤ Cα,βwβ(x) for all x ∈ Rn. It is easily
verified that in that case there is a continuous injection Cmw0 →֒ C
m
w
, where w0 ∈ w
is the weight corresponding to α = 0. Now Cmc (R
n) is dense in both Cmw0 and C
m
w
(see [34]), so Lemma 1.1 implies that any dense subspace of Cmw0 is also dense in
Cm
w
. In this way the density results in the above theorem for Cmw0 are transferred
to Cm
w
, provided that w is a decreasing set of weights. One thus obtains various
(not necessarily cyclic) density statements in Cm
w
. In the cyclic case one concludes,
e.g., that P · p is dense in Cm
w
for all p ∈ P without zeros on Rn, provided that w
a decreasing set of weights such that w0 ∈ Wqa. Specializing still further by letting
p = 1 yields the main result in [loc. cit.], namely that P is dense in Cm
w
if w is a
decreasing set of weights such that w0 ∈ Wqa.
6.4. Spaces associated with a locally compact set X. Throughout this section
X denotes a locally compact subset of Rn. As a consequence of [2, I.3.3 and
I.9.7] such X can alternatively be characterized as the intersection of an open
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subset Ω and a closed subset C of Rn. This structure equation is convenient in the
proof of several statements below. We choose and fix such Ω and C and assume
X = Ω ∩ C 6= ∅. In our terminology a Borel measure on X takes finite values on
compact subsets of X .
Let C0(X) denote the continuous functions on X vanishing at infinity (with
respect to X), supplied with the maximum norm. C(X) denotes the continuous
functions on X with its subspace Cc(X) of functions with compact support. These
two spaces carry a standard topology which we now describe.
Choose a sequence {Km}∞m=1 of compact subsets of X such that X =
⋃∞
m=1Km
and such that Km is contained in the interior (in the topology of X) of Km+1.
Define for m = 1, 2, . . . the seminorms pm on C(X) by pm(f) = maxx∈Km |f(x)|.
Then the pm determine on C(X) the Fre´chet topology of uniform convergence on
compact subsets of X . For m = 1, 2 . . . , let CKm(X) be the subspace of C(X)
consisting of the continuous functions on X with support in Km, supplied with the
induced topology of C(X). Then the CKm form an increasing sequence of Fre´chet
spaces, each inducing form ≥ 2 on its predecessor its given topology. This sequence
therefore provides Cc(X) with an LF-topology, which is independent of the choice
of the Km. The canonical injection Cc(X) →֒ C(X) is continuous with dense image.
The dual space Cc(X)
′ consists of the Radon measures on X . Such a Radon
measure is locally expressible as a complex-valued measure. The dual C(X)′ ⊂
Cc(X)
′ of C(X) is identified with complex Borel measures on X with compact
support. We supply Cc(X)
′ and C(X)′ each with its weak topology.
We will be concerned with the spaces C(X), Cc(X), C0(X), C(X)
′, and Cc(X)
′,
as well as with Lp(X,µ) (1 ≤ p <∞) for an arbitrary Borel measure µ on X (and
its completion). For these Lp-spaces it is important to note that any relatively
open subset of X can be written as a countable union of compact subsets, since
this holds for Ω. This excludes certain measure-theoretic pathologies since it not
only implies that µ is σ-finite but also that µ is automatically regular [29, Theorem
2.18].
Although the continuity hypothesis in Theorem 5.1 is easily verified in a direct
fashion in the situations below, it is instructive to note that our spaces of interest
are in fact covered by Theorems 5.3, 5.4, and Corollary 5.5. Indeed, Corollary 5.5
applies to the C∞(Rn)-modules C(X), Cc(X), C(X)′, and Cc(X)′ and Theorem 5.4
handles C0(X). For the remaining case of Lp-spaces we note that for any Borel
measure µ on X the space Lloc1 (X,µ) of locally integrable functions is canonically
identified with a subspace of Cc(X)
′ via the pairing
〈f, ψ〉 =
∫
X
f(x)ψ(x) dµ (f ∈ Lloc1 (X,µ), ψ ∈ Cc(X)).
This applies in particular to Lp(X, dµ) ⊂ Lloc1 (X,µ) for 1 ≤ p ≤ ∞, so that
Lp(X,µ) →֒ Cc(X)′. One verifies easily that the induced weak topology of Cc(X)′
is weaker than the original topology of Lp(X,µ), so that the second possibility in
Theorem 5.3 applies to Lp(X,µ) for 1 ≤ p ≤ ∞.
This being said, we remark that our method obviously requires supplementary
information on the interplay between D and functions on X . This is provided by
the following three results, which are based on the structure equation X = Ω ∩C.
Lemma 6.21. Taking restrictions from Ω to X maps Cc(Ω) continuously into and
onto Cc(X).
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Proof. Let ψ˜ ∈ Cc(Ω). If x ∈ X and ψ˜(x) 6= 0, then x ∈ X ∩ supp ψ˜, which
is closed in X . Thus, supp ψ˜|X ⊂ X ∩ supp ψ = C ∩ supp ψ˜. Since the latter
set is compact the restriction map is into. It is evidently continuous. To show
surjectivity, let ψ ∈ Cc(X) and note that X = Ω ∩ C is closed in the metrizable
(hence normal) space Ω. By the Tietze extension theorem [3, IX.4.2] there exists
ψ˜ ∈ C(Ω) extending ψ. By a version of Urysohn’s lemma [29, 2.12]) there exists
f˜ ∈ Cc(Ω) which is identically 1 on supp ψ. Then f˜ ψ˜ ∈ Cc(Ω) extends ψ. 
Lemma 6.22. Let V denote Cc(X), C(X), or C0(X). Then, for T ∈ V ′ and
g ∈ V , the following are equivalent:
(1) 〈T,D · g〉 = 0.
(2) 〈T,Cc(X) · g〉 = 0.
(3) 〈T, V · g〉 = 0.
(4) supp T ⊂ Z(g).
Proof. We give the proof for V = C(X); the other cases are similar. Assume (1) and
consider the continuous linear functional ψ 7→ 〈T, ψ · g〉 on C(Ω). The assumption
implies that in particular 〈T,C∞c (Ω) · g〉 = 0; therefore 〈T,C(Ω) · g〉 = 0 by the
density of C∞c (Ω) in C(Ω). In particular 〈T,Cc(Ω) · g〉 = 0, which by the previous
lemma is equivalent to 〈T,Cc(X) · g〉 = 0. Hence (1) implies (2). Assuming (2),
consider the continuous linear functional ψ 7→ 〈T, ψ · g〉 on C(X). By density of
Cc(X) in C(X) we conclude that (2) implies (3). It is trivial that (3) implies (1).
Analogously to the proof of Lemma 6.9 one sees that (2) implies (4). There exists
a complex Borel measure µ on X with compact support such that
(6.1) 〈T, f〉 =
∫
X
f(x) dµ(x) (f ∈ V ),
which makes it clear that (4) implies, e.g., (2). 
Corollary 6.23. Let V denote Cc(X), C(X), or C0(X) and suppose G ⊂ V is a
generating set. Then
∑
g∈G D · g is equal to the closed ideal generated in V by G.
The following result now becomes clear from the combination of Corollary 5.5,
Lemma 6.22, (6.1) (and its local analogue for Cc(X)
′) and the previous corollary.
Theorem 6.24. Endow C(X) with its Fre´chet topology (resp., Cc(X) with its LF-
topology) and suppose G ⊂ C(X) (resp., G ⊂ Cc(X)). For each g ∈ G choose
an admissible space Lg for a holomorphic weight and consider the corresponding
subspace L =
∑
g∈G Lg · g.
Then the annihilator of L consists of all complex Borel measures µ with compact
support (resp., all Radon measures T ) such that the support of µ (resp., T ) is
contained in
⋂
g∈G Z(g).
The closure of L in C(X) (resp., Cc(X)) is equal to the closed ideal generated
by G in C(X) (resp., Cc(X)) and consists of all functions in C(X) (resp. Cc(X))
vanishing on
⋂
g∈G Z(g). In particular, L is dense in C(X) (resp., Cc(X)) if and
only if the elements of G have no common zero.
In the case of Cc(X) the sequential closure of L is independent of the choice of
the Lg if G is finite.
Corollary 6.25. Suppose G ⊂ C(X) (resp., G ⊂ Cc(X)). Then the module gener-
ated by G over P in C(X) (resp., Cc(X)) is dense in C(X) (resp., Cc(X)) if and
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only if the elements of G have no common zero. The analogous statement holds for
the module generated over Eim.
Remark 6.26. (1) In particular P is dense in C(X) since the constant func-
tion 1 has no zeros. For compact X we thus retrieve Weierstrass’ result.
(2) For compact X the explicit description of the closed ideal L of the Banach
algebra C(X) also follows from [19, Corollary 8.3.1].
The dual theorem follows from Corollary 5.5, Lemma 6.22, and (6.1) (and its
local analogue for Cc(X)
′). The last statement in the theorem is demonstrated by
considering C(X), analogously to the proof of Theorem 6.14.
Theorem 6.27. Endow C(X)′ (resp., Cc(X)
′) with the weak topology. Suppose
G ⊂ C(X)′ (resp., G ⊂ Cc(X)′). For each T ∈ G choose an admissible space LT for
a holomorphic weight and consider the corresponding subspace L =
∑
T∈G LT ·T of
compactly supported complex Borel measures (resp., Radon measures).
Then the annihilator of L consists of all ψ ∈ C(X) (resp., all ψ ∈ Cc(X)) such
that ψ vanishes on
⋃
T∈G supp T , where closure is taken in X.
The closure of L in C(X)′ (resp., Cc(X)
′) consists of all compactly supported
complex Borel measures (resp., consists of all Radon measures) S in C(X)′ (resp.,
Cc(X)
′) such that supp S ⊂
⋃
T∈G supp T . The subspace L is dense in C(X)
′
(resp., Cc(X)
′) if and only if
⋃
T∈G supp T = X.
The sequential closure of L is in both cases independent of the choice of the LT
if G is finite. In the case of Cc(X)′, if the set G of arbitrary cardinality consists of
continuous functions on X, then the sequential closure of L is independent of the
choice of the LT .
Corollary 6.28. Suppose G ⊂ C(X)′ (resp., G ⊂ Cc(X)
′). Then the module
generated by G over P is weakly dense in C(X)′ (resp., Cc(X)′) if and only if⋃
T∈G supp T = X, where closure is taken in X. The analogous statement holds
for the module generated over Eim.
We now consider C0(X) and discuss the partial filtration of Subsection 5.2.
Evidently, C0(X) ⊂ C0(X)W by considering the weight w = 1. In fact, C0(X) =
C0(X)0. To see this, let g ∈ C0(X). For x ∈ Rn let w(x) = |g|1/2 if x ∈ X and
w(x) = 0 if x /∈ X . Then w ∈ W0 and Ow · g ⊂ C0(X). Furthermore if g ∈ C0(X)
and if there exists a weight w inWd for some 0 < d ≤ ∞ (resp., a weight w inWqa,
resp., a weight w in Whol) which is strictly positive on X and such that w−1 · g
vanishes at infinity (with respect to X), then g ∈ C0(X)d (resp., g ∈ C0(X)qa,
resp., g ∈ C0(X)hol) since Ow · f ⊂ C0(X).
For X = Rn we note the following explicit example: if g is continuous on Rn
and if |g| is equal to one of the majorants in the first part of Proposition 3.20 for
sufficiently large ‖x‖, then g ∈ C0(Rn)qa. This follows from considering the quasi-
analytic weight w given by w = |g|1/2 for large ‖x‖ and defined to be equal to 1 at
the remaining part of Rn.
The following theorem follows from Theorem 5.4, Lemma 6.22, Corollary 6.23,
and the obvious analogue of (6.1). Here, as with C(X), it is also possible to resort
to Banach algebra theory for the explicit description of the closure once this closure
has been identified as an ideal.
Theorem 6.29. Let G ⊂ C0(X). For each g ∈ G choose an admissible subspace
Lg and consider the corresponding subspace L =
∑
g∈G Lg · g.
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Then the annihilator of L consists of all complex Borel measures µ such that the
support of µ (resp., T ) is contained in
⋂
g∈G Z(g).
The closure of L is equal to the closed ideal generated by G in C0(X) and consists
of all functions in C0(X) vanishing on
⋂
g∈G Z(g). The subspace L is dense in
C0(X) if and only if the elements of G have no common zero.
Corollary 6.30. Let G ⊂ C0(X). Then the module generated by G over Eim is dense
in C0(X) if and only if the elements of G have no common zero. If G ⊂ C0(X)qa,
then the analogous statement holds for the module generated over P.
We turn to the spaces Lp(X,µ) (1 ≤ p ≤ ∞) for a Borel measure µ on X . As
with C0(X) we have Lp(X,µ) ⊂ Lp(X,µ)W . If g ∈ Lp(X,µ) and if there exists a
weight w in Wd for some 0 ≤ d ≤ ∞ (resp., a weight w in Wqa, resp., a weight w
in Whol) such that w−1 · g ∈ Lp(X,µ), then g ∈ Lp(X,µ)d (resp., g ∈ Lp(X,µ)qa,
resp., g ∈ Lp(X,µ)hol).
ForX = Rn we note the following explicit example: if g is Borel measurable, if |g|
is equal to one of the majorants in the first part of Proposition 3.20 for sufficiently
large ‖x‖, and if |g|ν ∈ Lp(Rn, µ) for some 0 ≤ ν < 1, then g ∈ Lp(Rn, µ)qa. This
follows from considering the quasi-analytic weight w given by w(x) = |g|1−ν for
sufficiently large ‖x‖ and defined to be equal to 1 at the remaining part of Rn.
Theorem 6.31. Let µ be a Borel measure on X and suppose G ⊂ Lp(X,µ) (1 ≤
p <∞) is countable. For each g ∈ G choose an admissible subspace Lg and consider
the corresponding subspace L =
∑
g∈G Lg · g.
Then the annihilator of L consists of all f ∈ Lq(X,µ) vanishing µ-almost ev-
erywhere on the complement of the common zero locus of the g ∈ G. Here q is the
conjugate exponent of p.
The closure of L consists of all g ∈ Lp(X,µ) vanishing µ-almost everywhere on
the common zero locus of the g ∈ G. The subspace L is dense in Lp(X,µ) if and
only if the g ∈ G have µ-almost no common zeros.
Proof. In view of Theorem 5.3 the annihilator of L can be identified with those
f ∈ Lq(X,µ) such that
(6.2)
∫
X
ψ(x)f(x)g(x) dµ(x) = 0
for all g ∈ G and ψ ∈ D. Choose such f and fix g ∈ G. Then the left-hand
side in (6.2) defines a continuous functional on Cc(Ω) which vanishes on C
∞
c (Ω).
By density we conclude that (6.2) holds for all ψ ∈ Cc(Ω) or, as is equivalent by
Lemma 6.21, for all ψ ∈ Cc(X). Consider the complex Borel measure ν on X
defined by
ν(E) =
∫
E
f(x)g(x) dµ(x)
for Borel sets E. From the Radon–Nikodym theorem and (6.2) we have∫
X
ψ(x) dν(x) = 0 (ψ ∈ Cc(X)).
By the Riesz representation theorem this implies that the total variation of ν is
zero, i.e., ∫
X
|f(x)g(x)| dµ(x) = 0.
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Therefore fg = 0 almost everywhere (µ). Since g ∈ G was arbitrary we conclude
that f vanishes µ-almost everywhere on the complement of the common zero locus
of the g ∈ G. The converse statement for the annihilator is obvious. As to L, the
necessity of the condition on the zero locus follows from the fact that a convergent
sequence in an Lp-space has a subsequence that converges almost everywhere. The
sufficiency is evident from the description of L⊥. 
Remark 6.32. Let µ∗ be the completion of µ as obtained by including the subsets
of sets of measure zero in the domain of definition of the set function. By [11,
p. 56, Theorem C] this completion µ∗ can alternatively be defined as the result of
the Carathe´odory extension procedure. Then the theorem also holds for µ∗ since
Lp(X,µ) and Lp(X,µ
∗) are canonically isomorphic as a consequence of [29, p. 143,
Lemma 1].
Corollary 6.33. Let µ be a Borel measure on X or the completion of such a
measure and let 1 ≤ p < ∞. Let G ⊂ Lp(X,µ)qa be countable. Then the module
generated by G over P is dense in Lp(X,µ) if and only if the g ∈ G have µ-almost
no common zeros. The analogous statement holds for the module generated over
Eim by a countable subset G of Lp(X,µ)0.
Corollary 6.34. Let µ be a Borel measure on X or the completion of such a
measure. Suppose ∫
X
w(x)−1 dµ <∞
for some quasi-analytic weight w which is measurable on X. Then P is dense
in Lp(X,µ) (1 ≤ p < ∞) and the same holds for the span of the trigonometric
functions eiλ corresponding to spectral parameters in a somewhere dense set.
Proof. Replacing w by a majorant as in Theorem 3.22 we may assume that w is
strictly positive. Note that then Ow1/p · 1 ⊂ Lp(X,µ). Since w
1/p ∈ Wqa we
conclude that 1 ∈ Lp(X,µ)qa. The constant function 1 has no zeros and the density
statements therefore follow from Theorem 6.31. 
For X = Rn, p = 2 and the choice of a holomorphic weight exp(−ǫ‖x‖) for
some ǫ > 0 the polynomial part of the corollary specializes to the assertion that
the polynomials are dense in L2(Rn, µ) if
(6.3)
∫
Rn
eǫ‖x‖ dµ <∞
for some ǫ > 0. This is the multidimensional analogue [8, Theorem 3.1.18] of Ham-
burger’s theorem [12]. According to the corollary, the result can be strengthened,
not only with respect to the underlying point set, the trigonometric functions, and
other values than p = 2, but most notably the integrability condition can be re-
laxed. The integrand in (6.3) can, e.g., be replaced by any positive function which
at infinity is equal to exp(ǫ‖x‖/ log a‖x‖) for some ǫ, a > 0. The other examples
of quasi-analytic weights in Subsection 3.4 provide even more lenient integrability
conditions.
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6.5. Determinate multidimensional measures. As an application of the pre-
ceding section we have the following result:
Theorem 6.35. Let µ be a probability measure on Rn such that∫
Rn
w(x)−1 dµ <∞
for some measurable quasi-analytic weight. Then µ is determinate. Furthermore, P
is then dense in Lp(Rn, µ) for all 1 ≤ p <∞ and the same holds for the span of the
trigonometric functions eiλ corresponding to spectral parameters in a somewhere
dense set.
Proof. The density is a special case of Corollary 6.34. We see that there exists
p0 > 2 such that P is dense in Lp0(R
n, µ). It is known that µ is then determinate
[9]. 
Note that the criterion in the above theorem is directly in terms of the measure
and circumvents, e.g., the computation of moments. For the choice of a holomor-
phic weight exp(−ǫ‖x‖) for some ǫ > 0 the condition specializes to (6.3) and the
corresponding result is known [8, Theorem 3.1.17] but, as with the density of P in
Corollary 6.34, we see that the classical condition (6.3) can be relaxed.
The determinacy of the measure can also be proved directly as an application of
an extended Carleman theorem in arbitrary dimension, using the classification of
quasi-analytic weights on Rn. We will report separately on this in [16].
7. Interpretation in terms of Lie groups
We will now review the approach of the density results in Section 4 in a formalism
that indicates how the setup can be generalized to certain classes of connected Lie
groups. It will become apparent that such a generalization yields results situated
on the unitary dual of a Lie group rather than on the group itself. It also shows
that the results on Rn as we have derived them are actually results on R̂n.
Given the indicative character of this section we are not precise about the var-
ious topologies that one has to impose in order to validate the line of reasoning
below. The case of Rn in the present paper does not provide too much information
on this aspect, since various notions as well as topologies coincide in that situation.
We therefore concentrate on the formal structure and leave a possible further con-
cretization on the basis of a more thorough investigation to the interested reader.
For background on the notions from Lie theory the reader is referred to, e.g.,
[18, 32].
7.1. Formalism. Let G be a connected Lie group with unit element e, universal
enveloping algebra U(G), and space of compactly supported smooth functions D(G).
Suppose {(πλ, Hλ)}λ∈Λ is a collection of unitary representations πλ of G on Hilbert
spaces Hλ. Let Λ
∞ =
∐
λ∈ΛH
∞
λ denote the disjoint union of the smooth vectors
in the various representations and put End Λ∞ =
∐
λ∈Λ End H
∞
λ , the disjoint
union of the linear transformations of these spaces of smooth vectors. One has the
naturally associated vector space ΓΛ∞ of sections of Λ∞ and the algebra ΓEnd Λ∞
of sections of End Λ∞. We let ΓEnd Λ∞ act on ΓΛ∞ by the obvious action in each
fiber.
In ΓEnd Λ∞ we have three natural subspaces—in fact subalgebras—as images
of a Fourier transform:
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(1) For g ∈ G define its Fourier transform ĝ ∈ ΓEnd Λ∞ by ĝ(λ) = πλ(g). The
Fourier transform extends to the group algebra C[G].
(2) For D ∈ U(G) define its Fourier transform D̂ ∈ ΓEnd Λ∞ by D̂(λ) =
πλ(D), where we let πλ also denote the associated representation of U(G)
on H∞λ .
(3) For f ∈ D(G) define its Fourier transform f̂ ∈ ΓEnd Λ∞ by the fiberwise
integral f̂(λ) =
∫
G f(g)πλ(g) dg.
Suppose that the three subalgebras Û(G), Ĉ[G] and D̂(G) of ΓEnd Λ∞ are all
contained in some subspace O of ΓEnd Λ∞. We assume that O carries a Fre´chet
topology and aim at proving that these subspaces of O (or only the second and the
third to start with) have equal closure in O. We do this by showing that they are all
dense. The crucial tool for this, as we will see, is the Fourier transform F : G 7→ O
defined by F(g) = ĝ.
Before outlining the possible proof we illustrate how this setup corresponds to
the case of Rn in Section 4. In the case of Rn we choose Λ = Rn (actually one
should write Λ = R̂n) with πλ equal to the one-dimensional irreducible unitary rep-
resentation with spectral parameter λ. In this situation, matters are simplified—or
perhaps obscured—since both ΓΛ∞ and ΓEnd Λ∞ can be identified with functions
on Rn, the action of the latter on the former being pointwise multiplication. Under
this identification pointwise multiplication by elements of Eim now corresponds to
Ĉ[G], but with an important difference: the role of the variables has been reversed
compared to Section 4. Namely, in the present picture the variable in the underlying
point set Λ is the parameter for the unitary dual of Rn, i.e., λ. Similarly, the image
of the universal enveloping algebra of Rn under the present Fourier transform now
corresponds to pointwise multiplication by elements of P (with λ as variable). The
counterpart of O is pointwise multiplication by the elements of one of our spaces
Ow (which in our approach could as well be assumed to be Fre´chet, as we have
seen). The definition of F in the general context corresponds in the case of Rn to
the map x 7→ {λ  exp i(λ, x)}. This is the map ψ1 of Section 4, but again there
is a reversal of roles for λ and x.
The role of the space D(Rn) as the basic dense subspace of Ow is now most
naturally taken over by D̂(G). In the case of Rn the latter space does not coincide
with D(Rn), but D̂(Rn) is dense in Ow just as well (here the range result from
Fourier analysis is essential!), so we could equivalently have worked with this space
from the very beginning. Conceptually it is, as will become apparent, actually the
natural space to work with, but in case of Rn we preferred to use D(Rn) as the
basic subspace since that is the most practical space for the applications on Rn.
As a parallel to Rn, in the general case we make the fundamental assumption that
we have already been able to show that D̂(G) is dense in O. This can analogously
to Rn be expected to be basically a range result from harmonic analysis for G.
Let us now indicate how one could prove in this general setup that Ĉ[G] = D̂(G)
under the assumption that F : G 7→ O is continuous. For Rn this corresponds
to proving that Eim = D̂ in Ow if w ∈ W0, since under the latter condition on
the weight we established in Proposition 4.5 that ψ1 : Rn 7→ Ow is continuous.
Consider for f ∈ D(G) the weak integral
If =
∫
G
f(g)ĝ dg,
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which exist in the Fre´chet space O. Suppose T ∈ O′ vanishes on Ĉ[G]. Then T
vanishes on all weak integrals If . On the other hand, we have at least formally
that If (λ) = f̂(λ) for all λ ∈ Λ, i.e., If = f̂ . Therefore such T vanishes on f̂ for
all f ∈ D(G), i.e., on a subspace which we had assumed to be dense in O. Hence
T = 0 as required.
Suppose next that we want to prove that Û(G) = Ĉ[G] = D̂(G). For Rn this
corresponds to P = Eim = D̂ inOw, which we were able to demonstrate for w ∈ Wqa.
Let us assume that F : G 7→ O is smooth, which we concluded in the case of Rn
for ψ1 in Corollary 4.7, provided w ∈ W∞. Then we already have Ĉ[G] = D̂(G) by
the previous argument. In addition one verifies that formally the following relation
holds:
D(T ◦ F)(g) = 〈T, ĝ ◦ D̂〉 (g ∈ G, D ∈ U(G), T ∈ O′).(7.1)
The necessary additional ingredient is now a theorem asserting that T ◦ F has the
quasi-analytic property at e ∈ G for all T ∈ O′. Indeed, if in that case T ∈ O′
vanishes on Û(G) ⊂ O we conclude from (7.1) thatD(T ◦F)(e) = 0 for allD ∈ U(G).
The hypothesized quasi-analytic property then yields that T ◦F = 0, implying that
T vanishes on Ĉ[G]. We had already concluded that the latter space is dense in O;
therefore T = 0 as required.
For the sake of completeness, let us note that for T ∈ O′ the map g 7→ 〈T, ĝ〉
is a function on G which (up to normalization and a minus sign) was identified
in Section 4 as the Fourier transform of the tempered distribution T on Rn. In
the general setup T is now understood as a tempered distribution on R̂n. In the
general case the identification of the corresponding function appears to have no
natural analogue, reflecting our observation in the case of Rn (cf. Remark 4.14)
that the identification of the function T̂ as a Fourier transform is not essential, but
that a range result from harmonic analysis cannot be dispensed with.
The above framework constitutes the formal generalization to a connected Lie
groupG of our approach to the spacesOw. Once this outline has been completed for
a particular group, one can exploit results on equal closure obtained in such spaces
O ⊂ ΓEnd Λ∞ to obtain closure results in topological vector spaces V ⊂ ΓΛ∞ by
applying Theorem A.2 to the fiberwise action of the elements of O on the elements
of V , provided that the necessary continuity hypotheses are satisfied by this action.
Evidently, V can also consist of equivalence classes of sections in ΓΛ∞ (the analogue
of, e.g., Lp-spaces) or the action can be transposed to dual objects (the analogue
of spaces of distributions and measures).
The formalism as indicated explains at a conceptual level the intimate connec-
tion between the spaces Eim and P in parts of classical approximation theory: the
former space is the group algebra of Rn and the latter is the universal enveloping
algebra of Rn, both acting on the smooth vectors in the various irreducible unitary
representations of the group. It is now also apparent why these and other of the
subspaces of Ow that we encountered are actually algebras. We did not actually use
the multiplicative structure of such spaces—it merely seemed to allow a convenient
terminology in terms of modules—but it is now evident that these spaces are the
image (or the closure of an image) of naturally occurring algebras in Lie theory
under a Fourier transform. Therefore these subspaces of Ow had to be algebras
themselves.
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The outline above makes it obvious that generalizations of our results on Rn can
only be expected to be situated on sets of representation of groups. Since abelian
groups can be viewed as unitary duals, such groups form an exceptional class in
the sense that one can obtain results situated on these groups themselves. From
the present point of view this is a coincidence. The case of the self-dual Rn is in a
sense particularly deceptive since a maximal number of various different structures
corresponding to the general framework then coincide.
7.2. Perspectives. We now make some tentative comments on the practical fea-
sibility and context of the above outline.
First of all, a technical point of some importance is the quasi-analytic property
on Lie groups: What conditions on a smooth function f on a connected Lie group G
are sufficient to ensure f vanishes identically if Df(e) = 0 for all D ∈ U(G)? If the
exponential map is surjective then one can in principle resort to Rn for knowledge
on quasi-analytic classes. In the case of arbitrary G one can hope to be able to
use the local character of theorems in the vein of Theorem B.1. A theorem on
quasi-analytic classes on general Lie groups however does not seem to be available
at present.
As to the practical context of the general scheme, it stands to reason that addi-
tional conditions on Λ and the various topologies are necessary to obtain meaningful
applications. The case of Rn provides the following clues.
First of all, our definition of the spaces Ow for Rn involved derivatives (now with
respect to λ) and the behavior at infinity. This suggests that the representations
corresponding to the elements of Λ should be related to each other and to a topology
on Λ—as was only to be expected.
More interesting is the following trivial application of our method for Rn. Let
c1, c2 ∈ C and λ0 ∈ Rn be such that c1 6= 0. Choose f1 ∈ Sqa (see Subsection 6.1
for notation) without zeros and such that f1(λ0) = c1. This is possible since
c1 6= 0. Choose f2 ∈ S such that f2(λ0) = c2. Then P · f1 is dense in S as a
consequence of the results in Subsection 6.1. In particular, if ǫ > 0 is given, then
there exists a polynomial Pǫ such that ‖f1−Pǫ ·f2‖∞ < ǫ. Specializing to λ0 yields
|c2−Pǫ(λ0) · c1| < ǫ. One can obviously replace the Schwartz space by other spaces
of functions and obtain the same result in a similar fashion. This result, though
trivial for Rn, has an interpretation in the formalism for the general case. By virtue
of its type of proof, which will have an obvious analogue if meaningful applications
as in the case of Rn are possible, it can now be interpreted as the density in H∞λ0
of the orbit of any nonzero smooth vector under the universal enveloping algebra,
and this for arbitrary λ0 ∈ Λ. Since H∞λ0 is in turn dense in Hλ0 and since the
above density of the orbit is in particular valid for analytic vectors, one is led to the
conclusion that the analytic vectors are dense in each Hλ0 , i.e., that all πλ (λ ∈ Λ)
have to be irreducible. This locates the spaces O on the unitary dual of G. Perhaps
it is already sufficient to assume that the πλ are only generically irreducible, thus
admitting a somewhat wider context.
In view of all the above we tentatively expect that a generalization of our method
can be established for (a subset consisting of irreducible representations in) a series
of (possibly induced) unitary representations for reductive groups. The duals of
connected nilpotent groups appear to be another group of candidates. Once estab-
lished, relatively easy applications as in Section 6 are within reach, each situated on
subsets of the unitary dual or perhaps (if the representations are only generically
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irreducible) on slightly larger sets. We leave it to the reader to determine whether
the relative ease of the possible applications merits the effort of establishing the
generalization in particular cases of interest.
To conclude we note that the above formalism in principle still admits a further
generalization along the same lines to, e.g., nonunitary Hilbert representations or
Fre´chet representations and their smooth vectors.
7.3. The n-torus. The general outline can obviously be completed for the n-torus
Tn, yielding results situated on T̂n ∼= Zn. On the other hand, since Zn ⊂ Rn, non-
trivial results on Zn can also be obtained immediately from the results for the spaces
Ow on Rn, simply by restricting the elements of Ow to Zn. This evidently reflects
the canonical inclusion T̂n ⊂ R̂n. As the reader may verify, stronger statements
than these statements by restriction could be obtained by actually completing the
outline, provided that one had results on generalized quasi-analyticity (in the sense
of [21]) for smooth functions on Tn, which are substantially stronger than those for
smooth functions on Rn. This would lead to Mu¨ntz–Szasz-type theorems, stating
that the closure of the span of “sufficiently many” monomials in a function space
Ow on T̂ n ∼= Zn is equal to that of the closure of the subspace of finitely supported
elements of Ow (since these spaces are in fact both dense). Such substantially
stronger results on generalized quasi-analyticity for periodic smooth functions on
Rn however do not appear to be available. In view of this, the results on T̂n ob-
tained by restriction from R̂n as above appear to be optimal within the framework
of our method, at least for practical purposes.
Appendix A. Equal closure and continuous maps
This appendix is concerned with the relation between continuous maps and the
property of having equal closure. It supplements Lemma 1.1.
Proposition A.1. If X and Y are topological vector spaces (not necessarily Haus-
dorff ) and 0 ∈ X has a countable neighborhood base, a linear map φ : X 7→ Y is
continuous if and only if, for all subsets A and B of X having equal closure in X,
the images φ(A) and φ(B) again have equal sequential closure in Y .
Note that closure and sequential closure coincide in X .
Proof. As to the “only if” part, assume that φ is continuous and A = B. It is
sufficient to show that y ∈ φ(B)
s
for y ∈ φ(A)
s
. Let {an}∞n=1 be a sequence in A
such that limn→∞ φ(an) = y. Let {Un}∞n=1 be a neighborhood base of 0 in X . We
may assume that U1 ⊃ U2 ⊃ U3 ⊃ . . . . Since an ∈ A = B for all n, there exists for
all n an element bn ∈ B such that an − bn ∈ Un. Then limn→∞ φ(bn) = y. To see
this, let V0 be an arbitrary neighborhood of 0 in Y . Choose a neighborhood V1 of
0 in Y such that V1 + V1 ⊂ V0. There exists N1 such that y − φ(an) ∈ V1 for all
n ≥ N1. By the continuity of φ, there exists N2 such that φ(UN2) ⊂ V1. Then for
all n ≥ max(N1, N2) we have y− φ(bn) = (y− φ(an)) + φ(an − bn) ∈ V1 + φ(Un) ⊂
V1 + φ(UN2) ⊂ V1 + V1 ⊂ V0.
As to the “if” part, let φ preserve the property of having equal (sequential)
closure. Suppose that φ is not continuous at 0. Then there exists an open neigh-
borhood V of 0 in Y such that φ−1(V ) is not a neighborhood of 0 in X . Using
a decreasing neighborhood base at 0 ∈ X as above, one easily constructs a se-
quence {xn}
∞
n=1 ⊂ X such that φ(xn) ∈ Y − V for all n and such that xn → 0.
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Then
⋃∞
n=1{xn} ∪ {0} =
⋃∞
n=1{xn}, so 0 = φ(0) ∈
⋃∞
n=1{φ(xn)} ∪ {φ(0)}
s
=⋃∞
n=1{φ(xn)}
s
⊂
⋃∞
n=1{φ(xn)} ⊂ Y − V = Y −V . But 0 /∈ Y −V by construction.
Contradiction. 
Theorem A.2. Let Y be a topological vector space. Suppose that I is a nonempty
index set and assume that for each i ∈ I a topological vector space Xi and a con-
tinuous linear map φi : Xi 7→ Y are given.
Let C be a choice function, assigning to each i ∈ I a dense subspace Ci of Xi, and
consider the corresponding algebraic span LC =
∑
i∈I φi(Ci) of the images φi(Ci).
Then:
(1) L⊥C is independent of C. In fact, if C
′ is any other such choice function,
then L⊥C =
⋂
i∈I φi(C
′
i)
⊥.
(2) If Y is locally convex, then the closure of LC is independent of C.
(3) If I is finite, then the closure of LC is independent of C.
(4) If I is finite and the Xi all have a countable neighborhood base at 0, then
the sequential closure of LC is independent of C.
Proof. As to (1), invoking Lemma 1.1 yields that
L⊥C =
⋂
i∈I
φi(Ci)
⊥ =
⋂
i∈I
{
φi(Ci)
}⊥
=
⋂
i∈I
{
φi(C′i)
}⊥
=
⋂
i∈I
φi(C
′
i)
⊥.
This proves (1) and (2) is then immediate. For the remaining statements assume
I = {1, . . . , n}. Consider X̂ =
⊕n
i=1Xi in its product topology and define the
continuous linear map φ : X̂ 7→ Y by φ(x1, . . . , xn) =
∑n
i=1 φi(xi). Consider the
subspace M̂C =
⊕n
i=1 Ci of X̂. Since M̂C = X̂, Lemma 1.1 implies (3). If the Xi
are first countable, then so is X̂ and (4) therefore follows from Proposition A.1. 
Appendix B. A Denjoy–Carleman-type theorem in several variables
In this appendix we prove a theorem on quasi-analytic classes in several variables.
If the M(j,m) in the formulation of the theorem are all strictly positive, then with
the aid of [21, Theorem 1.8.VII] the result could also be inferred from [15]. In
our application of the theorem below in the proof of Theorem 4.9 the M(j,m)
are, however, only known to be nonnegative. Therefore we provide an independent
proof, which is perhaps somewhat simpler than the proof in [15] where a proof
is given by the repeated use of Bang’s formulas. We reduce the theorem to the
one-dimensional case by induction.
Theorem B.1. For j = 1, . . . , n, let {M(j,m)}∞m=0 be a sequence of nonnegative
real numbers. Put µ(j,m) = infk≥mM(j, k)
1/k (j = 1, . . . , n; m = 1, 2, . . .) and
suppose
∞∑
m=1
1
µ(j,m)
=∞ (j = 1, . . . , n).
Let R > 0 and suppose f : (−R,R)n 7→ C is of class C∞. Assume that there exist
nonnegative constants C and r such that
|∂αf(x)| ≤ Cr|α|
n∏
j=1
M(j, αj)
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for all α ∈ Nn and all x ∈ (−R,R)n. Then, if ∂αf(0) = 0 for all α ∈ Nn, f is
actually identically zero on (−R,R)n.
Proof. By induction. For n = 1 the result is the Denjoy–Carleman theorem if the
M(1,m) are all strictly positive [5, 21]. If M(1,m0) = 0 for some m0 > 0, then f
is a polynomial of degree at most m0 − 1 and the result is obvious. If M(1, 0) = 0
then the statement is trivial, completing the case n = 1.
Assuming the theorem for n−1, we define for each multi-index (α1, . . . , αn−1) ∈
Nn−1 the function φα1,...,αn−1 : (−R,R) 7→ C by
φα1,...,αn−1(t) = ∂
α1
1 · · · ∂
αn−1
n−1 f(0, . . . , 0, t),
where we have used the shorthand notation ∂j = ∂/∂xj. Then all derivatives of
φα1,...,αn−1 vanish at 0 ∈ R. Since for m = 0, 1, . . . and t ∈ (−R,R) we have
|(d/dt)mφα1,...,αn−1(t)| ≤
Cr∑n−1j=1 αj n−1∏
j=1
M(j, αj)
 rmM(n,m),
the result as established for n = 1 implies that φα1,...,αn−1 is identically zero on
(−R,R), for arbitrary (α1, . . . , αn−1) ∈ Nn−1.
Next, for each t ∈ (−R,R) define ψt : (−R,R)n−1 7→ C by ψt(x1, . . . , xn−1) =
f(x1, . . . , xn−1, t). Since ∂
α1
1 · · ·∂
αn−1
n−1 ψt(0, . . . , 0) = φα1,...,αn−1(t), the vanishing of
all φα1,...,αn−1 on (−R,R) implies that all derivatives of ψt vanish at 0 ∈ R
n−1, for
arbitrary t ∈ (−R,R). Additionally, we have, for all (x1, . . . , xn−1) ∈ (−R,R)n−1
and all t ∈ (−R,R),
|∂α11 · · · ∂
αn−1
n−1 ψt(x1, . . . , xn−1)| ≤ (CM(n, 0)) · r
∑n−1
j=1 αj
n−1∏
j=1
M(j, αj).
For each t ∈ (−R,R) the induction hypothesis then implies that ψt is identically
zero on (−R,R)n−1, i.e., f vanishes on (−R,R)n. This completes the induction
step. 
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