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ABSTRACT
Describing strong correlations with mean-eld approximations
by
Takashi Tsuchimochi
Strong electron correlations in electronic structure theory are purely quantum
eects arising as a result of degeneracies in molecules and materials, and exhibit sig-
nicantly dierent yet interesting characters than do weak correlations. Although
weak correlations have recently been able to be described very eciently and accu-
rately within single particle pictures, less known are good prescriptions for treating
strong correlations eciently. Brute-force calculations of strong correlations in wave
function theories tend to be very computationally-intensive, and are usually limited
to small molecules for applications.
Breaking symmetry in a mean-eld approximation is an ecient alternative to
acquire strong correlations with, in many cases, qualitatively accurate results. The
symmetry broken in quantum chemistry has been traditionally of spin, in so-called
unrestricted methods, which typically break spatial symmetry as a consequence, and
vice versa, in most situations. In this work, we present a novel approach to ac-
curately describing strong correlations with a mean-eld cost by means of Hartree-
Fock-Bogoliubov (HFB) theory. We are inspired by the number-symmetry-breaking
in HFB, which, with an attractive particle interaction, accounts for strong correla-
tions, while maintaining spin and spatial symmetry. We show that this attractive
interaction must be restricted to the chemically-relevant orbitals in an active space
to obtain physically meaningful results. With such constraints, our constrained pair-
ing mean-eld theory (CPMFT) can accurately describe potential energy curves of
various strongly-correlated molecular systems, by cleanly separating strong and weak
correlations. To achieve the correct dissociation limits in hetero-atomic molecules,
we have modied our CPMFT functional by adding asymptotic constraints. We also
include weak correlations by combining CPMFT with density functional theory for
chemically accurate results, and reveal the connection between CPMFT and tradi-
tional unrestricted methods.
The similarity between CPMFT and unrestricted methods leads us to the idea of
constrained active space unrestricted mean-eld approaches. Motivated by CPMFT,
we partially retrieve spin-symmetry that has been fully broken in unrestricted meth-
ods. We allow symmetry breaking only in an active space. This constrained unre-
stricted Hartree-Fock (CUHF) is an interpolation between two extrema: the fully
broken-symmetry solution and the symmetry preserved solution. This thesis denes
the theory behind and reports the results of CUHF. We rst show that, if an ac-
tive space is chosen to include only open-shell electrons, CUHF reduces to restricted
open-shell Hartree-Fock (ROHF), and such CUHF proves in many ways signicantly
better than the traditional ROHF scheme. We then develop perturbation theory with
CUHF as the zeroth order, and apply the methods to calculating singlet-triplet split-
ting energies, where a balanced description of correlation eects between singlet and
triplet states is crucial.
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1Chapter 1
Introduction
The last few decades have witnessed the great success of computational chemistry as
a tool for estimating chemical properties of a variety of molecules and solids. With
methodologies based on single reference wave functions, one can calculate many useful
quantities very accurately, such as heats of formation, barrier heights of chemical reac-
tions, ionization energies, and excitation spectra. The success in single reference wave
function theories, which are usually based on Hartree-Fock (HF) theory [1] as a start-
ing point, however, have been mostly limited to weakly correlated (non-degenerate)
systems. Such methods include perturbation theory, coupled-cluster theory, and den-
sity functional theory. For strongly correlated cases, e.g., dissociated molecules and
degenerate systems, a ground state wave function can only be correctly described
with a linear combination of more than one Slater determinants. Therefore, methods
that rely on a single reference determinant fail to account for eects that originate
from degeneracies [2{6].
In molecular systems, strong correlations exist in dierent \avors" and forms
[3, 7]. The rst one is referred to as \angular correlation" and is ubiquitous in atoms,
appearing, for example, in the four-electron Be series. The 2s and 2p orbitals in the
Be series are nearly-degenerate in energy, requiring a multi-reference wave function
to correctly describe the behavior of the change in total energies with respect to
the atomic number. Another type of strong correlations is \left-right correlation."
The simplest case of left-right strong correlation is the dissociation of a closed-shell
2electron pair to open-shell fragments, such as H2 ! H+H. In this case, the bonding
orbital and the anti-bonding orbital become exactly degenerate to each other at an
innite separation of two H atoms, and the correct electronic structure requires two
Slater determinants in the same footing for the wave function.
A single reference method can achieve the correct energetic limits in some cases by
breaking the spatial and spin-symmetry in its wave function. For example, the total
energy of unrestricted HF (UHF) at the dissociation of H2 is twice the energy of each
fragment. It should be pointed out, however, that there are cases where UHF is not
energetically correct at the dissociation limit, as in O2 and CO2 [8]. In addition, the
electronic structure of UHF is typically broken-symmetry, e.g., the  and  electron
densities do not belong to the symmetry of the target system, and therefore such
description is physically incorrect. The correct description of the dissociated H2 is
such that each atom has 0.5  and 0.5  electrons.
Complete active space self-consistent eld (CASSCF) [9] is one of the multi-
reference methods that can correctly describe such strong correlations, by spanning
its wave function as a linear combination of all possible determinants within the
chosen active space. If an active space is appropriately chosen, CASSCF oers quali-
tatively good descriptions on strong correlations. However, the computational cost of
CASSCF grows exponentially with the increasing number of electrons and orbitals,
limiting its application to small or medium size systems. Density matrix renormal-
ization group (DMRG) recently has become a popular method for properly taking
into account the multi-reference character of strong correlations with a computa-
tional cost that scales polynomially, as opposed to CASSCF. However, DMRG in its
current formalism can handle only 1-dimensional (or 2-dimensional at most) systems,
while 3-dimensional systems are, unfortunately, out of reach.
3Therefore, the ecient yet accurate description of strong correlations in electronic
structure theory remains an elusive goal. Despite its importance in many physical and
chemical processes, a rst-principles, accurate, black-box, and computationally inex-
pensive scheme for strong correlations remains unknown. One of the main purposes of
this thesis is to provide a novel scheme to describe strong correlations at a mean-eld
cost (O(N3)). We will present a method inspired by electron number uctuations
and pairings in the mean-eld Hartree-Fock-Bogoliubov (HFB) theory [10, 11], but
these eects are constrained to an active space. This method, called constrained pair-
ing mean-eld theory (CPMFT), is a density matrix functional which is considered
a mixture of HF and HFB with an attractive pairing interaction. CPMFT is built
upon the previous work of Staroverov and Scuseria [12], who showed that the HFB
scheme with an eective, scaled pairing interaction (-HFB) can accurately describe
the strong correlations occurring in the Be series and in molecular dissociations done
over the correct spatial and spin-symmetry restricted HF (RHF) reference. Using the
full attractive interaction,  1=r12, for the pairing interaction along with an active
space, CPMFT can accurately dissociate any closed-shell molecule to its fragments
with the correct spatial and spin-symmetries, while UHF cannot in some cases, as
explained above. Obviously, that CPMFT oers reasonable potential energy surfaces
indicates it also predicts reasonable heats of formation and barrier heights. Yet,
CPMFT is a mean-eld approximation. This is a remarkable achievement because
CPMFT, due to its ecient computational cost, can handle very large systems which
for CASSCF and DMRG calculations are intractable. Since our results indicate that
CPMFT can only include strong correlations, in order to achieve \chemical accu-
racy," we will combine it with density functional theory (DFT) in an attempt to
include weak correlations arising due to electrons avoiding collisions with each other.
4We will also investigate the deep connection between CPMFT and UHF.
With the connection between CPMFT and UHF we develop, we will also take
advantage of the concept of CPMFT to generalize UHF, in order to control spin-
contamination, which oers a measure of the qualitative error in a UHF wave function.
This constrained UHF (CUHF) has been shown to be useful for obtaining restricted
open-shell HF (ROHF) in a robust manner with physically meaningful orbitals and
orbital energies, which traditional ROHF schemes do not possess. As a consequence,
CUHF is able to oer accurate ionization potentials and excitation energies in open-
shell systems, via Koopmans' theorem and time-dependent HF. Furthermore, by in-
troducing an active space as in CPMFT, CUHF can control its spin-contamination.
We use second-order peturbation theory guided by Mller and Plesset (MP2) for
CUHF to include weak correlation, and Lowdin's spin-projection operator to include
strong correlation. To show the advantage of active space CUHF, we will bench-
mark singlet-triplet splitting energies, one of the most important properties for small
conjugated organic dyes such as those used in solar cells [13{15] and single-molecule
magnets [16{19]. It will be demonstrated that CUHF gives very accurate results,
while UHF without controlling spin-contamination typically fails.
The discussion of this work will proceed as follows. Chapter 2 reviews the ba-
sic features of HF and HFB as well as electron correlations, and also discusses the
connection between Corrected HF (CHF) of Csanyi and Arias [20] and -HFB of
Staroverov and Scuseria [12]. Chapter 3 provides the main ideas behind CPMFT and
its development, including the results obtained in this work. Chapter 4 applies the
concept of CPMFT to UHF to dene CUHF, which is an alternative formulation of
ROHF. In Chapter 5, we generalize this idea and describe second-order perturbation
theory and spin-projection on top of CUHF. We also present the results of CUHF ap-
5plied to singlet-triplet splitting energies. Finally, Chapter 6 includes some concluding
remarks, regarding the successes and prospects of these methods.
6Chapter 2
Basic Theories
2.1 Hartree-Fock
All of the problems in non-relativistic quantum chemistry under the Born-Oppenheimer
approximation can be exactly solved by obtaining a wave function j	i via the Schrodinger
equation,
H^j	i = Ej	i; (2.1)
where E is the total energy, and H^ is the electronic Hamiltonian of the system,
H^ =
X
pq
hpqc
y
pcq +
1
4
X
pqrs
(hpqjrsi   hpqjsri)cypcyqcscr: (2.2)
Here, cyp and cp are the creation and annihilation operators of an electron on a molec-
ular spin orbital jpi, and
hpq = hpj
 
1
2
r2  
X
A
ZA
rA
!
jqi;
hpqjrsi = hpqj 1
r12
jrsi: (2.3a)
Throughout this work, we will use p; q; ::: for spin orbitals , i; j; ::: for spatial orbitals
 , and ; ; ::: for atomic orbitals (AO) . In other words,
(x) =
8><>:
 (r)(!)
or
 (r)(!)
(2.4)
7where x = (r; !), and
 i (r) =
X

Ci(r); (2.5)
where  is the spin index ( or ), and C is the molecular orbital (MO) coecients
matrix of spin . The last equation is known as the linear-combination-of-atomic-
orbitals (LCAO) approximation.
The essential diculty of dealing with Eqs.(2.1, 2.2) is that they can be solved nei-
ther analytically, nor numerically in most situations. Therefore, one has to introduce
an approximation to the equation.
The Hartree-Fock (HF) approximation is one of the most basic theories in the
electronic structure eld, and is often taken as a starting point of more accurate wave
function calculations, like perturbation theory. Its wave function jHFi is a Slater
determinant given by
jHFi =
NeY
p
cypj i; (2.6)
where Ne is the number of electrons, and j i a physical vacuum. The HF energy can
be evaluated as
EHF =
hHFjH^jHFi
hHFjHFi
=
X
p
hpp +
1
2
X
pq
(hpqjpqi   hpqjqpi) ; (2.7)
or more generally
EHF =
X
pq
hpqqp +
1
2
X
pqrs
(hprjqsi   hprjsqi) pqrs; (2.8)
where
pq = hHFjcyqcpjHFi (2.9)
8is the one-particle density matrix. Note that, in HF,  is idempotent and Hermitian,
i.e., 2 =  and y = . In general  can be partitioned into each spin-block as
follows:
 =
 
 0
0 
!
; (2.10)
where  ( = ; ) means the density matrix of  spin. In restricted HF (RHF),
the spatial parts of the  and  orbitals  are identical and thus  = , while
in unrestricted HF (UHF), they can be dierent,  6= ; thus, UHF has more
variational freedom.
To minimize EHF[fig] subject to the orthonormal condition hpjqi = pq, one
constructs the Lagrangian LHF,
LHF = EHF +
X
pq
qp(hpjqi   pq); (2.11)
where qp is the Lagrange multiplier. The variation in LHF gives
LHF =
X
p
hpjhjpi+
X
pq
(hpqjpqi   hpqjqpi) 
X
pq
qphpjqi+ c:c:
= 0; (2.12)
which reduces to
F jpi =
X
q=1
qpjqi; (2.13)
with the HF Fock matrix
Fpq = hpjF jqi = hpq + 1
2
X
rs
(hprjqsi   hprjsqi)rs: (2.14)
By unitary-rotating fjpig to fj0pig, one can get the canonical (diagonal) form:
F j0pi = 0pj0pi: (2.15)
9Thus, each HF orbital is associated with its one-particle (orbital) energy. In the
canonical basis  is also diagonal, and we obtain
[F;] = 0: (2.16)
Note that, since EHF can be considered a density matrix functional, F is also
obtained as the derivative of EHF with respect to the density matrix,
Fpq =
@EHF
@qp
: (2.17)
In practice, we generally work in the LCAO approximation. In the AO basis, the
HF equation to solve is given by the Roothaan equation,
FC = SC; (2.18)
where S = hji is the overlap matrix between atomic orbitals, and  is a diagonal
matrix of the eigenvalues (orbital energies).
2.2 Correlation energy
Here we discuss the basic idea of electron correlation within electronic structure the-
ory.
In the HF approximation, the potential that each electron feels is the average
due to the other electrons (a mean-eld approximation), and therefore HF does not
address most electron correlations, especially between opposite spins. Hence, the
HF energy is always an upper bound for the exact solution of Eq.(2.1), which is
known as full conguration interaction (FCI). The terminology \correlation energy"
is dened as the dierence in energy between HF and the exact solution. Historically,
correlation energy has been divided to two types. The rst is weak (dynamical)
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correlation, which is a consequence of the \dance" of electrons, i.e., electrons trying
to avoid each other. For example, HF does not prohibit two opposite spin electrons
from occupying the same position, and therefore weak correlation is not taken into
account in HF. The second type of correlation is known as strong (non-dynamical)
correlation, which arises due to degeneracies in a system. If there are determinants
that are energetically close to the HF determinant, the qualitatively correct wave
function is a linear combination of them, and HF is qualitatively incorrect. This is
always observed in dissociation of closed-shell molecules to open-shell fragments, as
already mentioned in the Introduction.
2.3 Hartree Fock Bogoliubov
The Hartree Fock Bogoliubov theory is a generalization of HF and the Bardeen-
Cooper-Schrieer (BCS) model to describe pairing correlations in nuclei and super-
conductivity in solids. Its wave function is still a Slater determinant, but with quasi-
particles y; , which are a linear combination of particle (electron) creation and
annihilation operators cy; c:
yp =
X
q
 
Uqpc
y
q + Vqpcq

; (2.19a)
p =
X
q
 
Uqpcq + V

qpc
y
q

; (2.19b)
or  

y
!
=
 
Uy Vy
VT UT
! 
c
cy
!
=Wy
 
c
cy
!
: (2.20)
Since we want quasiparticles to obey the conventional fermion commutation rules,W
must be a unitary matrix that transforms between particles and quasiparticles. U
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and V can be decomposed by the Bloch-Messiah theorem as 
U V
V U
!
=
 
D 0
0 D
! 
U V
V U
! 
C 0
0 C
!
; (2.21)
where U and V have special diagonal forms:
U =
0BBBB@
U1
U2
. . .
UNorbs
1CCCCA ; (2.22)
V =
0BBBB@
V1
V2
. . .
VNorbs
1CCCCA ; (2.23)
where Norbs is the number of spin orbitals and
Up =
 
up 0
0 up
!
; (2.24)
Vp =
 
0 vp
 vp 0
!
; (2.25)
with 0  up  1 and 0  vp  1.
We dene the HFB wave function as a Slater determinant built with quasiparticles,
jHFBi =
Y
p
pj i; (2.26)
so that
kjHFBi = 0; (2.27)
for all k. With the Bloch-Messiah decomposition, the wave function can be written
as
jHFBi =
Y
p
(up + vpa
y
pa
y
p)j i; (2.28)
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where p indicates the \conjugate state" of p and is dened by the 2  2 matrix of
Eqs.(2.24,2.25), and fay; ag are the electron creation and annihilation operators in
the natural orbital (NO) basis where the HFB density matrix
pq = hHFBjcyqcpjHFBi (2.29)
is diagonal. fayg and fcyg are related by a unitary transformation:
ayp =
X
q
Dqpc
y
q: (2.30)
In addition, we also dene the anomalous density or pairing matrix,
pq = hHFBjcqcpjHFBi; (2.31)
and  and  can be expressed in terms of U and V as
 = VVT; (2.32a)
 = VUT: (2.32b)
 is anti-symmetric by its denition of Eq.(2.31). Note that an HFB wave function
(Eq.(2.28)) violates number symmetry. In other words, jHFBi is clearly not an
eigenfunction of the number operator N^ =
P
p c
y
pcp =
P
p a
y
pap:
N^ jHFBi 6= NejHFBi; (2.33)
where Ne is the total number of electrons in the system. This is a natural consequence
of the Bogoliubov transformation to quasiparticles (Eqs.(2.19, 2.20)). In order for a
wave function to be meaningful, therefore, we require the average number of electrons
in each determinant to be Ne, i.e.,
hHFBjN^ jHFBi = Ne: (2.34)
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Furthermore, W being unitary gives the following relations:
   2 =  y; (2.35a)
 = : (2.35b)
When  is non-zero,  is clearly non-idempotent. Information about pairing corre-
lations is carried by the anomalous density matrix . It is also useful to introduce
the generalized density matrix or quasi-particle density matrix R,
R =
 
 
  I  
!
; (2.36)
which is associated with a quasiparticle single determinant wave function, and there-
fore R2 = R and Ry = R, as in the HF density matrix.
The energy expression for HFB is given by
EHFB = hHFBjH^jHFBi
=
X
pq
hpqqp +
1
2
(hprjqsi   hprjsqi) pqrs
+
1
4
(hpqjrsi   hpqjsri)pqrs; (2.37)
where the rst two terms correspond to the HF energy (Eq.(2.8)), and the last term,
called the pairing energy, represents pairing correlation. One minimizes Eq.(2.37)
subject to the idempotency condition of R and Eq.(2.34). The resulting HFB La-
grangian LHFB becomes
LHFB = EHFB + 
 X
p
pp  Ne
!
; (2.38)
where the last term is introduced to fulll the requirement Eq.(2.34), with  being
the chemical potential as a Lagrange multiplier. We should mention that Eq.(2.37)
yields a lower energy than EHF if the electron-electron interaction is attractive, as
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in superconductors. With the electronic structure Hamiltonian, which has a repul-
sive electron-electron interaction, the pairing energy is always positive, and therefore
Eq.(2.37) will reduce to the HF energy by the variational principle [21].
In the same way as in HF, one can derive the quasiparticle Hamiltonian H by
HHFBpq =
@LHFB
@Rqp
; (2.39)
which is equivalent to
HHFB =
 
FHFB HFB
 HFB FHFB
!
; (2.40)
where
FHFBpq =
@LHFB
@qp
= hpq +
1
2
X
rs
(hprjqsi   hprjsqi)rs + pq; (2.41a)
HFBpq =
@LHFB
@qp
=
1
4
X
rs
(hpqjrsi   hpqjsri)rs: (2.41b)
Note that FHFB = F + I is the HF Fock matrix (Eq.(2.14)) with the chemical
potential  in its diagonal. For the singlet pairing, in which the pairing correlation
occurs only between opposite electron pairs, Eq.(2.40) becomes
HHFB =
0BBB@
F + I 0 0 
0 F + I  0
0    F   I 0
  0 0  F   I
1CCCA : (2.42)
The HFB equation to solve is
HHFB
 
U V
V U
!
=
 
U V
V U
! 
 0
0  
!
; (2.43)
where  is positive denite. Therefore, the eigenvalues of the HFB Hamiltonian come
out as conjugate-pairs, i and  i. In the quasiparticle basis i, both H and R are
diagonal, and thus we have
[HHFB;R] = 0; (2.44)
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which corresponds to Eq.(2.16) of HF.
HFB has been successfully used in nuclear and superconductor physics, with at-
tractive interactions between particles. However, as already mentioned above, the
electronic structure Hamiltonian contains a repulsive interaction between electrons.
Therefore, when applied to molecular systems, HFB immediately reduces to HF.
In what follows, we limit our discussion to the real-orbital and closed-shell case
(restricted HFB, or RHFB), in which case we have
 =
 
 0
0 
!
=
 
P 0
0 P
!
; (2.45a)
 =
 
0 
 0
!
=
 
0 K
 K 0
!
; (2.45b)
for each spin-block. Here we have dened P = ( + )=2 since  = . Also,
Eqs.(2.35) indicate
PK KP = 0; (2.46a)
P P2 = K2: (2.46b)
P is not idempotent unless one ends up with an HF solution, i.e., K = 0. The RHFB
energy expression can be given by
EHFB = 2
X
ij
hijPij +
X
ijkl
(2hikjjli   hikjlji)PjiPlk +
X
ijkl
hijjkliKijKkl
+
 
Ne   2
X
i
Pii
!
; (2.47)
in the spatial orbital basis. The RHFB Hamiltonian reduces to
HRHFB =
 
Fcs + I 
  Fcs   I
!
; (2.48)
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where
F csij = hij +
X
kl
(2hikjjli   hikjlji)Pkl; (2.49a)
ij = 

ij 
X
kl
hijjkliKkl: (2.49b)
For more details about HFB, the reader is referred to Ref. [10].
2.4 Natural orbitals and natural occupations
In this section, we will briey discuss the natural orbitals (NO). The NOs are the
basis where the (half) charge density matrix P = 1
2
 
 + 

is diagonal:
PCNOi = niC
NO
i ; (2.50)
where the NO coecient matrix CNO is a unitary matrix that rotates orbitals to the
NOs,
j NOi i =
X
j
CNOji j ji; (2.51)
and ni are the natural occupations of each j NOi i, and obey 0  ni  1.
In RHF,  =  and both spin density matrices are idempotent. This imme-
diately means the RHF charge density is also idempotent, P2 = P and therefore ni
have to be integer, i.e., either 1 or 0. On the other hand, in UHF,  6=  and thus
ni can be fractional, but one can express the non-idempotency of P as
P P2 =M2; (2.52)
where M is the spin magnetization density matrix dened as
M =
1
2
(   ): (2.53)
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Because in UHF we write P as the sum of two idempotent matrices, its eigenvalues,
i.e., natural occupations, can be 0, 1, 1
2
, or appear in so-called \corresponding pairs"
(n; 1  n) [22].
In RHFB, P is also non-idempotent; hence, it has fractional occupations, but they
are not necessarily corresponding pairs. However, P for RHFB holds a similar relation
as Eq.(2.52), as given by Eq.(2.46b). From Eq.(2.46a), in the NO basis, K is also a
diagonal matrix, and Eq.(2.46b) indicates that its eigenvalues are i = 
p
ni(1  ni).
2.5 Corrected HF and -HFB
In 2000, Csanyi and Arias proposed a natural orbital functional,[20] called corrected
HF (CHF), whose energy expression is given by:
ECHF = 2
X
i
nihii +
X
ij
ninj (2hijjiji   hijjjii)
 
X
ij
q
ni(1  ni)nj(1  nj)hijjjii: (2.54)
They arrived at Eq.(2.54) by expanding the two-particle density matrix (2PDM) as
a tensor product of the one-particle density matrices. Therefore, the 2PDM of CHF
is not guaranteed to be N -representable, meaning that there is no wave function
associated with CHF. As can be seen, ECHF is a functional of the NOs and natural
occupations, i.e., the density matrix, and thus it falls into a natural orbital functional
or density matrix functional.
Later, Staroverov and Scuseria noticed that this functional is very similar to the
RHFB energy.[12] In the NO basis, the RHFB energy is,
EHFB = 2
X
i
nihii +
X
ij
ninj (2hijjiji   hijjjii)
+
X
ij
q
ni(1  ni)nj(1  nj)hijjjii; (2.55)
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where we have taken the signs of Kii to be positive and the term that involves 
is neglected because it is zero at convergence. Clearly, the dierence between these
two functionals is the sign of the pairing energy (the last term). This analogy led
Staroverov and Scuseria to dene a more general functional, called -HFB (or equiv-
alently, -CHF), by setting a scaling factor  in front of the pairing energy:
E HFB = 2
X
i
nihii +
X
ij
ninj (2hijjiji   hijjjii)
 
X
ij
q
ni(1  ni)nj(1  nj)hijjjii: (2.56)
Hence, when  =  1, Eq.(2.56) reduces to HFB, while if  = 1 it becomes identical to
CHF if  = 1, which we will refer to as 1HFB, hereafter. We remind the reader that
if ni is either 1 or 0, Eq.(2.56) also immediately reduces to the HF energy expression,
Eq.(2.8).
The ability of the -HFB scheme to estimate strong correlations in atomic and
molecular systems has been well demonstrated [12]. For example, with  = 1:12,
-HFB signicantly improved the correlation energies in the Be series compared to
CHF ( = 1). In dissociation curves of a few diatomic molecules (FH, F2, and
N2), -HFB with  = 0:6  0:8 predicted a certain amount of strong correlation
as the internuculear distance R increases, while it reproduced the RHF energy near
equilibrium, where only the weak correlation eect is important and strong correlation
should not be expected at all. On the other hand, CHF almost always yields unbound
dissociation curves, as it captures too much strong correlation at large R. This result
clearly indicates -HFB can correctly pick up only strong correlation, but not weak
correlation.
An interesting fact about -HFB and CHF is that both methods do all of this
over the correct spatial- and spin-symmetry surfaces. In other words, orbitals do
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not break the spatial symmetry of the system, and the  and  electron densities are
equivalent each other for singlet systems, as they should be. On the other hand, as we
have mentioned, this feature is not observed in UHF. UHF always breaks spatial- and
spin-symmetry in the dissociation limit. However, while -HFB showed a signicant
improvement over CHF, a major concern is that  is system-dependent. This means
that -HFB uses dierent attractive interactions for dierent systems in order to
obtain the best results. Hence, our motivation provides a corrected scheme which
utilizes a system-independent attractive potential, i.e., with a constant .
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Chapter 3
Constrained Pairing Mean-Field Theory
3.1 Analysis of 1HFB
Here we develop a new method based on -HFB. Our intent is to break the electron
number symmetry, in order to include pair correlation with an attractive poten-
tial, which we expect to contain a certain amount of strong correlation [2{6]. HFB
is connected to the N -electron multireference antisymmetrized geminal power wave
function (AGP) through the number symmetry projection [12, 23], and hence, the
appearance of strong correlation should not be unexpected. As we will see for the
simple case of H2, -HFB does not include correlations for most molecules near equi-
librium, yielding the non-correlated RHF solution. As the system dissociates, 1HFB
(CHF) adds strong (left-right) correlations, but signicantly overcorrelates at large
internuclear separations in almost all cases. This behavior was considered a serious
drawback [24], and the model lost attention. To address this problem, -HFB has
the optimal attractive interaction  =r, but the strength of the interaction varies by
system, which prohibits its wide-spread use in electronic structure calculations. In
this chapter, however, we show that by incorporating a few simple constraints, a mix-
ture of HF and 1HFB methods for inactive and active sets of orbitals, respectively,
can overcome the overcorrelation problem and yield an accurate mean-eld approxi-
mation for strong correlations. To further analyze -HFB, below we studied it from
various perspectives.
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Assuming that each dissociated fragment is uncorrelated and requires a method
that includes only strong correlation between fragments, the desired energy at a dis-
sociation limit is the sum of the restricted open-shell HF (ROHF) fragments, since
ROHF preserves both spatial- and spin-symmetries while not containing any correla-
tion energy. Thus, the optimal value, opt, may be dened for each molecular system,
where opt-HFB reproduces the ROHF fragments at a dissociation limit. This opt is
found to be always less than 1 for all the tested molecular systems, with the exception
of H2 with a minimal basis [12, 25].
The H2 molecule is a special example because it can be dissociated exactly with
 = 1 if a minimal basis set is used i.e., 2-electron-2-orbital. This is demonstrated
in Figure 3.1, where we used an STO-6G basis. This is the only case where 1HFB
reproduces the correct strong correlation at the dissociation limit of a molecule. For
example, when a larger 6-31G basis is used, 1HFB overcorrelates already at 3A. opt
in this case is 0.9785. Therefore, we can conclude opt is basis set dependent.
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Figure 3.1 : Dissociation curves of the H2 molecule with an STO-6G basis (Left) and
a 6-31G basis (Right).
Furthermore, since the correct dissociation limit of the H2 molecule is the ROHF
fragments of two H atoms, which are equivalent to the FCI fragments in this case,
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Table 3.1 : Natural occupations at the dissociation limit of H2.
Occupations 1HFB (STO-6G) 1HFB (6-31G) opt-HFB (6-31G) FCI (6-31G)
n1s 0.500000 0.497934 0.498055 0.500000
n1s 0.500000 0.497934 0.498055 0.500000
n2s - 0.002066 0.001945 0.000000
n2s - 0.002066 0.001945 0.000000
the natural occupations should be 0.5 in the bonding and anti-bonding orbitals for
both  and  spins, while other high lying orbitals should have exactly 0 occupations.
1HFB with a minimum STO-6G basis (2 orbitals) actually captures this feature. On
the other hand, 1HFB with a 6-31G basis (4 orbitals) gives dierent occupations, as
can be seen in Table 3.1. Although opt-HFB reproduces the correct energy of FCI at
dissociation, it is immediately evident that the resulting electron density is incorrect
because the eigenvalues of the opt-HFB density matrix (natural occupations) are
dierent from the correct values of FCI.
These results indicate that the parametrized opt-HFB model should not be pur-
sued even though it yields the correct limit energetically. Instead, we consider the
1HFB energy expression Eq.(2.56) with  = 1 at the dissociation of H2. Substituting
the correct natural occupations and orbitals produced by FCI (or ROHF for each
fragment), Eq.(2.56) can indeed reproduce the correct energy:
E1HFB = h1s1s + h1s1s + J1s1s  K1s1s (3.1)
where J1s1s = h 1s 1sj 1s 1si and K1s1s = h 1s 1sj 1s 1si are Coulomb
and exchange integrals. Given that the last two terms cancel out each other at
dissociation, J1s1s = K1s1s , this expression correctly reproduces the energy of two
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isolated hydrogen atoms. Importantly, this result holds for any basis set.
This simple observation led us to seek a theoretical model that can remove small
occupations occurring in irrelevant orbitals (2s, 

2s) in the 1HFB functional to alle-
viate its overcorrelation problem. Constraining its natural occupations exactly cor-
responds to removing unnecessary pairing interactions between certain \inactive"
orbitals. Such a method is, hereafter, referred to as constrained pairing mean-eld
theory (CPMFT) [2{6], and will be explained in the next section.
3.2 General Theory
3.2.1 The CPMFT energy functional
In CPMFT, we partition the orbitals into core, active, and virtual spaces. Only
the orbitals in the active space are subject to a Bogoliubov transformation with an
attractive pairing interaction; the core and virtual orbitals are treated by HF. In this
way, we \constrain" pairing interactions exclusively to the active space. To achieve
this goal, we rst introduce additional constraints to divide orbital spaces into fully
occupied (core, n = 1), fractionally occupied (active), and virtual (n = 0). These
constraints can be expressed as
McX
c
nc = NC ; (3.2)
McX
c
(n2c   nc) = 0; (3.3)
MaX
a
na = NA; (3.4)
MvX
v
nv = 0; (3.5)
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MvX
v
(n2v   nv) = 0; (3.6)
where c, a, and v run over the core, active, and virtual orbitals, respectively, and 2NC
and 2NA are the number of electrons in the core and active spaces (recall that we
will work in the closed-shell, spatial orbital basis). Mc, Ma, and Mv are the number
of core, active, and virtual orbitals. Because Mc = Nc always, the only possible
solution to Eq.(3.3) is that all nc = 1, thus Eq.(3.4) is automatically satised and
redundant (core orbitals are singly occupied in P). Similarly, Eq.(3.5) implies that
all nv = 0, thus Eq.(3.6) is redundant, too. On the other hand, Ma > NA, in general.
In summary, the resulting Lagrangian including all constraints becomes
LCPMFT = ECPMFT + C
 X
c
nc  NC
!
+ V
X
v
nv + A
 X
a
na  NA
!
; (3.7)
where the dierent 's are the chemical potentials (Lagrange multipliers) constraining
the electron numbers in each space. ECPMFT above is nothing but the 1HFB energy
expression,
ECPMFT = 2
X
ij
hijPij +
X
ijkl
(2hikjjli   hikjlji)PijPkl  
X
ijkl
hijjkliKijKkl: (3.8)
The mathematical solution to the CPMFT constrained problem consists in setting
C =  1 and V = 1. The physical meaning of this is that C (V ) pulls down
(pushes up) the energies of core (virtual) orbitals so that these levels get fully occupied
(empty). In practice, we may set the chemical potential of the inactive spaces V =
 C , and gradually increase V smoothly to convergence. A slow  increase allows
for ecient mixing between spaces until orbital optimization is achieved, as dictated
by the variational procedure. In Figure 3.2, we present a pictorial description of the
CPMFT orbitals and optimization process. The core and virtual spaces are treated
by RHF, whereas the active space is treated by 1HFB.
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Figure 3.2 : Description of each space in CPMFT.
3.2.2 Properties of CPMFT
We note that Eq.(3.8) just ips the sign of the last term, the pairing energy, in HFB
(Eq.(2.47)). Changing the sign of the pairing term changes the sign of  so that the
CPMFT Hamiltonian is
HCPMFT =
 
Fcs +   
   Fcs   
!
; (3.9)
where each matrix is the same as in RHFB, Eqs.(2.49a, 2.49b),
F csij = hij +
X
kl
(2hikjjli   hikjlji)Pkl = fij; (3.10a)
ij =
X
kl
hijjkliKkl: (3.10b)
Here, cs denotes \closed-shell" and f is the standard Fock matrix appearing in RHF.
 is in the NO basis diagonal and consists of C , A, and V . Except for the negative
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sign in front of  in Eq.(3.9), CPMFT follows the same procedure as in HFB, noting
that
PK KP = 0 (3.11a)
P P2 = K2; (3.11b)
which arises from the fact that the generalized density matrix R is idempotent. How-
ever, changing the sign of the pairing energy and the pairing matrix severs the con-
nection between the HFB wave function jHFBi and the CPMFT energy.
We can, indeed, view the CPMFT energy as the expectation value of a model
Hamiltonian with respect to a particle-number violating determinant:
H0ji = ECPMFTji; (3.12a)
H0 =
X
ij

(hij + F
cs
ij )a
y
iaj  
1
2
ija
y
ia
y
j  
1
2
?ijaiaj

: (3.12b)
This quadratic model Hamiltonian, however, is not the mean-eld of the physical
Hamiltonian with respect to a quasiparticle determinant, as we have introduced an
eective attractive particle interaction. We can also interpret the CPMFT energy
as a hybrid of HF and HFB where HF uses 2=r12 as the electron-electron repulsion
operator and HFB uses  1=r12. In order to see this, consider the Coulomb operator
split into two parts:
1
r12
=
1 + 
r12
  
r12
: (3.13)
Since the RHF energy expression is given by
ERHF = 2
X
ij
hijPij +
X
ijkl
(2hikjjli   hikjlji)PijPkl; (3.14)
applying the rst and second terms of Eq.(3.13) to ERHF and EHFB (Eq.(2.37)),
respectively, gives
ECPMFT = (1 + )ERHF   EHFB (3.15)
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with  = 1. This argument of course holds for 1HFB|although in 1HFB all the
orbitals are subject to the attractive pairing interaction while in CPMFT this eect
is limited to the chosen active space.
Nevertheless, we have a fruitful alternative viewpoint, which is to envision the
CPMFT energy expression of Eq.(3.8) as dening a model two-particle density matrix
  such that the energy in the spin-orbital basis is
ECPMFT = Tr(h) + Tr(v CPMFT) (3.16)
where v is the two-particle part of the Hamiltonian, and h is the one-particle part.
In terms of spin-orbitals, we have
 rspq =
1
2
 
rp
s
q   sprq   pqrs

; (3.17)
with lower (upper) indices corresponding to bra (ket) indices. As we have already seen,
the rst two terms in this model 2PDM correspond to HF,hole-hole, whereas the last
term introduces strong correlation via K, which is a measure of nonidempotency for
P. This last term is an important quantity in the cumulant decomposition of density
matrices [26], but in our work appears naturally from the idempotency of the quasi-
particle density matrix R. As can be seen, Eq.(3.17) includes particle-particle and
hole-hole but not particle-hole correlation terms. As shown below, this simple ansatz
describes strong correlations very accurately. We suggest that the cumulant term
oers a compelling denition of what we intuitively understand as strong correlation.
If we use this model two-particle density matrix to dene expectation values of
two-particle operators, then, as derived in Appendix A, it becomes apparent that
CPMFT has no particle number uctuations, but does have spin contamination. In
making this choice, we are inevitably working with a density matrix functional and
are eectively utilizing some form of a statistical ensemble theory.
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3.2.3 Alternative constraints
In practice, the CPMFT scheme presented above works reasonably well, but requires
numerous SCF iterations with small C and V to allow for sucient relaxation of
orbitals between the active and inactive spaces. However, we identied an alternative
procedure which constrains i =
p
ni   n2i instead of working with ni. In other words,
we constrain  to be zero for the core and virtual spaces. This allows us to write the
following Lagrangian:
LCPMFT = ECPMFT + 2
X
ij
~ijKij + A
 X
a
na  NA
!
; (3.18)
where i and j run over the core and virtual orbitals, and for the active space the
number of electrons are yet to be constrained. The factor of 2 arises because the
equation is written in the spatial orbital basis. By transforming Eq.(3.7) to Eq.(3.18),
we have removed C and V which approach innity, which is not computationally
favorable. Meanwhile, we have gained in Eq.(3.18) a Lagrange multiplier matrix ~
which is to be determined. Since now we have more Lagrange multipliers in ~ than
Eq.(3.7) (C and V ), it might appear that we have just made the equations more
complicated. However, in Appendix B, we derive the exact condition that ~ has to
satisfy at convergence of the CPMFT equation, which is simply
~ij =
(
ij for i; j 2 c or i; j 2 v
0 otherwise.
(3.19)
This means ~ dened as the derivative of L with respect to K at each SCF iteration
is given by
~ =  + ~ =
0B@ 0 ca cvac aa av
vc va 0
1CA : (3.20)
We should note that the ca, ac, va, and av blocks of ~ contribute to the orbital
rotation between the active and the inactive space, which is also done in Eq.(3.7)
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Table 3.2 : The CPMFT results on dissociated H2 with dierent constraining schemes.
Schemes Energy Cycles
Eq.(3.7) -0.999 884 52
Eq.(3.18) -0.999 891 19
via small C and V . The aa block is required for the orbital rotation among the
active space. On the other hand, cv and vc do not play a role: they are related to
core-virtual relaxation, but this can be done via the Fock part only, since it is the HF
space. This exactly corresponds to C and V being innity at convergence. Hence,
cv and vc are found to be arbitrary, i.e., they can be set to zero.
The above formulation of the CPMFT constraints allows faster and numerically
more robust convergence in CPMFT than Eq.(3.7) because we do not deal with
large C and V in actual calculations. Both constraint schemes should not change
the nal results, e.g., the energy and NOs, if the orbital rotation is appropriately
achieved. Table 3.2 shows the results of the H2 dissociation limit, computed with
both schemes. With Eq.(3.7), it takes more SCF cycles than with the new formula,
Eq.(3.18). Furthermore, its energy is slightly higher, because the active orbitals and
the inactive orbitals are not eciently mixed during the calculation: the ecacy of
an orbital relaxation with Eq.(3.7) depends on the increase rate of C (and V ), and
in order to relax orbitals completely, one would need a quasi-static process (innite
numbers of cycles).
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3.2.4 Results on some dissociation curves
As a paradigmatic example of strong correlation, we present results for the dissocia-
tion potential of the H2 and N2 in Figure 3.3. The latter is an especially challenging
case because it requires up to six-electron excitations to yield the correct curve. In
both cases, RHF includes no correlations, failing miserably as R becomes larger. On
the other hand, 1HFB acquires too much correlation, as mentioned earlier, produc-
ing a physically incorrect description. Unrestricted HF improves over RHF, but the
density is symmetry-broken: for example, at the dissociated N2, three  electrons lo-
calize on one N atom, and three  electrons on the other, with a similar phenomenon
occurring in the H2 case. Complete active space self-consistent eld with six-electron-
six-orbitals (CASSCF(6,6)) calculations, which include all excitations for six electrons
within six active orbitals, also yield a correct potential curve for N2 including a part
of weak and strong correlations near equilibrium and only strong correlations toward
dissociation. CPMFT(6,6), meaning six-electron-six-orbitals in the active space in a
similar way as CASSCF, gives a very accurate description of the dissociation of the
N2 molecule (so does CPMFT(2,2) for the H2 molecule). It accomplishes this feat
while preserving spatial and spin symmetries. Note that the behavior of the CPMFT
curves diers from that of UHF, and we will discuss the connection between these
two methods later on.
Another interesting example is the potential energy curve for the ethylene torsion,
as presented in Figure 3.4. At a dihedral angle of 90, there is an exact degeneracy
between the 2 and 2 congurations that CPMFT(2,2) handles very well. It is well
known that single reference methods such as RHF have a cusp at 90, yielding an
unphysically large barrier height. This is similar to H2 dissociation, but on a dierent
coordinate.
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Figure 3.3 : Potential energy curves of H2 and N2 calculated with Gaussian cc-pV5Z
and 6-311++G** basis sets, respectively.
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3.3 Generalization to nondegenerate cases
3.3.1 A two level model system
To better understand how CPMFT accomplishes its feats, we will discuss in detail a
simple two level model system: a closed-shell electron pair in two orbitals, e.g., H2 in
a minimum basis. For this case, using our symmetry adapted formalism, we have only
two occupations n1+ n2 = 1. It follows then that 
2
1 = n1(1  n1) = n2(1  n2) = 22.
Dening
W = 2J11 + 2J22 + 4K12   4J12 (3.21)
with Jij = h i jj i ji and Kij = h i jj j ii and the diagonal elements of the full
CI Hamiltonian:
E1 = 2h11 + J11 (3.22)
E2 = 2h22 + J22; (3.23)
the energy expression Eq.(2.37) becomes:
E(n1) = E2 + n1(E1   E2  W ) + n21W; (3.24)
or equivalently
E(n2) = E1 + n2(E2   E1  W ) + n22W: (3.25)
For n1 = 1 and n2 = 0 (RHF case), either one of these two expressions yields
ERHF = E1: (3.26)
For clarity, we emphasize again that n1 = 1 here means n1 = n1 = 1, so that there
are a total of two electrons being considered.
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We can calculate dE
dn1
= 0 to determine the critical n0 where this energy expression
is minimum:
n0 =
1
2
+
E2   E1
2W
: (3.27)
The CPMFT solution appears when n0 < 1. This condition reads
E2   E1
W
< 1: (3.28)
Using that in RHF, "g = h11 + J11 and "u = h22 + 2J12  K12, we can rewrite this
expression in terms of the usual molecular orbital energies as
"u   "g  
J11 + J22
2
 K12 < 0; (3.29)
which can be compared with the RHF triplet instability condition [27, 28]:
"u   "g   J12  K12 < 0: (3.30)
The CPMFT solution appears when the energy gap E2 E1 closes and becomes smaller
than W. Depending on how J12 compares to (J11+ J22)=2, the CPMFT solution may
appear before or after the UHF solution (Coulson-Fischer point).
It is interesting to note that for the regular HFB case (repulsive pairing interaction
of 1=r and positive sign in pairing energy), the energy expressions Eq.(3.24) and
Eq.(3.25) are still valid with W =  4J12. This means, however, that E1   E2  W
is always positive, thus the RHF solution always has a lower energy than HFB, i.e.,
n2 = 0 in Eq.(3.25). Also note that
d2E
dn21
= 2W , so the critical point n0 is guaranteed
to be a minimum only for positive W , as in CPMFT.
At dissociation of a strongly correlated pair (also referred to as \fully entangled"),
we want n1 = n2 =
1
2
. From Eq.(3.27), n0 =
1
2
if E1 = E2, which yields
2h11 + J11   2h22   J22 = 0: (3.31)
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Using that for n1 = n2 =
1
2
,
f11 = h11 +
J11
2
+ J12   K12
2
(3.32)
f22 = h22 +
J22
2
+ J12   K12
2
(3.33)
we obtain that the n0 =
1
2
condition is fullled if
f11   f22 = 0; (3.34)
which is always true for dissociation to degenerate orbitals. From Eq.(3.24), we get
that the energy is
E(n =
1
2
) = h11 + h22 + J12  K12: (3.35)
In the dissociation limit J12 = K12, the orbitals become degenerate, and h11 = h22 is
the energy of an isolated hydrogen atom. Thus, CPMFT can dissociate this electron
pair to the correct energy and occupations of 1
2
. In a large AO basis, the variational
procedure in CPMFT rotates the orbitals between active and inactive spaces yielding
the correct NOs for describing dissociation in such basis.
3.3.2 Dissociation to non-degenerate orbitals
The dissociation of an electron pair to non-degenerate orbitals, as for example in XH
(X=Li, B, or F), is more challenging than the degenerate case, e.g., H2. In the latter
case, we showed above that the predicted CPMFT occupations are exactly 1
2
. In the
non-degenerate case, however, the resulting occupations at dissociation are dierent
from 1
2
, an eect that we will refer to as \spilling." In essence, the variational principle
drives electron density to the lower energy orbital. This is evident from Eq.(3.34)
when f11 is dierent from f22. As an example, we present in Figure 3.5 the plot of the
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CPMFT(2,2) energy as a function of occupations for the BH molecule with a 6-31G
basis set. The resulting occupations at dissociation are n1 = 0:56 and n2 = 0:44,
instead of 1
2
and 1
2
. In other words, the minimum of the CPMFT functional does
not occur at the desired value of 1
2
unless the dissociated orbitals become degenerate,
i.e., f11 = f22. The spilling of occupations results in a small overshooting of the
correct dissociation energy, as shown in Figure 3.5 where CPMFT(2,2) is compared
to CASSCF(2,2), 1HFB, and RHF. Note, however, the substantial improvement from
1HFB to CPMFT(2,2), despite spilling.
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Figure 3.5 : CPMFT(2,2) energy as a function of occupation numbers (Left) and
dissociation curves (Right) of the BH molecule calculated with a 6-31G basis and
dierent methods.
Before proposing a solution to the non-degenerate dissociation problem, a small
digression is in order. First, we need to more rigorously dene the meaning of dis-
sociation within the context of our model. We dene the dissociation state of a
molecule as a collection of atoms (or molecular fragments) in specic spin states with
orbital occupations limited to 0, 1, and 1
2
, corresponding to empty, fully-occupied,
and half-occupied (fully-entangled) orbitals. The choice of these states determines
the space and spin symmetry of the molecular state to be studied. Most importantly,
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we want to emphasize that no other occupations (except for 0, 1
2
, and 1) are allowed
in CPMFT at dissociation. Natural orbitals with 1
2
occupation at dissociation are
strongly correlated and form and break chemical bonds near equilibrium. We also
note that if the fragments at dissociation are chosen as closed-shell (i.e., no fully
entangled electrons) and are treated with RHF, then the active space is null, and
CPMFT reduces to RHF, which is size consistent in this case. If the fragments are
closed-shell and treated with 1HFB, there are no inter-fragment, strongly correlated
electrons (there may be some in the fragment itself) and in this case, 1HFB is size
consistent too.
Strictly speaking, NOs have no energy associated with them. At dissociation,
however, NOs in CPMFT become strongly localized on fragments, which is the cor-
rect behavior also observed in CASSCF. Furthermore, when written in the NO basis,
the active block of the Fock matrix becomes diagonal as the molecule approaches
dissociation. In the degenerate case, the o-diagonal terms are zero because of sym-
metry; in the non-degenerate case, the NOs localize and they do not overlap, also
yielding zero o-diagonal active terms. At CPMFT convergence, with the innite
inactive chemical potentials introduced in Section 3.2.1, the Fock matrix is eectively
diagonal because the inactive/active blocks become negligible and can be set to zero
as the diagonal of the inactive block approaches 1. Thus, NOs eectively become
ROHF orbitals, and we can associate their energies with those of fragment ROHF
orbitals. The Fock matrix at dissociation is depicted in Figure 3.6.
A remarkable feature of the CPMFT energy functional is that it yields the cor-
rect dissociation energy if fed the correct occupation numbers (1
2
) for the strongly
A method is size consistent if the total energy of fragments innitely separated from each other
is equivalent to the sum of the energies of each fragment.
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Figure 3.6 : Fock matrix of CPMFT at dissociation with superscripts c, a, and v repre-
senting core, active, and virtual orbitals, respectively. The inactive (core and virtual)
blocks can always be diagonalized by an orbital rotation, and the inactive/active
blocks become negligible at convergence. Note that the active block is diagonal at
dissociation (but, in general, non-diagonal outside dissociation).
correlated orbitals. In the two-orbital case, this is easily seen from Eq.(3.35), which
yields the correct energy at dissociation for n = 1
2
even if orbitals 1 and 2 are not
degenerate. However, as already pointed out, the minimum does not occur at n = 1
2
unless orbitals 1 and 2 are degenerate. The variational principle in CPMFT pro-
duces spilling in the non-degenerate case. This is incorrect and will be addressed in
the following subsection by adding constraints to CPMFT that will be referred to as
\asymptotic" constraints for reasons that should become clear below.
3.3.3 Dissociation of polyatomic molecules
Even for multiply bonded diatomic molecules, CPMFT dissociates exactly to ROHF
atoms, as shown for N2 in Section 3.2.4. Here, we present a simple argument showing
that CPMFT can dissociate any polyatomic molecule exactly to ROHF fragments or
atoms. To achieve this goal, the active space of CPMFT should match the open-shell
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orbital spaces of the ROHF fragments. We begin by recognizing that at dissociation,
the variational principle drives the CPMFT NOs to become identical with ROHF
orbitals, as is the case for CASSCF. The core orbitals of the two methods are thus
the same. The core orbitals are doubly occupied in the ROHF fragments and are
inactive in CPMFT, thus their energy contribution (given by an RHF expression)
is identical. If there were total energy dierences between CPMFT and the sum
of ROHF fragments, they would originate in the active space. At dissociation, our
model guarantees that all active CPMFT occupations are ni = i =
1
2
(for the non-
degenerate case; spilling is addressed in the next section). Using that Jii = Kii, the
CPMFT energy expression, Eq.(3.8), becomes:
ECPMFT =
actX
i
hii +
actX
i>j
(Jij  Kij): (3.36)
From the ROHF perspective, this expression is identical to the contribution of high-
spin open-shells to the total energy. This proves that the CPMFT energy is identical
to the sum of fragment ROHF energies provided that (1) the active space in CPMFT
corresponds with the fragment ROHF open-shell orbitals, (2) the CPMFT NOs con-
verge to fragment ROHF MOs, and (3) the occupation of fully-entangled orbitals
at dissociation is exactly 1
2
. The latter two conditions are intrinsic and built into
our model (vide infra). In summary, CPMFT will always dissociate any polyatomic
molecule exactly to ROHF fragments if the active space is chosen adequately.
3.3.4 Asymptotic constraints
In order to solve the spilling problem in dissociations to non-degenerate orbitals, we
modify the CPMFT energy functional and introduce a constraint that, at dissociation,
does not change the energy but does change the eective Hamiltonian such that
39
the new minimum of the CPMFT functional occurs at occupations of exactly 1
2
for
strongly correlated electrons. In other words, we mathematically reformulate the
problem such that the non-degenerate orbitals look degenerate to the functional. To
achieve this, we add to the CPMFT energy expression the following constraint:
 = 2 Tra [UG(P)]; (3.37)
where U is a matrix of Lagrange multipliers, G(P) is a polynomial of the density
matrix designed to satisfy a number of conditions explained below, and the a index
in the trace means that we restrict the sum to active orbitals, as U is dened on the
active space only. This constraint, via Eq.(3.10a), contributes the following terms to
the Fock matrix:
uij =
1
2
@
@Pji
=
X
kl
Ukl
@Gkl
@Pji
= UijG
0
ij: (3.38)
Note that there is no sum in the last expression dening G0ij. Mathematically, the
conditions on G and G0 are simple to express in the NO basis. They guarantee that
 is zero at dissociation (n = 1
2
) and in the RHF region (n = 0; 1), and they modify
the equation determining the n0 minimum. The constraints are:
Gij = 0 if fni; njg = f0; 1
2
; 1g; (3.39)
G0ij = 0 if fni; njg = f0; 1g; (3.40)
G0ij = 1 if ni = nj =
1
2
: (3.41)
The rst condition leaves the energy unchanged both in the RHF region and at
dissociation; the second condition leaves the Fock matrix unchanged in the RHF
region, while the last one changes it at dissociation. To satisfy all these constraints,
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we assume a minimalist approach of the lowest-order polynomial in P, which leads
to a unique 5th degree solution:
G(P) = 16P2(P  I)2(P  I
2
): (3.42)
Note, however, that alternative expressions of higher-degree polynomials are possible.
The expression for G0ij is presented below. With  added to the CPMFT energy
expression, the n0 =
1
2
condition in the NO basis now reads:
f11 + U11   f22   U22 = 0: (3.43)
We simply need to choose U11 and U22 to satisfy this equation. There are, however, an
innite number of solutions to this problem. We thus propose the following physically-
motivated choice. We rst add and subtract the chemical potential  and write the
above equation as (f11+U11+A) (f22+U22+A) = 0. By choosing Uii =  (fii+A),
a clear physical interpretation emerges: U11 and U22 are chemical potential shifts
dening orbital chemical potentials (i = A + Uii =  fii) such that for the purpose
of our model, the non-degenerate orbitals 1 and 2 eectively become degenerate at
zero energy. This procedure is described pictorially in Figure 3.7. The U potential
can be easily obtained from a converged CPMFT calculation at dissociation. For the
degenerate case, f11 = f22, so trivially 1 = 2 =  f11 =  f22.
In summary, we have introduced , U, and G(P) in CPMFT such that:
 The energy expression is unchanged at dissociation.
 The energy minimum occurs always at n = 1
2
.
 The model reduces to RHF when P is idempotent.
In order to distinguish this extended model from CPMFT, we will refer to it as
CPMFT+ in the rest of this section. Note that the  condition is non-zero in the
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Figure 3.7 : Dissociations to non-degenerate orbitals are characterized by orbitals
with dierent energies localized on dierent fragments. Introducing chemical poten-
tial shifts, degeneracy can be eectively restored and the correct dissociation energy
obtained with CPMFT.
region between the RHF solution (idempotent density matrix) and dissociation (fully
entangled pair). In between these two regions,  can contribute to the energy, and
is assumed and veried in multiple test cases to remain small. G(P) changes the
one-particle Hamiltonian, but not the 2PDM ansatz of Eq.(3.17). In this sense,  is
an exact condition (a Lagrange constraint adding to zero in a mathematical sense)
only at dissociation, thus the name \asymptotic constraint." Our suggestion is that
the static part of the correlation energy (strong correlation) can be obtained from this
smooth interpolation between the strongly correlated (dissociation) and uncorrelated
(RHF) limits. This is a very reasonable objective for a mean-eld model.
3.3.5 Examples of non-degenerate dissociations
To test our CPMFT+, we rst discuss BH with a cc-pVTZ basis set. Energy curves
and occupation numbers as the eigenvalue of the charge density P = (+)=2 are
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Figure 3.8 : Potential energy curves (Left) and change in occupation number in the
 orbital (Right) for the BH molecule calculated with a cc-pVTZ basis set.
presented in Figure 3.8. CPMFT+ xes the spilling problem and yields ROHF en-
ergies at dissociation. For CPMFT, the occupation number in the bonding  orbital,
n, initially follows a horizontal line (n = 1) until pairing occurs. The CASSCF on-
set of natural occupations before CPMFT is due to weak correlation included in the
CASSCF. Note, however, the bizarre behavior of the UHF occupation before joining
the CPMFT curve around 2 A. Also, we note that the CPMFT occupations are not
necessarily exact; the model targets the energy, not the occupations. In Figure 3.9
we present results for LiH, HCN, CO, and C2H4. We used a cc-pVTZ basis set except
for HCN which was computed with a 6-31G** basis set. Note how in the LiH case
the appearance of the CPMFT(2,2) solution is much earlier than the Coulson-Fischer
point. Also, CPMFT+ has much less strong correlation than CPMFT near the equi-
librium point; the  constraint raises the energy to address spilling and overcorrelation
at dissociation. Another example presented here is HCN with all bonds dissociating
simultaneously. Note that in this case, the active space is (6,6), so CPMFT+ is
by no means limited to (2,2) active spaces. The last two examples involve breaking
double bonds in CO and C2H4, which are all correctly dissociated with CPMFT+.
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Figure 3.9 : Potential energy curves for the LiH [(2,2)], HCN [(6,6)], CO [(4,4)], and
C2H4 [(4,4)] molecules. The numbers in brackets are active spaces.
One nal important consideration is the observation that the B, C, N, and O
atoms are ROHF unstable, i.e., they yield lower atomic energies (and spin contami-
nation) when calculated with UHF. This explains the dierences between UHF and
CPMFT+ (and CAS) at dissociations involving these atoms.
In summary, we have extended the original CPMFT model, which exactly dis-
sociates electron pairs into degenerate orbitals, to deal with dissociations to nonde-
generate orbitals. To achieve this goal, we have introduced the concept of asymp-
totic constraints. These conditions are satised as Lagrange constraints only under
special circumstances|molecular dissociation in our case. They modify the energy
everywhere else, but are designed to exert no eect in the absence of strong correla-
44
tion (RHF solution). The extended CPMFT+ model developed in this section can
smoothly dissociate any polyatomic molecule exactly to restricted open-shell atoms or
fragments. The above benchmarks demonstrate how CPMFT accounts for strong cor-
relation in an accurate, yet computationally inexpensive manner. From next section,
we will denote CPMFT+ by just CPMFT, unless otherwise stated.
3.4 Inclusion of weak correlations
Until now, CPMFT(+) includes only strong correlations, while neglecting weak,
dynamical correlations. Here we extend the model to account for weak correlations.
Natural candidates to do this are exchange-correlation functionals from density func-
tional theory (DFT), since (1) DFT is also computationally very ecient, (2) a DFT
correlation functional includes mostly weak correlation, and (3) we can take advan-
tage of the large body of work developed over the past several decades. In an attempt
to blend DFT with CPMFT, however, we unfortunately face a fundamental obstacle:
in strongly-correlated systems the vast majority of DFT work assumes that strong
correlation is captured by spatial and spin-symmetry breaking and weak correlation
via a correlation functional which depends on broken symmetry densities (orbitals and
densities are spin-polarized in cases where spin polarization should be zero) [29, 30].
CPMFT orbitals and densities have the correct space and spin symmetries, and if fed
into standard DFT exchange-correlation subroutines, they would, in general, return
poor quality results in such situations. However, the traditional dogma of working
with symmetry broken densities in DFT is a choice, not necessarily an imposition of
the theory. We believe that the preference of working with unrestricted orbitals stems
from the need to describe left-right correlations, which are essentially nonlocal in a
symmetry adapted formalism, whereas DFT, in its traditional formulation, prefers to
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be local or semilocal (i.e., dependent upon quantities such as the density and orbitals
evaluated at a reference point).
To achieve this goal, we here build upon previous work [31{34] demonstrating
that the total density and the on-top density are viable alternatives to the standard
 and  densities used in DFT. In what follows, we mix CPMFT with HF and DFT
in an attempt to take advantage of the best that each model has to oer. We mix
DFT exchange with CPMFT in regular hybrid [35] and range-separated schemes [36{
44]. We also add weak correlation to CPMFT using DFT functionals via alternative
densities. The justication for these approaches is well founded as will be described
in detail below, and in Appendix C.
3.4.1 Alternative densities in Kohn-Sham theory
First, we briey discuss the approach of dening alternative densities based on the
on-top pair density P2(r) and the total density, (r) = (r) + (r), as independent
variables in Kohn-Sham (KS) theory [45]. P2(r) is the diagonal part of the pair
density, i.e., P2(r) = P2(r; r
0 = r). Using Lowdin's normalization, the pair density is
dened as
P2(r; r
0) =
Ne(Ne   1)
2
Z
	(r1; 1; r2; 2;    ; rN ; N)
	(r01; 1; r02; 2;    ; rNe ; Ne)
d3r3    d3rNd1d2    dNe

r1=r2=r;r01=r
0
2=r
0 (3.44)
where N is the number of electrons, 	 is the wave function of the system under
consideration, and r and  are spatial and spin coordinates. Eq.(3.44) is equivalent
to
P2(r; r
0) =
X
pqrs
 rspq p(r) q(r
0) r(r) 

s(r
0) (3.45)
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where we recall that   is the 2PDM and p are orthonormal spin-orbitals. Recall, also,
that we use p; q;    indices for denoting spin-orbitals, and i; j;    for spin-integrated
spatial-orbitals.
KS calculations with approximations have shown that good results can be ob-
tained only when the energy functional is chosen to depend on  and  electron
densities individually, or equivalently, on the total density, (r) = (r) + (r), and
the spin polarization density m(r) = (r)  (r). The latter has proven to be par-
ticularly useful for dissociating closed-shell molecules. KS calculations traditionally
use symmetry breaking, which in many situations ensures size-consistency. In such
cases, however, the signicance of a non-zero m is not clear, as it should be zero when
the total spin S = 0.
A way out of the dilemma of having to choose between the right spin- and spatial-
symmetries versus having size-consistency is to imagine that the spin polarization
appearing in unrestricted DFT calculations can in fact represent another quantity:
an alternative spin polarization density m. In order to take advantage of existing
functionals of  and m, m can be generated from the density and  and  densities
of the KS determinant. In this way, one can convert any functional of  and m (or 
and ) into a functional of  and m. Using this prescription, existing functionals
can be used as previously, but now m has a new interpretation, viz., generating an
alternative, physically relevant, spin polarization.
In the current CPMFT model, only closed-shell situations have been considered,
so m(r) = 0. When dissociating closed-shell molecules, fragments show up for which
(when treated individually) m(r) 6= 0. For each individual fragment, the CPMFT
energy expression becomes that obtained with an ROHF determinant. In this limiting
situation, we would like to take the complement of the CPMFT calculations with
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correlation density functionals designed for KS calculations. Since m(r) = 0, we can
achieve this by using the alternative spin polarization density m.
There are many ways to generate such an alternative spin polarization density.
Following the work of Yamaguchi and coworkers [46, 47], one can generate alternative
densities from the pair density of spin-unrestricted Slater determinants,
P2(r; r
0) =
1
2

(r)(r0)  j(r; r0)j2   j(r; r0)j2 (3.46)
where
(r; r0) =
X
ij
ij  

i (r)  

j (r
0) (3.47)
and (r) = 
(r; r). Recall that  and  i (r) are the 1PDM and spatial orbitals
 i(r) of  spin. Eq.(3.46) yields the so-called on-top pair density when r
0 = r,
P2(r) = (r)(r): (3.48)
In other words, one can replace m in any functional of  and m with [31{34]
m(r) =
p
(r)2   4P2(r): (3.49)
3.4.2 Alternative densities in CPMFT
We now elaborate on the extension of this scheme for CPMFT. Recall that the
CPMFT 2PDM in the spin-orbital basis is
 rspq =
1
2
 
rp
s
q   sprq   pqrs

(3.50)
where we recall  and  are the 1PDM and pairing matrix in the spin-orbital basis,
and  2 =    2 is positive denite. To avoid any confusion, we remind the reader
that  is not the charge density matrix P = 1
2
 
 + 

, but is a block-matrix with
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respect to spin blocks (Eq.(2.45)). Also remember that one can always diagonalize
 to obtain the natural spin occupation numbers ni as its eigenvalues, and the
NOs,  NO, in which the pairing matrix is also diagonal, 
0
i =
p
ni   (ni )2 =p
n
0
i   (n0i )2 ( 6= 0) in general. Note that 0  ni  1. The absence of strong
correlation is characterized by  = 0, which yields an idempotent 1PDM, i.e., regular
RHF.
Substituting Eq.(3.50) into Eq.(3.45) and then setting r0 = r yields the on-top
pair density of CPMFT,
P2(r) = (r)(r) +
1
2

(r)
2 + (r)
2

: (3.51)
In Eq.(3.51), 0(r) is the pairing matrix in real space. In analogy with Eq.(3.47),
0(r; r
0) =
X
ij

0
ij  

i (r)  
0
j (r
0); (3.52)
and 0(r)  0(r; r0 = r). Although we restrict ourselves to closed-shell systems,
in this chapter, we will retain the spin labels  and  for the sake of clarity. Therefore,
 = ,  =  ,  i(r) =  i (r) =  i (r), and thus (r) = (r) and (r) =
 (r).
Note that Eq.(3.51) is normalized to the correct number of electron pairs as well
as Eq.(3.50), which is correctly normalized to Ne(Ne   1)=2. However, the 2PDM of
CPMFT is not N -representable as there is no wave function associated with it.
Now for practical purposes, we introduce the alternative densities (r) and (r)
satisfying
(r) = (r) + (r); (3.53)
and
m(r) = (r)  (r): (3.54)
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We put  and  indices on  for convenience, but they do not represent actual electron
densities unless (r) is zero. Our rst mapping model for dening  and  is
based on Eq.(3.49). Using Eq.(3.49) and Eq.(3.51), one can easily derive
(r) = (r) + (r) (3.55)
(r) = (r)  (r) (3.56)
where we have used (r) = (r) and (r) =  (r). In a practical sense, we
replace (r) by (r) in a DFT exchange-correlation functional Exc. Therefore,
for the exchange-correlation energy (but not its derivatives), the implementation of
this scheme is simple and straightforward: one substitutes (r) into existing DFT
subroutines. It should be mentioned that in cases where Exc depends on density gra-
dients and/or kinetic energy densities, one needs to use the corresponding quantities
in terms of (r). For example, for a generalized gradient approximation (GGA)
like Perdew-Burke-Ernzerhof functional (PBE) [48], EGGAxc [; ;r;r] should
be replaced by EGGAxc [; ;r;r].
Note, however, the possibility of (r) in the above denition Eq.(3.56) becoming
negative. The natural occupations, xi , of (r) are
xi = ni +
q
ni   n2i (3.57)
xi = ni  
q
ni   n2i ; (3.58)
where we have used ni = n

i = n

i . As is illustrated in Figure 3.10, x

i is negative
when 0 < ni < 0:5 and, therefore, so can be (r). This result is not surprising, as
our CPMFT 2PDM ansatz in Eq.(3.50) is not N -representable. While the existence
of a transformation to alternative densities (r) is well founded, a negative (r)
would be quite problematic for all present exchange-correlation functionals. One could
50
−0.5
 0
 0.5
 1
 1.5
 0  0.5  1
x
i
n
i
xα (Eq.(3.57))
xβ (Eq.(3.58))
xα (Eq.(3.63))
xβ (Eq.(3.64))
Figure 3.10 : Plots of xi in Eqs.(3.57, 3.58) (in red) and Eqs.(3.63, 3.64) (Transfor-
mation A, in blue) as functions of ni. Note that x

i of Eq.(3.58) is negative when
0 < ni < 0:5 while that of Eq.(3.64) is positive everywhere.
extend exchange-correlation functionals to treat negative densities, but the physical
meaning of the result would not be clear.
Fortunately, there are many ways to construct Eon topxc [(r); P2(r)], e.g., choosing
alternative densities (r) for Exc. When fed into exchange-correlation functionals,
we want (r) to behave as if they were real densities. In other words, they have to
be positive, continuous, and dierentiable. We will also require that
1. xi = x

i = 0 if ni = 0
2. xi = x

i = 1 if ni = 1
3. xi = 1, x

i = 0 if ni = 0:5
4. xi + x

i = n

i + n

i = 2ni.
The rst and second conditions guarantee that Exc[(r); (r)] produces exactly
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Exc[(r); (r)] when there is no strong correlation (i.e., our model reduces to a
standard restricted KS solution due to the idempotency of the 1PDM). They also
enforce core (r) = 
core
 (r) for the core orbitals because their occupation numbers are
always 1 for both  and  spins. The third condition yields the correct exchange-
correlation energy for strongly correlated systems (e.g., dissociation of a molecule).
The fourth condition ensures Eq.(3.53). We stress that this only applies to the active
orbitals of CPMFT, where ni can be fractional. All of the above conditions are
satised in Eqs.(3.55, 3.56), except for the positivity condition for (r). Based on
these requirements, we propose the following alternative densities
(r) = (r) +
Z
[(r; r
0)(r0; r) + (r; r0)(r0; r)] dr0 (3.59)
(r) = (r) 
Z
[(r; r
0)(r0; r) + (r; r0)(r0; r)] dr0; (3.60)
which are simple extensions of Eqs.(3.55, 3.56). We will refer to this transformation
as Transformation A. In matrix form, they are equivalent to
 =  +
 
 + 

= P+ (PK+KP) (3.61)
 =      +  = P  (PK+KP) : (3.62)
The eigenvalues of the above  are
xi = ni + 2ni
q
ni   n2i (3.63)
xi = ni   2ni
q
ni   n2i : (3.64)
Eqs.(3.63, 3.64) are also shown in Figure 3.10. With this transformation, it is guar-
anteed that (r) is always positive.
Given the requirements above, a family of plausible candidates for  in matrix
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Figure 3.11 : Plots of xi with Transformation B for several q as a function of ni.
form are
 =
1
2
 
 + 22q()q()q

(3.65)
 =
1
2
 
   22q()q()q (3.66)
where q is a positive number, and we call them Transformation B. Although these
 do not have explicit analytical expressions in (r) and P2(r), one could expand
them in terms of these two variables in real space. Figure 3.11 shows the behavior of
natural occupations of this family for dierent q. Note that these alternative densities
also satisfy Conditions 1-4. Compared to Transformation A, they substantially dier
in the way they approach the restricted KS densities when occupations are close to 1
or 0, especially when q is large. Also, when q = 1
2
, Transformation B is equivalent to
Transformation A, because  and  commute.
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3.4.3 Constrained-pairing generalized Kohn-Sham
As discussed previously, the 2PDM of CPMFT is postulated to include only strong
correlation. Thus, the addition of standard DFT correlation functionals to CPMFT
seems like a viable way of adding weak correlation eects to the model. In other
words, we assume that the pairing energy in CPMFT and regular DFT correlation
functionals handle strong and weak correlation, respectively. However, it turns out
that a combination of 100% HF-exchange EHFx plus 100% pairing Ep (dened be-
low) plus 100% DFT correlation EDFTc would not be fully satisfactory since in many
molecules at equilibrium (where the 1PDM is idempotent) this combination reduces
to RHF + EDFTc , which is well known to be a less-than-ideal approximation in terms
of accuracy. Therefore, inclusion of a portion of DFT exchange (EDFTx ) along with
EDFTc seems to be an interesting alternative worth exploring.
It is normally assumed that, as opposed to EDFTc , E
DFT
x introduces a portion of
strong correlation via its localization (and approximation) of the exchange hole. In
doing so, self-interaction error is also introduced. In order to avoid double-counting
of strong correlation from the CPMFT pairing energy Ep and E
DFT
x , we resort to
adiabatic connection arguments for mixing them.
Here we propose a novel scheme to blend CPMFT with regular DFT. Global
hybrid functionals [35] contain a portion of nonlocal HF-type exchange potential,
Ehybxc = aE
HF
x + (1  a)EDFTx + EDFTc ; (3.67)
where
EHFx =  
1
2
X
ijkl
hikjlji(ijkl + ijkl) =  
X
ijkl
hikjljiPijPkl; (3.68)
and a is a parameter which can be t to the experimental values of chemical properties
such as heats of formation, or can be determined theoretically without experimental
54
ts. We note that EHFx is not an explicit functional of electron density but a functional
of KS orbitals, and therefore in most cases hybrid functionals are treated as the
generalized KS (GKS) scheme, in which the derivative with respect to orbitals is used
as the KS potential. We add to Eq.(3.67) the pairing energy Ep dened as
Ep =  
X
ijkl
hijjkliij kl =  
X
ijkl
hijjkliKijKkl: (3.69)
so that our exchange-correlation-pairing (xcp) energy is given by
ECPGKSxcp = a(E
HF
x [P] + Ep[K])
+(1  a)EDFTx [; ] + EDFTc [; ]: (3.70)
We call this scheme Constrained-Pairing GKS (CPGKS). Note that Ep  0. The coef-
cient of Ep must be the same as that of E
HF
x to obtain correct energies at dissociation.
Otherwise, strong correlation may be double-counted. A simple rationalization of the
CPGKS energy expression arises from considering a mixture of the HF, HFB, and
DFT energy expressions with electron-electron interactions given by 2a
r12
,   a
r12
, and
1 a
r12
, respectively. If all three are added, the CPGKS energy expression is obtained.
Note that HF with 2a
r12
has excess exchange energy, but it is exactly compensated
with the exchange energy from HFB with   a
r12
(recall that HFB itself has an HF-
type exchange term). Most importantly, note that EDFTx and E
DFT
c in Eq.(3.70) are
now explicit functions of (r) and (r) introduced in the last section, whereas E
HF
x
and Ep are dependent on the 1PDM and pairing matrix, respectively. In other words,
CPGKS can be considered a hybrid scheme where HF, HFB, and semilocal DFT are
blended. We emphasize that for this mixture to yield meaningful results, the alterna-
tive densities need to be chosen as described earlier and the fractions of Ep and E
DFT
x
have to add up to one.
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The above argument can be extended to a range-separated hybrid scheme [36{44],
e.g., with the electron-electron interaction split into
1
r12
=
2erf(!r12)
r12
  erf(!r12)
r12
+
erfc(!r12)
r12
; (3.71)
where erf and erfc are the error function and complementary error function, and !
is a parameter determining the range separation. The rst term is used for HF,
the second for HFB (both exchange and pairing), and the third for DFT-exchange.
Again, EHFx with an interaction of 2erf(!r12)=r12 from HF part partially cancels out
with the  erf(!r12)=r12 interaction of HFB, yielding erf(!r12)=r12 as the total HF-
type exchange interaction. The resulting energy expression is
Excp = E
lr HF
x + E
sr DFT
x + E
DFT
c + E
lr
p ; (3.72)
where superscripts lr and sr stand for the long-range and short-range interactions,
respectively. The rst term uses a long-range interaction erf(!r12)=r12, the second
a short-range erfc(!r12)=r12, the third full 1=r12, and the last a long-range attrac-
tive  erf(!r12)=r12 potential. If one chooses ! = 0:4 bohr 1 and PBE as the DFT
functional, then Eq.(3.72) becomes LC-!PBE [42] when the last term is zero. In
other words, in the absence of strong correlation, Eq.(3.72) yields the LC-!PBE re-
sult. Hereafter, we refer to this functional as Constrained-Pairing LC-!PBE (CPLC-
!PBE).
3.4.4 Exchange-correlation potentials in CPGKS
In order to achieve self-consistency in a CPGKS calculation, we need the deriva-
tives of the exchange-correlation energy with respect to physical densities (r) and
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anomalous density (r). Using the chain rule, the potentials are
v(r) =
X
0
Z
@Exc
@0(r0)
@0(r
0)
@(r)
dr0 (3.73)
v(r) =
X
0
Z
@Exc
@0(r0)
@0(r
0)
@(r)
dr0: (3.74)
Note that v and v yield contributions to the Fock Hamiltonian (Fcs) and pairing
eld (), respectively. In this section, we derive the explicit forms of these contri-
butions for Transformation A. After some simple algebra, we nd that the exchange-
correlation potential matrices are
V =
1
2
@Exc
@
=
1
2

W + ~W +  ~W

= V (3.75)
V =
1
2
@Exc
@
=
1
2

~W +  ~W

(3.76)
where
W =

@
@
+
@
@

Exc (3.77)
~W =

@
@
  @
@

Exc: (3.78)
Note that V =  (V)T in the same way that  =  ()T, i.e., they are
anti-symmetric.
Similarly, it is straightforward to obtain the corresponding potentials for Transfor-
mation B. As explained above, we separate the NOs between core, active, and virtual
spaces introducing the chemical potential for the active space and the Lagrange mul-
tiplier matrix  for the inactive space. Therefore, once the desired  are obtained,
Eqs.(3.75, 3.76) are not restricted to any particular orbital space: they are used for
constructing the entire Fock Hamiltonian and pairing eld.
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Figure 3.12 : Potential energy curves of the N2 and F2 molecules with a 6-311++G**
basis set.
3.4.5 Results
Diatomic molecules
We begin by presenting benchmark calculations for the dissociation curves of N2 and
F2 with the 6-311++G** basis set, using the constrained-pairing scheme for the PBEh
functional [49{52] (CPPBEh), which uses PBE exchange and correlation functionals
[48] with the global mixing constant a = 0:25 in Eq.(3.70). In these calculations,
we have used Transformation A for (r). Our calculations are carried out in D2h
symmetry, but in the correctD1h symmetry, the sum of occupation numbers in g-u,
x;u-x;g, and y;u-y;g active orbital pairs are all xed to two each (one for each spin).
This is referred to as the \corresponding pair" constraint and will be discussed later.
This restriction is easily applied by using dierent chemical potentials (as a Lagrange
multiplier) that control the occupation numbers of each pair. In Figure 3.12, we
compare the CPPBEh dissociation curve with that of unrestricted PBEh (UPBEh)
for the N2 molecule. Interestingly, we nd little dierence in energies: both energies
are almost identical one another. In Table 3.3, we list the total energies for the
N2 molecule at several RN N. The good agreement between CPPBEh and UPBEh
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indicates that our formulae for alternative densities (Transformation A) are quite
reasonable.
Table 3.3 : Total energy of the N2 molecules calculated with a 6-311++G** basis set
(in Hartree).
RN N (A) RPBEh UPBEh CPPBEha
0.8 -108.902 12 -108.902 12 -108.902 12
1.2 -109.406 38 -109.406 38 -109.406 38
1.6 -109.164 22 -109.194 61 -109.193 06
2.0 -108.971 29 -109.106 95 -109.107 90
2.4 -108.853 10 -109.087 58 -109.086 26
2.8 -108.782 66 -109.083 10 -109.080 64
3.2 -108.740 75 -109.081 70 -109.078 85
3.6 -108.715 51 -109.081 07 -109.078 24
4.0 -108.699 89 -109.080 86 -109.078 01
a Transformation A is used. The sum of the restricted open-shell PBE
energies of two isolated N atoms is -109.077 81 Hartree.
Transformation B presented in Eqs.(3.65, 3.66) behaves dierently. For q  1, the
critical bond length (Rc) where the CPPBEh solution appears is longer compared to
UPBEh and CPPBEh with Transformation A. For example, in Figure 3.12, while Rc
for the latter two methods are both 1.4 A, its value for Transformation B with q = 1
is around 1.6 A (not shown in Figure 3.12). This happens because Transformation
B approaches the restricted PBE solution much faster when the occupation numbers
of the active orbitals are close to zero or one. For the remainder of this section, we
report CPGKS results only with Transformation A.
Also, we emphasize that in these examples, while UPBEh breaks the spin- and
spatial-symmetries as it approaches dissociation, CPPBEh correctly preserves both.
It also shows signicant improvement over CPMFT and RPBEh because it has both
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weak and strong correlation, and yields a much more accurate dissociation energy
D0, 218.9 kcal/mol, than does CPMFT, which gives 111.2 kcal/mol; the experimental
value is 225.1 kcal/mol [53].
F2 is a dramatic example where a balance between E
DFT
x and E
DFT
c is needed
in order for the molecule to be bound (Figure 3.12). Pure CPMFT, which includes
no weak correlation, predicts a repulsive F2 potential energy curve, implying that
substantial weak correlation is missing near equilibrium. Merely adding EPBEc does
not x this problem as can be seen in the CPMFT+EPBEc curve: it produces a (local)
minimum around 1.297 A, which is too short compared to the experimental bond
length of Re = 1:412 A [54]. On the other hand, CPPBEh gives a bound curve
with Re = 1:387 A, similar to the good performance of PBEh for this system. Again,
UPBEh gives a reasonable curve but does so by breaking spin- and spatial-symmetries.
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Figure 3.13 : Potential energy curves of the H2 molecule with range-separated hybrid
functionals.
Figure 3.13 shows the H2 dissociation curve of CPLC-!PBE along with ULC-
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!PBE. Considering that ULC-!PBE is very accurate for this system, the mixture of
CPMFT and DFT with a range-separated interaction proves also successful.
Our approach is by no means limited to homo-nuclear systems, but can be used
for hetero-nuclear systems using the previously discussed CPMFT+ scheme. We
recall that, in CPMFT+, we equilibrate the energies of the non-degenerate (active)
orbitals of the dissociated fragments using a Lagrangian matrixU which plays the role
of an orbital chemical potential shift and xes the occupation numbers of dissociated
orbitals to the correct 1
2
value. Then, along a dissociation curve, one uses U in
combination with a polynomial of the 1PDM that imposes constraints on both the
dissociation and weak (RHF) correlation limits. It is remarkable that for the BH
molecule using CPMFT+ and alternative densities (see Figure 3.14), CPPBEh gives
very accurate dissociation curves compared to UPBEh.
Although all the hybrid examples presented thus far show signicant improvement
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over both CPMFT and restricted GKS, our CPGKS yields negligible dierences in
dissociation curves compared to unrestricted GKS (UGKS). This is to be expected,
because UPBEh and ULC-!PBE give very good results for these systems. Therefore,
the fact that CPGKS produces dissociation curves of the same quality as UGKS
indicates that our transformation Eqs.(3.59, 3.60) are a reasonable starting point for
further development of functionals better suited to CPGKS.
In order to test whether CPGKS yields signicant dierences compared to UGKS,
we consider a more challenging example for hybrid UGKS, one where strong corre-
lation is ubiquitous: the chromium dimer, Cr2. The ground state of Cr2 is
1+g ,
and dissociates to two septet Cr atoms. The twelve valence electrons have a strong
multicongurational electronic structure at equilibrium, which makes calculations ex-
tremely dicult. It has been reported that unrestricted hybrid functionals predict
the bond length to be too long, and the dissociation energy D0 to be too small [55].
Edgecombe and Becke showed that a hybrid functional was able to describe both
bond length and D0 accurately after a simple spin-projection to S = 0 [56].
We performed CPPBEh(12,12) and CPLC-!PBE(12,12) calculations using the
CPMFT+ scheme. The Cr 4s and 3d orbitals are not degenerate at dissociation;
thus, a small chemical potential is needed to equilibrate them. In these calculations,
we also constrain the number of electrons in each irreducible representation of the
point group symmetry, as we did in the N2 calculations: the sum of occupation
numbers in g-u, g-u, and g-u active orbitals are all xed to four each. The basis
set used in the Cr2 calculations is the contracted 14s11p6d2f/10s8p3d2f Gaussian set
of Scuseria and Schaefer [57].
In Figure 3.15, we plot the potential energy curves of the Cr2 molecule obtained
with dierent methods. None of these approaches predict the shoulder at long Re ob-
62
−40
−30
−20
−10
 0
 10
 20
 30
 40
 1  1.5  2  2.5  3  3.5  4  4.5
E 
(kc
al/
mo
l)
RCr−Cr (Å)
CPPBEh
CPLC−ωPBE
UPBEh
ULC−ωPBE
Figure 3.15 : Potential energy curves of the Cr2 molecule.
tained with other multireference wave functions methods [58]. CPPBEh and CPLC-
!PBE predict an extended Re of 2.400 A and 2.448 A, respectively, relative to the
experimental value of 1.679 A [59]. However, they both yield shorter Re compared
to their parent functional (Table 3.4). The dissociation energy of Cr2 (De) obtained
with CPPBEh and CPLC-!PBE (Table 3.4) is much more reasonable than those of
hybrid UGKS.
Table 3.4 : Bond length (A) and dissociation energy (kcal/mol) for Cr2.
CPPBEh CPLC-!PBE UPBEh ULC-!PBE Exptl.
Re 2.400 2.448 2.617 2.670 1.679
a
De 29.8 28.6 18.6 16.6 34.0
b
a Ref. [59].
b Estimated from the experimental vibrational frequency of 480.6 cm 1 (Ref. [60]) and
D0 of 33.3 kcal/mol (Ref. [61]).
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Figure 3.16 : Potential energy curves for the symmetric dissociations of a H50 chain
(Left) and a 6 6 6 hydrogen cube (Right).
Hydrogen network
As a last example, we discuss our results on hydrogen networks, namely, a one dimen-
sional H50 chain and a three dimensional (3D) 666 hydrogen cube, with a uniform
internuclear distance RH H between adjacent atoms. In the limit of RH H !1, these
model systems dissociate to 50 and 216 isolated hydrogen atoms, respectively. As
RH H increases, they display a metal-insulator transition. Both systems are paradig-
matic models for strongly-correlated Mott insulators [62] and cannot be addressed by
CASSCF due to the staggering number of active congurations, 1027 and 10123 for
the 1D and 3D cases, respectively. In the linear case, the DMRG approach [63], a
very accurate multi-reference wave function method, is available [62]. However, for
the 3D case, DMRG is not (yet) applicable. As shown below, accurate CPMFT treat-
ment of these model systems only requires diagonalizing Hamiltonians of moderate
dimensions: 100100 and 432432, respectively.
Figure 3.16 presents potential energy curves for each system computed with sev-
eral methods using an STO-6G basis. This choice of minimal basis is made to allow
comparison with results in the literature [62]. All electrons and orbitals are explicitly
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treated in our calculations. The active spaces of CPMFT are (50,50) and (216,216)
for the 1-D and 3-D systems, respectively. In both cases, RHF and second-order
Mller-Plesset perturbation theory (MP2) yield unreliable curves, while coupled clus-
ter singles, doubles, and perturbative triples (CCSD(T)) has convergence diculties
at long internuclear distances. The RHF method misses a considerable amount of
strong correlation, as we have already discussed. MP2 may both miss or exaggerate
strong correlation, as seen from Figure 3.16. CCSD(T), despite its single reference
character, is quite good at covering correlation near equilibrium of the 1D system,
giving quantitatively similar results to the reference DMRG. This is probably be-
cause CCSD(T) includes innite-order excitation terms in a balanced way, and most
correlation in the vicinity of equilibrium happens to be rather weak correlation.
For our CPGKS cases of these systems, we used CPMFT with the TPSS correla-
tion energy [64]. Although at rst glance CPMFT+ETPSSc appears to overcorrelate the
1D chain near equilibrium, this is partially a basis set eect: CCSD(T) and DMRG
are essentially underestimating correlation eects due to the small basis used in the
calculation (a necessity to make the CCSD(T) and DMRG calculations aordable).
Table 3.5 : Correlation energy (in Hartree) of a H50 chain at Re.
Basis set MP2 CCSD(T) CPMFT CPMFT+ETPSSc
STO-6Ga -0.545 55 -0.765 47 -0.211 12 -1.405 62
cc-pVDZ -0.976 45 -1.213 41 -0.203 42 -1.443 22
cc-pVTZ -1.123 26 -1.347 9b -0.205 46 -1.430 83
cc-pVQZ -1.162 74 -1.374b -0.205 81 -1.430 66
a The DMRG correlation energy with the STO-6G basis is -0.772 67 (Ref. [62]).
b Estimated value by extrapolation of a Hn chain to n = 50.
To further investigate the accuracy of CPMFT, we performed calculations of the
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1-D hydrogen chain near equilibrium (Re = 1:8 bohr) with very large cc-pVnZ basis
sets, where n =D, T, Q. We compare our correlation energies with CCSD(T), which
yields results close to DMRG (Figure 3.16) with the STO-6G basis, and is thus con-
sidered very accurate for the 1D chain near Re. For the cc-pVTZ and cc-pVQZ bases,
we extrapolated the CCSD(T) correlation energy of H50 from shorter chains, as it was
not feasible to compute CCSD(T) for H50 within a reasonable time-frame. Results are
presented in Table 3.5. While convergence of the CCSD(T) correlation energy with
basis set size is slow, the correlation energies of both CPMFT and CPMFT+ETPSSc
converge reasonably well. Strong correlation is expected to be fairly basis set inde-
pendent, a property reproduced by CPMFT.
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Figure 3.17 : Decay of o-diagonal density matrix term (12) for two hydrogen atoms
at diagonal vertices in a 4 4 4 hydrogen cube.
Finally, in order to visualize the metal-insulator transition explicitly, we have
plotted the o-diagonal density matrix term 12 between two hydrogen atoms at
diagonal vertices in a 4 4 4 cube (Figure 3.17). Both RHF and MP2 o-diagonal
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terms remain substantially above zero as RH H increases, implying that the electrons
are delocalized. The CPMFT and CPMFT+ETPSSc o-diagonal 12, on the other
hand, rapidly decay toward zero. Evidently, only CPMFT reveals the gradual metal-
insulator transition in this hydrogen cube.
3.5 Corresponding pair constraints and connection to UHF
3.5.1 CPMFT and UHF
To this point, we have demonstrated the success of CPMFT in describing strong left-
right correlations. Here, we investigate the close relation between CPMFT and UHF,
to provide greater insight into how to improve CPMFT|or even UHF.
Consider the UHF treatment of a system where the number of spin-up and spin-
down electrons is the same. The spin-up and spin-down density matrices  and 
are both idempotent:
()2    = ()2    = 0: (3.79)
The charge density and spin magnetization (or polarization) density matrices are
P =
1
2
 
 + 

; (3.80a)
M =
1
2
 
   : (3.80b)
Traditionally, the UHF energy [65] is expressed in terms of the  and  density
matrices:
EUHF = hij(

ij + 

ij) +
1
2
hijjkli(ik + ik)(jl + jl)
  1
2
hijjkli(iljk + iljk); (3.81)
where we have put  and  in the same basis (say, the atomic orbital basis).
Although it is almost never presented in this way, we can also write the UHF energy
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as a functional of P and M, which yields
EUHF[P;M] = Ecs[P] + Ec[M]; (3.82a)
Ecs[P] = 2hijPij + (2hijjkli   hijjlki)PikPjl (3.82b)
Ec[M] =  hijjkliMilMjk: (3.82c)
Here, Ecs indicates the usual RHF energy expression given in terms of the charge
density matrix P, while Ec carries the \correlation" energy in terms of the spin
magnetization density matrix M. An utterly unexpected result is that the closed-
shell CPMFT energy expression
ECPMFT = 2
X
ij
hijPij +
X
ijkl
(2hikjjli   hikjlji) 
X
ijkl
hijjkliKijKkl; (3.83)
is identical to the UHF energy expression of Eq.(3.82), except that the spin density
matrix M is replaced by the anomalous density matrix K.y In cases in which UHF
predicts strong correlation by breaking symmetry (i.e., non-zero spin contamination)
[66], P is not idempotent. Instead, it satises
P P2 = 1
2
( + )  1
4
( + )2 (3.84a)
=
1
4
(   )2 =M2: (3.84b)
This is one consequence of the idempotency of  and . The second is
PM+MP =M: (3.85)
Note that the condition of Eq.(3.84) is the same as the CPMFT condition of Eq.(3.11b),
again with M taking the role of K. Both the magnetization density matrix M and
the anomalous density matrix K are Hermitian.
yNote that UHF subtracts hijjkliMilMjk from the closed-shell energy, while CPMFT subtracts
hijjkliKijKkl. However, these are the same if the basis functions and the anomalous density matrix
are real, as is generally the case.
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While CPMFT and UHF use the same energy expression (one with K and the
other with M), K and M are not identical even though with the same density ma-
trix P, we have K2 = M2. There are other important dierences: both UHF and
CPMFT impose an additional condition on these two matrices, which in UHF is
given in Eq.(3.85), while in CPMFT is instead given in Eq.(3.11a). Additionally, K
is positive semi-denite, whileM is traceless (and thus has both positive and negative
eigenvalues). Finally, because in UHF we write P as the half-sum of two idempotent
matrices, its eigenvalues occur in what is known as \corresponding pairs" ni and 1 ni
[67, 68].
That UHF has the corresponding pairs property has little to do with UHF per se.
It originates simply from the fact [22] that the eigenvalues of a matrix that is the half-
sum of two idempotent matrices are 0, 1, 1
2
, or a corresponding pair (n; 1 n),y which
can be easily shown as in Appendix D. Similarly, the eigenvalues of a matrix written
as the half-dierence of two idempotent matrices are 0, 1
2
, or a corresponding pair
( n; n). For example,M has eigenvalues adding to 0 in pairs, while P has eigenvalues
adding to 1 in pairs. Quite generally, any non-integer eigenvalues of the charge density
matrix from a single determinant method will be either 1
2
or occur in a corresponding
pair. Eigenvalues of 1
2
could be part of a corresponding pair (for entangled electrons)
or may occur singly for open shells. We should be clear that while matrices written
as the sum of two idempotent matrices exhibit the corresponding pairs property, the
converse is not necessarily true; a matrix whose eigenvalues come in corresponding
pairs may or may not be the sum of two idempotents.
Unlike UHF, the eigenvalues of P in double Hamiltonian (DH) CPMFT, Eq.(3.9),
yMore precisely, the eigenvalues of A+B for idempotentA andB are 0; ; ; or a corresponding
pair, (n; +    n).
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do not occur in corresponding pairs (except when the active space consists of two
spatial orbitals). That said, the corresponding pairs property has some attractive
features for CPMFT. Most importantly, it eliminates overcorrelation between orbital
pairs in dierent symmetries. This is, ubiquitous, for example, in N2 where the
variational principle drives occupancy into orbitals at low energies and one must
introduce multiple chemical potentials to retain the correct total number of  and 
electrons. A corresponding pair constraint controls this unphysical \spilling" and has
the inherent attractive feature of limiting strong correlations to be an aair between
orbital pairs.
Previously, we introduced the corresponding pairs feature within the DH-CPMFT
framework using dierent chemical potentials (Lagrange multipliers) for dierent ir-
reducible representations of the system (Section 3.4.5). However, in the general case
where no spatial symmetry is present, imposition of this constraint leads to one La-
grange multiplier per orbital pair and a rather complicated, nonlinear optimization
problem. A more satisfactory and much simpler approach is to write the CPMFT
density matrix as
P =
1
2
(A+B) (3.86)
whereA andB are auxiliary density matrices, individually idempotent and Hermitian
(A2 = A = Ay and similarly for B). As with UHF, this decomposition enforces
the corresponding pairs condition automatically, obviating the need to enforce this
condition via Lagrange multipliers. Eigenvalues of 0 or 1 in P correspond to virtual
or core orbitals, respectively, while paired eigenvalues correspond to active orbitals.
Further, by choosing A and B to trace to half the number of electrons, we guarantee
that P does likewise, and we thus have no need of any chemical potential. By making
this decomposition, in other words, we can avoid the Lagrange multipliers  of the
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double-Hamiltonian approach entirely, and thus simplify the computation. Note that
once we have converged solutions for A and B (and thus P and K), we could, if
desired, extract the Lagrange multipliers of the DH-CPMFT approach.
The critical mathematical dierence between UHF and CPMFT as formulated
in this manner is that in UHF, we obtain M from the spin-up and spin-down den-
sity matrices, while in CPMFT, we acquire K from the total density matrix alone
(since K satises the condition of Eq.(3.11b), commutes with P, and is positive semi-
denite). To rephrase, CPMFT with corresponding pairs denes P from A and B as
in Eq.(3.86), but diers from UHF in constructing
K =
p
P P2 = 1
2
p
(A B)2 = 1
2
jA Bj: (3.87)
from auxiliary density matrices A and B while UHF builds P and M from  and
, as shown in Eq.(3.80). Note in Eq.(3.87), our denition of the absolute value of
a matrix from the square root of the square. In practice, to calculate the absolute
value of a matrix one needs to diagonalize it, ip the sign of the negative eigenvalues
and transform back to the original basis. Both the square root and absolute value of
a matrix are positive denite matrices and both have a convergent polynomial series
expansion if the matrix is positive denite with eigenvalues between 0 and 1, as is the
case here.
To make the comparison between CPMFT and UHF more concrete, consider the
case where A and B are 22 matrices and let M = 1
2
(A   B). Idempotency of A
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and B requires that in the natural orbital basis we have
A =
 
n k
k 1  n
!
(3.88a)
B =
 
n  k
 k 1  n
!
(3.88b)
P =
 
n 0
0 1  n
!
(3.88c)
M =
 
0 k
k 0
!
(3.88d)
K =
 
k 0
0 k
!
(3.88e)
k =
p
n(1  n): (3.88f)
WhenA andB are of larger dimension, then in the natural orbital basis they are block
diagonal with 22 blocks of the form given above. This is essentially a consequence
of Eq.(3.85), which in the natural basis becomes
(ni + nj)Mij =Mij =
1
2
(Aij  Bij); (3.89)
the solutions to which are Mij = 0 and ni+nj = 1. Because we also have Aij+Bij =
2ni ij from A + B = P, which is diagonal, we conclude that for i 6= j, we must
either have Aij = Bij = 0 or ni + nj = 1 (in other words, the two eigenvalues form
a corresponding pair). When the occupation numbers are degenerate, the natural
orbitals are not uniquely dened and we can thus choose them such that A and B
still have this structure. In the core (virtual) space, A = B = 1 (A = B = 0).
Before we continue to the working equations for CPMFT in this UHF-like frame-
work, let us pause to clarify that CPMFT and UHF are dierent methods. While we
have expressed the UHF energy as a density matrix functional, we could also write it
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as an expectation value
EUHF = hUHFjHjUHFi; (3.90)
with jUHFi constrained to be a single determinant. This is not true of the CPMFT
energy expression, and in fact there appears to be no wave function associated with
CPMFT. This may seem somewhat surprising, in light of the intimate connection
between CPMFT and HFB theory, in which there certainly is a wave function, albeit
one which violates particle number conservation. As we have said, we lose the HFB
wave function because we have by at changed the sign of the pairing energy. Ad-
ditionally, unlike UHF, the spin-density is zero everywhere for closed shells, even in
the presence of strong correlation.
Is CPMFT is equivalent to projected UHF (PUHF) [69]? No. Projecting the UHF
determinant onto a spin eigenfunction, one nds that the charge density matrix of
the UHF determinant and the spin-projected state have the same eigenfunctions [68].
Spin projection, in other words, changes only the occupation numbers of the charge
density matrix, but not the natural orbitals. The fact that the UHF and CPMFT
natural orbitals are dierent should lay to rest any concerns that CPMFT is merely
a projected UHF.
Another fundamental dierence between CPMFT and UHF is the onset of the
appearance of the solution with an energy lower than RHF. As shown in Section
3.3.1, the CPMFT solution for a two-level model system appears when the RHF
orbital energy gap reduces to
"2   "1 < J11 + J22
2
+K12; (3.91)
whereas the UHF Coulson-Fischer instability point is determined by
"2   "1 < J12 +K12: (3.92)
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Because all two-electron integrals in the equations above are positive, the CPMFT so-
lution appears inevitably when the orbital gap closes, and strong correlation becomes
manifest, such as along a dissociation curve.
3.5.2 Working equations
Let us now return to the solution of the CPMFT equations in this UHF-like frame-
work. For convenience, we repeat the energy expression here:
ECPMFT = Ecs   hijjkliKijKkl: (3.93)
We then minimize the energy with respect to (idempotent) A and B matrices. The
derivatives of Ecs in Eq.(3.93) with respect to A and B give the usual closed-shell
Fock matrix obtained from P. That is
@Ecs
@Aij
=
@Ecs
@Bij
=
1
2
@Ecs
@Pij
= F csij : (3.94)
The dierences with UHF arise from dierentiating the last term of the CPMFT
energy, Ep. Taking derivatives with respect to A leads to an eective potential ~,
given by
~ij =
@Ep
@Aij
=
@Ep
@Kkl
@Kkl
@Aij
=  2kl@Kkl
@Aij
: (3.95)
This is essentially the same result that we get from dierentiating EUHFc of Eq.(3.82):
@EUHFc
@ij
=
@EUHFc
@Mkl
@Mkl
@ij
=  2UHFkl
@Mkl
@ij
; (3.96)
where
UHFkl = hkmjnliMmn = hkljmniMmn (3.97)
resembles  except that we replace K with M. In UHF, however, we simply have
@Mkl
@ij
=
1
2
ikjl; (3.98)
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while in CPMFT, the derivative of K with respect to A is obtained by dierentiating
both sides of K2 = 1
4
(A B)2. This gives
@Kkm
@Aij
Kml +Kkm
@Kml
@Aij
=
1
2
(Mjlki +Mkijl) : (3.99)
In the natural orbital basis, where K is diagonal with eigenvalues i, we have
@Kkl
@Aij
=
1
2
Mjlki +Mkijl
k + l
: (3.100)
Thus, in the natural orbital basis the eective potential ~ is
~ij =  ilMjl
i + l
  kjMki
k + j
: (3.101)
Since
@K
@A
=  @K
@B
; (3.102)
the equations we ultimately solve are [FA;A] = 0 and [FB;B] = 0, where FA and FB
are eective Fock matrices given by
FA = Fcs + ~; (3.103a)
FB = Fcs   ~: (3.103b)
At rst glance, the right-hand-side of Eq.(3.101) might appear to be divergent
unless all i are non-zero. However, since forcing ij = 0 actually gives the condition
Kij = 0, we simply set ij = 0 for the inactive-inactive (core and virtual) block where
K must be zero (see Section 3.2.3). Therefore, in Eq.(3.101), such divergent terms
due to inactive orbitals are simply removed from the sum.
3.5.3 Results
We have implemented this version of CPMFT in the Gaussian suite of programs
[70]. Each calculation requires the specication of the number Na of active natural
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orbitals. Due to the corresponding pairs constraint, the number of active electrons
is always equal to Na { in other words, we always work at half-lling. In order to
obtain an appropriate initial guess for A and B, we mix the coecients of the Na
orbitals closest to the Fermi level, just as one would do to break spatial symmetries
in UHF. The natural orbital pairs closest to the Fermi energy correspond to those
whose occupations are closest to half and half.
In single bond systems where we normally choose the active space to be two
electrons in two orbitals, the corresponding pair constraint is automatically satised,
and no dierence is observed between the results using this approach and those using
our previous double-Hamiltonian approach (that is, diagonalization of the double-
Hamiltonian constructed from F and ). However, in DH-CPMFT, one must adjust
the chemical potential  at every iteration of the SCF procedure to control the number
of electrons in the active space. Because we must adjust the chemical potential, we
must diagonalize the double Hamiltonian of Eq.(3.9) several times in each SCF cycle,
until the resulting density matrix has the proper trace. In contrast, the current
approach requires no chemical potential, since we have Tr(P) = 1=2Tr(A + B).
Because both A and B trace to the correct number of electrons, so too does P. This
is a signicant operational advantage of the present implementation.
For systems with larger active spaces, the present approach diers from DH-
CPMFT, although as mentioned above, we can impose the corresponding pairs con-
straint in DH-CPMFT in some special cases by including dierent chemical potentials
for dierent irreducible representations. We illustrate this with the case of N2. Table
3.6 shows the total energy of N2 at 2.0 A. We use the cc-pVTZ basis set and choose
six active orbitals and six active electrons. The current scheme yields a slightly higher
energy than does DH-CPMFT with only one chemical potential, as one would expect
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Table 3.6 : CPMFT energies of N2 at R = 2.0 A. Also included are the number
of diagonalization steps required, Ndiag, and the number of SCF cycles required for
convergence.
Scheme Energy (Hartree) Ndiag SCF cycles
DH-CPMFT(6,6)a -108.79901762 118 32
DH-CPMFT(6,6)b -108.79715442 121 34
CPMFT(6) -108.79715442 12 12
aSingle chemical potential.
bCorresponding pairs enforced by multiple chemical potentials.
since we have imposed an additional constraint on the system. Also, as one would ex-
pect, it produces the same results as does DH-CPMFT with the corresponding pairs
constraint enforced by additional Lagrange multipliers. However, removing the chem-
ical potentials results in considerable computational savings. In Figure 3.18, we show
the N2 dissociation curves from CPMFT in the double-Hamiltonian approach and in
the corresponding pairs framework. In this case, the corresponding pairs constraint
has only a minor eect on the energy.
We have also performed a CPMFT calculation of the C2 molecule with the 6-
31G basis set. Near equilibrium, C2 has signicant strong correlation due to near-
degeneracy between the RHF occupied 2s and unoccupied 2pz orbitals. As the
molecule is stretched, however, the x, y, 

x, and 

y orbitals become degenerate,
while the 2s{2pz interaction becomes weak. We have, therefore, chosen our active
space to be six electrons in six orbitals for this system. In Figure 3.19, we show
the total energy of C2 as a function of bond length. The CASSCF energy includes
all strong correlation that results from these orbital interactions (plus some weak
correlation). Without the corresponding pairs constraint, DH-CPMFT strongly over-
correlates nearly everywhere. Adding the corresponding pairs constraint signicantly
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Figure 3.18 : Potential energy curves of N2 calculated with the cc-pVTZ basis set.
reduces this overcorrelation. Near equilibrium, it gives results between UHF and
CASSCF. Unfortunately, it still overcorrelates as the molecule dissociates. This is
due to electron \spilling" between ?2s and 2pz orbitals. As R! 1, only the  or-
bitals should be strongly correlated; including these  orbitals in the active space at
large internuclear separation allows them to correlate and lower the energy unphysi-
cally. If we remove two orbitals from the active space, we produce the curve marked
CPMFT(4). This approaches the correct dissociation limit, but undercorrelates at
equilibrium where the active space should be larger. The correct solution for this
molecule involves introducing renormalized one-body potentials in CPMFT(6) that
eliminate the spilling at dissociation. While going to the right dissociation limit is im-
portant, it is perhaps less critical than getting the correct behavior near equilibrium.
Note that CPMFT(4) dissociates correctly to two ROHF carbon atoms, while UHF
instead dissociates to two spin-contaminated UHF carbon atoms and CASSCF(6,6)
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Figure 3.19 : Potential energy curves of C2 calculated with the 6-31G basis set.
has some weak correlation at dissociation.
Finally, we stress the dierences between UHF and CPMFT by analyzing the dis-
sociation of the CO2 molecule. The ground state of CO2 near equilibrium is a closed-
shell singlet with no expected strong correlation. Indeed both UHF and CPMFT
reduce to the RHF solution near Re. However, when the molecule is symmetrically
stretched and the two oxygen atoms are simultaneously separated from the carbon
atom, the correct dissociation limit corresponds to all three atoms in their triplet
ground state. This situation cannot be handled by UHF. In CO2 near Re, there
are six electrons associated with bond formation, three with spin-up and three with
spin-down. At dissociation, UHF might assign two spin-up electrons to one oxygen
atom and two spin-down electrons on the other, which puts both oxygen atoms in
their triplet ground state. However, with only one electron of each spin remaining,
the best UHF can do is to assign a singlet state to the carbon atom, which is clearly
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Figure 3.20 : Potential energy curves for the double dissociation of CO2 calculated
with the 3-21G basis set.
incorrect and not the lowest energy state. In simple words, UHF runs out of broken
symmetry degrees of freedom (it has only two) to model the dissociation of CO2 (Fig-
ure 3.20) and misses the correct dissociation limit by  20 mHartree. Resolving this
problem requires us to break further a symmetry, S^z, which is done in generalized
HF [8]. The bumps in the dissociation curves correspond to crossings of dierent so-
lutions to the respective SCF equations and we have plotted the lowest energy state
at each R. Because spin states are treated in CPMFT through an \ensemble" repre-
sentation, one that yields zero spin magnetization density everywhere, the CPMFT
solution for this dissociation has two half spins up and two half spins down on each
of the three atoms, leading to the correct energy corresponding to the sum of ROHF
atomic energies. Note that CPMFT(6) in Figure 3.20 contains a one-body potential
arising from an asymptotic constraint as explained in Section 3.3, i.e., CPMFT+.
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3.6 Discussion
In this chapter, we have presented our novel mean-eld method to describe strong
correlations which are ubiquitous in (near-)degenerate systems. With an attractive
pairing potential of HFB constrained to an active space, CPMFT successfully re-
duces the overcorrelation eects occurring in 1HFB. CPMFT core and virtual or-
bitals have the characteristics of symmetry preserved RHF orbitals. CPMFT has
been shown to cleanly separate strong and weak correlations, and accurately disso-
ciates any molecules to the ROHF fragments by introducing asymptotic constraints
as a one-body Hamiltonian. To achieve chemical accuracy in our method, weak cor-
relations were incorporated into CPMFT via DFT exchange-correlation functionals,
by transforming densities  to alternative densities . Finally, we have investigated
the close relation between CPMFT and UHF, and the corresponding pair constraints
were considered in CPMFT to further avoid overcorrelation that might occur in some
situations such as C2. The connection between CPMFT and UHF will turn out to be
useful and can be exploited to control spin-contamination in UHF. We will discuss
this scheme in the following chapters.
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Chapter 4
Constrained Unrestricted Hartree-Fock: ROHF
theory made simple
4.1 Introduction
In the last chapter, we have developed a novel theory called CPMFT for treating
strong correlations within an independent quasiparticle picture. We have mentioned
that the UHF energy can be written as a functional of the charge density matrix
P = (+)=2 and the spin density matrixM = ( )=2, in the same way as in
CPMFT but with M instead of K = (P P2)1=2. This connection between CPMFT
and UHF turns out to be enlightening for reformulating ROHF as a constrained UHF
(CUHF) theory.
ROHF theory was formulated by Roothaan some 50 years ago [71]. A major
drawback of this model is the lack of a unique eective Fock operator [72]. Even
though the ROHF wave function and total energy obtained from dierent coupling
schemes are the same, the resulting orbitals and orbital energies are dierent and lead
to post-ROHF results that generally depend on them. The interpretation and physi-
cal picture emerging from Roothaan's open-shell theory have always been somewhat
blurry. Attempts to resolve these ambiguities, as well as many paradoxes resulting
from them, are well documented in the literature [73{76].
On the other hand, the physical picture of unrestricted HF (UHF) is clear [65].
It is a single-determinant wave function with well-dened  and  orbital energies
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obeying Koopmans' theorem [1]. It is straightforward to use it in post-UHF calcula-
tions by simply treating the  and  orbitals explicitly and separately. The notorious
problem in UHF, however, is spin-contamination: the wave function is not an eigen-
function of S^2. This weakness is ubiquitous and a serious detriment when bonds are
stretched. If the UHF wave function suers from severe spin-contamination, as is the
case when strong static correlation is present, then UHF is no longer a good starting
reference point for post-UHF treatments of correlation or excited states. Once lost,
good quantum numbers are dicult to recover, so when possible, it is preferable to
use ROHF as a starting point, despite the ambiguities regarding its associated Fock
operator.
Here, we introduce our CUHF scheme which leads to well-dened  and  Fock
operators with straightforward interpretation and no spin-contamination. The ROHF
wave function, energy, and charge and spin densities remain the same; only the ROHF
Fock operator is replaced by two UHF-like counterparts. As shown in benchmarks
below, the meaning of the resulting orbitals and orbital energies is much more physical
than in Roothaan's approach and provide a base for treatments of electron correlation
and excited states.
The familiar energy expression in ROHF is
EROHF = 2
X
i
fihii +
X
ij
fifj(2a
j
i hijjiji   bji hijjjii); (4.1)
where hij are one-electron integrals, hijjkli are two-electron integrals in Dirac's no-
tation, aji and b
j
i are the coupling coecients, and fi are the orbital occupations: 1
for core (doubly-occupied, c) and 0 for virtual (unoccupied, v) orbitals. In the case
of high-spin open-shell systems under consideration, a = 1, b = 2, and f = 1=2 for
open-shells orbitals (singly-occupied, o). Roothaan's eective Fock operator is dened
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as
FROHF =
0B@ Rcc Fco FcscvFoc Roo Fov
Fcsvc F

vo Rvv
1CA core (c)open (o)
virtual (v)
(4.2)
where F and F are UHF  and  Fock matrices, and Fcs = (F + F)=2. At
SCF convergence, all o-diagonal FROHF terms become zero. The choice of the diag-
onal elements in Eq.(4.2) is completely arbitrary within a set of A and B coupling
parameters:
Rcc = AccF

cc +BccF

cc (4.3a)
Roo = AooF

oo +BooF

oo (4.3b)
Rvv = AvvF

vv +BvvF

vv: (4.3c)
Dierent values for these parameters have been suggested in the literature [72]. Al-
though they do not aect the ROHF wave function and energy, they aect orbital
energies whose physical meaning is obscured because of this dependence. Choices
guided to determine \canonical" sets that satisfy Koopmans' theorem may result in
violations of the aufbau principle [74, 76]. In the next section, these problems are
resolved by abandoning the use of a single Fock operator. We will obtain the ROHF
wave function by projecting the UHF wave function self-consistently.
4.2 Theory
We start from spin-contamination in UHF which is given by [5, 77{79]
s = hS2i   Sz(Sz + 1) = N   Tr() (4.4)
where Sz = (N N)=2 and N ( = ; ) is the number of  electrons in the system.
It should be pointed out that if s is made zero then this UHF wave function not
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only gives the correct hS2i but is also necessarily a spin eigenstate. This is because
the UHF wave function consists of determinants with S  M and it cannot have
determinants with S < M . Furthermore, since the wave function has to be a single
Slater determinant, in the limit of zero s the resulting state is the corresponding high-
spin ROHF wave function. The previously proposed spin-constrained UHF (SUHF)
approach [79] introduces a Lagrange multiplier  in UHF to achieve this goal, s = 0.
However, this is exact only in the limit of  ! 1. In this limit, the eective SUHF
Fock matrices remain in the form of Eq.(4.2) [80]. Recently, Glushkov has suggested
a similar approach [81]. We here propose an alternative method based on restricting
natural occupations and spin density eigenvalues via nite Lagrange multipliers.
Before we proceed, we would like to recall that, in UHF, the natural occupations n
are eigenvalues of P; they can be 0, 1, 1
2
, or appear in \corresponding pairs" (n; 1 n)
[68]. This is a rigorous mathematical result following from P being the half sum of two
idempotent density matrices [22]. In high-spin systems, the number of 1
2
occupations
isN N = Ns (we assumeN > N always). Note that TrP = (N+N)=2 = Ne=2,
where Ne is the number of electrons. For clarity, we discuss below only the case where
the number of orbitals Norbs is greater than Ne, but our results hold for Norbs  Ne
too. The UHF  are block-diagonal in the NO basis:
 =
0BBBBBB@
1
. . .
Ncp
I
0
1CCCCCCA ; 
 =
0BBBBBB@
1
. . .
Ncp
0
0
1CCCCCCA (4.5)
where Ncp is the number of corresponding pairs and is N for Norbs > Ne, and
i =
 
ni +mi
+mi 1  ni
!
; i =
 
ni  mi
 mi 1  ni
!
(4.6)
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with mi =
p
ni   n2i . The identity matrix in  accounts for unpaired electrons,
traces to Ns, and is substituted by a corresponding zero matrix in 
. The other zero
matrix has dimension Nv = Norbs   Ns   2Ncp and corresponds to virtual (n = 0)
unpaired orbitals. In the NO basis, M is
M =
0BBBBBB@
M1
. . .
MNcp
1
2
I
0
1CCCCCCA ; (4.7)
where, from Eq.(4.6), Mi = (

i   i )=2 is
Mi =
 
0 mi
mi 0
!
(4.8)
which is traceless with eigenvalues mi. The full spectrum of M also includes 12 and
0 eigenvalues, thus tracing to Ns=2. Using the idempotency of 
 and , we get
Tr() =
Ne
2
  2 TrM2: (4.9)
Considering Eqs.(4.7) and (4.8), it is evident that
TrM2 = 2
NcpX
i
m2i +
Ns
4
; (4.10)
and hence,
s = N   Tr() = 4
NcpX
i
m2i : (4.11)
From Eq.(4.11), it is immediately clear that to eliminate spin-contamination in UHF
all mi should be zero. Therefore, we propose to formulate ROHF as a constrained
UHF scheme that enforces this condition. We stress that this is a very similar pro-
cedure to what we have done for CPMFT, i.e., forcing i to be zero for desired
orbital spaces (see Section 3.2.3 and Appendix B). From Eq.(4.6), mi = 0 implies
86
that corresponding pair occupations become constrained to values of 1 and 0, thus
eectively creating core (c) and virtual (v) orbital blocks with multiple degeneracies
within themselves. To enforce these constraints, we introduce Lagrange multipliers
ij and then write
LCUHF = EUHF + 2
X
ij
0
ijMij; (4.12)
where the factor of 2 is introduced for algebraic convenience and does not change the
nal result because the last term is always zero at convergence. The prime on the
summation restricts it to cv and vc blocks. M is unconstrained in the oo block and
zero in other blocks. We next derive equations for ij.
The UHF energy is normally written as a functional of  and . In Section
3.5, we have shown that the UHF energy expression can be written alternatively as
EUHF = Ecs[P] Ec[M], a functional of P and M (Eq.(3.82)). The derivatives of Ecs
with respect to  and  yield the usual closed-shell Fock matrix
@Ecs
@ji
=
@Ecs
@ji
=
1
2
@Ecs
@Pji
 F csij =
1
2
(F ij + F

ij): (4.13)
On the other hand, the derivatives of Ec are
@Ec
@ji
=  @Ec
@ji
=  
X
kl
hikjljiMkl  UHFij =
1
2
(F ij   F ij): (4.14)
Hence,
F = Fcs +UHF (4.15a)
F = Fcs  UHF; (4.15b)
which are the usual UHF Fock matrices. Now, the CUHF Fock matrices additionally
require the derivatives of the constraints in Eq.(4.12) with respect to  and , which
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are trivially ij and  ij, respectively. Dening CUHF as
CUHFij 
8>>><>>>:
UHFij + ij if fi 2 c ^ j 2 vg;
or fi 2 v ^ j 2 cg
UHFij otherwise
(4.16)
yields the CUHF  and  Fock matrices,
~F = Fcs +CUHF; (4.17a)
~F = Fcs  CUHF: (4.17b)
At rst glance, it might seem necessary to perform a c  v dimensional search for
nding all ij. They are, however, analytically determined by the CUHF equations,
namely, [~F;] = 0 and [~F;] = 0. If these two equations are subtracted and
divided by 2, after some elementary algebra one arrives at
[Fcs;M] +

CUHF;P

= 0: (4.18)
Partitioning these matrices into core, open, and virtual blocks gives,
Fcsco +
CUHF
co =
~Fco = 0; (4.19a)
Fcsvo  CUHFvo = ~Fvo = 0; (4.19b)
CUHFcv = 0; (4.19c)
where we have used Pcc = I, Pvv = Pcv = Pco = Pvo = 0, and Poo = Moo =
1
2
I.
Together with Eq.(4.16), Eq.(4.19c) implies that cv =  UHFcv at convergence. It
must be noted that during the iterative procedure,  can have dierent values, simply
because Eq.(4.19c) is satised only at convergence. Therefore, at each SCF cycle, this
choice does not guarantee s = 0. We will demonstrate, however, that with this choice
of  at every iteration, the CUHF calculations converge rapidly. Therefore, we choose
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this value for cv. Also note that Eqs.(4.19) yield the SCF conditions for Roothaan's
ROHF. Finally, our CUHF  and  Fock matrices are
~F =
0B@ Fcc Fco FcscvFoc Foo Fov
Fcsvc F

vo F

vv
1CA ; ~F =
0B@ Fcc Fco FcscvFoc Foo Fov
Fcsvc F

vo F

vv
1CA : (4.20)
These CUHF Fock matrices dier from the UHF ones only in the cv and vc blocks,
and are dierent from Roothaan's eective Fock matrix of Eq.(4.2). Our CUHF
procedure yielding ROHF is surprisingly straightforward: one simply performs UHF
with Fock matrices replaced by Eqs.(4.20). A more detailed algorithm is described
in Appendix E. These Fock matrices eliminate the ambiguities arising in ROHF
theory and produce a more physical UHF-like picture. In open-shell molecules, 
and  electrons feel dierent potentials; our ~F and ~F operators are not identical
to each other and yield  orbitals dierent from  orbitals that are true \canonical
orbitals" obtained by diagonalization. However, unlike UHF, they have no spin-
contamination, which is removed by Lagrangian constraints. Their eigenvalues "i are
physical orbital energies in the sense that they are associated with individual  and
 orbitals, satisfy Koopmans' theorem, and the aufbau principle [82], as opposed to
many ROHF canonicalizations of Eq.(4.2) [76]. Our orbitals have been previously
proposed in the literature as semi-canonical orbitals for Mller-Plesset perturbation
theory [83] and used in an ad hoc fashion with ROHF [84, 85]. Our present work
shows that the Fock matrices for which these orbitals are eigenfunctions appear from
a constrained UHF optimization that eliminates spin-contamination.
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4.3 Results
4.3.1 Convergence
We have implemented CUHF in the Gaussian suite of programs [70] and veried that
our procedure converges to the ROHF energy. Table 4.1 shows the number of SCF
cycles that it took to converge calculations for dicult open-shell cases. Unlike many
ROHF schemes, CUHF has no issues with SCF convergence and its behavior is similar
to UHF. This is undoubtedly related to the satisfaction of the aufbau principle in our
method.
4.3.2 Koopmans' theorem for ionization potentials
In HF, an Ne-electron Slater determinant j	Nei has occupied and virtual spin orbitals
with orbital energies "p and "v. Koopmans' theorem states that  "p is identical to
the ionization potential computed as the dierence in energy between j	Nei and the
ionized state j	Ne 1p i by removing an electron from p. Similarly,  "v corresponds to
the electron anity as the dierence in energy between j	Nei and the state j	Ne+1v i
by adding an electron to v. This is a well-known approximation both in RHF and
UHF, but regular ROHF schemes do not obey this theorem. Note that Koopmans'
theorem is valid only for the highest-occupied-molecular-orbital (HOMO) in KS-DFT,
but generally orbitals do not have any physical meaning.
Since Koopmans' theorem is valid for CUHF [86], orbital energies approximate
ionization potentials (IP) and electron anities. In Table 4.2 we summarize rst IPs
estimated via HOMO energies, "HOMO, for 24 open-shell compounds selected from the
G2 set [87], as well as the mean (ME) and mean absolute errors (MAE). Molecular
geometries are optimized with B3LYP/6-31G(2df,p) [35]. CUHF results with a 6-
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311++G(3df,3pd) basis are compared to UHF and the default ROHF implementation
in Gaussian (parameters of McWeeny and Diercksen [88] denoted as MD). In all
systems, the CUHF "HOMO captures the correct physics, yielding IPs comparable to
those of UHF, yet preserving the correct hS2i expectation value.
We have compared our CUHF orbital energies with those obtained by Eq.(4.2)
with the parameters recently suggested by Plakhutin, Gorelik, and Breslavskaya
(PGB) [72] and Davidson and Plakhutin (DP) [75]. These parameterizations are
chosen to obey Koopmans' theorem. However, both schemes usually yield poor SCF
convergence (Table 4.1). Therefore, as a simple remedy to obtain PGB and DP results
in this work, we have used the converged ROHF wave function and then diagonalized
Eq.(4.2) with DP parameters in a single shot. The eigenvalues thus obtained are iden-
tical to those from the self-consistent PGB and DP schemes. In Table 4.2, we also list
the ME and MAE of the PGB scheme. For most systems, PGB gives rst IPs very
similar to CUHF. In Table 4.3, we present valence orbital energies for a model high
spin transition metal complex MnCl2(H2O)2 in C2v symmetry. This is an example
where ionization from closed shells is easier than ionization from ROHF open shells
[89]. Again, CUHF poses no convergence problems and the orbital energies are in fair
agreement with those of PGB and DP.
Why are the results obtained from our scheme and the PGB canonicalization of
ROHF [72] similar? The ROHF equations require that at convergence Fco, F

ov, and
Fcscv are all 0 [71]. Then the PGB Fock matrix becomes [72]
FPGB =
0B@Fcc 0 00 Foo 0
0 0 Fvv
1CA ; (4.21)
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Table 4.1 : Number of SCF cycles to convergence using default criteria in the Gaussian
09 program (guess=Harris, no damping, no level-shift, DIIS) for representative open-
shell molecules. Convergence threshold is set to Tight. NC means \no convergence"
within 128 SCF cycles.
Method O2
a NO2
b MnCl2(H2O)2
c LiH d C6H5e Fef Mnf Cof
MDg 11 19 22 NC 14 NC 10 NC
Roothaanh 10 15 20 NC 14 NC 12 NC
Davidsoni 8 14 NC NC NC NC NC NC
Guest et al.j 10 16 21 NC 14 NC 10 NC
Binkley et al.k 8 16 NC NC NC NC NC NC
Faegri et al.l 8 14 50 NC NC NC NC NC
GAMESS GVBm 8 15 NC NC 14 11 15 12
PGBn 8 NC NC NC NC NC NC NC
Davidson et al.o NC 29 NC NC NC NC NC NC
UHF 10 16 14 30 NC 10 10 11
CUHF (this work) 9 16 13 22 14 10 10 10
aRO O=1.20752A. aug-cc-pVTZ.
bRN O=1.1934A, \O N O= 134.1. aug-cc-pVTZ.
cHigh-spin sextet, C2v symmetry. 6-31G(d,p) (5d,7f). Geometry optimized with
UB3LYP/6-31G(d,p).
dRLi H=10A. 3-21G.
e6-31G(d). Geometry optimized with UB3LYP/6-31G(d).
f6-31G(d). The ground state electronic conguration.
gRef. [88].
hRef. [71].
iE. R. Davidson, Chem. Phys. Lett. 21, 565 (1973).
jM. F. Guest and V. R. Saunders, Mol. Phys. 28, 819 (1974).
kJ. S. Binkley et al., Mol. Phys. 28, 1423 (1974).
lK. Faegri and R. Manne, Mol. Phys. 31, 1037 (1976).
mFor details, see Ref.[72]
nRef. [72].
oRef. [75].
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Table 4.2 : "HOMO of open-shell systems (in eV).
System ROHF CUHF UHF Exptl.a
MDb PGBc IP
H -3.40 -13.60 -13.60 -13.60 13.60
Li -1.44 -5.34 -5.34 -5.34 5.39
B -1.57 -8.44 -8.44 -8.67 8.30
C -2.38 -11.80 -11.80 -11.95 11.26
N -3.29 -15.46 -15.46 -15.55 14.54
O -4.87 -14.37 -14.37 -14.21 13.61
F -6.55 -18.62 -18.62 -18.54 17.42
Na -1.35 -4.95 -4.95 -4.95 5.14
Al -1.22 -5.72 -5.72 -5.94 5.98
Si -1.98 -8.09 -8.09 -8.20 8.15
P -2.85 -10.66 -10.66 -10.67 10.49
S -4.07 -10.11 -10.11 -10.30 10.36
Cl -5.40 -13.00 -13.00 -13.09 12.97
OH -4.48 -14.13 -14.13 -13.98 13.01
PH2 -2.89 -9.94 -9.94 -10.25 9.82
SH -4.00 -10.31 -10.31 -10.35 10.37
NH -3.25 -13.79 -13.79 -13.82 13.49
O2 -3.86 -14.52 -14.52 -15.25 12.07
S2 -3.34 -10.05 -10.05 -10.46 9.36
CH3 -2.01 -10.18 -10.18 -10.46 9.84
C2H5 -1.65 -9.54 -9.25 -9.51 8.12
CN -6.21 -13.68 -13.68 -14.17 13.60
HCO -2.60 -10.88 -10.40 -10.73 8.14
CH3O -3.93 -12.29 -12.29 -12.16 10.73
ME -7.38 0.57 0.54 0.68
MAE 7.38 0.64 0.61 0.71
aRef. [87].
bRef. [88].
cRef. [72].
93
Table 4.3 : Orbital energies of MnCl2(H2O)2 (in eV).
PGB+DP CUHF
MO    
b2 -11.310 -11.079 -10.807 -11.079
a2 -11.415 -11.159 -10.909 -11.159
a1 -11.362 -11.168 -10.910 -11.168
b1 -11.327 -11.162 -11.195 -11.162
b2 -12.083 -11.676 -11.741 -11.676
a1 -13.112 -12.405 -11.684 -12.405
3dMnx2 y2 -15.748 -15.742
b1 -16.470 -16.319 -16.635 -16.319
3dMnyz -16.552 -17.262
a1 -16.613 -16.417 -17.728 -16.417
3dMnzx -16.658 -15.811
3dMnxy -16.701 -17.129
3dMnz2 -16.924 -17.095
a1 -18.942 -18.665 -19.257 -18.665
while the  and  CUHF Fock matrices are
~F =
0B@Fcc Fco 0Foc Foo 0
0 0 Fvv
1CA ; (4.22a)
~F =
0B@Fcc 0 00 Foo Fov
0 Fvo F

vv
1CA : (4.22b)
At convergence, both methods diagonalize the same blocks of the UHF Fock matrices,
i.e., Fcc and F

vv. Thus, the  occupied and  virtual orbitals in CUHF correspond to
the PGB core (closed-shell) and virtual orbitals, respectively. For the open-shell space,
however, the methods do not necessarily yield the same orbitals. In other words, while
PGB diagonalizes only the Foo sub-block, CUHF treats the whole occupied  space
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in Eq.(4.22a), where the o-diagonal blocks Fco and F

oc are non-zero in general. As
a result, the canonical  CUHF orbitals (in which ~F is diagonal) may not possess
the \open-shell" orbitals explicitly, but they are represented as linear combinations
of the core and open-shell  natural orbitals.
4.3.3 Excitation energies
Last, we present excitation energies of ve small open-shell molecules calculated with
time-dependent HF (TDHF) based on UHF and CUHF with a 6-311++G(3df,3pd)
basis. The bond lengths for BeF and CO+ (not included in the G2 set) are 1.355
and 1.078 A, respectively. For TD-CUHF, we have used CUHF orbitals and orbital
energies in the TD-UHF procedure. Although this TD-CUHF scheme is not rigorous
(one should calculate the linear response of ~F instead of F), this simple approxi-
mation turns out to be quite reasonable, as shown in Table 4.4. When the UHF
spin-contamination (s) is small, TD-UHF and TD-CUHF give very similar results.
As s becomes larger, however, TD-UHF greatly overestimates the excitation energies.
On the other hand, by retaining a spin projected reference (s = 0), TD-CUHF gives
more reasonable excitation energies, outperforming TD-UHF in spin-contaminated
situations.
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Table 4.4 : TDHF valence (V) and Rydberg (R) excitation energies (in eV) of open-
shell molecules. Numbers in parentheses are the UHF spin-contamination s.
System State CUHF UHF Exptl.a
BeF V 2 4.19 4.20 4.14
(0.001) R 2+ 6.33 6.34 6.16
R 2+ 6.54 6.54 6.27
BeH V 2 2.64 2.69 2.48
(0.002) R 2 6.25 6.26 6.32
CH3 R
2A01 6.23 6.54 5.73
(0.012) R 2A002 7.34 7.73 7.44
CO+ V 2 4.84 6.93 3.26
(0.141) V 2+ 9.81 11.10 5.82
CN V 2 0.85 4.11 1.32
(0.397) V 2+ 1.62 5.41 3.22
ME 0.41 1.43
MAE 0.81 1.44
aTaken from Ref. [90].
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Chapter 5
Constrained Active Space Unrestricted
Mean-Field Theory
5.1 Introduction
In this chapter, we extend CUHF and use constraints to allow or remove spin-
contamination depending on dierent orbital spaces. The spirit here is in many ways
similar to CPMFT where we allow an attractive pairing electron-electron interaction
(and the concomitant particle number symmetry breaking) in an active space. The
premise here is to benet from what symmetry breaking has to oer while limiting its
negative eects. In this sense, our specic objective is to allow spin-contamination in
a limited active orbital space while eliminating it from the remainder. As shown be-
low, this approach can be used in myriad ways with very promising results in terms of
the quality of the resulting wave functions and energies. If the active space is properly
chosen, our generalized CUHF method benets from a controlled broken-symmetry
eect while it avoids the negative consequences of massive spin-contamination char-
acteristic of UHF in so many cases.
We test the validity of this model on singlet-triplet splittings of several molecules.
While the triplet state can usually be well approximated by a single Slater determi-
nant (high-spin ROHF), the diradical singlet state requires a multi-determinant wave
function. To tackle this problem, we apply two dierent approximations: Noodle-
man's approach with broken-symmetry solutions [91, 92] and Lowdin's projection
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operator scheme [67, 93, 94]. To include weak correlation eects, we also present
a simple extension of our model to second-order Mller-Plesset perturbation theory
(MP2) [83].
In Section 5.2.1, we present our generalized CUHF theory by following the pre-
vious derivations in Chapter 4. In Section 5.2.2, we discuss the character of the
unpaired orbitals in the broken-symmetry solutions and introduce a useful concept
called spin-deviation. We then consider in Section 5.2.3 Noodleman's approach and
Lowdin's spin-projection scheme for calculating singlet-triplet energy splittings, and
extend MP2 for CUHF in Section 5.2.4. In Section 5.2.5, the computational details
of our benchmark calculations are given. Section 5.3 investigates the size-consistency
problem in projected UHF (PUHF) and discusses several benchmarks to compare
dierent schemes resulting from projecting CUHF. In Appendix E, we also present a
detailed CUHF algorithm for easy computational implementation.
5.2 Theory: CUHF with an active space
5.2.1 Generalization of CUHF
Spin-contamination in single determinant wave functions has many pros and cons. On
the one hand, it oers a description of radicals, for which broken-symmetry (BS) UHF
solutions have been widely used [47, 95]. For clarity, it should be noted that in this
chapter we use the term \broken-symmetry" exclusively for the low-spin solutions,
M = 0. The broken-symmetry solutions tend to localize strongly-correlated electrons
and can thus treat most bond-breaking processes. On the other hand, the broken-
symmetry wave function can sacrice many other properties because it is not a pure
spin-state. As mentioned in Section 5.1, we here propose a method to selectively
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control spin-contamination in UHF. To achieve this goal, we open an active space in
CUHF, i.e., we allow non-zero s only in a limited orbital space. By doing this, we can
avoid undesired consequences of spin-contamination while beneting from a controlled
broken-symmetry eect. Accordingly, we divide the orbital space into core (c), virtual
(v), and active (a), where the latter always includes all open-shell orbitals. We shall
call this method CUHF(Na), where Na is the number of active orbitals and satises
Ns  Na  Ne. It is evident that CUHF(Ns) is the previously developed CUHF for
ROHF. Note that due to the corresponding pairs property in CUHF, the number of
active electrons is always equal to the number of active orbitals in a manner similar
to corresponding pair CPMFT in Section 3.5. A pictorial description of CUHF(2) is
presented in Figure 5.1.
We again consider Eq.(4.4) for spin-contamination s in UHF. Now, in the NO
basis, s can be divided into two contributions,
s = 
cv
s + 
a
s ; (5.1)
where the rst and second terms are spin-contamination in the core-virtual and active
spaces, respectively. The idea in CUHF(Na) is to impose 
cv
s = 0,
cvs = Nc  
NcX
ij
jhi j j ij2 (5.2a)
= 4
NcX
i
m2i ! 0; (5.2b)
while leaving as unconstrained. Here Nc is the number of core orbitals (doubly-
occupied, see Figure 5.1), and therefore 2Nc is the number of core electrons. The
CUHF conditions can be satised by introducing Lagrange multipliers ij. The re-
sulting energy expression is essentially the same as Eq.(4.12),
LCUHF(Na) = EUHF + 2
X
ij
0
ijMij; (5.3)
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where, similarly to Eq.(4.12), the prime on the summation in Eq.(5.3) indicates that
i 2 c ^ j 2 v or i 2 v ^ j 2 c. Therefore, the Lagrange multiplier matrix  has the
form
c a v
 =
0B@ 0 0 cv0 0 0
vc 0 0
1CA ca
v
: (5.4)
 is Hermitian, and hence cv = 
y
vc. The CUHF Fock matrices
~F are the derivatives
of Eq.(5.3), so recalling that M = (   )=2,
~F = F + ; (5.5a)
~F = F   ; (5.5b)
where F ij = @EUHF=@

ij are the UHF Fock matrices.
The CUHF SCF equations are still given by [~F;] = 0 and [~F;] = 0, and
therefore by Eq.(4.18). Due to Eq.(5.2b), we obtain the following forms for P andM
in the NO basis:
P =
0B@I 0 00 Paa 0
0 0 0
1CA ; (5.6a)
M =
0B@0 0 00 Maa 0
0 0 0
1CA : (5.6b)
Substituting Eqs.(5.6a) and (5.6b) into Eq.(4.18) yields
UHFcv + cv = 0; (5.7a)
FcscaMaa +
UHF
ca (I Paa) = 0; (5.7b)
[Fcsaa;Maa] +

UHFaa ;Paa

= 0: (5.7c)
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core
RHF UHF CUHF(2)
virtual
active
Figure 5.1 : Spin-symmetry preserved orbitals and broken-symmetry orbitals in each
method. CUHF(Na) is a mixture of RHF and UHF, having RHF-type symmetry-
preserved orbitals in the core and virtual spaces and UHF-type broken-symmetry
orbitals in the active space. This gure represents a case of Na = 2.
Together with Eq.(5.4), Eq.(5.7a) gives the necessary and sucient conditions for
determining  at convergence: it consists of the cv and vc parts of  UHF.
~F =
0B@ Fcc Fca FcscvFac Faa Fav
Fcsvc F

va F

vv
1CA ; (5.8a)
~F =
0B@ Fcc Fca FcscvFac Faa Fav
Fcsvc F

va F

vv
1CA : (5.8b)
If Na = Ne, our active-space CUHF scheme is equivalent to full UHF because
there is no c space (all electrons are active), so  = 0 and consequently ~F = F. If
Na = Ns, i.e., if one makes the active space identical with the open-shell space, then
the method is exactly the same as our previously proposed CUHF, shown to converge
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N s NeN s + 2 N s + 4Na
UHFROHF CUHF(Na)
:
Figure 5.2 : CUHF(Na) as a function of Na. The rectangles depict the active spaces.
CUHF(Na) can be ROHF, UHF, or an intermediate of them, depending on the choice
of the active space.
to the high-spin ROHF solution in a robust fashion. Therefore, CUHF(Na) may be
considered an interpolation between ROHF and UHF (Figure 5.2).
Generally, one should choose the active space to include the most important or-
bitals, such as unpaired orbitals. Thus, we choose the Na  and  spin-orbitals near
the Fermi energy as active orbitals and allow them to break symmetry while other
orbitals (categorized as core and virtual) retain it. In this way, one can eliminate un-
desired spin-contamination that may arise from irrelevant orbitals far from the Fermi
energy. Of course, it is obvious from Eq.(4.11) that the most signicant contribution
to s in UHF is made by the NOs (except open-shell orbitals) whose ni signicantly
deviate from 1 and 0. In most cases, these orbitals are required to describe the physics
of the process under consideration (like bond-breaking, diradical character, etc.). The
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aim of CUHF is to limit symmetry breaking to only these physically-relevant orbitals.
In summary, we will consider cases where the active space is limited to this subset of
signicant NOs while making the rest inactive (c or v).
Finally, the CUHF concepts discussed above are not limited to HF and they are
applicable to KS-DFT [45], provided that hS^2i in KS-DFT is computed in the same
way as in HF and s is also given by Eq.(4.4).
5.2.2 Measure of singly-occupied character and spin-deviation
Suppose that we have obtained a UHF broken-symmetry solution for a diradical
compound. If the UHF wave function characterizes the diradical well, then all UHF
occupations are nearly 1 and 0 except for one corresponding-pair with occupations
nk and 1  nk, where nk should be around 0.5. The kth sub-block density matrix k
in Eq.(4.5) can be diagonalized to give  occupied and virtual orbitals,
VykV = V
y
 
nk mk
mk 1  nk
!
V =
 
1 0
0 0
!
: (5.9)
Let the rst column in the right-hand side of Eq.(5.9) be orbital k and the second
column k0 . This immediately means that the k (k
0) orbital is occupied by one (zero) 
electron. Similarly, we can also diagonalize the  part, k , to obtain occupied 

k and
unoccupied k0 orbitals. The overlap between the 

k and 

k orbitals, S, measures
the diradical character of the system, i.e., how localized the  and  unpaired electrons
are [96],
S = hk jki = 2nk   1: (5.10)
For example, if S = 0, there is zero spatial overlap, so the system is purely diradical.
If S = 1, the orbitals are completely delocalized, there are no radicals associated
with k and 

k , and the solution corresponds to R(O)HF. It is easy to show that
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for CUHF(2), S is directly related to spin-contamination in the broken-symmetry
singlet CUHF solution,
s = 1  S2 = 4(nk   n2k): (5.11)
The above equation is closely related to the concepts of odd electron distribution of
Yamaguchi and coworkers [47], and the eectively unpaired electrons of Staroverov
and Davidson [97]. Eq.(5.11) also has a connection with the anomalous density k =p
nk   n2k in CPMFT. It can be assumed from Eq.(5.11) that in the broken-symmetry
CUHF(2) wave functions, only the k and 

k orbitals carry spin-contamination and
are sucient for characterizing the diradical character of the system. In UHF, not
only these orbitals but also other orbitals bring additional spin-contamination. If this
additional contamination is non-negligible, then the UHF wave function no longer
represents a diradical, but it contains more unpaired electrons than needed. Based
on this fact, it is useful to introduce the concept of spin-deviation s, which is a
measure of how dierent the CUHF and UHF wave functions are for a given system.
Spin-deviation may be dened by
s = hS2iUHF   hS2iCUHF; (5.12)
which is exactly the additional spin-contamination in UHF irrelevant to the diradical
character. It is worth noting that if s is zero, the UHF and CUHF(Na) wave functions
are equivalent.
5.2.3 Singlet-triplet splittings with CUHF(2)
Singlet-triplet energy dierences (gaps) are the most common multiplet-splittings,
and are a fundamental property in organic chemistry. They represent important
excited states in organic diradical compounds, and are also connected to magnetic
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coupling constants in the Heisenberg Hamiltonian. Here, we discuss two approxima-
tions to evaluate singlet-triplet gaps.
Noodleman's approximation
The Heisenberg Hamiltonian H^H between fragments A and B is
H^H =  JS^A  S^B; (5.13)
where J is the coupling constant. For the case of two interacting spins, J is exactly the
energy dierence between the singlet and triplet states of the system, EST. Noodle-
man proposed to use the high-spin and broken-symmetry solutions to approximate J
by [91, 92, 98{100]
J =
2(E(BS)  E(HS))
hS2iHS   hS2iBS ; (5.14)
which has been widely used within KS-DFT. Using Eq.(5.14), one can approximate
EST by
ENST =
2(E(BS)  E(T))
hS2iT   hS2iBS ; (5.15)
which can be considered a generalization of Ziegler's approximation [101, 102],
EZST = 2 (E(BS)  E(T)) : (5.16)
While Ziegler's approximation Eq.(5.16) requires the broken-symmetry wave function
to be a 50-50% mixture of singlet and triplet, Noodleman's approximation does not.
Spin Projection
Consider the following two-determinant singlet wave function,
j	Si = c1j r  r i+ c2j s  s i; (5.17)
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where c1 and c2 are variationally optimized coecients. We can approximate j	Si by
projecting a single-determinant broken-symmetry wave function jBSi. As a matter
of fact, jBSi does contain j	Si. It is known that the M = 0 UHF wave function can
be expanded as [68, 78, 103]
jUHFi = d1j r  r i+ d2j s  s i+ d3(j r  s i+ j r s i) +    ; (5.18)
where for simplicity we omit closed-shells below  r and  s. Spin-contamination terms
with S + 1; S + 2;    correspond to excited determinants. The true singlet state
is a linear combination of determinants which include excitations from the closed-
shells too, but this is weak correlation and it will be accounted for using MP2. The
important strong correlation is captured by Eq.(5.18). Similarly, it can be shown that
the M = 0 CUHF(2) wave function can be expressed as
jCUHF(2)i = d01j r  r i+ d02j s  s i+ d03(j r  s i+ j r s i); (5.19)
without any extra determinants. Note that the rst two terms correspond to Eq.(5.17),
while the last term is the low-spin triplet. The rst two terms can be extracted using
Lowdin's projection operator P^s,
P^s =
X
l 6=s
A^s;l; (5.20)
where
A^s;l =
S^2   l(l + 1)
s(s+ 1)  l(l + 1) : (5.21)
Upon spin-projection, the resulting projected UHF (PUHF) wave function is
jPUHFi = P^sjUHFi = jUHFi+ j~UHFi; (5.22)
with
j~UHFi =
X
i
j	iih	ijP^sjUHFi
hUHFjP^sjUHFi
; (5.23)
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where j	ii are excited determinants. The PUHF energy can be evaluated as [104{
107],
EPUHF = hUHFjP^sH^P^sjUHFi (5.24a)
= hUHFjH^P^sjUHFi (5.24b)
= EUHF +EPUHF; (5.24c)
where EPUHF is the correction to the UHF energy,
EPUHF = hUHFjH^j~UHFi: (5.25)
Note that, in deriving above equations, we have used P^ 2s = P^s = P^
y
s and [P^s; H^] = 0.
It is common to approximate P^s by just one single annihilator As;l to eliminate only
the next higher spin-contaminant of the UHF wave function. Hence, unless otherwise
noted, we apply only A0;1 to the broken-symmetry UHF (and CUHF) wave functions,
which usually removes the most dominant contamination forM = 0. Therefore, E(S)
may now be approximated with the broken-symmetry UHF wave function by
E(S)  E(PBS) = hBSUHFjH^A^0;1jBSUHFi; (5.26a)
where PBS stands for the projected broken-symmetry solution. Note that in this
expression we make the approximation that A^0;1 commutes with H^ and is idempotent.
Furthermore, the UHF high-spin triplet state also contains spin-contamination
from S = 2; 3;    , although it is usually small compared to the broken-symmetry
M = 0 state. Therefore, we also apply A^1;2 to the triplet UHF wave function to
approximate E(T),
E(T)  E(PT) = hTUHFjH^A^1;2jTUHFi: (5.27)
On the other hand, with CUHF(2), A^0;1 completely removes all the spin-contamination
in the broken symmetry solution of M = 0 because the only spin-contaminant is the
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third term (S = 1) in Eq.(5.19). In other words, in CUHF(2), A^0;1 is equivalent
to the \full" projection operator. Hence, it commutes with H^, and is idempotent.
Accordingly,
E(S) = hBSCUHF(2)jH^A^0;1jBSCUHF(2)i: (5.28)
Note that the projection is not needed for the triplet CUHF(2) wave function since
it is already spin-adapted (ROHF).
Finally the singlet-triplet splitting with the projection scheme is given by
EPST =
(
E(PBS)  E(PT) PUHF
E(S)  E(T) PCUHF(2) : (5.29)
As we will show, the PUHF approximation in Eq.(5.29) is not adequate in many cases,
while it proves very useful with PCUHF, especially when weak dynamical correlation
via MP2 is properly introduced.
This approach can be easily generalized for other multiplet splittings within a
larger CUHF active space. For example, if there are four unpaired electrons, it is
desirable to use CUHF(4). Computing the singlet state with CUHF(4) would require
annihilation of two spin-components, l = 1; 2.
Furthermore, one should note that PUHF and PCUHF presented here are in the
so-called projection-after-variation scheme, in which one rst obtains converged UHF
and CUHF wave functions and then projects them. This is dierent from variation-
after-projection which variationally minimizes a projected wave function [69].
5.2.4 Constrained MP2 based on CUHF
An accurate description of electronic states requires the inclusion of weak electron cor-
relation. Here we consider a second-order perturbation theory approximation (MP2)
[83] to the CUHF energy, which we call constrained unrestricted MP2 (CUMP2). We
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start from our CUHF Fock operators as the zeroth order Hamiltonian H^0,
H^0 =
X
i
~^F (i): (5.30)
The perturbation V^ that we apply is
V^ = H^   H^0; (5.31)
where H^ is the physical Hamiltonian. The CUHF wave function j0i satises
H^0j0i =
X
i
"ij0i: (5.32)
The rst-order wave function j1i is in general
j1i =  
X
ia
hai jV^ j0i
"a   "i j
a
i i  
1
4
X
ijab
habij jV^ j0i
"a + "b   "i   "j j
ab
ij i; (5.33)
where i; j and a; b run over occupied and virtual orbitals, respectively. Given
hai jV^ j0i = hai jH^j0i = Fia; (5.34a)
habij jV^ j0i = habij jH^j0i = hijjjabi; (5.34b)
the CUMP2 correlation energy E2 is
E2 = h0jV^ j1i
=  
X
ia
jFiaj2
"a   "i  
1
4
X
ijab
jhijjjabij2
"a + "b   "i   i  "j : (5.35)
Not surprisingly, if the reference is CUHF(Ns), Eq.(5.35) corresponds to the RMP2
approximation of Knowles et al. [86]. One desirable feature of RMP2 is that even
though the rst order correction to the wave function is spin-contaminated, the
second-order energy correction is not [86]. Eq.(5.35) yields standard UMP2 for the
CUHF(Ne) reference. Thus, CUMP2 may also be regarded as an interpolation be-
tween RMP2 and UMP2.
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Generalizations of MP2 to PUHF have been discussed independently by Schlegel
[104, 105], and Knowles and Handy [106, 107]. In this work, we use the energy
expression for projected UMP2 (PUMP2) derived by Schlegel,
EPUMP2 = EUMP2 +EPUHF
 
1  h1j
~0i
h~0j~0i
!
; (5.36)
which is already implemented in the Gaussian program as PMP2 [70]. In the above
equation, j~0i is dened in Eq.(5.23). A similar equation is obtained for projected
CUMP2 (PCUMP2).
5.2.5 Computational details
We have implemented the methods described above in the Gaussian suite of programs
[70]. Calculations with CUHF(2) and CUMP2(2) conrm that, for high-spin triplet
states, our codes yield the ROHF and RMP2 solutions, respectively. It is convenient
to start the CUHF iterative procedure from UHF orbitals after sorting the NOs in
decreasing order of occupations ni, and taking the rst Nc to be core, the next Na
to be active, and the rest to be virtual. This selection is always possible because of
the UHF corresponding-pair property, and has the additional advantage of avoiding
getting trapped in local minima. Recall that the core, active, and virtual blocks are
well-dened only in the NO basis. The hS2i values in Eq.(5.15) needed for UMP2
and CUMP2 in broken-symmetry situations are taken from UHF and CUHF, respec-
tively. For projected schemes, Eq.(5.29) is used. In the next section, we will rst
discuss size-consistency in PUHF and PCUHF, and then present results of bench-
mark calculations including (i) the small molecules NH, OH+, O2, and NF, (ii) CH2,
(iii) trimethylenemethane (TMM), and (iv) o-, m-, and p-benzynes.
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5.3 Results and discussion
5.3.1 The size-consistency problem in PUHF
Size-consistency is an important and desirable feature. A method is deemed size-
consistent when the sum of fragment energies EA and EB is identical to the EAB
fragments as the fragments become non-interacting,
EAB      !
RAB!1
EA + EB: (5.37)
In bond-breaking situations, UHF is usually size-consistent, while RHF typically is
not.
Davidson pointed out that PUHF is not size-consistent even if the full projec-
tion operator P^s in Eq.(5.20) is employed [100]. In this section, we examine the
size-consistency of PCUHF with two examples: the CN and O2 dimers at in-
nite separation. We carry out CUHF(Na) calculations for monomer A with Na =
NA; NA   2;    ; Ns + 2; Ns, where NA and Ns are the total and unpaired number of
electrons in A, respectively. We then obtain PCUHF(Na) after full spin-projection so
that the PCUHF wave function has the correct S value of Ns=2. For the separated
dimer AA, we use an active space of twice the size of the monomer, 2Na, and test
the high-spin M = 2Ns and M = 0 cases. Note that, since in these calculations
we remove all the spin-contaminants with S > M , the resulting PCUHF(2Na) wave
functions for dimers are eigenfunctions of S^2 with S =M . Also note that CUHF(NA)
and CUHF(2NA) correspond to UHF for the monomer and dimer, respectively, and
therefore yield PUHF after full spin projection. In Table 5.1, we report EA as well
as the energy dierences E = EAA   2EA. For a method to be size-consistent, E
must be zero.
Calculations in Table 5.1 are carried out with the cc-pVTZ basis set at geometries
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of RCN = 1:16945A and RO2 = 1:20639A for the monomers, and RAA = 10
5A for
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the separated dimers. The full projected results can be obtained from the Gaussian
output by requesting an MP4 calculation. We list E for both cases.
In the CN monomer, the seven  and six  electrons yield Ns = 1. Therefore, the
S = 1=2 CUHF(Na) wave function is obtained after full projection, and its energy
EA (Hartree) is presented in Table 5.1. In the CN dimer, the M = 1 and M =
0 CUHF wave functions generally have spin-contamination from S = 2; 3; ::: and
S = 1; 2; ::: components, respectively. In PCUHF(Na), these contaminants are all
removed and we obtain the S = 1 and S = 0 spin-adapted states. In both cases,
E is generally nonzero, i.e., PCUHF(Na) and PUHF are not size-consistent. It is
worth noting, however, that PCUHF is size-consistent for Na = Ns. The reason for
this is the following: for the monomer minimum active space (Ns), there is only one
S = Ns=2 conguration state function (CSF) in PCUHF, which is exactly the high-
spin ROHF determinant. The S = 1 PCUHF(2Ns) wave function is also ROHF, and
thus E(S = 1) is zero. On the other hand, the S = 0 PCUHF(2Ns) wave function
contains two S = 0 CSFs, j2gi and j2ui, with the same 1/
p
2 weight, which give the
lowest energy in this CI space. Therefore, the energy of PCUHF(2Ns) is twice EA
also for the S = 0 case, i.e., E = 0.
The argument above fails when Na 6= Ns. For the monomer, the PCUHF(Na)
wave function contains more than one S = 1=2 CSF with CI coecients that are not
variationally optimized. The PCUHF(2Na) wave function for the dimer also contains
more than one S = 0 CSF with unoptimized CI coecients. Since neither set of CI
coecients yields the lowest energy state in each CI space, the result is in general not
size-consistent. This size-inconsistency problem is especially pronounced in PUHF
and is unavoidable unless one uses Na = Ns.
Similar results are obtained in the O2 case, whose dimer has four unpaired elec-
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trons. While PCUHF with Na = Ns = 2 yields size-consistent results, other choices
of Na result in small errors. As expected, the error increases with Na. The maximum
error is obtained when PCUHF corresponds to PUHF.
We believe that these size-consistency results are important because, even if one
fully projects UHF, there are intrinsic errors due to size-inconsistency, and the quality
of results obtained with full-PUHF is inherently questionable. However, these errors
can be avoided by using a minimal PCUHF(Ns) space. This is the motivation for our
focus on CUHF(2) for singlet-triplet splittings.
5.3.2 NH, OH+, O2, and NF
We here discuss UHF and CUHF applications to singlet-triplet (1 3 ) energy
splittings in NH, OH+, O2, and NF. Geometries were optimized with UMP2/TZ2P
(taken from Ref. [108]) and single point calculations used the cc-pVTZ basis set.
Due to the exact degeneracy between  orbitals, all of these systems exhibit pure
unpaired orbitals in the broken-symmetry solutions. Therefore, the ideal hS2i values
for M = 1 and M = 0 are 2 and 1, respectively. This is exactly what CUHF(2) and
CUMP2(2) achieve. On the other hand, in UHF and PUHF, hS2i deviates from these
values as shown in Table 5.2 and hence spin-deviation s is non-zero. Nevertheless,
there is balance in UHF where s in the M = 1 and M = 0 cases are moderate and
comparable in size. Therefore, UHF and UMP2 can be expected to give reasonably
accurate results for the energy splittings as they indeed do. Table 5.3 summarizes
the 1 3  energy splittings calculated by dierent methods, as well as ME and
MAE. For comparison purposes, MP2 data obtained from open-shell singlet ROHF
(OSS-MP2) [108] are also included in the table. The MAEs of UHF and UMP2 are
surprisingly small, and are of quality similar to the CUHF and CUMP2 results.
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Table 5.2 : hS2i in UHF and PUHF.
System hS2iUHF hS2iPUHF
M = 1 M = 0 M = 1 M = 0
NH 2.0151 1.0106 2.0001 0.0839
OH+ 2.0137 1.0079 2.0000 0.0625
O2 2.0420 1.0251 2.0009 0.2012
NF 2.0215 1.0136 2.0001 0.1079
Table 5.3 : Singlet-Triplet splitting energies (kcal mol 1) for small diradicals predicted
with dierent approximations. The active space in CUHF and CUMP2 is chosen to
be (2) for all systems. The cc-pVTZ basis is used except for OSS-MP2, which uses
TZ2P.
Method NH OH+ O2 NF ME MAE
UHF 38.69 51.41 37.09 39.03 4.93 5.08
UMP2 38.43 51.22 21.47 34.79 -0.15 0.72
PUHF 30.69 42.63 18.02 29.31 -6.47 6.47
PUMP2 29.87 41.85 7.25 26.22 -10.33 10.33
CUHF 41.98 54.73 32.13 41.28 5.90 5.90
CUMP2 37.69 50.38 24.54 34.12 0.05 0.90
PCUHF 41.47 54.14 30.63 40.84 5.14 5.14
PCUUMP2 39.83 52.66 27.12 37.74 2.71 2.71
OSS-MP2a 38.52 52.14 24.27 34.23 0.66 0.95
Exptl.b 39 50.55 22.64 34.32
aOPT2 values taken from Ref. [108].
bTaken from Ref. [109].
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In PUHF, however, spin-contamination becomes \unbalanced," i.e., the M = 1
wave function has little spin-contamination and hS2i  2, while the M = 0 state is
heavily contaminated. This unbalance may explain the large errors in the MAEs of
projected methods based on UHF, especially PUMP2, which underestimates E(PBS)
for M = 0. On the other hand, the MAEs of PCUHF and PCUMP2 remain small
since both are spin-adapted wave functions. Although PCUMP2 has a slightly larger
error than CUMP2, it is certainly more accurate than PUMP2.
5.3.3 CH2
The next benchmark example is methylene, CH2. The ground state is
3B1 and the low
lying singlet excited states are 1A1 and
1B1. We have used the T2ZP full CI geometries
[110], and a cc-pVTZ basis for our single-point energy calculations. The zero point
energy (ZPE) is estimated from conguration interaction singles and doubles (CISD)
frequency calculations [111] and the dierence in ZPE between states, ZPE, is added
when making direct comparison between the computed EST and the experimental
values.
In Table 5.4, we present EST for dierent approximations as well as hS2i for
UHF and CUHF. Again, spin-deviation is moderate in UHF, and therefore the UHF
and CUHF results are similar|although CUHF is slightly better. When adding
dynamical correlation, UMP2 and CUMP2 both yield very accurate EST for
1A1
with Noodleman's approximation, but they underestimate the FCI value for 1B1.
On the other hand, projected schemes address this issue by explicitly treating the
multireference character of 1B1 correctly. Both PCUHF and PCUMP2 are much
more accurate than PUHF and PUMP2.
117
Table 5.4 : Total energies (Hartree) and EST (kcal mol
 1) of CH2. UHF and CUHF
hS2i values are also listed.
Method 3B1
1A1
a 1B1
b
UHF -38.9377 13.0 17.7
(hS2i) (2.0162) (0.7180) (0.9631)
UMP2 -39.0555 9.8 14.7
PUHF -38.9406 17.5 28.5
PUMP2 -39.0574 12.7 24.9
CUHF -38.9322 11.6 17.8
(hS2i) (2.0000) (0.6727) (0.9423)
CUMP2 -39.0554 9.3 14.2
PCUHF -38.9322 15.7 32.7
PCUMP2 -39.0554 12.7 29.3
FCI(T2ZP)c -39.0667 11.1 35.6
Exp.d 9.0 32.9
Exp. { ZPEe 9.4 33.0
aAll fully unrestricted methods, CUHF and CUMP2 yield
a symmetry-broken electronic state, a mixture of mostly
1A1 and
3B1 states.
bAll fully unrestricted methods, CUHF and CUMP2 yield
a mixture of mostly 1B1 and
3B1 states.
cRef. [110].
dRef. [112].
eCISD estimate, Ref. [111].
5.3.4 TMM
Trimethylenemethane is an example of a non-Kekule molecule that cannot be rep-
resented with resonance structures (Figure 5.3). In TMM, the ground state is 3A02
with two unpaired electrons occupying a2 and 2b1  orbitals. These  orbitals are
energetically degenerate and the two electrons thus also couple into a 1A1 singlet
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state. The experimental EST between these two states is 16.1 kcal mol
 1 [113].
Table 5.5 summarizes the total energies for 3A02, EST, and hS2i values for UHF and
CUHF. In this system, the UHF spin-deviation turns out to be large, more than 0.1
for both states. Hence, the energy dierence between UHF and CUHF is also rather
large (about 35 mHartree in 3A02). Consequently, UHF predicts a very poor EST,
25 kcal mol 1 larger than the target value of 17.7 kcal mol 1 after adding the ZPE
correction [114] to the experimental result. PUHF unexpectedly gives a reasonable
EST of 11.2 kcal mol
 1, but we believe that this originates from adventitious can-
cellation of errors, as indicated by the remaining large spin-contamination in the 1A1
state. Also note how poor the PUMP2 result is at 0.5 kcal mol 1.
C
H H
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H
H H
HC
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H H
H
H H
H
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C
C
Figure 5.3 : The TMM molecule.
The PCUHF and PCUMP2 wave functions are pure spin states for TMM, and
hence both give reasonably accurate results of 10.5 and 20.8 kcal mol 1, respectively.
It should be pointed out that the PCUHF energy of 1A1 is very similar to that of
CASSCF(2,2) (for 3A02 they are equivalent: ROHF). This indicates that the PCUHF
orbitals and CI coecients mimic those of CASSCF(2,2). The latter optimizes both
at an additional computational expense, resulting in an energy that is slightly lower
than that of PCUHF.
We have also tested the performance of our constrained unrestricted scheme on
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Table 5.5 : Total energies (Hartree) and EST (kcal mol
 1) for TMM calculated by
several methods with cc-pVTZ. Geometries optimized with CASSCF(10,10)/cc-pVDZ
were taken from Ref. [114].
3A02
1A1
Method E hS2i hS2i EST
UHF -154.9529 2.2166 1.1139 42.9
UMP2 -155.5420 26.6
PUHF -154.9698 2.0098 0.8681 11.2
PUMP2 -155.5558 0.5
CUHF -154.9172 2.0000 0.9998 14.9
CUMP2 -155.5572 35.5
PCUHF -154.9172 2.0000 0.0000 10.5
PCUMP2 -155.5572 20.8
CASSCF(2,2) -154.9172 2.0000 0.0000 9.8
UB3LYPa -155.9888 2.0327 1.0055 22.0
UHSEb -155.7986 2.0444 1.0071 24.6
ULC-!PBEc -155.8703 2.0752 1.0080 29.6
CUB3LYPa -155.9823 2.0000 1.0000 17.5
CUHSEb -155.7900 2.0000 1.0000 18.8
CULC-!PBEc -155.8568 2.0000 0.9999 19.0
Exp.d 16.1
Exp. { ZPEe 17.7
aGeometries optimized with UB3LYP/cc-pVTZ.
bGeometries optimized with UHSE/cc-pVTZ.
cGeometries optimized with ULC-!PBE/cc-pVTZ.
dRef. [113].
eCASSCF(4,4)/cc-pVDZ value taken from Ref. [114].
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generalized unrestricted Kohn-Sham (CUGKS) hybrid and range-separated function-
als, namely, B3LYP [35], HSE [40, 41, 115, 116] and LC!PBE [42{44]. Recall that
\generalized" in GKS is meant to indicate nonlocal KS potentials from derivatives of
the energy with respect to the one-particle density matrix as opposed to the electron
density. Geometries were optimized with each functional and the cc-pVTZ basis set.
Since KS/GKS determinants are not strictly wave functions, hS2i is not given by
Eq.(4.4) [117]. Nevertheless, it is known that Eq.(4.4) is a reasonable approximation
to KS hS2i values [118, 119], and we have therefore used them here. The functionals
listed above contain a large amount of HF exchange and are more prone to triplet in-
stabilities than is pure KS without HF exchange. Therefore, as shown in Table 5.5, the
hS2i values for all functionals are unbalanced: the 3A02 state is very spin-contaminated
(spin-deviation s of 0.03-0.07), especially for ULC!PBE, while the 1A1 state has
near zero s. This unbalance yields inaccurate EST predictions of 22.0, 24.6, and
29.6 kcal mol 1 for UB3LYP, UHSE, and ULC!PBE, respectively. It is noteworthy,
however, that by imposing active space constraints, all CUGKS functionals dramat-
ically improve results over GKS, strongly suggesting that our constrained approach
may be a very useful alternative to regular GKS in heavily contaminated cases.
5.3.5 o-, m-, and p-benzynes
Last, we discuss benchmarks on a series of benzynes. All calculations used UB3LYP
geometries optimized with a 6-31G(d) basis followed by single-point energy calcu-
lations with the cc-pVTZ basis set. For these compounds, we have used the same
functionals mentioned in the previous section. The ground state is singlet 1A1 for o-
and m-benzynes, and 1Ag for p-benzyne. Therefore, EST is negative.
For these molecules, the UHF hS2i is signicantly dierent from that of CUHF,
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i.e., s is very large (Table 5.6). Consequently, UHF and UMP2 have substantial
errors in EST when compared to experiment. As reported by Davidson and Clark
[100], since the M = 0 UHF wave function has not only triplet but also quintet and
higher spin contaminants with signicant weights, PUHF increases s and s for p-
benzyne, as well as for o-benzyne, making the computed EST completely unreliable
(Table 5.7). Similar poor quality results are obtained for PUMP2. This is perhaps
one of the reasons why projection schemes are not very popular among quantum
chemists.
Table 5.6 : hS2i for o-, m-, and p-benzyne molecules calculated with cc-pVTZ.
o m p
3B2
1A1
3B2
1A1
3B1u
1Ag
UHF 2.4154 1.3482 2.7574 0.0000 2.4076 1.7583
PUHF 2.0874 3.5537 2.3530 0.0000 2.0869 5.2197
CUHF 2.0000 0.6201 2.0000 0.0000 2.0000 0.9925
PCUHF 2.0000 0.0000 2.0000 0.0000 2.0000 0.0000
UB3LYP 2.0077 0.0000 2.0205 0.0000 2.0067 0.9442
UHSE 2.0099 0.0000 2.0328 0.0000 2.0088 0.9745
ULC!PBE 2.0102 0.1743 2.0606 0.0000 2.0090 1.0324
CUB3LYP 2.0000 0.0000 2.0000 0.0000 2.0000 0.9177
CUHSE 2.0000 0.0000 2.0000 0.0000 2.0000 0.9373
CULC!PBE 2.0000 0.0534 2.0000 0.0000 2.0000 0.9732
Interestingly, all methods (including UHF) predict m-benzyne to be closed-shell
in the singlet state. This is perhaps correct, as we observe a rather large CI coecient
(0.989) for the closed-shell HF conguration in the CASSCF(4,4) wave function. It
thus appears that in m-benzyne, the addition of dynamical correlation is important.
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Table 5.7 : Total energies (Hartree) and EST (kcal mol
 1) for o-, m-, and p-benzyne
molecules calculated with cc-pVTZ. Geometries optimized with UB3LYP/6-31G(d).
o m p
3B2 EST
3B2 EST
3B1u EST MAE
UHF -229.4711 -29.6 -229.4917 20.5 -229.4780 -31.1 25.7
UMP2 -230.3121 -24.4 -230.3048 -38.2 -230.3213 25.6 20.1
PUHF -229.4879 -127.5 -229.5258 49.7 -229.4951 -292.9 149.7
PUMP2 -230.3274 -123.5 -230.3362 -30.0 -230.3368 -274.2 121.9
CUHF -229.4627 -14.2 -229.4669 12.8 -229.4691 -0.2 20.3
CUMP2 -230.3413 -34.4 -230.3469 -26.3 -230.3499 -2.1 3.6
PCUHF -229.4627 -24.5 -229.4669 12.8 -229.4691 -0.5 16.6
PCUMP2 -230.3413 -37.8 -230.3469 -26.3 -230.3499 -1.6 2.6
UB3LYP -230.9432 -31.7 -230.9432 -13.0 -230.9522 -4.9 5.1
UHSE -230.6794 -27.8 -230.6794 -15.6 -230.6885 -4.4 5.4
ULC!PBE -230.7539 -27.8 -230.7539 -15.4 -230.7636 -3.4 5.2
CUB3LYP -230.9409 -33.3 -230.9409 -16.3 -230.9498 -4.3 3.3
CUHSE -230.6765 -29.7 -230.6765 -18.3 -230.6853 -3.5 3.5
CULC!PBE -230.7510 -27.7 -230.7510 -18.7 -230.7604 -1.6 4.7
Exp.a -37.5 -21.0 -3.8
Exp. { ZPEb -38.0 -20.6 -3.5
aRef. [120].
bZPEs computed with UB3LYP/cc-pVTZ.
123
UHF, PUHF, CUHF, and PCUHF all fail to predict 1A1 to be the lowest state. Al-
though CUHF and PCUHF eliminate much spin-contamination, their results deviate
by 20.3 and 16.6 kcal mol 1. Adding MP2 correlation to both (CUMP2 and PCUMP2
schemes) substantially improves the MAE to 3.6 and 2.6 kcal mol 1, respectively.
For these benzynes, DFT performs reasonably well, yielding MAEs of 5 kcal mol 1.
Because the s values are small, the CUGKS results for EST are similar to the reg-
ular GKS results. In most cases, however, the constrained approach yields a small
improvement.
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Chapter 6
Conclusions
Strong correlation is ubiquitous in electronic structure theory. In many situations,
degeneracies play an important role in determining the properties of molecules and
materials, necessitating a multi-determinant wave function to properly describe such
eects. Despite its importance, there have been rather few theoretical approaches to
capture strong correlations appropriately, while there has been signicant progress
and development of methods that deal with weak correlations in the last few decades.
Most multi-determinant methods are simply computationally intractable due to the
exponential scaling of their cost. The aim of this thesis has been to develop a novel
theoretical scheme that achieves the correct description of strong correlations within
a mean-eld cost. To accomplish this goal, we have considered a mixture of HF and
HFB with an active space, named Constrained Pairing Mean-Field Theory (CPMFT).
We have shown that CPMFT is capable of cleanly separating strong and weak correla-
tions, yet only accounts for the former [2]. We have generalized CPMFT to describe
any molecular dissociations through an asymptotic one-body potential [3], as well
as to include weak correlations via the wisdom of density functional theory (DFT)
[4]. We have also understood the connection between CPMFT and broken-symmetry
unrestricted Hartree-Fock (UHF), and successfully merged the corresponding pairs
property of UHF into CPMFT, in order to reduce computational costs and surmount
the overcorrelation problem in some cases with promising results [5]. This study also
elucidated a direct connection between CPMFT and UHF. A fundamental dierence
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is that in CPMFT, the symmetry restoration step is done on the two-particle density
matrix instead of the wave function. This leads to some form of an ensemble model
that is not N -representable, yet contains no particle-number uctuations.
Furthermore, the concept behind CPMFT was applied to UHF in a reverse man-
ner. As separate work [77], we have developed a constrained unrestricted Hartree-
Fock method (CUHF) for obtaining restricted open-shell HF (ROHF) directly from
UHF by projecting the wave function self-consistently. The results obtained from this
CUHF method proved promising in terms of the convergence behavior and the quality
of semi-canonical orbitals. We have further studied this model for allowing possible
spin-contamination s in an active space while removing it from the rest [121]. This
scheme was applied to both HF and Kohn-Sham DFT. Our constrained active space
unrestricted method, CUHF(Na), was regarded as an interpolation between the fully
restricted (ROHF) and fully unrestricted approaches (UHF). Second-order Mller-
Plesset perturbation theory (MP2) on CUHF (CUMP2) was also derived, another
interpolation between restricted MP2 and unrestricted MP2.
With CUHF(Na), we have presented benchmark calculations on singlet-triplet
energy splittings of various systems using Noodleman's approximation. We have also
revisited and utilized Lowdin's projection operator method for restoring spin quantum
numbers. The latter approach acquires strong correlations by breaking symmetry in
CUHF then restoring it via spin-projection. Based on this projection scheme, we
have proposed the projected CUHF (PCUHF) and projected CUMP2 (PCUMP2)
methods. Both schemes do have wave functions associated with them, unlike CPMFT.
We have demonstrated that constraining spin-contamination to an active space has
benecial eects, yielding approximations that are much more accurate than regular
UHF and projected UHF, particularly when the latter methods suer from large spin-
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contamination. In cases where DFT exchange functionals contain large amounts of HF
exchange and a tendency to break spin-symmetry, our constrained scheme also exerts
a positive eect. The calculated singlet-triplet splittings for trimethylenemethane
and three benzynes show signicant improvement when B3LYP, HSE, and LC-!PBE
are allowed to become unrestricted spin density functionals only in an active space.
The main drawback of the current formalism of CPMFT and CUHF is that the
active space has to be chosen by chemical intuition. In CPMFT, it is usually pre-
ferred to take the number of valence orbitals or the number of open-shell electrons
at dissociation of the system. However, as we have seen in the example of C2, this
choice might neglect the so-called \intruder states" that are not important for the
dissociation limit but play a fundamental role in the vicinity of equilibrium. Another
open question in CPMFT is how it handles open-shell systems. The open-shell treat-
ment in CPMFT requires a procedure that involves \blocking" open-shell orbitals out
of the Bogoliubov transformation. This is a formidable task even in HFB, and its
generalization to CPMFT has not been claried. Finally, describing angular corre-
lation that comes from near-degeneracies in atoms such as 2s-2p in Be may require
improvement on the CPMFT functional. Overall, however, CPMFT oers an accu-
rate description for strong correlations if the active space is properly chosen, and is
an interesting model for further development, which we are the rst to explore.
The ideas presented in this work can be applied in myriad ways to both HF and
DFT, as well as to many properties other than those benchmarked here: heats of
formation and barrier heights. The computational implementation of our constrained
methods is rather straightforward and simple. Indeed, our work stimulated and re-
vived further work on symmetry breaking and restoration [69, 122], ideas that were
actively pursued many years ago but seem to have been abandoned. As shown both
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in our CPMFT and CUHF work, strong correlations can be accurately modeled with
broken-symmetry mean-eld approaches if adequate strategies for symmetry restora-
tion are developed.
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Appendix A
Properties of the CPMFT model two-Particle
density matrix
The CPMFT model two-particle density matrix is
( CPMFT)
kl
ij =
1
2
ki 
l
j  
1
2
li
k
j  
1
2
ij
kl: (A.1)
where i, j, k, and l are spin-orbitals and  and  are the density matrix and anoma-
lous density matrix in the spin-orbital basis (i.e, they are of dimension 2N  2N ,
where N is the size of the atomic orbital basis). In general,  is Hermitian and  is
antisymmetric. When everything is real (which we take for simplicity; this does not
aect our conclusions), the idempotent HFB quasiparticle density matrix is
R =
 
 
  1  
!
: (A.2)
Idempotency tells us that
    = 0; (A.3a)
2   2 = : (A.3b)
We recall that for closed shells [12],
 =
 
P 0
0 P
!
; (A.4a)
 =
 
0 K
 K 0
!
; (A.4b)
0 = PK KP; (A.4c)
P = P2 +K2: (A.4d)
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We can dene an analogous model two-particle density matrix for HFB, for which
all the conditions on , , K, and P are the same, but where
( HFB)
kl
ij =
1
2
ki 
l
j  
1
2
li
k
j +
1
2
ij
kl: (A.5)
Finally, the UHF two-particle density matrix is
( UHF)
kl
ij =
1
2
ki 
l
j  
1
2
li
k
j (A.6)
where  is idempotent. We have
 =
 
 0
0 
!
=
 
P+M 0
0 P M
!
; (A.7a)
P = P2 +M2; (A.7b)
M = PM+MP: (A.7c)
A.1 Partial trace of the two-particle density matrix
An important condition on the two-particle density matrix is that it traces to the
one-particle density matrix. That is, we must have
 ilij =
N   1
2
lj: (A.8)
Here, repeated indices are to be summed to simplify notation.
The partial trace condition is satised by the UHF two-matrix and the CPMFT
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model two-matrix, but not by the HFB model two-matrix:
 ilij =
1
2
 
ii
l
j   liij  ijil

(A.9a)
=
1
2

Nlj   (2)lj  (2)lj

(A.9b)
=
1
2

Nlj   ( + 2)lj  (2)lj

(A.9c)
=
N   1
2
lj  
1
2

(2)lj  (2)lj

: (A.9d)
Here, the top (bottom) sign in  and  corresponds to CPMFT (HFB), and we have
used antisymmetry of . Explicitly, we have
( CPMFT)
il
ij =
N   1
2
lj: (A.10a)
( HFB)
il
ij =
N   1
2
lj   (2)lj: (A.10b)
Note that by N we mean the trace of the one-particle density matrix , which should
be the number of particles in the system.
A.2 Particle number uctuations
In order to work out particle number uctuations, we need the expectation values of
N^ and N^2, with N^ the number operator, given as
N^ = pqa
y
paq: (A.11)
We have already noted that the expectation value of N^ is just Tr(). The expectation
value of N^2 requires the two-particle density matrix:
hN^2i = pq rs haypaqayrasi (A.12a)
= pq rs
  haypayraqasi+ qrhaypasi (A.12b)
= pq rs
 
2  qspr + qr
s
p

(A.12c)
= 2 prpr + 
p
p : (A.12d)
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If the two-particle density matrix obeys the partial trace condition, the particle
number uctuations are automatically zero. This is thus true of UHF and of CPMFT.
However, HFB has particle number uctuations:
hN^2iHFB = (N   1)jj   2(2)jj + jj
= N2   2Tr()2
(A.13)
implying that
2N = hN^2i   hN^i2 =  2Tr(2): (A.14)
Note that this is positive, as it should be, since  2 =    2 and occupation
numbers are between 0 and 1, inclusive. In the closed-shell case, we have 2N =
4Tr(K2).
A.3 Spin contamination
Evaluating spin contamination is more complicated than evaluating particle number
uctuations, not least because we need an expression for hS^2i for a general two-particle
density matrix  . We begin by noting that
S^2 = S^2x + S^
2
y + S^
2
z (A.15a)
= S^z + S^
2
z + S^ S^+; (A.15b)
where S^ is the spin raising/lowering operator. We are interested here in the closed-
shell case (i.e. N = N with a block-diagonal ).
In the closed-shell case, the contribution to hS^2i from the rst term is zero. We
must evaluate the contribution from the next piece using our model two-particle
density matrix. We have
S^2z =
X
i
s^z(i)
2
| {z }
X^z
+
X
i6=j
s^z(i)s^z(j)| {z }
Y^z
: (A.16)
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The rst (second) term is a one-particle (two-particle) operator. Note that we could
also write
Y^z = 2
X
i>j
s^z(i)s^z(j) (A.17)
which explains the factor of 2 that might otherwise appear to be missing below.
Evaluating the contribution to hS^2z i from X^z is straightforward, and we get just
hX^zi = 1
4
(N +N) =
1
2
Tr(P): (A.18)
The nonzero matrix elements of Y^z are
(Yz)
ij
kl
= hijjY^zjkli = 1
2
ik
j
l ; (A.19a)
(Yz)
ij
kl
= hijjY^zjkli =  1
2
ik
j
l ; (A.19b)
(Yz)
ij
k l
= hijjY^zjkli =  1
2
ik
j
l ; (A.19c)
(Yz)
ij
k l
= hijjY^zjkli = 1
2
ik
j
l : (A.19d)
Here, we are working in an orthornomal basis set.
The relevant components of the CPMFT and HFB two-particle density matrices
are
 klij =
1
2
 
ki 
l
j
  likj

; (A.20a)
 
kl
ij
=
1
2

ki 
l
j
 ijkl

; (A.20b)
 
k l
ij
=
1
2


k
i
lj  ijk l

; (A.20c)
 
k l
ij
=
1
2


k
i

l
j
  li
k
j

; (A.20d)
where the top (bottom) sign corresponds to CPMFT (HFB).
Contracting the density matrices with the matrix elements, we obtain
hY^zi =

N  N
2
2
  1
4
Tr(2 + 
2
  2  2) (A.21)
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where we have used antisymmetry of . Working in our closed-shell case, this reduces
to
hY^zi =  1
2
Tr(P2 K2): (A.22)
In total, then, we nd that hS^2z i in CPMFT and HFB is given by
hS^2z i =
1
2
Tr(P P2 K2) (A.23a)
=
1
2
Tr(K2 K2): (A.23b)
Thus, we end up with
hS^2z iHFB = 0; (A.24a)
hS^2z iCPMFT = Tr(K2): (A.24b)
The contribution to hS^2i from S^ S^+ must also be evaluated using the model
two-particle density matrix. Expanding this operator in terms of contributions from
individual electrons, we have
S^  S^+ =
X
i
s^ (i)s^+(i)| {z }
X^
+
X
i 6=j
s^ (i)s^+(j)| {z }
Y^
: (A.25)
The rst term is the one-particle operator X^, and the second is the two-particle
operator Y^ .
Since X^ does nothing to spin-down electrons but annihilates spin-up electrons, we
clearly have
hX^i = N = Tr(P): (A.26)
To take the expectation value of Y^ , it proves useful to symmetrize it so that it acts
the same on the two electrons. Since operators acting on dierent electrons commute,
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we have
Y^ =
X
i6=j
s^ (i)s^+(j) (A.27a)
=
1
2
X
i6=j
(s^ (i)s^+(j) + s^+(i)s^ (j)) (A.27b)
=
X
i>j
(s^ (i)s^+(j) + s^+(i)s^ (j)) : (A.27c)
The only nonzero matrix elements of Y^ are
Y
ij
kl
= hijjY^ jkli = ikjl ; (A.28a)
Y
ij
k l
= hijjY^ jkli = ikjl : (A.28b)
The relevant spin components of the CPMFT and HFB model two-particle density
matrix are
 
k l
ij
=
1
2

 li
k
j
 ijk l

; (A.29a)
 
kl
ij
=
1
2

 likj  ijkl

; (A.29b)
where again CPMFT (HFB) corresponds to the top (bottom) sign.
Contracting the two-particle density matrix with the matrix elements gives us
hY^ i =  Tr(  ): (A.30)
In the closed-shell case, using the results in Eq.(A.4), this becomes
hY^ i =  Tr(P2 K2): (A.31)
Then the expectation value of S^ S^+ is given by
hS^ S^+i = Tr(P P2 K2) (A.32a)
= Tr(K2 K2): (A.32b)
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We therefore have
hS^ S^+iHFB = 0; (A.33a)
hS^ S^+iCPMFT = 2Tr(K2): (A.33b)
Combining Eqs.(A.24) and (A.33) gives us the total spin contamination in HFB
and in CPMFT:
hS^2iHFB = 0; (A.34a)
hS^2iCPMFT = 3Tr(K2): (A.34b)
For UHF in cases in which there is strong correlation, we have the familiar formula
hS^2i = s(s+ 1) +N   Tr( ): (A.35)
For the closed-shell case, using the results in Eq.(A.7), we have
hS^2i = Tr[P  (P+M)(P M)] (A.36)
= Tr(P P2 +M2)
= 2Tr(M2):
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Appendix B
Exact constraints for the inactive space in CPMFT
We here derive the alternative constraints Eq.(3.19) that are imposed to the CPMFT
Hamiltonian, starting from Eq.(3.18). First let us recall that ~ is non-zero only for
the c and v orbitals in the NO basis,
~ =
0B@ ~cc 0 ~cv0 0 0
~vc 0 ~vv
1CA : (B.1)
Now it is evident that the derivative of LCPMFT with respect to K includes not only
 but also ~, meaning the Hamiltonian in this scheme is given by
H =
 
F  + ~
 + ~  F
!
; (B.2)
where F = Fcs + . Consider the CPMFT equation (HFB equation) [H;R] = 0 in
terms of F, , ~, P, and K:
[F;P]  [  ~;K] = 0; (B.3)
fF;Kg+ f  ~;Pg   = 0: (B.4)
At convergence of CPMFT, in the NO basis, we require that P and K be
P =
0B@Icc 0ca 0cv0ac Paa 0av
0vc 0va 0vv
1CA ; (B.5)
K =
0B@0cc 0ca 0cv0ac Kaa 0av
0vc 0va 0vv
1CA ; (B.6)
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where we recall that superscripts c, a, and v stand for the core, active, and virtual
spaces. Substituting Eqs.(B.5) and (B.6) in the CPMFT equations yields the following
set of equations: from Eq.(B.3)
Fca (Paa   I) caKaa = 0; (B.7)
FvaPaa  vaKaa = 0; (B.8)
[Faa;Paa]  [aa;Kaa] = 0; (B.9)
Fcv = 0; (B.10)
and from Eq.(B.4)
FcaKaa +caPaa = 0; (B.11)
FvaKaa +va (Paa   I) = 0; (B.12)
fFaa;Kaag+ faa;Paag  aa = 0; (B.13)
cc   ~cc = 0; (B.14)
vv   ~vv = 0: (B.15)
Note that Eqs.(B.9) and (B.13) correspond to the CPMFT equations of Eqs.(B.3) and
(B.4) for the active space, and Eq.(B.10) to the Brillouin theorem of HF. The last two
equations give the conditions for ~cc and ~vv that must be held at convergence. On
the other hand, the above set of equations indicates that ~cv and ~vc are arbitrary.
Note that Eqs.(B.14) and (B.15) do not need to be satised at each SCF cycle
unless a CPMFT calculation is converged. However, since there is no other simple
prescription for ~ during the SCF cycles and Eqs.(B.14) and (B.15) are a sucient
approximation to the constraints, we dene ~ via these equations and use it in each
iteration.
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Appendix C
Rationalization for CPMFT
We oer here a rationalization for the CPMFT model based on Legendre transforms
[123]. Alternatively, one could use the Levy constrained-search formalism [124]. The
universal density functional is
F [] = supv

E(v) 
Z
v(r)(r)d3r

(C.1)
where
E(v) = inf	h	jT + Vee +
NeX
i=1
v(ri)j	i: (C.2)
Here, T is the kinetic energy operator, Vee the electron-electron interaction, and v
the external potential. F [] is split into a functional that is known (F0[]) and a
complement that needs to be approximated ( F0[]),
F [] = F0[] + F0[]: (C.3)
A common choice for F0 is obtained by restricting E to a Hartree form [45],
F0[] ! supv

EH(v; ) 
Z
v(r)(r)d3r

= Ts[] + U [] (C.4)
where
EH(v; ) = inf	h	jT +
NeX
i=1
v(ri)j	i+ U []; (C.5)
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Ts is the non-interacting kinetic energy, and
U [] =
1
2
ZZ
(r1)(r2)
jr1   r2j d
3r1d
3r2: (C.6)
In this case, F0[]! Exc[]. Another choice for F0[] is obtained by restricting E to
a HF form [45]:
F0[]! supv

EHF(v) 
Z
v(r)(r)d3r

(C.7)
where
EHF(v; ) = infhjT + Vee +
NeX
i=1
v(ri)ji: (C.8)
 is restricted to Slater determinants. In this case, F0[]! Ec[]. In the same spirit,
we can choose for F0 an HFB form
F0[]! supv

E1HFB(v) 
Z
v(r)(r)d3r

(C.9)
where E1HFB(v) is the HFB energy of a system in the external potential v(r) and
pairing interaction  1=jr   r0j. In this case, a new functional is obtained, F0[] !
E1HFBc []. CPMFT is a mixture of HF and 1HFB. In all the cases above, there
remains a density functional to be approximated (Exc, Ec, E
HFB
c , E
CPMFT
c ). The
basic approximation for them could be a local density approximation or the use of
alternative densities with existing exchange and correlation functionals described in
Section 3.4.
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Appendix D
Corresponding pairs property
Consider two idempotent matrices Q1 and Q2. The half sum of T =
1
2
(Q1+Q2) has
an eigenvector e with an eigenvalue t,
Te = te: (D.1)
Then, using the fact that
1
2
(Q1  Q2)Te = 1
4
(Q1  Q2 +Q1Q2  Q2Q1)e
=
t
2
(Q1  Q2)e (D.2)
and thus
1
4
(Q2Q1  Q1Q2)e = (1
2
  t)1
2
(Q1  Q2)e; (D.3)
we arrive at
T
1
2
(Q1  Q2)e = 1
4
(Q1  Q2  Q1Q2 +Q2Q1)e
=
1
4
(Q1  Q2)e+ (1
2
  t)1
2
(Q1  Q2)e
= (1  t)1
2
(Q1  Q2)e: (D.4)
Hence, ~e = 1
2
(Q1 Q2)e is also an eigenvector of T with an eigenvalue of 1  t, unless
~e vanishes for t 2 f0; 1
2
; 1g.
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Appendix E
CUHF algorithm
The detailed CUHF algorithm is as follows.
1. Choose the dimension of the active space Na of the target system. It is sug-
gested that Na be the number of unpaired electrons. Then Nc is automatically
determined (Nc +Na = N).
2. Form  and  as in UHF:
 =
NX
i
CiC

i (E.1)
where C is the CUHF  canonical MO coecients matrix.
3. Compute UHF F and F from  and .
4. Form P, then orthonormalize and diagonalize it to obtain the NO coecients
matrix CNO and occupation numbers ni.
5. Dene the c, a, and v spaces in the NO basis. Open-shell orbitals must always
be included in the active space. We are interested in the NOs whose occupations
signicantly deviate from 0 and 1. Thus, by sorting NOs in decreasing order of
ni, the rst Nc orbitals are considered to be c, the next Na orbitals are a, and
the rest are all v.
6. Construct UHF = (F   F)=2, and transform it to the NO basis by using
CNO.
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7. Build  by ipping the sign of the cv and vc blocks of UHF. Back transform
 to the atomic orbital (AO) basis.
8. Form ~F = F +  and ~F = F   .
9. Solve ~FC = SC" and ~FC = SC", where S and " are the AO overlap
matrix and the CUHF  orbital energies, respectively.
10. Go to 2.
The CUHF algorithm is very similar to UHF except for the additional steps 4-8.
Methods designed for accelerating UHF convergence can be used straightforwardly in
CUHF. Note that the above procedure is also very similar to CPMFT [2{5], except
for the denition of UHF.
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Appendix F
Symmetry in CUHF and PCUHF wave functions
Here we discuss the symmetry of the M = 0 wave function in CUHF and PCUHF.
Broken-symmetry solutions were obtained for CUHF in most calculations carried out
in Chapter 5.
In our denition, core orbitals have ( + )=2 eigenvalues of 1, i.e., all the
core orbitals are fully occupied. We remind the reader that the CUHF canonical
orbitals do not always have a well-dened core space, while natural orbitals do. These
natural core orbitals have the correct symmetry, as opposed to canonical orbitals
which often break spatial symmetries, if one starts calculations from an initial guess
with appropriate symmetry, i.e., CUHF does not break symmetry in the core space.
Thus, to consider the structure of a CUHF wave function, it is useful to dene the
rst Nc CUHF  and  orbitals as the CUHF natural core orbitals,  

c =  

c =  
NO
c
where c = 1;    ; Nc, since a CUHF wave function is invariant with respect to unitary
transformation in the core space. In the following, let us write this part of the wave
function as [CORE], which is symmetry adapted.
The active space is dierent. Once symmetry is broken,  and  orbitals do not
remain equivalent. As explained in Section 5.2.1, the  spin density matrix  in the
NO basis can be written as a direct sum of 2  2 matrices as shown in Eq.(4.6). In
particular, there is only one such matrix k with non-zero mk for the CUHF(2) case.
The rest of  are an identity matrix (core) and a zero matrix (virtual). In Section
5.2.2, we have dened localized  and  occupied spatial orbitals,  k and  

k , by
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diagonalizing k and 

k . For simplicity, let  

k = a and  

k = b. Then, the CUHF(2)
wave function consists of
jCUHFi = [CORE]ja()b()i: (F.1)
Therefore, to determine the symmetry of a CUHF(2) wave function, we only need to
focus on the two-electron, two-orbital, broken-symmetry part of the wave function,
ja()b()i. It can be said that if hajbi = 1, i.e., a = b, the above wave function is
a pure singlet, corresponding to the symmetry-adapted RHF solution. On the other
hand, if hajbi = 0, this is a 50-50% mixture of a singlet and a triplet state. It is
easy to show [68, 78] that upon spin-projection of this wave function, PCUHF(2), the
following singlet state is obtained:
jPCUHFi = 1p
2
[CORE] fja()b()i+ jb()a()ig : (F.2)
Note that the orbitals do not change during spin-projection (projection after varia-
tion). Now if a and b are symmetry adapted, then the PCUHF(2) wave function has
denite symmetry. This is the case of CH2 for the
1B1 and
3B1 mixture in Section
5.3.3, where a and b are of b1 and a1 symmetry. Therefore, after projection as in
Eq.(F.2), the mixture reduces to 1B1.
In many cases, a and b do not belong to any particular irreducible representation.
For example, consider the UHF dissociation of H2 where the a and b orbitals localize
on the atoms. Note that CUHF(2) is equivalent to UHF in this case because there is
no core space. A transformation is needed to obtain the correct symmetry orbitals: 
g
u
!
=
 
1
2
p
nk
1
2
p
nk
1
2
p
1 nk  
1
2
p
1 nk
! 
a
b
!
(F.3)
After some simple algebra, it can be shown that
ja()b()i+ jb()a()i = c1jg()g()i   c2ju()u()i (F.4)
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where c1 and c2 are the so-called Sanibel coecients as a function of nk. Such a
wave function turns out to be the correct +g state. This applies, for example, to the
O2 case in Section 5.3.2 where the a and b orbitals do not have the correct spatial
symmetry but some linear combination of them yields both with g symmetry and
the overall wave function Eq.(F.2) acquires 1 symmetry. As mentioned earlier, the
singlet PCUHF wave function for O2 we obtained is the x;g()x;g() y;g()y;g()
component of 1, which is degenerate with the other component, x;g()y;g()  
y;g()x;g().
For all the systems tested in Section 5.3, we have conrmed that each PCUHF(2)
wave function has the appropriate symmetry allowing direct comparison of EST to
the experimental values.
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Appendix G
Glossary
The denition of each acronym and frequently used symbols are listed in Table G.1
and Table G.2.
Table G.1 : Denitions of acronyms used in this work.
Acronym Denition
HF Hartree-Fock
RHF Restricted HF
UHF Unrestricted HF
ROHF Restricted Open-shell HF
HFB Hartree-Fock-Bogoliubov
1HFB -HFB with  =  1
CHF Corrected HF
NO Natural orbital
DFT Density functional theory
CPMFT Constrained pairing mean-eld theory
CASSCF Complete active space self-consistent eld
CPGKS Constrained pairing generalized Kohn-Sham DFT
UMP2 Unrestricted Second-Order Mller-Plesset Perturbation Theory
PUHF Projected UHF
PUMP2 Projected UMP2
CUHF Constrained UHF
CUMP2 Constrained UMP2
PCUHF Projected CUHF
PCUMP2 Projected CUMP2
CUGKS Constrained Unrestricted Generalized Kohn-Sham DFT
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Table G.2 : Frequently used symbols.
Symbol Denition
N Number of  electrons ( = ; )
Ne N +N
M (N  N)/2
Ns N  N
 One-particle density matrix of  spin
  Two-particle density matrix
P Half charge density matrix, ( + )=2
M Spin density matrix, (   )=2
K Anomalous density matrix, also known as pairing matrix, K =
p
P P2
ni Occupation number of ith natural orbital
mi Eigenvalues of M as mi,
p
ni(1  ni)
i Eigenvalues of K,
p
ni(1  ni)
(r) Electron density, (r) + (r)
m(r) Spin polarization density, (r)  (r)
P2(r) On-top pair density
m(r) Alternative spin polarization density
Ncp Number of corresponding pairs in the natural orbital basis
Nc Number of core orbitals in CUHF
Na Number of active orbitals in CUHF
F UHF Fock matrix of  spin
~F CUHF Fock matrix of  spin
Fcs (F + F)=2 and f
UHF (F   F)=2
 Pairing eld in RHFB and CPMFT dened by Eqs.(2.49b, 3.10b)
 Chemical potential
s Spin-contamination
s Spin-deviation
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