This paper proposes a vessel recognition and classification system based on vessel acoustic signatures. Teager Energy Operator (TEO) based Mel Frequency Cepstral Coefficients (MFCC) are used for the first time in Underwater Acoustic Signal Recognition (UASR) to identify platforms the acoustic noise they generate. TEO based MFCC (TEO-MFCC), being more robust in noisy conditions than conventional MFCC, provides a better estimation platform energy. Conventionally, acoustic noise is recognized by sonar operators who listen to audio signals received by ship sonars. The aim of this work is to replace this conventional human-based recognition system with a TEO-MFCC features-based classification system. TEO is applied to short-time Fourier transform (STFT) of acoustic signal frames and Mel-scale filterbank is used to obtain Mel Teagerenergy spectrum. The feature vector is constructed by discrete cosine transform (DCT) of logarithmic Mel Teager-energy spectrum. Obtained spectrum is transformed into cepstral coefficients that are labeled as TEO-MFCC. This analysis and implementation are carried out with datasets of 24 different noise recordings that belong to 10 separate classes of vessels. These datasets are partially provided by National Park Service (NPS). Artificial Neural Networks (ANN) are used as a classification method. Experimental results demonstrate that TEO-MFCC achieves 99.5% accuracy in classification of vessel noises.
INTRODUCTION
Detection, classification and tracking of vessels are very significant for war strategies and improving coast and off-shore security. Passive underwater acoustic sensors are used to detect vessels noise and gather data. Vessel noise is an acoustic signature and it can be used for vessel detection and classification.
Underwater acoustic signal detection methods are based on sounds produced by moving vessels. Passive acoustic methods have been used in submarines for years, and these works were published after World War II. The main sources of vessel noise are propellers and engine mechanisms (blades, rotation and propeller radiated pressure). There is also environmental noise such as the noise generated by waves, wind, rainfall, etc. [1] .
Every person has a unique voice and the characteristic of this voice is used for speaker identification in speech recognition. As mentioned previously, every ship also has a different noise source 978-1-5090-5524-1/16/$31.00 c 2016 IEEE combination (number of blades, rotational speed and propeller radiated pressure etc.).This combination creates a unique noise for every vessel. This uniqueness can be considered as an "acoustic signature" for vessels. As a result, automatic speaker recognition (ASR) and classification algorithms in speech recognition can be used for Underwater Acoustic Signal Recognition (UASR) to identify platforms using their acoustic signatures.
Conventionally, classification of vessel signatures is carried out by an experienced submarine sonar operator who listens to the acoustic noise coming from the ship sonars. It is evident that it would be more feasible to develop a computer based vessel signature recognition system using ASR methods. MFCC algorithm is widely used in speech recognition systems and it produces good results on speech recognition and identification. This work offers a technique that extracts feature vectors using MFCC frame by frame for classification of acoustic vessel signatures. Our work suggests that MFCC can easily be adapted to classification of vessel noise at high classification accuracies [2] .
This work offers a modified version of MFCC that utilizes TEO for classification of vessel signatures. Applying non-linear Teagerenergy operator can suppress environmental noise and increase the classification performance [3, 4] . TEO is used in various speech recognition applications and it is a good candidate for proposed feature parameters in vessel acoustic signatures. The proposed features are evaluated to show that TEO-MFCC is more robust than MFCC and it produces higher classification success rate. Neural Network (NN) classifier is used for feature matching. This paper is organized as follows: In section 2, the conventional MFCC and TEO are presented. In section 3, TEO based MFCC for acoustic vessel noise recognition algorithm is proposed. In section 4, the performance of the proposed features is evaluated. Conclusion is presented in section 5.
THEORETICAL BACKGROUND

Mel Frequency Cepstral Coefficients (MFCC)
The first step of automatic speech recognition (ASR) is extracting features in order to identify the linguistic content of the signal and discard noise and other carried irrelevant information. Sound is generated in humans by vocal cords and the shape of the vocal tract (tongue, teeth etc.) filters this sound. This shape or filtering determines what sound comes out. If shape is determined accurately, an accurate representation of the produced phoneme can be obtained. This shape appears in the envelope of the power spectrum of the generated sound. Since the shape of the vocal tract can be represented by MFCC accurately, this method is widely used in ASR [3] .
The block diagram of the MFCC algorithm is given in Figure 1 . Each block is explained in the following subsections. This step is the filtering of the vessel acoustic noise by the filter defined in Eq.1. This filter boosts higher frequencies so that the energy of the signal increases at higher frequencies after filtering [4] . The noise signal has smaller amplitudes at high frequency components with respect to low frequencies. After this block, high frequency components of the signal become more significant and more information about the acoustic model is obtained [5] .
(1)
Framing Block:
The importance of this block is that much shorter frames have unreliable spectral estimate and longer frames change too much. Although speech signal is non-stationary, short time scales will be stationary. The reason for this is that the width of the frames is chosen as 30ms with 20ms overlap. In this case frames are 10ms shifted.
Windowing Block:
Windowing function smooths the attenuation at both ends of the signal. Ends reduce toward zero and unwanted artifacts can be avoided. In our work, Hamming window is used for this purpose since its spectrum falls off rather quickly and the resulting frequency resolution is better [6] .
Mel-Filter Bank Block:
Sensitivity of human hearing system is not the same in all frequency bands. Mel (melody) is a unit of measure based on human ear's perceived frequency. Human ears are less sensitive at higher frequencies, and more sensitive to small changes in low frequencies than high frequencies. This scaling makes our features closer to what humans hear. 1 kHz is defined as 1000 Mels as reference [7] . Converting formula from linear-scale to Mel-scale in frequency domain:
Below 1 kHz, Mel-Scaling is similar to linear frequency spacing. Above 1 kHz, it is similar to logarithmic spacing. Triangular filters are uniformly spaced in the Mel-Scale [8] . Last step of the Mel-Filter bank block is to calculate the energies of the filter bank. Multiplying each filter bank with the magnitude spectrum of the signal and then adding up the coefficients yields how much energy there is in each filter bank. In previous figures, "Y" is the energy of the filter bank and "M" is the indicator of which filter bank it is.
Logarithm Block:
The human perception of sound intensity approximates the logarithmic scale rather than linear. This means that, humans are less sensitive to small changes at high amplitudes than low amplitudes.
Discrete Cosine Transform Block (DCT):
This block converts logarithmic Mel-spectrum into time domain and the result is labeled as MFCC. Logarithmic magnitude spectrum is real and symmetric, so inverse DFT reduces to DCT.
Teager Energy Operator (TEO)
TEO is an energy operator and it can eliminate the effect of noise in feature extraction. It provides a good estimation of the "real" source of energy and ensures that the system will be more robust in noisy environments. For clean conditions, the system performs similarly [9] . Teager Energy Operator is defined for real continuous-time signals in the following equation:
and for real discrete-time signals can be written as follows:
For the case of complex continuous-time signals, the equation is given as:
and for discrete time:
PROPOSED TEO-MFCC FEATURE PARAMETERS
Applying non-linear Teager-energy operator (TEO-MFCC) requires the following process: 
EXPERIMENTS AND RESULTS
Experimental Setup
The data sets containing the records of 19 acoustic signatures from 6 types of vessels are used in the experiments. The acoustic signatures are recorded by an acoustic sensor submerged underwater from a stationary vessel while another vessel moves and produce noise (its acoustic signature). The moving vessel approaches and moves away from the stationary sensor at different velocities and records are taken at varying distances. The distance between the moving and stationary vessels is measured both by GPS and laser range-finder and this distance is synchronized with the acoustic recordings. Figure 6 , acoustic noise of a cruise ship decreases significantly after 9 kHz, hence 20 kHz is a sufficient sampling rate for this application. Records are also divided into smaller frames in order to be treated as a short record of the underwater acoustic signatures. In addition, records in NPS dataset are used in the experiments in order to get more realistic experimental results [11] . However, distance between sensor and vessel and velocity are generally unknown in this dataset. Different classes of vessels are chosen (ferry, freighter, cruise ship, and outboard) with respect to previous vessels to increase database.
Results
The data set contains 24 noise records coming from 10 different types of vessels and duration of each record frame in the database is 3 seconds long. Our proposed method is tested with various velocities of vessels between 5 knots and 26 knots. Table-1 A vessel at various velocities is the same target, so we need to show that MFCC values and distribution are similar regardless of the speed of the vessel. However, different types of vessels at the same velocity are different targets, so MFCC values and distribution should be different. This is a significant point because MFCC values are feature vectors and inputs for classification. [12] . Application classifies features into a set of target categories using a two layer feed-forward network. Network structure has one hidden layer and one output layer. The length of input is equal to the length of the feature vector, the number of output layer neurons is equal to the number of classes and the number of hidden layer neurons is chosen as 10. Changing the number of hidden layer neurons does not change the overall classification accuracy. Thus, the number of hidden layer neurons is not a significant parameter in this application. These layers are trained to classify test data according to target classes. This application is supervised learning, so it updates the weights according to the scaled conjugate gradient backpropagation method. Randomly chosen; 70% samples of input data is used for training, 15% is used for validation and 15% is used for testing.
Robustness and performance of the MFCC and TEO-MFCC feature parameters are compared with various parameters. It is shown that; when the numbers of MFCC and TEO-MFCC are equal or greater than the number of the filter bank, classification success rate increases rapidly and it is stable after that point with a high success rate. This information should be considered when choosing the number of cepstral coefficients.
TEO-MFCC performs better than MFCC and TEO is more effective when the number of filter-banks increases. Success rates are given in the following figures with various parameters. The maximum recognition accuracy is 99.5% with the implementation of Teager energy operator. 
CONCLUSIONS
In this paper, a vessel acoustic signature classification algorithm is proposed. This algorithm uses TEO based MFCC features for classification. MFCC method is widely used in speech recognition, and TEO increases the performance of classification. MFCC and TEO-MFCC are extracted as feature vectors and their performances are compared to the conventional MFCC. TEO-MFCC based proposed algorithm is a new method in UASR and it is shown that TEO-MFCC is more robust in noisy conditions than MFCC since non-linear Teager-energy operator suppresses noise. NN is used for classification and experimental results show that the vessel recognition system achieves 99.5% classification accuracy with TEO-MFCC features. The acoustic data of the vessels are recorded in clean conditions. Our major future work is to collect acoustic data of more than one vessel at the same time using hydrophone arrays instead of a single hydrophone and classify different types of vessels at the same time using this beam-formed data. Performance of our proposed methods are tested in these conditions. As minor future work, different learning techniques and platforms will be used to increase recognition accuracy and develop our proposed method.
