We consider estimation and inference in a single index regression model with an unknown but smooth link function. In contrast to the standard approach of using kernel methods, we use smoothing splines to estimate the smooth link function. We develop a method to compute the penalized least squares estimators (PLSEs) of the parametric and the nonparametric components given independent and identically distributed (i.i.d.) data. We prove the consistency and find the rates of convergence of the estimators. We establish n −1/2 -rate of convergence and the asymptotic efficiency of the parametric component under mild assumptions. A finite sample simulation corroborates our asymptotic theory and illustrates the superiority of our procedure over existing procedures. We also analyze a car mileage data set and a ozone concentration data set. The identifiability and existence of the PLSEs are also investigated.
Introduction
Consider a regression model where one observes i.i.d. copies of the predictor X ∈ R d and the response Y ∈ R and is interested in estimating the regression function E(Y |X = ·). In nonparametric regression E(Y |X = ·) is generally assumed to satisfy some smoothness assumptions (e.g., twice continuously differentiable), but no assumptions are made on the form of dependence on X. While nonparametric models offer flexibility in modeling, the price for this flexibility can be high for two main reasons: the estimation precision decreases rapidly as d increases ("curse of dimensionality") and the estimator can be hard to interpret when d > 1. A natural restriction of the nonparametric model that avoids the curse of dimensionality while still retaining some flexibility in the functional form of E(Y |X = ·) is the single index model. In single index models, one assumes the existence of θ 0 ∈ R d such that E(Y |X) = E(Y |θ 0 X), almost every (a.e.) X, where θ 0 X is called the index; the widely used generalized linear models (GLMs) are special cases. This dimension reduction gives single index models considerable advantages in applications when d > 1 compared to the general nonparametric regression model; see Horowitz (2009) and Carroll et al. (1997) for a discussion. The aggregation of dimension by the index enables us to estimate the conditional mean function at a much faster rate than in a general nonparametric model. Since Powell et al. (1989) , single index models have become increasingly popular in many scientific fields including biostatistics, economics, finance, and environmental science and have been deployed in a variety of settings; see Li and Racine (2007) .
Formally, in this paper, we consider the model Y = m 0 (θ 0 X) + , E( |X) = 0, a.e. X,
where m 0 : R → R is called the link function, θ 0 ∈ R d is the index parameter, and is the unobserved mean zero error (with finite variance). We assume that both m 0 and θ 0 are unknown and are the parameters of interest. For identifiability of (1), we assume that the first coordinate of θ 0 is non-zero and θ 0 ∈ Θ := {η = (η 1 , . . . , η d ) ∈ R d : |η| = 1 and
where | · | denotes the Euclidean norm, and S d−1 is the Euclidean unit sphere in R d ; see Carroll et al. (1997) and Cui et al. (2011) for a similar assumption. Most of the existing techniques for estimation in single index models can be broadly classified into two groups, namely, M-estimation and "direct" estimation. M-estimation involves a nonparametric regression estimator of m 0 , e.g., kernel estimator (Ichimura (1993) ), regression splines (Antoniadis et al. (2004) ), B-splines (Antoniadis et al. (2004) ), and penalized splines (Yu and Ruppert (2002) ), and a minimization of a valid criterion function with respect to the index parameter to obtain an estimator of θ 0 . The so-called direct estimation methods include average derivative estimators (see e.g., Stoker (1986) , Powell et al. (1989) , and Hristache et al. (2001) ), methods based on the conditional variance of Y (see Xia et al. (2002) and Xia (2006) ), and dimension reduction techniques, such as sliced inverse regression (see Li and Duan (1989) and Li (1991) ) and partial least squares (see Zhou and He (2008) ); Cui et al. (2011) propose a kernelbased fixed point iterative scheme to compute an efficient estimator of θ 0 . In these methods one tries to directly estimate θ 0 without estimating m 0 , e.g., in Hristache et al. (2001) the authors use the estimate of the derivative of the local linear approximation to E(Y |X = ·) and not the estimate of m 0 to estimate θ 0 .
In this paper we propose an M-estimation technique based on smoothing splines to simultaneously estimate the link function m 0 and the index parameter θ 0 . When θ 0 is known, (1) reduces to a one-dimensional function estimation problem and smoothing splines offer a fast and easy-to-implement nonparametric estimator of the link function -m 0 is generally estimated by minimizing a penalized least squares criterion with a (natural) roughness penalty of integrated squared second derivative; see Wahba (1990) and Green and Silverman (1994) . However, in the case of single index models, the problem is considerably harder as both the link function and the index parameter are unknown and intertwined (unlike in partial linear regression model; see Härdle and Liang (2007) ).
In other words, given i.i.d. data {(y i , x i )} 1≤i≤n from model (1), we propose minimizing the following penalized loss:
over θ ∈ Θ and all differentiable functions m with absolutely continuous derivative. Here λ is known as the smoothing parameter -high values of |λ| lead to smoother estimators. To the best of our knowledge, this is the first work that uses smoothing splines in the single index paradigm, under (only) smoothness constraints. We show that the penalized least squares loss leads to a minimizer (m,θ). We study the asymptotic properties, i.e., consistency, rates of convergence, of the estimator (m,θ) under data dependent choices of the tuning parameter λ. We show that under sub-Gaussian errors,θ is a √ n-consistent estimator of θ 0 and, further, under homoscedastic errorsθ achieves the optimal semiparametric efficiency bound in the sense of Bickel et al. (1993) . Ichimura (1993) developed a semiparametric least squares estimator of θ 0 using kernel estimates of the link function. However, the choice of tuning parameters (e.g., the bandwidth for estimation of the link function) make this procedure difficult to implement (see Härdle et al. (1993) and Delecroix et al. (2006) ) and its numerical instability is well documented; see e.g., Yu and Ruppert (2002) . To address these issues Yu and Ruppert (2002) used a penalized spline to estimate m 0 . However, in their proposed procedure the practitioner is required to choose the (fixed) number and placement of knots for every θ for fitting a spline to the nonparametric component. Moreover, to prove the consistency of their proposed estimators they assumed that m 0 is a spline and has a fixed (known) number of knots. They note that for consistency of a spline-based estimator (when m 0 is not a spline) one should let the number of knots increase with sample size; see page 1044, Section 3 of Yu and Ruppert (2002) . Smoothing splines avoid the choice of number of knots and their placement. Moreover, the number of knots in a smoothing spline estimate increase to infinity with sample size. This motivates us to use smoothing splines for estimation in the single index model. This paper gives a systematic and rigorous study of a smoothing splines based estimator for the single index model under minimal assumptions and fills an important gap in the literature. The assumptions for m 0 in this paper are weaker than those considered in the literature. We assume that the link function has an absolutely continuous derivative as opposed to the assumed (almost) three times differentiability of m 0 , see e.g., Powell et al. (1989) , Ichimura (1993) , and Cui et al. (2011) . Our treatment of the finite dimensional parameter is also novel. In contrast to the existing approaches where the first coordinate of θ is assumed to be 1, we study the model under the assumption that θ ∈ S d−1 . When the first coordinate is assumed to be 1, the parameter space is unbounded and consistent estimation of θ 0 requires further assumptions, see e.g., Li and Patilea (2015) . Cui et al. (2011) point out that the assumption θ ∈ S d−1 makes the parameter space irregular and the construction of paths on the sphere is hard. In this paper we construct paths on the unit sphere to study the semiparametric efficiency of the finite dimensional parameter. The theory developed in this paper allows for the tuning parameter λ in (2) to be data dependent. Thus data-driven procedures such as cross-validation can be used to choose an optimal λ; see Section 5. As opposed to average derivative methods discussed eariler (see Powell et al. (1989) and Hristache et al. (2001) ), the optimization problem in (2) involves only 1-dimensional nonparametric function estimation.
Our exposition is organized as follows. In Section 2 we introduce some notation, formally define our estimator, and study its existence. We state and discuss our assumptions in Section 3 and prove consistency (see Theorem 3) and provide the rates of convergence (see Theorems 2 and 4) for our estimator. We show that the estimator for θ 0 is asymptotically normal (properly normalized) and is semiparametrically efficient; see Theorem 5 in Section 4. In Section 5 we provide finite sample simulation study of the proposed estimator and compare performance with existing methods in the literature. In Section 6, we apply the methodology developed to the car mileage data and the ozone concentration data. In Section 7, we briefly summarize the results in the paper. Sections 8-10 contain proofs of the results in the paper.
Preliminaries
Suppose that {(y i , x i )} 1≤i≤n is an i.i.d. sample from model (1). We start with some notation. Let χ ⊂ R d denote the support of X. Let D be the set of possible index values and D 0 be the set of possible index values at θ 0 , i.e.,
We denote the class of all real-valued functions with absolutely continuous first derivative on D by S, i.e., S := {m : D → R| m is absolutely continuous}.
We use P to denote the probability of an event, E for the expectation of a random quantity, and P X for the distribution of X. For g : χ → R, define
Let P ,X denote the joint distribution of ( , X) and P θ,m denote the joint distribution of (Y, X) when Y := m(θ X)+ . In particular, P θ0,m0 denotes the joint distribution of (Y, X) when (Y, X) satisfy (1). For any function g :
Moreover, for I 1 ⊂ I, we define g I1 := sup u∈I1 |g(u)|. For any set I ∈ R, (I) denotes the diameter of the set I. For any a ∈ R d and r > 0, B a (r) denotes the Euclidean ball of radius r centered at a. The notation a b is used to express that a is less than b up to a positive constant multiple. For any function f : χ → R r , r ≥ 1, let {f i } 1≤i≤r denote each of the components, i.e.,
For any real-valued function m and θ ∈ Θ, we define
For any function f : D ⊂ R → R with absolutely continuous first derivative, we define the roughness penalty
We assume that for the true link function m 0 , J(m 0 ) < ∞ (see assumption (A1) in Section 3). The penalized loss for (m, θ) ∈ S × Θ (and λ = 0) is defined as
For simplicity of notation, we define
In this paper we study the following penalized least square estimator (PLSE):
Here we suppress the dependence of (m,θ) on λ, for notational convenience. The following theorem (proved in Section 8.1) proves the existence of (m,θ) for every λ = 0.
Theorem 1.θ ∈ Θ andm ∈ S, whereθ andm are defined in (4). Moreover,m is a natural cubic spline with knots at {θ x i } 1≤i≤n .
It is easy to see that the composite population parameter m 0 • θ 0 is identifiable. However, this does not guarantee that both m 0 and θ 0 are separately identifiable. Ichimura (1993) (also see Horowitz (1998) ) finds sufficient conditions on the distribution/domain of X under which θ 0 and m 0 can be separately identified when m 0 is a non-constant differentiable function:
. . , X d1−1 , and X d1 have continuous distributions and X d1+1 , . . . , X d−1 , and X d be discrete random variables. Furthermore, assume that for each θ ∈ Θ there exist an open interval I and constant vectors c 0 , c 1 ,
such that
Asymptotic analysis of the PLSE
We now list the assumptions under which we will establish consistency and find the rates of convergence of our estimators. Note that we will study (m,θ) for a certain (possibly data-driven) choice of λ satisfying two rate conditions; see assumption (A4) below.
(A1) The link function m 0 is bounded by some constant M 1 on D and satisfies J(m 0 ) < ∞.
(A2) χ , the support of X, is a compact subset of R d and we assume that sup x∈ χ |x| ≤ T.
(A3) The error in model (1) is assumed to be uniformly sub-Gaussian, i.e., there exists K 1 > 0 such that
As stated in (1), we also assume that E( |X) = 0 a.e. X. (A4) The smoothing parameter λ can be chosen to be a random variable. For the rest of the paper, we denote it byλ n . Assume thatλ n satisfies the rate condition:
(A5) Var(X) is a positive definite matrix.
The assumptions deserve comments. In (A1) our assumption on m 0 is quite minimal -we essentially require m 0 to have an absolutely continuous derivative. Most previous works assume m 0 to be three times differentiable; see e.g., Powell et al. (1989) and Newey and Stoker (1993) .
(A2) assumes that the support of the covariates is bounded. As the class of functions S is not uniformly bounded, we need assumption (A3) to provide control over the tail behavior of ; see Chapter 8 of van de Geer (2000) for a discussion on this. Observe that (A3) allows for heteroscedastic errors. Assumption (A4) allows our tuning parameter to be data dependent, as opposed to a sequence of constants. This allows for data driven choices ofλ n , such as crossvalidation. We will show that for any choice ofλ n satisfying (5),θ will be an asymptotically "efficient" estimator of θ 0 . We use empirical process methods (e.g., see van der Vaart (1998) ) to prove the consistency and to find the rates of convergence ofm andθ. Assumptions (A5) and (A6) are mild distributional assumptions on the design. Assumption (A5) guarantees that the predictors are not supported on a lower dimensional affine space. Moreover, if Var(X) is singular the model (1) is not identifiable. Note that (A6) fails if m 0 is a constant function; however a single index model is not identifiable if m 0 is constant (see (A0)).
In Theorem 2 we show that (m,θ) is a consistent estimator of (m 0 , θ 0 ) andm •θ converges to m 0 • θ 0 at rateλ n (with respect to the L 2 (P X )-norm).
Next we prove the consistency ofm andθ. We prove thatm is consistent under the Sobolev norm, which for any set I ⊂ R and any function g : I → R is defined as
The above result shows that not only ism consistent but its derivativem also converges uniformly to m 0 . The following theorem provides an upper bound on the rates of convergence of θ andm separately. The following bounds will help us compute the asymptotic distribution ofθ in Section 4.
Theorem 4. Under (A0)-(A6) and the assumption that the conditional distribution of X given θ 0 X is non-degenerate,m andθ satisfy
Proofs of Theorems 2, 3, and 4 are given in Sections 9.1, 9.3, and 9.4, respectively.
Semiparametric inference
In this section we show thatθ is asymptotically normal and is a semiparametrically efficient estimator of θ 0 under homoscedastic errors. Before going into the derivation of the limit law ofθ, we need to introduce some further notation and some regularity assumptions. For every θ ∈ Θ, let us define D θ := {θ x : x ∈ χ }.
(B1) Assume that there exists r > 0 such that for all θ ∈ S d−1 ∩ B θ0 (r) we have
For the rest of the paper we redefine
(B2) Assume that h θ (·) is twice continuously differentiable except possibly at a finite number of points, and for every θ 1 and θ 2 in Θ,
whereM is a fixed finite constant.
Let p ,X denote the joint density (with respect to some dominating measure µ on R × χ ) of ( , X). Let p |X (e, x) and p X (x) denote the corresponding conditional probability density of given X and the marginal density of X, respectively. We define σ :
(B3) Assume that p |X (e, x) is differentiable with respect to e, σ 2 (·)
The assumptions (B1)-(B3) deserve comments. Assumption (B1) guarantees that the true index set D 0 (= {θ 0 x : x ∈ χ }) does not lie on the boundary of D. The function h θ plays a crucial role in the construction of "least favorable" paths; see Section 4.2.2. For the functions in the path to be in S, we need the smoothness assumptions on h θ . (B3) gives lower and upper bounds on the variance of as we are using a non-weighted least squares method to estimate parameters in a (possibly) heteroscedastic model. In the sequel we will use standard empirical process theory notation. For any function f :
R × χ → R and (m, θ) ∈ S × Θ, we define
Note that P θ,m f can be a random variable if θ (or m) is random. Moreover, for any function f : R × χ → R, we define
Efficient score
As a first step in showing thatθ is an efficient estimator, in the following we find the efficiency bound for θ 0 in model (1). Recall that Θ denotes the finite dimensional parameter space. Note that Θ is a closed subset of R d and the interior of Θ in R d is the null set. For any a ∈ R d , let a −1 denote the last d − 1 coordinates of a. Another common reparameterization of the finite dimensional parameter in (1) is to write θ = (1, θ −1 ), where θ −1 ∈ R d−1 . However in this alternative parameterization, the finite dimensional parameter space is no longer bounded. As most estimators for θ are minimizers/solutions of some criterion function, further assumptions on the estimator of θ 0 are needed to make sure that the estimator does not diverge; see e.g., Section 2 of Li and Zhang (1998) and Li and Patilea (2015) . In this paper we consider a local parameterization to construct paths on Θ. The local parameterization maps R d−1 onto Θ and gives a simple form for the parametric scores. First we introduce some notation: for every real matrix G ∈ R m×n , we define G 2 := max x∈S n−1 |Gx|. This is sometimes called the operator or matrix 2-norm; see e.g., page 281 of Meyer (2000) . The following lemma proved 1 in Section 10.1
shows that the "local parameterization matrix" as a function of θ is Lipschitz at θ 0 with respect to the operator norm.
Lemma 1. There exists a set of matrices {H θ ∈ R d×(d−1) : θ ∈ Θ} satisfying the following properties:
(b) The columns of H θ form an orthonormal basis for {x ∈ R d : θ x = 0}.
Note that for each θ ∈ Θ, H θ is the Moore-Penrose pseudo-inverse of H θ , e.g., H θ H θ = I d−1 where I d−1 is the identity matrix of order d − 1; see Section 5.2 of Patra et al. (2015) for a similar construction.
For any η ∈ R d−1 and θ ∈ Θ, we now define a path s → ζ s (θ, η), for s ∈ R and |s| ≤ |η| −1 , as
Note that θ H θ = 0 and
takes all values in the set {β ∈ S d−1 : θ β > 0} and sH θ η is the orthogonal projection of ζ s (θ, η) onto the hyperplane
We now attempt to calculate the efficient score for
for some (m, θ) ∈ S × Θ under assumptions (A3) and (B3). The log-likelihood of the model is
In this section, we use the function arguments (e, x) (L 2 (P ,X )) and (y, x) (L 2 (P θ,m )) interchangeably.
, consider the path defined in (8). Note that this is a valid path through θ as ζ 0 (θ, η) = θ. The score function for this submodel (the parametric score) is
We now define a parametric submodel for the unknown nonparametric components:
where s ∈ R, b : R× χ → R is a bounded function such that E(b( , X)|X) = 0 and E( b( , X)|X) = 0, a ∈ S such that J(a) < ∞ and q : χ → R is a bounded function such that E(q(X)) = 0. Consider the following parametric submodel of (1),
where η ∈ S d−2 . Differentiating the log-likelihood of the submodel in (10) with respect to s, we get that the score along the submodel in (10) is
It is now easy to see that the nuisance tangent space, denoted by Λ, of the model is
where for any set A ⊂ L 2 (P θ,m ), lin A denotes the closure in L 2 (P θ,m ) of the linear span of functions in A; see Newey (1990) for a review of the construction of the nonparametric tangent set as a closure of scores of parametric submodels of the nuisance parameter. By Corollary A.1 of Györfi et al. (2002) , we have that the class of infinitely often differentiable functions on D is dense in L 2 (m), where m denotes the Lebesgue measure on D. Thus we have that
Thus, it is easy to see that under assumptions (A0)-(A6) and (B1)-(B3), the nuisance tangent space of (1) is
, and E(q(X)) = 0 , see Theorem 4.1 in Newey and Stoker (1993) and Proposition 1 of Ma and Zhu (2013) for a similar nuisance tangent space. Observe that the efficient score is the L 2 (P ,X ) projection of S θ,m (y, x) onto Λ ⊥ , where Λ ⊥ is the orthogonal complement of Λ in L 2 (P ,X ). Newey and Stoker (1993) and Ma and Zhu (2013) show that
Using calculations similar those in Proposition 1 in Ma and Zhu (2013) , it can be shown that
where for any
It is important to note that the optimal estimating equation depends on σ 2 (·). Since in the semiparametric model σ 2 (·) is left unspecified, it is unknown. Without additional assumptions, nonparametric estimators of σ 2 (·) have a slow rate of convergence to σ 2 (·), especially if d is large. Thus if we substituteσ(x) in the efficient score equation, the solution of the modified score equation would lead to poor finite sample performance; see Tsiatis (2006) . To focus our presentation on the main concepts, briefly consider the case when
where h θ (θ x) is defined in (6). Asymptotic normality and efficiency ofθ would follow if we can show that (m,θ) satisfies the efficient score equation approximately, i.e.,
and a class of functions formed by the efficient score indexed by (θ, m) in a "neighborhood" of (θ 0 , m 0 ) satisfies some "uniformity" conditions, e.g., it is a Donsker class. We formalize this notion of efficiency in Theorem 5 below.
Efficiency ofθ
If V θ0,m0 := P θ0,m0 (˜ θ0,m0 S θ0,m0 ) is a nonsingular matrix in
whereĨ θ0,m0 := P θ0,m0 (˜ θ0,m0˜ θ0,m0 ). If we further assume that σ 2 (·) ≡ σ 2 and if the efficient information matrix,Ĩ θ0,m0 , is nonsingular, thenθ is an efficient estimator of θ 0 , i.e.,
Remark 2. Note that even if E( 2 |X) ≡ σ 2 ,θ is a consistent and asymptotically normal estimator of θ. When the constant variance assumption provides a good approximation to the truth, estimators similar toθ have been known to have high relative efficiency with respect to the optimal semiparametric efficiency bound; see Page 94 of Tsiatis (2006) for a discussion. When σ 2 (x) = V 2 (θ 0 x) for some unknown real-valued function V, we can define a weighted PLSE as
whereŵ(x) is a consistent estimator of V −2 (θ 0 x). Theorem 5 can be easily generalized to show thatθ is an efficient estimator of θ 0 .
Remark 3. The asymptotic variance of √ n(θ − θ 0 ) is the same as that obtained in Section 2.4 of Härdle et al. (1993) . However, Härdle et al. (1993) require stronger smoothness assumptions on m 0 .
Proof of Theorem 5
In the following we give a sketch of the proof of (13). Some of the steps are proved in the following sections.
Step 1 In Theorem 6 we will show that (m,θ) satisfy the efficient score equation approximately, i.e.,
Step 2 In Section 10.3 we prove that˜ θ ,m is unbiased in the sense of van der Vaart (2002), i.e.,
Similar conditions have appeared before in proofs of asymptotic normality of the MLE (e.g., see Huang (1996) ) and the construction of efficient one-step estimators (see Klaassen (1987) ). The above condition essentially ensures that˜ θ0,m is a good "approximation" tõ θ0,m0 ; see Section 3 of Murphy and van der Vaart (2000) for further discussion.
Step 3 We prove
in Theorem 7. In view of (15) and (16) an equivalent formulation of (17) is
Step 4 To complete the proof of (13), it is enough to show that
Observe that (18) and (19) imply
The proof of the theorem will be complete if we can show that
Letη be the unique vector in R d−1 that satisfies the following equation:
note that such anη will always exits asθ P → θ 0 . As H θ0 θ 0 = 0 and H θ0 H θ0 = I d−1 , pre-multiplying both sides of the previous equation by H θ0 we get
Substituting the above expression ofη in (21) and subtracting θ 0 from both sides of (21) we get
By (20) we have that
, as
Combining the above facts, we get
A proof of (19) can be found in the proof of Theorem 6.20 of van der Vaart (2002) . However, for the sake of completeness we give a proof of (19) in Section 10.4. Now we prove (14). Assume that σ 2 (·) ≡ σ 2 . Observe that, by (11) and (12), we have
Thus (14) follows from (13) by observing that
"Least favorable" path for m
We will now show that Step 1 holds, i.e., (m,θ) satisfies the efficient score equation (15).
Moreover if (ζ t (θ, η), ξ t (·;θ, η,m)) satisfies
for all η ∈ S d−2 , then we get (15) asλ
Observe thatθ is a consistent estimator of θ 0 . As we are concerned with the path t → L n (ξ t (·;θ, η,m), ζ t (θ, η),λ n ), we will try to construct a path for any (θ, m) ∈ {Θ∩B θ0 (r)}×{m ∈ S|J(m) < ∞} that satisfies the above requirements. For any set A ⊂ R and any ν > 0 let us define A ν := ∪ a∈A B a (ν) and let ∂A denote the boundary of A. Fix ν > 0. By assumption (B1),
for every θ ∈ Θ ∩ B θ0 (r), η ∈ S d−2 , and t ∈ R sufficiently close to zero, there exists a strictly
where h θ (u) and ζ t (θ, η) are defined in (6) and (8), respectively. Furthermore, we can ensure that φ θ,η,t (u) is infinitely differentiable for u ∈ D and that ∂ ∂t φ θ,η,t t=0 exists. Note that φ θ,η,t (D) = D. Moreover, φ θ,η,t cannot be the identity function for t = 0 if (θ − ζ t (θ, η)) h θ (u) = 0 for u ∈ ∂D. Now, we can define the following path through m:
The function φ θ,η,t helps us control the partial derivative in the second equation of (24). In the following theorem (proved in Appendix 10.2), we show that (ζ t (θ, η), ξ t (·;θ, η,m)) is a path through (θ,m) and satisfies (23) and (24). Here η is the "direction" for the path t → ζ t (θ, η) and (η, h θ (u)) defines the "direction" for the path t → ξ t (·; θ, η, m).
For notational convenience we define
With the above notation, from (12) we havẽ
We divide the proof Theorem 7 into two lemmas. First observe that
The proof of Theorem 7 will be complete, if we can show that both the terms in (27) converge to 0 in probability. We begin with some definitions. Let a n be a sequence of real numbers such that a n → ∞ as n → ∞ and a n m − m 0 S D0 = o p (1). We can always find such a sequence a n , as we have m − m 0
Let us consider the first term of (27). Fix δ > 0. For every fixed M 1 , M 2 , and M 3 ,
Recall that (m,θ) is a consistent estimator of (m 0 , θ 0 ) and m ∞ is O p (1); see Theorem 3. Furthermore, we have that both m ∞ and J(m) are O p (1) (see Theorem 2) andλ −1/2 n |θ − θ 0 | = o p (1) (see Theorem 4). Thus for any ε > 0, there exists M 1 , M 2 , and M 3 (depending on ε) such that
for all sufficiently large n. Hence, it is enough to show that for the above choice of M 1 , M 2 , and M 3 , we have
for sufficiently large n. The following lemma (proved in Section 10.5) shows this.
Lemma 2. Fix M 1 , M 2 , M 3 , and δ > 0. For n ∈ N, let us define two classes of functions from
is a Donsker class and 
Finally, we have
The following lemma (proved in Section 10.6) shows that the second term on the right hand side of (27) converges to zero in probability.
Simulation study
To investigate the finite sample performance of (m,θ), we carry out several simulation experiments. We also compare the finite sample performance of the proposed estimator with the EFM estimator (estimating function method; see Cui et al. (2011) ) and the EDR estimator (effective dimension reduction; see Hristache et al. (2001) ). Cui et al. (2011) compares the performance of the EFM estimator to existing estimators such as the refined minimum average variance estimator (rMAVE) (see Xia et al. (2002) ) and the EDR estimator and argues that EFM has improved overall performance compared to existing estimators. Thus we only include the EFM estimator and the EDR estimator in our simulation study. The code to compute the EDR estimates can be found in the R package EDR. Moreover, Cui et al. (2011) kindly provided us with the R codes to evaluate the EFM estimate. The codes used to implement our procedure are available in the simest package in R; see Kuchibhotla and Patra (2016) . In what follows, we chose the penalty parameterλ n for the PLSE through generalized cross validation (GCV), i.e., chooseλ n by minimizing GCV :
where (m λ ,θ λ ) := arg min (m,θ)∈S×Θ L n (m, θ; λ) and A(λ) is the hat matrix form λ (see e.g., Sections 3.2 and 3.3 of Green and Silverman (1994) for a detailed description of A(λ) and its connection to GCV); see Ruppert et al. (2003) for an extensive discussion on why GCV is an attractive choice for choosing the penalty parameter in the single index model. We choosê λ n by minimizing GCV score over a grid of values that satisfy assumption (A4). For all the other methods considered in the paper we have used the suggested values of tuning parameters.
In the following, we consider three different data generating mechanisms. From the simulation experiments it will be easy to see that the estimator proposed in this paper has the best overall performance. The codes used for the simulation examples can be found at http://stat.ufl.
edu/~rohitpatra/research.
A simple model
We start with a simple model. Assume that (
2 ), and
Observe that for this example, H θ0 = [1, 1]/ √ 2 (see Section 10.1) and the analytic expression of the efficient information is
Using the above expression, we calculated the asymptotic variance of √ n(θ 1 − θ 0,1 ) to be 0.328. Figure 1 shows the box plots of the PLSE and compares its performance with the EFM and the EDR estimators. We also include the box plot of a sample (of size 500) from the true asymptotic distribution ofθ for comparison.
GCV EFM EDR Asym. Dist. 
Dependent covariates
We now consider a simulation scenario where covariates are dependent and the predictor X ∈ R 6 contains discrete components. More precisely, (X 1 , . . . , X 6 ) is generated according to the following law:
X 4 := 0.1 + 0.1(X 1 + X 2 ) + 0.3(X 1 + 1.5) 2 + 0.2Z 2 , X 5 ∼ Ber(exp(X 1 )/{1 + exp(X 1 )}), and
Here Z 1 and Z 2 are two Uniform[−1, 1] random variables independent of X 1 and X 2 . Finally, we let
where θ 0 is (1.3, −1.3, 1, −0.5, −0.5, −0.5)/ √ 5.13. In the following, we consider three different scenarios based on different error distributions: Observe that in all the three scenarios the proposed estimator has improved performance compared to the competitors; see Figure 2 . The relative poor performance of EDR and EFM can possibly be attributed to the dependency between covariates. Scenarios (2.1) and (2.2) are similar to simulation scenarios considered in Ma and Zhu (2013) and Li and Patilea (2015) . The codes to compute the estimator proposed in Li and Patilea (2015) were not available to us. 
High Dimensional Covariates
For the final simulation scenario, we consider a setting similar to that of Example 4 in Section 3.2 of Cui et al. (2011) . We consider d-variate covariates for d = 10, 50, and 100. For each d, we assume that 
Note that here a higher value of a represents a more oscillating link function. Table 1 summarizes the finite sample performance of the estimators considered in this paper. Observe that the proposed estimator has the best overall performance, whereas EFM and EDR fail in certain scenarios and it is hard to predict their performance for a particular setting, e.g., both EFM and EDR fail when a = π/2, d = 50 and EFM fails when a = 3π/4, d = 10. This can possibly be attributed to the sensitivity of the procedures towards the multiple tuning parameters involved. In the left panel of Figure 3 , we have the scatter plot of {(θ x i , y i )} 392 i=1 overlaid with the plot ofm(θ x). In Table 2 , we display the estimates of θ 0 based on the methods considered in the paper. The MAVE, the EFM estimator, and the PLSE give similar estimates while the EDR gives a different estimate of the index parameter. Figure 3 shows the scatter plot ofθ X and Y overlaid with the plot ofm(θ X). As in the previous example, we have scaled and centered each of the covariates such that they have mean 0 and variance 1. We see that all the considered methods in the paper give similar estimates for θ 0 ; see Table 2 . 
Summary
In this paper we propose a simple penalized least squares based estimator (m,θ) for the unknown link function, m 0 , and the index parameter, θ 0 , in the single index model under mild smoothness assumptions on m 0 . We prove thatm is rate optimal (for the given smoothness) andθ is √ nconsistent and asymptotically normal. Moreover under homoscedastic errors, we show thatθ (properly normalized) has the optimal variance in the sense of Bickel et al. (1993) . In contrast to existing procedures, our method involves only one tuning parameter. We have developed the R package simest to compute the proposed estimators. We observe that the PLSE has superior finite sample performance compared to most competing methods.
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Proof of results in Section 2
We start with two useful lemmas concerning the properties of functions in S. Proof. The proof follows from a simple application of the Cauchy-Schwarz inequality:
Lemma 5. Let m ∈ {g ∈ S : J(g) < ∞ and g ∞ ≤ M }, where M is a finite constant. Then
where C is a finite constant depending only on M and (D).
Proof. Fix s 0 ∈ D. Integrating the inequality
with respect to t, we get
where (D) is the diameter of D. Since m ∞ ≤ M , we get that
If we choose s such that |s − s 0 | = (D)/2, then we have
The rest of the lemma follows by choosing C = 2M/ (D) + (D) 1/2 .
Proof of Theorem 1
The minimization problem considered is inf θ∈Θ,m∈S
where L n is defined in (3). For any fixed vector θ ∈ Θ, define t θ i := θ x i , for i = 1, . . . , n. Then we have
and the minimization can be equivalently written as inf θ∈Θ inf m∈S L n (m, θ; λ). Let us define
Theorem 2.4 of Green and Silverman (1994) proves that the infimum in (33) is attained for every θ ∈ Θ and the unique minimizer m θ is a natural cubic spline with knots at {t
. Furthermore Green and Silverman (1994) 
For every m ∈ S R and θ ∈ Θ, we define 
Thus we have inf θ∈Θ,m∈S
As Θ is a compact set, the existence of the minimizer of θ → T R (θ) will be established if we can show that T R (θ) is a continuous function on Θ; see the Weierstrass extreme value theorem. We now prove that θ → T R (θ) is a continuous function. Notice that sup θ∈Θ
Hence there is a finite constant K (depending only on
We will use the above bound to show that there exists a finite L (depending only on λ and
By (34), we have that
for i = 1, . . . , n. If t . By Lemma 5, for any s ∈ R such that |s| ≤ t max , we have
Integrating the above display with respect to s, we get 
We will now show that the class of functions
is uniformly equicontinuous, i.e., for every ε > 0, there exists a δ > 0 such that |θ − η| ≤ δ implies that sup
Note that
In view of Lemma 5, for i = 1, . . . , n we have
where C 2 is a constant that depends only on L and max 1≤i≤n |x i |. For every m ∈ {m ∈ S R : m ∞ ≤ L and J R (m) ≤ L}, (37) and (38) imply that
where the constant C 3 depends only on L and max 1≤i≤n |x i |. Observe that for every θ ∈ Θ, m R θ ∈ {m ∈ S R : m ∞ ≤ L and J R (m) ≤ L}. Fix δ = ε/C 3 , then uniform equicontinuity of {θ → Q n (m, θ) : m ∈ S R , m ∞ ≤ L, and J R (m) ≤ L} implies that, for all |η − θ| ≤ δ, we have
Recall that for every β ∈ Θ and m ∈ {m ∈ S R :
Combining (40) and (41), we have that 
Proofs of results in Section 3

Proof of Theorem 2
Since (m,θ) minimizes Q n (m, θ) +λ 2 n J 2 (m), we have
Observe that by definition of Q n (m, θ), we have that (42) implies
To find the rate of convergence of m •θ − m 0 • θ 0 n we will try to find upper bounds for
• θ 0 n (modulus of continuity); see Section 1 of van de Geer (1990) for a similar proof technique. To be able to find such a bound, we first study the behavior ofm •θ.
Observe that by Cauchy-Schwarz inequality we have
Note that by (A3), (1/n)
asλ n = o p (1). Combining (43) and (44), we have
We will now use the Sobolev embedding theorem to get a bound on m ∞ in terms of J(m).
Lemma 6. (Sobolev embedding theorem, Page 85, Oden and Reddy (2012)) Let m : I → R (I ⊂ R is an interval) be a function such that J(m) < ∞. We can write
with m 1 (t) = β 1 + β 2 t and m 2 ∞ ≤ J(m) (I).
Thus, by the above lemma, we can find functionsm 1 andm 2 such that m(t) =m 1 (t) +m 2 (t), wherem 1 =β 1 +β 2 t, and m 2 ∞ ≤ J(m) (D). Then
Let us define
where ϕ θ (x) := (1, θ x) . Furthermore, we denote the smallest eigenvalues of A n (θ) and A(θ) by ϑ n (θ) and ϑ(θ) respectively. Since Θ is a bounded subset of R d , by the Glivenko-Cantelli Theorem, we have sup
Let ϑ 0 := min θ∈Θ ϑ(θ). By assumption (A5) and and the fact that |θ| = 1, we have det(A(θ)) = θ Var(X)θ and inf θ∈Θ det(A(θ)) > 0. It follows that ϑ 0 > 0 and
Thus by (45) we have max(
Moreover, since D is a bounded set, by (46) we have m
Combining this with Lemma 6, we get
Now define the class of functions
: m ∈ S, θ ∈ Θ, and
Observe that by (47), we can find a C ε such that
The following lemma in van de Geer (2000) gives a upper bound for
), in terms of entropy of the class of functions g. (2000)) Suppose G be a class of functions.
Lemma 7. (Lemma 8.4, van de Geer
, and satisfies assumption (A3), for some constants 0 < α < 2, A, and R. Then for some constant c, we have for all T ≥ c,
Lemma 8, proved in Section 9.2 of the supplementary material, finds the bracketing number for the class of functions B C .
Lemma 8. For every fixed positive M 1 , M 2 , and C, we have
In the view of (48), Lemmas 7 and 8 allow us to conclude
Together, (44) and (49) implŷ
We will now consider two cases.
Case 1: Suppose J(m) > 1 + J(m 0 ). By (50), we have
Moreover note that we can find constants C 1 and C 2 such that either
hold with high probability as n → ∞. Observe that when (51) holds we have
Now it is easy to see that, (53) 
On the other hand when (52) holds, we have
We can bound the first term on the left hand side of (54) as
A similar bound on the second term on the left hand side of (54) gives:
, which implies that
Combining (55) and (56), we have
However, by assumption (A3), we have thatλ
). Hence the conclusion follows.
Therefore, it follows that either
Thus we have that (2000)) Suppose G is a class of uniformly bounded functions and for some 0 < ν < 2,
Then for every given α > 0 there exists a constant C > 0 such that
Our proof of Theorem 2 is along the lines of the proofs of Lemma 3.1 in Mammen and van de Geer (1997) and Theorem 10.2 in van de Geer (2000).
Proof of Lemma 8
To prove this lemma, we use the following entropy bound from van de Geer (2000) . We will also use the following result in the proofs of Lemmas 2 and 3 in Sections 10.5 and 10.6, respectively.
Lemma 10. (Theorem 2.4, van de Geer (2000)) Let F be a class of functions f : I → R (for I a compact interval in R) such that for some M 1 , M 2 < ∞, f ∞ ≤ M 1 , the first k − 1 derivatives are absolutely continuous and
. Then there exists a constant C depending only on I such that,
, for all ε > 0.
The above lemma says that the class of functions
) balls with radius δ in the sup-norm, i.e.,
For all θ 1 , θ 2 ∈ Θ, we have that |θ 1 − θ 2 | ≤ 2. Thus by Lemma 4.1 of Pollard (1990) , we have
Now define the class of functions
We will show that
Note that, with respect to · ∞ -norm covering number and bracketing number are the same and we can choose an ε-net from within the function class. Thus · ∞ brackets can be chosen from the function class.
, the Euclidean ball of radius T around the origin. Choose an ε/2-net for G M1,M2 , {m 1 , m 2 , . . . , m q }. We can, without loss of generality, assume that m i ∈ G M1,M2 . Thus by Lemma 5, we have m i ∞ 1 + M 2 . Now we will show that the set of functions {m i • θ j } 1≤i≤q,1≤j≤p form an ε-net for H M1,M2 with respect to · ∞ -norm. For any given m • θ ∈ H M1,M2 , we can get m i and θ j such that m − m i ∞ < ε/2 and |θ − θ j | < ε/2(1 + M 2 )T. Then
Hence, the bracketing entropy number in the · ∞ -norm for the required set is bounded above by a multiple of (M/ε) 1/2 + log(C2T (1 + M 2 )ε −d+1 ) for a suitable constant C > 0, which is further bounded by a multiple of (M/ε) 1/2 , where M = M 1 + M 2 . Thus we have (57). Now we will use (57) to prove Lemma 8. Let us define,
, θ ∈ Θ, m ∈ S, and
Let us now define,
and m ∈ S .
Observe that F * ⊂ G C1,1 , where
over F * such that for every h ∈ F * there exists a j such that l j,1
Thus we have,
where i depends on (m, θ) and j on m.
Brackets of the form [g
. . q} and j ∈ {1, . . . r} cover the required space. Hence, the bracketing entropy satisfies
Proof of Theorem 3
The following lemma is crucial to the proof of Theorem 3.
Lemma 11. For every fixed M , the set of functions m ∈ S with J(m) ≤ M and m ∞ ≤ M is precompact relative to · S D .
Proof. Let us define, D M := {m ∈ S : m ∞ ≤ M, and J(m) ≤ M }. By Lemma 4 the class of functions {m : m ∈ D M } is uniformly Lipschitz of order 1/2. Thus any sequence of functions {m k : m k ∈ D M } is equicontinuous. By Lemma 5, {m k } is uniformly bounded. Applying the Arzela-Ascoli theorem, we see that every sequence {m k } has a subsequence {m k l } such that {m k l } converges uniformly on D. Since {m k l } is uniformly bounded, we have that {m k l } is equicontinuous. Therefore as m k l ∞ ≤ M , by Arzela-Ascoli theorem, there exists a subsequence {k lj } of {k l } such that {m k l j } converge uniformly on D. Since these functions converge uniformly on a compact set, by applying the dominated convergence theorem, we see that there exists a subsequence such that functions and derivatives converge. Furthermore, the derivative of the limit equals the limit of the derivative.
, and J(m k ) = O(1). By Lemma 11, every subsequence of (m k , θ k ) has a further subsequence (m k l , θ k l ) such that θ k l → θ and 
Proof of Theorem 4
We first state and prove a lemma that we will use to prove Theorem 4.
Lemma 12. Suppose m ∈ S, J(m) < ∞, and θ ∈ Θ. Then
Proof. By th mean value theorem, we have
where ξ x lies between θ x and θ 0 x. Since χ is bounded (see (A2)), by an application of the Cauchy-Schwarz inequality, we have
By Lemma 4, we have
Thus we have
and hence
Thus by Lemma 12, we have that
and
However by Theorem 2, we have that
and note that by assumption (A6) there exists a λ 1 > 0 such that
With (59) in mind, we can see that proof of this theorem will be complete if we can show that
The following theorem gives a sufficient condition for (60) to hold.
Lemma 13. (Lemma 5.7 of Murphy et al. (1999) ) Let g 1 and g 2 be measurable functions such that |P X (g 1 g 2 )| 2 ≤ cP X g 2 1 P X g 2 2 for a constant c < 1. Then
The following arguments show that g 1 and g 2 (defined in (58)) satisfy the condition of Lemma 13. Observe that
Strict inequality in the above sequence of inequalities holds under the assumption that the conditional distribution of X given θ 0 X is non-degenerate.
Proofs of results in Section 4
Proof of Lemma 1
For every θ ∈ S d−1 and θ = θ 0 , define
We now try to simplify (72). First note that |η − θ 0 | ≤ 1/2 implies that 1 + θ 0 η ≥ 15/8. Now observe that
For the numerator of (72), we have
Combining the above two displays, we have
Combining (69), (70), and (71), we have that
Proof of Theorem 6
We will first show that ξ t (u; θ, η, m) is a valid submodel. Note that φ θ,η,0 (u + (θ − θ) h θ (u)) = u, ∀u ∈ D. Hence,
Now we will prove that J 2 (ξ t (·; θ, η, m)) < ∞. Let us define
where ψ θ,η,t (u) = ∂ ∂u ψ θ,η,t (u). Thus, we have that J 2 (ξ t (·; θ, η, m)) = O(1) whenever J(m) = O(1), m ∞ = O(1), and t in a small neighborhood of 0 (as ψ θ,η,t (·) is a strictly increasing function when t is small). Next we evaluate ∂ξ t (ζ t (θ, η) x; θ, η, m)/∂t to help with the calculation of the score function for the submodel {ζ t (θ, η), ξ t (·; θ, η, m)}. Note that
whereφ t,θ (u) = ∂φ θ,η,t (u)/∂t. We will now show that the score function of the submodel {t, ξ t (·; , θ, η, m)} is˜ θ,m (y, x). Using the facts that φ θ,η,t (u) = 1 andφ θ,η,t (u) = 0 for all u ∈ D (follows from the definition (25)) and ∂ζ t (θ, η)/∂t = (−2t/ 1 − t 2 |η| 2 ) θ + H θ η, we get
Observe that (m,θ) minimizes the penalized loss function in (4) and ξ 0 (ζ 0 (θ, η) x;θ, η,m) = m(θ x), where ζ t (θ, η) = 1 − t 2 |η| 2θ + sHθη. Hence, for every η ∈ R d−1 , the function
on a some small neighborhood of 0 (that depends on η) is minimized at t = 0. Moreover, using some tedious algebra it can be shown that J 2 (ξ t (·; θ, η, m)) is differentiable and
This we have that the function in (73) is differentiable at t = 0. Conclude that, for all η ∈ R d−1
we have
In the view of assumption (A4), we have (15).
Unbiasedness of˜ θ ,m
We start with some notation. Let P Y |X θ,m denote the conditional distribution of Y given X, where Y = m(θ X) + . For any (θ, m) ∈ Θ × S and f ∈ L 2 (P θ,m ), define
For f : χ → R we have P θ0,m0 [f (X)] = P X (f (X)) and
where σ 2 (x) = E( 2 |X = x). For the rest of the paper, we use E θ,m and P θ,m interchangeably.
Theorem 8. Under assumptions (A0)-(A3) and (B1)-(B3),
for all θ ∈ Θ and m ∈ {g ∈ S : J(g) < ∞}.
Proof. Note that by definition (74), we have E
Proof of (19) in Theorem 5
To prove (19), we will need some auxiliary results on the asymptotic behavior of˜ θ ,m . We summarize them in the following lemma. Lemma 14. Under assumptions (A1)-(A5) and (B2)-(B3), the PLSE satisfies
Proof. Recall that K 1 (x; θ) = H θ x − h θ (θ x) . To prove (75), observe that
where in the fourth equality, the cross product term is zero as E X θ0,m0 Y − m 0 (θ 0 X) = 0 and
Recall that for all a ∈ R d , we have |H θ a| ≤ |a|; see proof of Lemma 1. We will now show that
where the second inequality follows from (c) of Lemma 1. Let us define
Using Lemma 4 and the fact that sup x∈ χ |x| ≤ T (see (A2)), we have
Recall that both |θ − θ 0 | and m − m 0 D0 are o p (1); see Theorem 3. Thus we have I = o p (1), if we can show that III = o p (1). First observe that by Theorem 3 and assumption (B2), we have that P X h θ0 (θ 0 X) − hθ(θ X) 2 P → 0. Hence we can bound III from above:
As each of the terms in the last inequality of the above display are o p (1), we have that III = o p (1). The proof of (75) will be complete, if we can show that II = o p (1). First note that for all x ∈ χ ,
By Theorem 2 and assumption (A4), we have
All these facts combined prove that P θ0,m0 |˜ θ ,m −˜ θ0,m0 | 2 = o p (1).
Next we prove (76). Observe that
where in the penultimate equality, the cross product term is zero as E X θ,m0
Now we prove (19). For θ ∈ Θ and m ∈ S, define p θ,m (y, x) := p |X (y − m(θ x), x)p X (x) to be the joint density of (Y, X) with respect to the dominating measure µ, where Y = m(θ X) + and X ∼ P X . Now consider the following submodel for θ 0 :
By definition ofη (see (21)), we have that ζη ,θ0 =θ. Asη = o p (1) (see Theorem 4 and (22)) differentiability in quadratic mean of model (1) implies that
With Lemma 14 in hand, we now show that (19) holds. Note that
Observe that IV, V, and VI are elements of R d . In the following, we show that IV, V, and VI
Using the Cauchy-Schwarz inequality and the fact that (a + b)
where the equality is due to Lemma 14, (78) , and the fact that˜ θ0,m0 ∈ L 2 (P θ0,m0 ) (see (A1), (A2), and Lemma 5).
Now we will show that
Frobenius norm of A. Then we have
Let f = (f 1 , . . . , f d ) and g = (g 1 , . . . , g d ) be two functions that map a separable metric space to R d . If ν is a finite measure on such that |f | and |g| are L 2 (ν), then by the Cauchy-Schwarz inequality, we have
Thus from Lemma 14, (79), and the fact that S θ0,m0 ∈ L 2 (P θ0,m0 ), we have
We will now prove that
Observe that
Thus the proof of (81) will be complete, if we can show that
We will show this by splitting the integral in the above display into two regions that depend on n. More specifically by splitting the integral into {(y, x) : |S θ0,m0 (y, x)| > r n } and {(y, x) : |S θ0,m0 (y, x)| ≤ r n }, where {r n } is a sequence of constants to be chosen later.
Observe that by (80), we have B := m(θ x) − r 1 (θ 1 x) l 1 (θ 1 x)K 1 (x; θ 1 ) .
We next find an upper bound for A. First, by Lemma 1 and assumption (B2), we have
Now observe that A ≤ 2M 1 m (θ x)K 1 (x; θ) − l 1 (θ 1 x)K 1 (x; θ 1 ) ≤ 2M 1 m (θ x)K 1 (x; θ) − l 1 (θ x)K 1 (x; θ) + l 1 (θ x)K 1 (x; θ) − l 1 (θ 1 x)K 1 (x; θ) + 2M 1 l 1 (θ 1 x)K 1 (x; θ) − l 1 (θ 1 x)K 1 (x; θ 1 ) ≤ 2M 1 |K 1 (x; θ)| m (θ x) − l 1 (θ x) + |K 1 (x; θ)| l 1 (θ x) − l 1 (θ 1 x)
where the penultimate inequality follows from (87) and the last inequality follows from (A2), (89), and Lemma 4. To find an upper bound for B, observe that B = m(θ x) − r 1 (θ 1 x) l 1 (θ 1 x)K 1 (x; θ 1 ) ≤ m(θ x) − r 1 (θ x) + r 1 (θ x) − r 1 (θ 1 x) l 1 (θ 1 x)K 1 (x; θ 1 )
Combining (88), (90), and (91) we get that {(m 0 (θ 0 x) − r i (θ k x))l j (θ k x)K 1 (x; θ k )} i,j,k for 1 ≤ i ≤ q, 1 ≤ j ≤ t, and 1 ≤ k ≤ s form an (constant multiple of) ε-cover (with respect to · |G n f | > δ
We can bound each term in the summation of (92) using the maximal inequality in Corollary 19.35 of van der Vaart (1998). We have 
In the last inequality, we have used (29) and the fact that D 2 M1,M2,M3 (n) is non-random. The lemma follows by combining (93) and (92).
Proof of Lemma 3
We will first show that, for every (m, θ) ∈ C M1,M2,M3 (n) and x ∈ χ , we have U θ,m (x) − U θ0,m0 (x) ≤ | |W M1,M2,M3 (n).
Observe that for every (m, θ) ∈ C M1,M2,M3 (n) and x ∈ χ , we have is l 1 and the vector nearest to θ in the ε 2 -cover of Θ ∩ B θ0 (1/2) is θ 1 , i.e., m − l 1 ∞ ≤ ε, |θ 1 − θ| ≤ ε 2 , and H θ − H θ1 2 ≤ ε 2 .
Let us define r 1 , . . . , r t to be anti-derivatives of l 1 , . . . , l t , i.e., l 1 = r 1 , . . . l t = r t . Then for every x ∈ χ , observe that |U θ,m (x) − U θ1,r1 (x)| ≤ |U θ,m (x) − U θ,r1 (x)| + |U θ,r1 (x) − U θ1,r1 (x)| ≤ |m (θ x)K 1 (x; θ) − r 1 (θ x)K 1 (x; θ)| + |r 1 (θ x)K 1 (x; θ) − r 1 (θ 1 x)K 1 (x; θ 1 )| ≤ |m (θ x) − r 1 (θ x)||K 1 (x; θ)| + |r 1 (θ x)K 1 (x; θ) − r 1 (θ 1 x)K 1 (x; θ)| + |r 1 (θ 1 x)K 1 (x; θ) − r 1 (θ 1 x)K 1 (x; θ 1 )| ≤ ε|K 1 (x; θ)| + |r 1 (θ x) − r 1 (θ 1 x)||K 1 (x; θ)| + r 1 ∞ |K 1 (x; θ) − K 1 (x; θ 1 )| ≤ ε K 1 (·; θ) 2,∞ + J(r 1 )|θ − θ 1 | 1/2 T 1/2 K 1 (·; θ) 2,∞ + M 1 (2T +M )|θ − θ 1 | ε.
Here the last inequality follows from (A2), (89), and Lemma 4. Thus, {U θi,rj −U θ0,m0 } 1≤i≤t,1≤j≤s form an (constant multiple of) ε-cover (with respect to · 2,∞ norm) of W * 
Now we prove (30). As in (28), we have P( G n Uθ ,m (X) − U θ0,m0 (X) > δ)
G n U θ,m (X) − U θ0,m0 (X) > δ + P((θ,m) / ∈ C M1,M2,M3 (n))
By discussion similar to those after Theorem 7, we only need to show that for every fixed M 1 , M 2 , and M 3 , we have
as n → 0. Note that by (94), for γ > 0 we have By arguments similar to (92) and (93), we have P sup → 0, as n → ∞.
