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QUANTIZED COULOMB BRANCHES OF JORDAN QUIVER GAUGE
THEORIES AND CYCLOTOMIC RATIONAL CHEREDNIK ALGEBRAS
RYOSUKE KODERA AND HIRAKU NAKAJIMA
Abstract. We study quantized Coulomb branches of quiver gauge theories of Jordan
type. We prove that the quantized Coulomb branch is isomorphic to the spherical graded
Cherednik algebra in the unframed case, and is isomorphic to the spherical cyclotomic
rational Cherednik algebra in the framed case. We also prove that the quantized Coulomb
branch is a deformation of a subquotient of the Yangian of the affine gl(1).
1. Introduction
1(i). Let G be a complex reductive group and M be its finite dimensional symplectic rep-
resentation. To such a pair, physicists consider a 3d N = 4 supersymmetric gauge theory,
and associate a hyper-Ka¨hler manifold possibly with a singularity with an SU(2)-action
rotating complex structures, called the Coulomb branch of the gauge theory. Its physical
definition involves quantum corrections, hence is difficult to be justified in a mathematically
rigorous way. The second named author proposed an approach towards a mathematically
rigorous definition of the Coulomb branch [Nak15]. When the symplectic representation
M is of a form N ⊕N∗, its definition as an affine variety with a symplectic form on the
regular locus, together with a C×-action was firmly established in [BFN16a] written by the
second named author with Braverman and Finkelberg.
As a byproduct of the definition in [Nak15, BFN16a], the Coulomb branch M has
a natural quantization, i.e., we have a noncommutative algebra A~ over C[~] such that
its specialization A~ ⊗C[~] (C[~]/~C[~]) at ~ = 0 is isomorphic to the coordinate ring
C[M], and the Poisson bracket associated with the symplectic form is given by the formula
{ , } = [ , ]~ mod ~. We call A~ the quantized Coulomb branch.
By a general result proved in [BFN16a], the quantized Coulomb branch A~ is embedded
into a localization of the quantized Coulomb branch associated with the maximal torus
T of G and the zero representation. The latter quantized Coulomb branch is the ring of
difference operators on the Lie algebra of T , and the localization is the complement of a
finite union of hyperplanes in LieT .
This embedding was further studied for a framed quiver gauge theory of type ADE in
two appendices of [BFN16b], written by the present authors with Braverman, Finkelberg,
Kamnitzer, Webster and Weekes. In particular, generators of the quantized Coulomb
branch are given by explicit difference operators, and it was shown that the quantized
Coulomb branch is a quotient of shifted Yangian introduced in [KWWY14] (when the
dominance condition is satisfied).
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2 R. KODERA AND H. NAKAJIMA
In this paper, we study the quantized Coulomb branch of a framed quiver gauge theory
of Jordan type, i.e., the gauge group is GL(N), and its representation N is the direct
sum of the adjoint representation gl(N) and l copies of the vector representation CN ,
where l is a nonnegative integer. The Coulomb branch of the gauge theory was known in
[dBHOO97]: it is the Nth symmetric power of the surface Sl in C3 given by the equation
xy = zl. (For example, S0 is C × C×.) The definition in [Nak15, BFN16a] reproduces
this answer [BFN16b, §3(vii)]. We have its quantization, namely the spherical part SHcycN,l
of the cyclotomic rational Cherednik algebra HcycN,l associated with the wreath product
SN n (Z/lZ)N if l > 0, and the spherical part SHgrN of the graded Cherednik algebra H
gr
N
associated with SN if l = 0. Here the cyclotomic rational Cherednik algebra H
cyc
N,l with
l = 1 is understood as the rational Cherednik algebra associated with SN , which is the
rational degeneration of HgrN .
Our first main result is to show that the quantized Coulomb branch is isomorphic to
this quantization:
Theorem 1.1. The quantized Coulomb branch A~ of the gauge theory (G,N) = (GL(N), gl(N)⊕
(CN)⊕l) is isomorphic to SHcycN,l if l > 0, and to SH
gr
N if l = 0. The parameters t, ~ of the
quantized Coulomb branch and the Cherednik algebra are the same, and others are matched
by
zk = −1
l
(
(l − k)~+
l−1∑
m=1
cm(1− εmk)
1− εm
)
when l > 0.
Remark 1.2. The quantized Coulomb branch has the parameter z1, . . . , zl corresponding to
equivariant variables for the additional (C×)l-action. However the overall shift z1 → z1 +c,
. . . , zl → zl + c is irrelevant. Therefore our convention zl = 0 does not loose generality.
While we are preparing the paper, we notice that Losev shows that any filtered quanti-
zation of SymN Sl is SHcycN,l
∣∣
~=1
for some choice of parameters [Los16]. In order to calculate
parameters, we can use localization of the quantized Coulomb branch as in [BFN16b,
§3(ix)] to reduce the cases l = 0 or N = 1. (We learn the argument through discussion
with Losev.) The case l = 0 is easy to handle, as we will do in §2. The proof for the case
N = 1 requires only Proposition 5.3, thus our calculation is reduced about to the half. We
think that our proof is elementary and interesting its own way.
The second main result is the relation of A~ to the Yangian Y (ĝl(1)) of the affine gl(1),
which appeared in cohomology of moduli spaces of framed torsion free sheaves on C2
([MO12, SV13]). We will use its presentation in [AS13] (see also [Tsy14]) by generators
and relations.
Theorem 1.3 (Theorem 6.14 for detail). The quantized Coulomb branch A~ is a defor-
mation of a subquotient of Y (ĝl(1)). A little more precisely, we consider a subalgebra of
Y (ĝl(1)) generated by elements D0,m (m ≥ 1), en, fn+l (n ≥ 0) and deform it by replacing
the relation (6.1h) by (6.13). Let Yl(~z) denote the resulted algebra. We have a surjective
homomorphism Yl(~z)→ A~.
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This result is not surprising as Y (ĝl(1)) is introduced as a limit of SHgrN as N → ∞ in
[SV13]. But we will give a self-contained proof starting from the presentation in [AS13] so
that it also gives the result with l > 0. We call Yl(~z) the shifted Yangian of ĝl(1), as it is
an analog of the shifted Yangian of gln [BK06, BK08] and a finite dimensional simple Lie
algebra [KWWY14].
1(ii). All necessary computation for the quantized Coulomb branch in the proofs of two
main theorems is already given in appendices of [BFN16b]. The remaining steps are to
relate the spherical cyclotomic rational Cherednik algebra and the affine Yangian of gl(1)
with the ring of difference operators on T = (C×)N . These steps are completely inde-
pendent of the quantized Coulomb branch. Let us formulate them as results on those
algebras.
Let A~(T, 0) be the ring of ~-difference operators on the Lie algebra of the torus T .
Taking coordinates, we represent it as the C[~]-algebra with generators wi, u±1i (1 ≤ i ≤
dimT ) with relations
[wi, wj] = 0 = [ui, uj], u
−1
i ui = 1 = uiu
−1
i , [u
±1
i , wj] = ±δi,j~u±1i .
Let t, z1, . . . , zl be other variables. We introduce difference operators
En[f ]
def.
=
∑
I⊂{1,...,N}
#I=n
f(wI)
∏
i∈I,j /∈I
wi − wj − t
wi − wj
∏
i∈I
ui,
Fn[f ]
def.
=
∑
I⊂{1,...,N}
#I=n
f(wI − ~)
∏
i∈I,j /∈I
wi − wj + t
wi − wj
∏
i∈I
(
l∏
k=1
(wi − ~− zk) · u−1i
)
,
(1.4)
where 1 ≤ n ≤ N and f is a symmetric polynomial in n variables, and f(wI), f(wI − ~)
mean substitution of (wi)i∈I , (wi − ~)i∈I to f respectively. These are elements in the
localized ring
A˜~ = C[~, t, z1, . . . , zl]〈wi, u±1i , (wi − wj)−1〉/relations.
Then [BFN16b, Th. A.7] says the quantized Coulomb branch A~ is the subalgebra of A˜~
generated by operators En[f ], Fn[f ], and symmetric polynomials in (w1, . . . , wN). This
result gives us an algebraic characterization of A~. We will use it as a starting point, and
will not use the original definition of A~ in [Nak15, BFN16a].
If f ≡ 1, En[1] is a rational version of the nth Macdonald operator, once we understand
ui as the ~-difference operator f(w1, . . . , wN) 7→ f(w1, . . . , wi + ~, . . . , wN). The same is
true for Fn[1] with l = 0. These observation will give us a link between A~ and the graded
Cherednik algebra with l = 0, and lead a proof of Theorem 1.1 with l = 0. (See §2.) The
proof of Theorem 1.1 with l > 0 is given in the same way, by relating En[f ], Fn[f ] with
the cyclotomic rational Cherednik algebra.
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Theorem 1.5. There is a faithful embedding of SHcycN,l to the ring A˜~ of localized difference
operators such that
eΓN
(
N∑
i=1
(l−1ξiηi + t
∑
j<i
sji)
n
)
eΓN =
N∑
i=1
wni (n > 0),
eΓN
(
N∑
i=1
ξli
)
eΓN = E1[1], eΓN
(
N∑
i=1
(l−1ηi)l
)
eΓN = F1[1],
where eΓN is the idempotent for the group ΓN = SN n (Z/lZ)N , and ξi, ηi are generators
of HcycN,l. (See §5 for the presentation of HcycN,l).
This embedding is given by the composition of an embedding eΓH
cyc
N,leΓ → HgrN [c1, . . . , cl−1]
in [Obl07] (also [Suz05] for l = 1) and the faithful embedding of HgrN by rational Demazure-
Lusztig operators. Here eΓ is the idempotent for the subgroup (Z/lZ)N .
For Yangian Y (gˆl(1)), we define a homomorphism to A˜~ by setting images of generators
D0,m, en, fn as explicit operators. This is an analog of representations of Yangian of finite
type by difference operators [GKLO05, KWWY14].
The paper is organized as follows. We give a proof of Theorem 1.1 with l = 0 in §2,
assuming some results on the graded Cherednik algebra. In §3 we compute some Poisson
brackets in order to reduce generators of the quantized Coulomb branch. In §4 we recall
the definitions and some properties of the graded and rational Cherednik algebras. It
includes two embeddings of the graded Cherednik algebra, one is into the ring of differential
operators via Dunkl operators and the other is into the ring of difference operators via
rational Demazure-Lusztig operators. In §5 we recall the definition of the cyclotomic
rational Cherednik algebra and an embedding of its partially symmetrized subalgebra into
the graded Cherednik algebra due to Oblomkov. Then some calculations yield Theorem 1.5,
and hence Theorem 1.1 is proved for general l. We relate the quantized Coulomb branch
to the affine Yangian in §6, §A, §B.
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2. The case with no framing
Let us start with the case l = 0 to illustrate our strategy. We assume some results on
the graded Cherednik algebra. The proof of the case l > 0 will be given after preparing
necessary results for cyclotomic rational Cherednik algebras in §4.
Consider the commutator of the class En[f ] and the kth power sum pk(~w) =
∑N
i=1w
k
i .
It is
[pk(~w), En[f ]] = −
∑
I⊂{1,...,N}
#I=n
(pk((wi + ~)i∈I)− pk(wI)) f(wI)
∏
i∈I,j /∈I
wi − wj − t
wi − wj
∏
i∈I
ui,
thanks to the commutation relation [
∏
i∈I ui, wj] = ~
∏
i∈I uj if j ∈ I and 0 otherwise.
Therefore we can get elements En[f ] for general f inductively from En[1] and symmetric
functions in wi by taking commutators divided by ~. The same is true for Fn[f ]. (In
particular, A is generated by En[1], Fn[1] and symmetric functions in ~w as a Poisson
algebra.)
Proof of Theorem 1.1 with l = 0. Consider the embedding of SHgrN to the ring of rational
difference operators on t = CN , obtained as the trigonometric degeneration of the usual
embedding of the spherical part of the double affine Hecke algebra HN . Symmetric func-
tions in wi are considered as functions on t. (The detail will be reviewed in §4(iii) for a
reader who is unfamiliar with Cherednik algebras.)
Since En[1], Fn[1] are trigonometric degeneration of Macdonald operators, they are con-
tained in SHgrN . (In the notation in §4, En[1] and Fn[1] correspond to S(en(X))S and
S(en(X
−1))S respectively, where S is the symmetrizer and en is the nth elementary sym-
metric polynomial. cf. Example 4.5.)
By the explanation preceding the proof, all operators En[f ], Fn[f ] in (1.4) are also
contained in SHgrN . Therefore, by [BFN16b, Th. A.7], the image of A~ in A˜~ is contained
in SHgrN . Thus we have an injective homomorphism A~ → SHgrN . We know that both A~,
SHgrN degenerate to Sym
N(C× C×) at ~ = 0 = t, we are done. 
3. Poisson brackets
Let us continue computation of Poisson brackets in order to reduce the number of Poisson
generators further.
Recall the Coulomb branch is the Nth symmetric power SymN Sl of the surface Sl =
{xy = zl} in C3. Let us introduce xi, yi, zi (1 ≤ i ≤ N) for functions on (Sl)N . The
Poisson brackets are given by
{xi, yj} = δijwl−1i , {wi, xj} = −δijxi, {wi, yj} = δijyj.
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Hence {
N∑
i=1
w2i ,
N∑
j=1
yj
}
= 2
N∑
i=1
wiyi,
{
N∑
i=1
wiyi,
N∑
j=1
ynj
}
= n
N∑
i=1
yn+1i
for n ∈ Z>0. Note that Fn[1] is specialized to the nth elementary symmetric polynomial
in yi at t = ~ = zk = 0. Therefore the above implies that we can obtain elements Fn[1]
inductively from F1[1] and symmetric polynomials in wi by taking commutators divided
by ~. The same is true for En[1]. Therefore to obtain an isomorphism A~ ∼= SHcycN,l, it is
enough to construct an algebra embedding of SHcycN,l to the ring A˜~ of rational difference
operators on LieT such that E1[1], F1[1] are contained in SH
cyc
N,l.
4. Cherednik algebras
We recall definitions of various versions of Cherednik algebras and their faithful repre-
sentations by differential (Dunkl) difference operators. Our basic reference is [Kir97]. All
the results are due to Cherednik.
4(i). Definitions. The graded Cherednik algebra (alias the trigonometric double affine
Hecke algebra) HgrN for glN is the C[~, t]-algebra generated by pi±1, s0, . . . , sN−1, w1, . . . ,
wN with the relations
[wi, wj] = 0 (i, j = 1, . . . , N),(4.1a)
pi, si (i = 0, . . . , N − 1) satisfy the relation of the extended affine Weyl
group of glN , e.g., pisi = si+1pi (i = 0, . . . , N − 1 mod N), etc,
(4.1b)
piwi = wi+1pi (i = 1, . . . , N − 1), piwN = (w1 + ~)pi,(4.1c)
siwi = wi+1si − t, siwi+1 = wisi + t, siwj = wjsi (i = 1, . . . , N − 1, j 6= i, i+ 1),
(4.1d)
s0w1 = (−~+ wN)s0 + t, s0wN = (~+ w1)s0 − t, s0wi = wis0 (i 6= 1, N).(4.1e)
This is the presentation obtained from one for the original Cherednik algebra (see e.g.,
[Kir97, Def. 4.1]) by setting Xi = exp(βwi), q
2 = exp(β~), t2 = exp(−βt) and taking
the limit β → 0. We will not use the original Cherednik algebra considered in [Kir97], in
particular we will use the notation Xi for a different object below.
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The graded Cherednik algebra HgrN has another presentation with generators s1, . . . ,
sN−1, X±1i , wi (i = 1, . . . , N) and relations
[wi, wj] = 0 = [Xi, Xj] (i, j = 1, . . . , N),(4.2a)
si (i = 1, . . . , N − 1) are the standard generators of the symmetric group SN ,(4.2b)
the same as (4.1d),(4.2c)
sX±1i = X
±1
s(i)s (s ∈ SN),(4.2d)
[wi, Xj] =

−tXjsji if i > j,
−tXisij if i < j,
−~Xi + t
∑
k<iXkski + t
∑
k>iXisik if i = j,
(4.2e)
where sij is the transposition (ij). The isomorphism of two presentations is given by
setting X1 = pisN−1 . . . s2s1, X2 = s1X1s1 = s1pisN−1 . . . s3s2, etc. (See [AST98, Section 1]
for detail.) The inverse is given by pi = X1s1s2 . . . sN−1, s0 = pi−1s1pi. This presentation
matches with one in [SV13, §1.1] by setting t = κ, ~ = −1.
The rational Cherednik algebra HratN for glN is the quotient of the algebra C[~, t]〈x1, . . . , xN ,
y1, . . . , yN〉oSN by the relations
[xi, xj] = 0 = [yi, yj] (i, j = 1, . . . N),(4.3a)
[yi, xj] =
{
−~+ t∑k 6=i sik if i = j,
−tsij if i 6= j.
(4.3b)
Suzuki [Suz05] introduced an embedding ι : HratN → HgrN given by
(4.4)
ι(w) = w (w ∈ SN),
ι(xi) = Xi (i = 1, . . . , N),
ι(yi) = X
−1
i
(
wi − t
∑
j<i
sji
)
(i = 1, . . . , N).
It will be clear that this is an algebra embedding thanks to trigonometric Dunkl operators
recalled in the next subsection.
4(ii). Dunkl operators. Consider the (Laurent) polynomial ring C[~, t, X±11 , . . . , X±1N ].
We define a representation of HgrN as follows: X
±1
i , si act in the standard way and wi acts
by the trigonometric Dunkl operator
wi 7→ −~Xi ∂
∂Xi
+ t
∑
k 6=i
Xi
Xi −Xk (1− sik) + t
∑
k<i
sik.
See [Opd00, Th. 3.7] for the proof. It is not difficult to check the defining relations directly.
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The corresponding representation of the rational Cherednik algebra HratN is given by the
rational Dunkl operator
yi 7→ −~ ∂
∂xi
+ t
∑
k 6=i
1
xi − xk (1− sik).
See [EG02, Prop. 4.5] for the proof. It is even simpler to check the defining relations than
the trigonometric case. It is known that this is a faithful representation. (See [EG02,
Prop. 4.5].) Now trigonometric and rational Dunkl operators are compatible, hence (4.4)
indeed gives an embedding of algebras.
4(iii). Rational Demazure-Lusztig operators. Let us consider the polynomial ring
C[~, t, w1, . . . , wN ]. Let swi denote the ordinary simple reflection on C[w1, . . . , wN ] for
i 6= 0, and sw0 (w1) = wN − ~, sw0 (wN) = w1 + ~, sw0 wi = wi (i 6= 1, N). We extend them
linearly in ~, t. We define a representation of HgrN as follows: wi acts by multiplication, pi
is as above, and
si 7→ swi +
t
wi − wi+1 (s
w
i − 1) (i 6= 0), s0 7→ sw0 −
t
~+ w1 − wN (s
w
0 − 1).
Note that piswN−1 . . . s
w
2 s
w
1 is the difference operator u1(wi) = wi + ~δi1.
It is known that this is a faithful representation [Che05, Prop. 1.6.3 (a)]. We can prove
it by an argument using the notion of leading term, which will be introduced in §5. The
argument is similar to one for the case of double affine Hecke algebra (See [Kir97, Th. 5.7
and Cor. 5.8]).
Let us also consider the restriction Res to the space of symmetric polynomials in ~w.
(See [Kir97, (4.5)].) The spherical subalgebra SHgrN preserves the space of symmetric
polynomials, and Res gives a faithful representation of SHgrN .
Example 4.5. Consider the N = 2 case. We have
X1 = pis1 =
(
1 +
t
w2 − w1 − ~
)
u1 − t
w2 − w1 − ~pi,
X2 = s1X1s1 =
(
1 +
t
w1 − w2
)
u2 − t
w1 − w2pi.
Note Res pi = u1 as pi = u1s
w
1 . Therefore
ResX1 + ResX2 =
(
1− t
w1 − w2
)
u1 +
(
1 +
t
w1 − w2
)
u2.
This is nothing but E1[1] in (1.4).
We also have
X−11 = s1pi
−1 =
(
1 +
t
w1 − w2
)
u−11 −
t
w1 − w2pi
−1,
X−12 = pi
−1s1 =
(
1 +
t
w2 − ~− w1
)
u−12 −
t
w2 − ~− w1pi
−1.
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Since Res pi−1 = u−12 , we get
ResX−11 + ResX
−1
2 =
(
1 +
t
w1 − w2
)
u−11 +
(
1− t
w1 − w2
)
u−12 .
This is nothing but F1[1] in (1.4) with l = 0. By the discussion in §3, we thus proved that
A~ ∼= SHgrN for N = 2, l = 0. This proof is nothing but the detail of one in §2, as we have
just computed Macdonald operators explicitly.
We also have
X−11 w1 =
(
1 +
t
w1 − w2
)
(w1 − ~)u−11 −
t
w1 − w2 (w2 − ~)pi
−1,
X−12 w2 =
(
1 +
t
w2 − w1 − ~
)
(w2 − ~)u−12 −
t
w2 − w1 − ~w1pi
−1.
Hence
ResX−11 w1+ResX
−1
2 w2 =
(
1 +
t
w1 − w2
)
(w1−~)u−11 +
(
1− t
w1 − w2
)
(w2−~)u−12 +tu−12 .
Then X−12 s1 = pi
−1, hence
ResX−11 w1+ResX
−1
2 (w2−ts1) =
(
1 +
t
w1 − w2
)
(w1−~)u−11 +
(
1− t
w1 − w2
)
(w2−~)u−12 .
This is nothing but F1[1] in (1.4) with l = 1, zk = 0. Under Suzuki’s embedding (4.4), we
have y1 = X
−1
1 w1, y2 = X
−1
2 (w2 − ts1). Therefore Res y1 + Res y2 = F1[1].
By the discussion in §3, we thus proved that A~ ∼= SHratN for N = 2, l = 1.
5. Cyclotomic rational Cherednik algebras
Let ΓN = SN n (Z/lZ)N be the wreath product of the symmetric group and the cyclic
group of order l. Denote a fixed generator of the ith factor of (Z/lZ)N by αi. The group
ΓN acts on C〈ξ1, . . . , ξN , η1, . . . , ηN〉 by
αi(ξi) = εξi, αi(ξj) = ξj, αi(ηi) = ε
−1ηi, αi(ηj) = ηj (i 6= j),
with the obvious SN -action. Here ε denotes a primitive lth root of unity.
The cyclotomic rational Cherednik algebra HcycN,l for glN is the quotient of the algebra
C[~, t, c1, . . . , cl−1]〈ξ1, . . . , ξN , η1, . . . , ηN〉o ΓN by the relations
[ξi, ξj] = 0 = [ηi, ηj] (i, j = 1, . . . , N),(5.1a)
[ηi, ξj] =
{
−~+ t∑k 6=i∑l−1m=0 sikαmi α−mk +∑l−1m=1 cmαmi if i = j,
−t∑l−1m=0 sijεmαmi α−mj if i 6= j.(5.1b)
Let eΓN be the idempotent for the group ΓN = SN n (Z/lZ)N . The spherical part of the
cyclotomic rational Cherednik algebra HcycN,l is defined as
SHcycN,l = eΓNH
cyc
N,leΓN .
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Let eΓ be the idempotent for the group (Z/lZ)N , that is,
eΓ =
1
lN
∑
g∈(Z/lZ)N
g =
1
lN
N∏
i=1
(
l−1∑
mi=0
αmii
)
.
Oblomkov [Obl07] introduced an embedding HratN →
(
eΓH
cyc
N,leΓ
)
(ξli)
given by
xi 7→ eΓξlieΓ (i = 1, . . . , N),
yi 7→ l−1eΓξ1−li ηieΓ (i = 1, . . . , N).
This induces an embedding ι : eΓH
cyc
N,leΓ → HgrN [c1, . . . , cl−1] such that
ι(eΓξ
l
ieΓ) = Xi (i = 1, . . . , N),
ι(eΓξiηieΓ) = l
(
wi − t
∑
j<i
sji
)
(i = 1, . . . , N).
When l = 1, this coincides with Suzuki’s embedding (4.4). We restrict ι to the spherical
part and obtain the embedding ι : SHcycN,l → SHgrN [c1, . . . , cl−1].
Fix i = 1, . . . , N and define for each k = 0, 1, . . . , l − 1
eΓ[k] =
1
lN
(
l−1∑
mi=0
(ε−kαi)mi
)∏
j 6=i
 l−1∑
mj=0
α
mj
j
 .
We have
αmi eΓ[k] = ε
kmeΓ[k], α
m
j eΓ[k] = eΓ[k] (j 6= i),
and hence
eΓ[k]eΓ = eΓeΓ[k] = 0 (k 6= 0), eΓ[k]2 = eΓ[k].
We also have
ξieΓ[k] = eΓ[k + 1]ξi, eΓ[k]ηi = ηieΓ[k + 1].
These imply
ι(eΓξ
k
i eΓ) = ι(eΓη
k
i eΓ) = 0
for k = 1, . . . , l − 1.
Lemma 5.2. For k = 1, . . . , l, we have
ι(eΓη
k
i ξ
k
i eΓ) = (lwi − ~+
l−1∑
m=1
cm + lt
∑
i<j
sij)(lwi − 2~+
l−1∑
m=1
(1 + εm)cm + lt
∑
i<j
sij)
· · · (lwi − k~+
l−1∑
m=1
(1 + εm + · · ·+ ε(k−1)m)cm + lt
∑
i<j
sij).
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Proof. For k = 1, we have
ι(eΓηiξieΓ) = ι(eΓ(ξiηi − [ξi, ηi])eΓ)
= l
(
wi − t
∑
j<i
sji
)
+
(
−~+ lt
∑
j 6=i
sij +
l−1∑
m=1
cm
)
= lwi − ~+
l−1∑
m=1
cm + lt
∑
i<j
sij,
hence the assertion holds. For k ≥ 1, we have
(eΓη
k
i ξ
k
i eΓ)(eΓηiξieΓ) = eΓ(η
k
i ξ
k
i )(ηiξi)eΓ
= eΓη
k+1
i ξ
k+1
i eΓ + eΓη
k
i [ξ
k
i , ηi]ξieΓ.
We calculate the second term as
eΓη
k
i [ξ
k
i , ηi]ξieΓ = eΓη
k
i (
k∑
p=1
ξk−pi [ξi, ηi]ξ
p−1
i )ξieΓ
=
k∑
p=1
eΓη
k
i ξ
k−p
i [ξi, ηi]eΓ[p]ξ
p
i eΓ
=
k∑
p=1
(~−
l−1∑
m=1
εpmcm)eΓη
k
i ξ
k
i eΓ.
Therefore
ι(eΓη
k+1
i ξ
k+1
i eΓ) = ι(eΓη
k
i ξ
k
i eΓ)ι(eΓηiξieΓ)− ι(eΓηki [ξki , ηi]ξieΓ)
= ι(eΓη
k
i ξ
k
i eΓ)
(
(lwi − ~+
l−1∑
m=1
cm + lt
∑
i<j
sij)− (k~−
l−1∑
m=1
(εm + · · ·+ εkm)cm)
)
= ι(eΓη
k
i ξ
k
i eΓ)
(
lwi − (k + 1)~+
l−1∑
m=1
(1 + εm + · · ·+ εkm)cm + lt
∑
i<j
sij
)
and the assertion follows by induction on k. 
By Lemma 5.2 and ι(eΓξ
l
ieΓ) = Xi, we obtain the following.
Proposition 5.3. We have
ι(eΓ(l
−1ηi)leΓ) = (wi − ~− z1 + t
∑
i<j
sij) · · · (wi − ~− zl + t
∑
i<j
sij)X
−1
i
where
zk = −l−1
(
(l − k)~+
l−1∑
m=1
(1 + εm + · · ·+ ε(k−1)m)cm
)
.
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Remark that zl = 0.
Lemma 5.4. If i < j then the following identities hold in HgrN :
sijwi = wjsij − t(1 +
j−1∑
k=i+1
sikskj),(5.5)
sij(wi + t
∑
i<k
sik) = (wj + t
∑
j<k
sjk)sij.(5.6)
In particular we have
(5.7)
sip−1,ipsip−2,ip−1 . . . si1,i2si0,i1(wi0 + t
∑
i0<k
si0k) = (wip + t
∑
ip<k
sipk)sip−1,ipsip−2,ip−1 . . . si1,i2si0,i1
for i0 < i1 < · · · < ip.
Proof. We prove (5.5) by induction on j. The case j = i + 1 is nothing but the relation
(4.1d) in HgrN . Assume it holds for j. Then
si,j+1wi = sjsijsjwi = sj(sijwi)sj
= sj(wjsij − t(1 +
j−1∑
k=i+1
sikskj))sj
= (wj+1sj − t)sijsj − t(1 +
j−1∑
k=i+1
sjsikskjsj)
= wj+1si,j+1 − tsijsj − t(1 +
j−1∑
k=i+1
siksk,j+1)
= wj+1si,j+1 − t(1 +
j∑
k=i+1
siksk,j+1).
Then we use (5.5) to prove (5.6):
sij(wi + t
∑
i<k
sik) = wjsij − t(1 +
j−1∑
k=i+1
sikskj) + t
∑
i<k
sijsik
= wjsij − t(1 +
j−1∑
k=i+1
sikskj) + t(
j−1∑
k=i+1
sijsik + 1 +
∑
j<k
sijsik)
= (wj + t
∑
j<k
sjk)sij. 
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Lemma 5.8. We have
(wi − ~− z1 + t
∑
i<j
sij) · · · (wi − ~− zl + t
∑
i<j
sij)
=
l∑
p=0
tp
∑
0=k0<k1<···<kp≤l
∑
i=i0<i1<···<ip
k1−1∏
k=k0+1
(wi0 − ~− zk)
k2−1∏
k=k1+1
(wi1 − ~− zk)
· · ·
l∏
k=kp+1
(wip − ~− zk)sip−1,ipsip−2,ip−1 . . . si1,i2si0,i1 .
Proof. We set Ak = wi − ~− zk + t
∑
i<j sij and
Bs =
s∑
p=0
tp
∑
0=k0<k1<···<kp≤s
∑
i=i0<i1<···<ip
k1−1∏
k=k0+1
(wi0 − ~− zk)
k2−1∏
k=k1+1
(wi1 − ~− zk)
· · ·
s∏
k=kp+1
(wip − ~− zk)sip−1,ipsip−2,ip−1 . . . si1,i2si0,i1 .
We prove A1 · · ·As = Bs by induction on s. For the case s = 1, A1 = B1 follows by
definition. By the induction hypothesis and (5.7) in Lemma 5.4, we have
A1 · · ·As+1
=
{ s∑
p=0
tp
∑
0=k0<k1<···<kp≤s
∑
i=i0<i1<···<ip
k1−1∏
k=k0+1
(wi0 − ~− zk)
k2−1∏
k=k1+1
(wi1 − ~− zk)
· · ·
s∏
k=kp+1
(wip − ~− zk)sip−1,ipsip−2,ip−1 . . . si1,i2si0,i1
}
(wi − ~− zs+1 + t
∑
i<j
sij)
=
s∑
p=0
tp
∑
0=k0<k1<···<kp≤s
∑
i=i0<i1<···<ip
k1−1∏
k=k0+1
(wi0 − ~− zk)
k2−1∏
k=k1+1
(wi1 − ~− zk)
· · ·
s∏
k=kp+1
(wip − ~− zk)(wip − ~− zs+1 + t
∑
ip<j
sipj)sip−1,ipsip−2,ip−1 . . . si1,i2si0,i1
= B′s+1 +B
′′
s+1,
where
B′s+1 =
s∑
p=0
tp
∑
0=k0<k1<···<kp≤s
∑
i=i0<i1<···<ip
k1−1∏
k=k0+1
(wi0 − ~− zk)
k2−1∏
k=k1+1
(wi1 − ~− zk)
· · ·
s+1∏
k=kp+1
(wip − ~− zk)sip−1,ipsip−2,ip−1 . . . si1,i2si0,i1
14 R. KODERA AND H. NAKAJIMA
and
B′′s+1 =
s∑
p=0
tp+1
∑
0=k0<k1<···<kp≤s
∑
i=i0<i1<···<ip+1
k1−1∏
k=k0+1
(wi0 − ~− zk)
k2−1∏
k=k1+1
(wi1 − ~− zk)
· · ·
s∏
k=kp+1
(wip − ~− zk)sip,ip+1sip−1,ip . . . si1,i2si0,i1 .
The term B′s+1 is equal to the contribution of the terms satisfying kp < s+ 1 to Bs+1. The
term B′′s+1 after replacing p + 1 by p is equal to the contribution of the terms satisfying
kp = s+ 1 to Bs+1. Hence the assertion follows. 
By Lemma 5.8, we obtain
(5.9) ι(eΓ(l
−1ηi)leΓ)
=
l∑
p=0
tp
∑
0=k0<k1<···<kp≤l
∑
i=i0<i1<···<ip
k1−1∏
k=k0+1
(wi0 − ~− zk)
k2−1∏
k=k1+1
(wi1 − ~− zk)
· · ·
l∏
k=kp+1
(wip − ~− zk)X−1ip sip−1,ipsip−2,ip−1 . . . si1,i2si0,i1 .
Put Yi = ι(eΓ(l
−1ηi)leΓ).
Recall the representation of the graded Cherednik algebra HgrN on the polynomial ring
C[~, t, w1, . . . , wN ] given in §4(iii). We extend the scalar to C[~, t, c1, . . . , cl−1] and consider
the action of eΓH
cyc
N,leΓ on C[~, t, c1, . . . , cl−1][w1, . . . , wN ] via the embedding ι : eΓH
cyc
N,leΓ →
HgrN [c1, . . . , cl−1].
We introduce the notion of leading term of operators acting on C[~, t, c1, . . . , cl−1][w1, . . . , wN ]
as in [Kir97, Def. 5.1]. Let P =
⊕N
i=1 Zεi be the weight lattice of glN . Fix positive roots
R+ = {εi − εj | i < j} and denote by P+ the set of dominant integral weights. The Weyl
group is denoted by W = SN . For λ, µ ∈ P , we define λ ≤ µ if µ− λ is a sum of positive
roots with coefficients in Z≥0. Let us define another partial order l on P . Given λ ∈ P ,
we denote by λ+ the unique element in P+ ∩Wλ. For λ, µ ∈ P , we define λl µ if
λ+ < µ+ or
λ+ = µ+ and λ > µ.
Example 5.10. We have ε1 > ε2 > · · · > εN−1 > εN and they are all in the same W -orbit.
Hence we have ε1lε2l· · ·lεN−1lεN . Moreover we see that {λ ∈ P | λlεi} = {εj | j < i}
since ε1 is a minuscule dominant weight and ε1, . . . , εN exhaust its W -orbit. Similarly we
see that {λ ∈ P | λl−εi} = {−εj | j > i}.
We denote by uλ = uλ11 · · · uλN for λ =
∑N
i=1 λiεi ∈ P .
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Definition 5.11. Let T be an operator on C[~, t, c1, . . . , cl−1][w1, . . . , wN ] of the form
T =
∑
λ∈P,w∈W
gλ,wu
λw
for some gλ,w = gλ,w(w1, . . . , wN) ∈ C[~, t, c1, . . . , cl−1][w1, . . . , wN ][(wi − wj)−1]. If it can
be written as
T =
∑
w∈W
gλ0,wu
λ0w +
∑
λlλ0,w′∈W
gλ0,w′u
λw′
for some λ0 and at least one of gλ0,w 6= 0, we say that
∑
w∈W gλ0,wu
λ0w is the leading term
of T .
Example 5.12. In Example 4.5, we have
ResX1 = u1, ResX2 =
(
1 +
t
w1 − w2
)
u2 − t
w1 − w2u1,
ResX−11 =
(
1 +
t
w1 − w2
)
u−11 −
t
w1 − w2u
−1
2 , ResX
−1
2 = u
−1
2 .
Therefore the leading terms are
u1,
(
1 +
t
w1 − w2
)
u2,
(
1 +
t
w1 − w2
)
u−11 , u
−1
2 ,
respectively. We also have
Res y1 =
(
1 +
t
w1 − w2
)
(w1 − ~)u−11 −
t
w1 − w2 (w2 − ~)u
−1
2 , Res y2 = (w2 − ~)u−12 .
Therefore the leading terms are(
1 +
t
w1 − w2
)
(w1 − ~)u−11 , (w2 − ~)u−12
respectively.
Proposition 5.13. (1) We have
ResXi =
∑
j≤i
gjuj
for some rational functions gj = gj(w1, . . . , wN), hence the leading term of ResXi is giui.
Moreover the leading term of ResXN is∏
j 6=N
wN − wj − t
wN − wj uN .
(2) We have
ResX−1i =
∑
j≥i
g′ju
−1
j
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for some rational functions g′j = g
′
j(w1, . . . , wN), hence the leading term of ResX
−1
i is
g′iu
−1
i . Moreover the leading term of ResX
−1
1 is∏
j 6=1
w1 − wj + t
w1 − wj u
−1
1 .
(3) We have
ResYi =
∑
j≥i
g′′j u
−1
j
for some rational functions g′′j = g
′′
j (w1, . . . , wN), hence the leading term of ResYi is g
′′
i u
−1
i .
Moreover the leading term of ResY1 is
l∏
k=1
(w1 − ~− zk)
∏
j 6=1
w1 − wj + t
w1 − wj u
−1
1 .
Proof. We follow [Kir97, Lecture 5] and modify arguments for our degenerate setting. For
an affine root α = εi − εj + kδ, we set
G(α) = 1 +
t
wi − wj − k~(s
w
α − 1).
Take λ =
∑N
i=1 λiεi ∈ P and define Xλ = Xλ11 · · ·XλNN . Let tλ be the correspond-
ing translation in the extended affine Weyl group. Let tλ = pi
msir · · · si1 be a reduced
expression and put β1 = αi1 , β2 = si1αi2 , . . . , βr = si1 · · · sir−1αir . Then Xλ acts on
C[~, t, c1, . . . , cl−1][w1, . . . , wN ] as an operator uλG(βr) · · ·G(β1). The assertions (1) and
(2) follow from a similar argument as in [Kir97, Th. 5.6 and Ex. 5.4]. Note that XN and
X−11 correspond to anti-dominant weights εN and −ε1 respectively. Hence their leading
terms can be calculated explicitly as in [Kir97, Ex. 5.4].
We can slightly generalize the assertion (2) (and (1), clearly): given w ∈ W we have
Res(X−1i w) =
∑
j≥i
g′ju
−1
j
for some rational functions g′j = g
′
j(w1, . . . , wN). Then by (5.9), we see that the term p = 0
only contributes to the leading term of ResYi. This implies the assertion (3). 
By Proposition 5.13 (i), we see that the term containing uN in
∑N
i=1 ResXi only comes
from ResXN . Hence the term is ∏
j 6=N
wN − wj − t
wN − wj uN .
Since
∑N
i=1 ResXi is W -invariant, we conclude that
N∑
i=1
ResXi =
N∑
i=1
∏
j 6=i
wi − wj − t
wi − wj ui.
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This coincides with E1[1] in (1.4). By the same argument we conclude that
N∑
i=1
ResX−1i =
N∑
i=1
∏
j 6=i
wi − wj + t
wi − wj u
−1
i
and
N∑
i=1
ResYi =
N∑
i=1
∏
j 6=i
wi − wj + t
wi − wj
l∏
k=1
(wi − ~− zk)u−1i .
These coincide with F1[1] for l = 0 and l ≥ 1 in (1.4) respectively. Thus we obtain a
complete proof of Theorem 1.1 for general l.
6. Affine Yangian of gl(1)
6(i). Presentation. We use the presentation of the affine Yangian Y (ĝl(1)) in [AS13],
given based on [SV13]. See also [Tsy14].
Let us first prepare some functions. Let ~, t be indeterminate as before. We set
G0(x) = − log x, Gn(x) = x
−n − 1
n
(n ≥ 1),
ϕn(x) =
∑
q=−~,~+t,−t
xn(Gn(1− qx)−Gn(1 + qx)),
φn(x) = x
nGn(1− (~+ t)x).
The affine Yangian Y (ĝl(1)) of gl(1) is a C[ω, ~, t]-algebra generated by D0,m (m ≥ 1),
en, fn (n ≥ 0) with relations
[D0,m, D0,n] = 0 (m,n ≥ 1),(6.1a)
[D0,m, en] = −~em+n−1 (m ≥ 1, n ≥ 0),(6.1b)
[D0,m, fn] = ~fm+n−1 (m ≥ 1, n ≥ 0),(6.1c)
3[e2, e1]− [e3, e0] + (~2 + t(~+ t))[e1, e0] + ~t(~+ t)e20 = 0,(6.1d)
3[f2, f1]− [f3, f0] + (~2 + t(~+ t))[f1, f0]− ~t(~+ t)f 20 = 0,(6.1e)
[e0, [e0, e1]] = 0 = [f0, [f0, f1]],(6.1f)
[em, fn] = ~hm+n (m,n ≥ 0),(6.1g)
where elements hm+n are determined through the formula
(6.1h) 1− t(~+ t)
∑
n≥0
hnx
n+1 =
(1− (~+ t)x)(1 + ωtx)
1− (~+ (1− ω)t)x exp
(
−
∑
n≥0
D0,n+1
~
ϕn(x)
)
.
Note that the right hand side is 1 at t = 0 or ~ + t = 0. (ϕn vanishes if ~ = 0, t = 0 or
~ + t = 0.) Therefore hn is a polynomial in D0,m (m ≥ 0) with coefficients in C[ω, ~, t].
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For example,
(6.2)
h0 = 0, h1 = ω, h2 = 2D0,1 + ω(~+ (1− ω)t),
hl+1 = l(l + 1)D0,l + (lower order term),
where the lower order term means a polynomial in ~, t, ω and D0,m with m < l.
If we set ~ = −1, t = κ, ξ = 1− κ = 1− t, D1,n = en, D−1,n = fn, these are the defining
relations in [AS13] with c0 = 0, cn = −tnωn (n > 0) as exp(
∑
n≥0(−1)n+1cnφn(x)) =
(1− (~+ t)x)(1 + ωtx)/(1− (~+ (1− ω)t)x).1
Remark 6.3. Applying [D0,n+1, [D0,m+1, •]] + ~[D0,m+n+1, •] to (6.1e), we get
(6.1e’) 3[fm+2, fn+1]− 3[fm+1, fn+2]− [fm+3, fn] + [fm, fn+3]
+ (~2 + t(~+ t))([fm+1, fn]− [fm, fn+1])− ~t(~+ t)(fmfn + fnfm) = 0.
(6.1e) is the special case m = n = 0. Similarly (6.1f) implies
(6.1f’) [fi, [fj, fk+1]] + [fi, [fk, fj+1]] + [fj, [fi, fk+1]]
+ [fj, [fk, fi+1]] + [fk, [fi, fj+1]] + [fk, [fj, fi+1]] = 0.
We have the corresponding formula for en. See [Tsy14].
Remark 6.4. The relation (6.1b) is replaced by
(6.1b’)
[hm+3, en]− 3[hm+2, en+1] + 3[hm+1, en+2]− [hm, en+3]
− (~2 + t(~+ t))([hm+1, en]− [hm, en+1])− ~t(~+ t)(hmen + enhm) = 0,
[h0, en] = 0 = [h1, en], [h2, en] = −2~en
for m, n ≥ 0 in [Tsy14]. One can check two relations are equivalent as follows. First
observe that (6.1b’) is equivalent to
h(x)e(y) =
(
e(y)h(x)
(1− (y−1 + ~)x)(1− (y−1 + t)x)(1− (y−1 − ~− t)x)
(1− (y−1 − ~)x)(1− (y−1 − t)x)(1− (y−1 + ~+ t)x)
)
+
,
where
h(x) = 1− t(~+ t)
∞∑
n=0
hnx
n+1, e(y) =
∞∑
n=0
eny
n+1
and ( )+ denotes the part with positive powers in y. Here
(1−(y−1+~)x)(1−(y−1+t)x)(1−(y−1−~−t)x)
(1−(y−1−~)x)(1−(y−1−t)x)(1−(y−1+~+t)x)
is regarded as an element in C[~, t, y−1][[x]]. Then this is equivalent to
[log h(x), e(y)] =
(
e(y) log
(1− (y−1 + ~)x)(1− (y−1 + t)x)(1− (y−1 − ~− t)x)
(1− (y−1 − ~)x)(1− (y−1 − t)x)(1− (y−1 + ~+ t)x)
)
+
.
1The sign of ~t(~+ t)e20, ~t(~+ t)f20 are opposite, and t is missing in the definition of hn. We believe
that they are typo.
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Now we observe that
log
(1− (y−1 + ~)x)(1− (y−1 + t)x)(1− (y−1 − ~− t)x)
(1− (y−1 − ~)x)(1− (y−1 − t)x)(1− (y−1 + ~+ t)x) =
∞∑
n=0
y−nϕn(x).
Similarly we have the corresponding relation (6.1c’) on hm and fn equivalent to (6.1c). We
also have the obvious relation
(6.1a’) [hm, hn] = 0 (m,n ≥ 0)
instead of (6.1a). Thus Y (ĝl(1)) is generated by hn+2, en, fn (n ≥ 0) with relations (6.1a’,
6.1b’, 6.1c’, 6.1d, 6.1e, 6.1f, 6.1g) and h0 = 0, h1 = ω. This is the presentation in [Tsy14].
6(ii). From Yangian to difference operators. Let (Bn(x))n≥1 be the Bernoulli poly-
nomials:
(1) Bn(x+ 1)−Bn(x) = nxn−1,
(2)
∫ 1
0
Bn(x)dx = 0.
We also set B0(x) ≡ 1. We then set B¯n(w) = (−~)nBn(−w/~)/n so that B¯n(w − ~) −
B¯n(w) = −~wn−1.
Theorem 6.5 ([SV13]). Let A~ be the quantized Coulomb branch for the quiver gauge
theory for the Jordan quiver with dimV = N , dimW = 0. Then we have a surjective
homomorphism of algebras Φ: Y (ĝl(1))→ A~ given by
D0,m 7→
N∑
i=1
B¯m(wi − (N − 1)t)− B¯m(−(i− 1)t) (m ≥ 1),
en 7→ E1[(w + ~− (N − 1)t)n], fn 7→ F1[(w + ~− (N − 1)t)n] (n ≥ 0),
where ω = N .
This result is not new, as Y (ĝl(1)) is defined as the limit of SHgrN as N →∞ in [SV13].
We give a self-contained proof here as the presentation (6.1) was obtained afterwards in
[AS13].
6(iii). Proof. We check (6.1a, 6.1b, 6.1c) and (6.1g, 6.1h) in this subsection. A proof of
(6.1d, 6.1e, 6.1f) will be given in §A.
A proof of (6.1b’, 6.1c’) will be given in §B. Hence a reader who prefers the presentation
in Remark 6.4 should read this subsection until Lemma 6.8 for (6.1a, 6.1g), and then §A,
§B.
It is obvious that (6.1a) is satisfied.
Let us set w¯i = wi − (N − 1)t, w¯ = w − (N − 1)t.
It is clear that we have
Lemma 6.6. Let f = f(w) be a polynomial in one variable w. Then we have[
N∑
i=1
B¯n(w¯i), E1[f ]
]
= −~E1[f(w¯ + ~)n−1],
[
N∑
i=1
B¯n(w¯i), F1[f ]
]
= ~F1[f(w¯ + ~)n−1].
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This checks (6.1b, 6.1c).
Remark 6.7. In [SV13] a polynomial denoted by B
(N)
m is introduced, and Φ(D0,m) is in-
troduced as SB
(n)
m (w1 − Nt, . . . , wN − Nt)S, where S is the complete idempotent. See
[SV13, Lem. 1.9 and (1.29)]. One can directly check that B
(N)
m is given by the Bernoulli
polynomial, and our definition of Φ(D0,m) coincides with [SV13]. Also Φ(D±1,0) is de-
fined as
∑
i ResX
±1
i . See [SV13, (1.32)]. Therefore it coincides with our E1[1] = Φ(e0),
F1[1] = Φ(f0). Together with the relations (6.1b, 6.1c), we see that our homomorphism is
exactly the same as one in [SV13].
In order to check (6.1g) we start with the following:
Lemma 6.8. For m,n ≥ 0
[E1[(w¯ + ~)m], F1[(w¯ + ~)n]] = − ~
t(~+ t)
[xm+n+1]
[
N∏
i=1
(1− (w¯i − t)x) (1− (w¯i + ~+ t)x)
(1− w¯ix) (1− (w¯i + ~)x)
]
,
where [xm+n+1] denotes the coefficient of xm+n+1.
Proof. The left hand side is
N∑
i,j=1
[
(w¯i + ~)m
∏
s 6=i
w¯i − w¯s − t
w¯i − w¯s ui, w¯
n
j
∏
u6=j
w¯j − w¯u + t
w¯j − w¯u u
−1
j
]
.
(Note that wi − ws = w¯i − w¯s.) It is easy to check that terms with i 6= j vanish.
Next consider the sum over i = j. We have
N∑
i=1
(
(w¯i + ~)m+n
∏
s 6=i
w¯i − w¯s − t
w¯i − w¯s
w¯i + ~− w¯s + t
w¯i + ~− w¯s
− w¯m+ni
∏
s 6=i
w¯i − w¯s + t
w¯i − w¯s
w¯i − ~− w¯s − t
w¯i − ~− w¯s
)
.
This expression was appeared in [SV13, Cor. B.6]. Let us use the same technique to
compute this: Consider
N∑
i=1
(
xt
1− (w¯i + ~)x
∏
s 6=i
w¯i − w¯s − t
w¯i − w¯s
w¯i + ~− w¯s + t
w¯i + ~− w¯s
− xt
1− w¯ix
∏
s 6=i
w¯i − w¯s + t
w¯i − w¯s
w¯i − ~− w¯s − t
w¯i − ~− w¯s
)
.
This is a rational function in x, vanishes at x = 0, regular at x = ∞, and with at most
simple poles. Compare it with
− ~
~+ t
(
N∏
i=1
(1− (w¯i − t)x) (1− (w¯i + ~+ t)x)
(1− w¯ix) (1− (w¯i + ~)x) − 1
)
,
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which has the same properties and the equal residues. Therefore two are equal thanks
to the maximal principle. Since we are taking coefficients of xm+n+1, we can ignore the
constant term −1. 
Finally let us rewrite
N∏
i=1
(1− (w¯i − t)x) (1− (w¯i + ~+ t)x)
(1− w¯ix) (1− (w¯i + ~)x)
= exp
[ ∞∑
n=1
N∑
i=1
(w¯ni − (w¯i − t)n + (w¯i + ~)n − (w¯i + ~+ t)n)
xn
n
](6.9)
in terms of the normalized Bernoulli polynomials B¯n(w¯i).
We use the following formula for Bernoulli polynomials:
wn =
1
n+ 1
n∑
k=0
(
n+ 1
k
)
Bk(w), Bk(w + v) =
k∑
i=0
(
k
i
)
Bi(w)v
k−i.
A direct calculation shows
∞∑
n=1
(w¯i − t)nx
n
n
= 1 +
1 + tx
~x
log (1 + tx)− 1 + (~+ t)x
~x
log (1 + (t + ~)x)
+
B¯1(w¯i)
~
log
(
1 + x(~+ t)
1 + xt
)
−
∞∑
k=2
B¯k(w¯i)
(k − 1)~
((
x
1 + x(~+ t)
)k−1
−
(
x
1 + xt
)k−1)
.
Taking difference with the same expression with w¯i = −(i− 1)t, we get
(6.10)
∞∑
n=1
(w¯i − t)nx
n
n
= − log(1 + ixt) + B¯1(w¯i)− B¯1(−(i− 1)t)
~
log
(
1 + x(~+ t)
1 + xt
)
−
∞∑
k=2
B¯k(w¯i)− B¯k(−(i− 1)t)
(k − 1)~
((
x
1 + x(~+ t)
)k−1
−
(
x
1 + xt
)k−1)
.
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Similarly we have
∞∑
n=1
w¯ni
xn
n
= − log(1 + x(i− 1)t) + B¯1(w¯i)− B¯1(−(i− 1)t)
~
log (1 + x~)
−
∞∑
k=2
B¯k(w¯i)− B¯k(−(i− 1)t)
(k − 1)~
((
x
1 + x~
)k−1
− xk−1
)
,
∞∑
n=1
(w¯i + ~)n
xn
n
= − log(1 + x((i− 1)t− ~)) + B¯1(w¯i)− B¯1(−(i− 1)t)
~
log
(
1
1− x~
)
−
∞∑
k=2
B¯k(w¯i)− B¯k(−(i− 1)t)
(k − 1)~
(
xk−1 −
(
x
1− x~
)k−1)
,
∞∑
n=1
(w¯i + ~+ t)n
xn
n
= − log(1 + x((i− 2)t− ~)) + B¯1(w¯i)− B¯1(−(i− 1)t)
~
log
(
1− xt
1− x(~+ t)
)
−
∞∑
k=2
B¯k(w¯i)− B¯k(−(i− 1)t)
(k − 1)~
((
x
1− xt
)k−1
−
(
x
1− x(~+ t)
)k−1)
.
The log terms give us
N∑
i=1
(log(1 + xit)− log(1 + x(i− 1)t)− log(1 + x((i− 1)t− ~)) + log(1 + x((i− 2)t− ~)))
= log(1 +Nxt)− log(1 + x((N − 1)t− ~)) + log(1− x(t + ~)).
The alternating sum for B¯1(w¯i)−B¯1(−(i−1)t)/~ is
log(1− x~)− log(1− x(~+ t)) + log(1− xt)
− log(1 + x~)− log(1 + xt) + log(1 + x(~+ t)).
This is nothing but ϕ0(x). Finally the alternating sum for B¯k(w¯i)−B¯k(−(i−1)t)/~ is
1
k − 1
[
−
(
x
1− ~x
)k−1
+
(
x
1− (~+ t)x
)k−1
−
(
x
1− tx
)k−1
+
(
x
1 + ~x
)k−1
+
(
x
1 + tx
)k−1
−
(
x
1 + (~+ t)x
)k−1]
.
This is ϕk−1(x). Therefore (6.9) is equal to
(1− (~+ t)x)(1 +Ntx)
1− (~+ (1−N)t)x exp
(
−
∞∑
k=1
N∑
i=1
B¯k(w¯i)− B¯k(−(i− 1)t)
~
ϕk−1(x)
)
.
This shows (6.1g) with ω = N .
The proof of the remaining relations is given in §A.
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6(iv). Automorphism. Let a be a complex number. We define an automorphism τa of
Y (ĝl(1)) by
τa(en) =
n∑
k=0
(
n
k
)
an−kek, τa(fn) =
n∑
k=0
(
n
k
)
an−kfk,
τa(hn) =
n∑
k=0
(
n
k
)
an−khk.
A direct computation shows that relations (6.1d, 6.1e, 6.1f, 6.1g) are preserved.
It is also easy to check (6.1a’, 6.1b’, 6.1c’) in Remark 6.4. Since those are equivalent to
(6.1a, 6.1b, 6.1c), the automorphism τa is well-defined.
Let us give another proof of (6.1a, 6.1b, 6.1c).
Lemma 6.11. We have
τa(D0,m) ≡
m∑
k=1
(
m− 1
k − 1
)
am−kD0,k
modulo a central element.
Proof. By the binomial theorem, we have
τa
(
1− t(~+ t)
∞∑
n=0
hnx
n+1
)
= 1− t(~+ t)
∞∑
n=0
hn
(
x
1− ax
)n+1
.
On the other hand
exp
(
−
∞∑
n=0
n+1∑
k=1
(
n
k − 1
)
an+1−k
D0,k
~
ϕn(x)
)
= exp
(
−
∞∑
n=0
D0,n+1
~
ϕn
(
x
1− ax
))
follows from the identity
∞∑
n=k
(
n
k
)
an−kϕn(x) = ϕk
(
x
1− ax
)
(n ≥ 0).
Therefore
Cm
def.
= τa(D0,m)−
m∑
k=1
(
m− 1
k − 1
)
am−kD0,k
is given by
(1− (~+ t)x)(1 + ωtx)
1− (~+ (1− ω)t)x exp
(
−
∞∑
n=0
Cn+1
~
ϕn(x)
)
=
(1− (a+ ~+ t)x)(1− (a− ωt)x)
(1− ax)(1− (a+ ~+ (1− ω)t)x) .
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Assuming ω = N is a positive integer, we substitute w¯i = a − (i − 1)t to (6.10) and the
subsequent three equations. We have
exp
(
−
∞∑
k=1
N∑
i=1
B¯k(a− (i− 1)t)− B¯k(−(i− 1)t)
~
ϕk−1(x)
)
=
(1− (a+ ~+ t)x)(1− (a−Nt)x)(1− (~+ (1−N)t)x)
(1− ax)(1− (a+ ~+ (1−N)t)x)(1− (~+ t)x)(1 +Ntx) .
Note that
∑N
i=1 B¯k(a−(i−1)t)−B¯k(−(i−1)t) is a polynomial in a, ~, t and N . Therefore
Ck is the central element obtained by replacing N by ω. 
From the proof, we can remove the shift −(N − 1)t in Theorem 6.5.
Proposition 6.12. Let A~ be the quantized Coulomb branch for dimV = N , dimW = 0.
Then we have a surjective homomorphism of algebras Ψ: Y (ĝl(1))→ A~ given by
D0,m 7→
N∑
i=1
B¯m(wi)− B¯m(−(i− 1)t) (m ≥ 1),
en 7→ E1[(w + ~)n], fn 7→ F1[(w + ~)n] (n ≥ 0),
where ω = N .
In fact, looking at the proof in §6(iii), §A, we find that the argument go through when
we use wi, w instead of w¯i, w¯. It gives a direct proof without using the automorphism τa.
6(v). Shifted Yangian. Now we consider the case dimW = l > 0. Let us compare
operators F1 in (1.4) for l > 0 and l = 0. In order to distinguish them, let us denote them
by F
(l)
1 , F
(0)
1 respectively. They are related by
F
(l)
1 [(w + ~)n] = F
(0)
1 [(w + ~)n
l∏
k=1
(w − zk)] =
l∑
i=0
(−1)l−iel−i(~z + ~)F (0)1 [(w + ~)i+n],
where el−i(~z+~) is the (l−i)th elementary symmetric function in variables z1+~, . . . , zl+~.
Thus the commutation relations on F
(l)
1 [(w+~)n] are deduced from those on F
(0)
1 [(w+~)n].
Let Yl(~z) be a C[ω, ~, t]-algebra generated by D0,m (m ≥ 1), en, fn+l (n ≥ 0) with
relations (6.1) where (6.1h) is replaced by
(6.13) 1− t(~+ t)
∑
n≥0
hnx
n+1
=
l∏
k=1
(1− (zk + ~)x)× (1− (~+ t)x)(1 + ωtx)
1− (~+ (1− ω)t)x exp
(
−
∑
n≥0
D0,n+1
~
ϕn(x)
)
.
The right hand side is not 1 at t = 0 nor ~ + t = 0. Nevertheless we only need hn with
n ≥ l in (6.1g), and they are well-defined as ∏lk=1(1− (zk + ~)x) is of degree l.
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Theorem 6.14. Let A~ be the quantized Coulomb branch for dimV = N , dimW = l.
Then we have a surjective homomorphism of algebras Ψ: Yl(~z)→ A~ given by
D0,m 7→
N∑
i=1
B¯m(wi)− B¯m(−(i− 1)t) (m ≥ 1),
en 7→ E1[(w + ~)n], fn+l 7→ F (l)1 [(w + ~)n] (n ≥ 0),
where ω = N .
Remark 6.15. Let us switch to the presentation in Remark 6.4. Let Yl be the subalgebra
of Y (gˆl(1)) generated by hn, en, fn+l. Then we can ‘formally’ define a homomorphism
Yl → A~ by
h(x) 7→
l∏
k=1
(1− (zk + ~)x)
N∏
i=1
(1− (wi − t)x)(1− (wi + ~+ t)x)
(1− wix)(1− (wi + ~)x) ,
en 7→ E1[(w + ~)n], fn+l 7→ F (l)1 [(w + ~)n] (n ≥ 0).
(A proof is given in §B.) However the target of h(x) is not 1 at t = 0 nor ~ + t = 0.
Therefore the image of hn (n < l) is contained in
1
t(~+t)A~, but not in A~. Similarly Yl(~z)
is almost isomorphic to Yl, which is independent of parameters zk, but not quite yet.
This problem does not arise for finite type shifted Yangian: Yl and Yl(~z) are isomorphic
in this case. See [KWWY14, 3G].
Appendix A.
Let us prove (6.1e) for fn = F1[(w¯ + ~)n]. Put
Ci =
∏
j 6=i
w¯i − w¯j + t
w¯i − w¯j
so that F1[(w¯ + ~)n] =
∑N
i=1 w¯
n
i Ciu
−1
i . We define C
′
i and C
(i)
j (i 6= j) by
C ′i =
∏
j 6=i
w¯i − w¯j − ~+ t
w¯i − w¯j − ~ ,
C
(i)
j = Cj
w¯j − w¯i
w¯j − w¯i + t =
∏
k 6=i,j
w¯j − w¯k + t
w¯j − w¯k
so that
u−1i Ci = C
′
iu
−1
i , u
−1
i Cj = C
(i)
j
w¯j − w¯i + ~+ t
w¯j − w¯i + ~ u
−1
i (i 6= j).
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We have
[fm, fn] =
∑
i,j
[w¯mi Ciu
−1
i , w¯
n
j Cju
−1
j ]
=
∑
i
(w¯mi (w¯i − ~)n − w¯ni (w¯i − ~)m)CiC ′iu−2i
+
∑
i 6=j
w¯mi w¯
n
j
(
CiC
(i)
j
w¯j − w¯i + ~+ t
w¯j − w¯i + ~ − CjC
(j)
i
w¯i − w¯j + ~+ t
w¯i − w¯j + ~
)
u−1i u
−1
j .
The second term is calculated as
CiC
(i)
j
w¯j − w¯i + ~+ t
w¯j − w¯i + ~ − CjC
(j)
i
w¯i − w¯j + ~+ t
w¯i − w¯j + ~
= − C(j)i C(i)j
2~t(~+ t)
(w¯i − w¯j)(w¯i − w¯j + ~)(w¯i − w¯j − ~) .
Therefore
[fm, fn] =
∑
i
(w¯mi (w¯i − ~)n − w¯ni (w¯i − ~)m)CiC ′iu−2i
− 2~t(~+ t)
∑
i<j
(w¯mi w¯
n
j − w¯ni w¯mj )C(j)i C(i)j
1
(w¯i − w¯j)(w¯i − w¯j + ~)(w¯i − w¯j − ~)u
−1
i u
−1
j .
We also have
f 20 =
∑
i
CiC
′
iu
−2
i
+
∑
i<j
C
(j)
i C
(i)
j
(
w¯i − w¯j + t
w¯i − w¯j
w¯j − w¯i + ~+ t
w¯j − w¯i + ~ +
w¯j − w¯i + t
w¯j − w¯i
w¯i − w¯j + ~+ t
w¯i − w¯j + ~
)
u−1i u
−1
j
=
∑
i
CiC
′
iu
−2
i + 2
∑
i<j
C
(j)
i C
(i)
j
(w¯i − w¯j)3 − (~2 + t(~+ t))(w¯i − w¯j)
(w¯i − w¯j)(w¯i − w¯j + ~)(w¯i − w¯j − ~) u
−1
i u
−1
j .
The coefficient of u−2i in the left hand side of (6.1e) is
CiC
′
i
× (3 (w¯2i (w¯i − ~)− w¯i(w¯i − ~)2)− (w¯3i − (w¯i − ~)3)+ (~2 + t(~+ t)) (w¯i − (w¯i − ~))
− ~t(~+ t)) = 0.
The coefficient of u−1i u
−1
j (i < j) in the left hand side of (6.1e) is
C
(j)
i C
(i)
j
2~t(~+ t)
(w¯i − w¯j)(w¯i − w¯j + ~)(w¯i − w¯j − ~)
× (− (3 (w¯2i w¯j − w¯iw¯2j)− (w¯3i − w¯3j)+ (~2 + t(~+ t)) (w¯i − w¯j))
− ((w¯i − w¯j)3 − (~2 + t(~+ t))(w¯i − w¯j))) = 0.
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The proof of (6.1d) is the same, hence is omitted.
Let us prove (6.1f) for fn. The proof for en is similar. We define C
′′
i and C
′(i)
j (i 6= j) by
C ′′i =
∏
j 6=i
w¯i − w¯j + t− 2~
w¯i − w¯j − 2~ ,
C
′(i)
j = C
′
j
w¯j − w¯i − ~
w¯j − w¯i − ~+ t =
∏
k 6=i,j
w¯j − w¯k − ~+ t
w¯j − w¯k − ~
so that
u−1i C
′
i = C
′′
i u
−1
i , u
−1
i C
′
j = C
′(i)
j
w¯j − w¯i + t
w¯j − w¯i u
−1
i (i 6= j).
We have
(A.1) [f0, [f0, f1]] = −~
∑
i,j
[Ciu
−1
i , CjC
′
ju
−2
j ]
+ 2~t(~+ t)
∑
i
∑
j<k
[Ciu
−1
i , C
(k)
j C
(j)
k
1
(w¯j − w¯k + ~)(w¯j − w¯k − ~)u
−1
j u
−1
k ].
Consider the case i = j in the first sum of (A.1). The summand is
(CiC
′
iC
′′
i − CiC ′iC ′′i )u−3i = 0.
For the case i 6= j in the first sum of (A.1), we have
Ciu
−1
i CjC
′
ju
−2
j = CiC
(i)
j
w¯j − w¯i + ~+ t
w¯j − w¯i + ~ C
′(i)
j
w¯j − w¯i + t
w¯j − w¯i u
−1
i u
−2
j
= C
(j)
i CjC
′(i)
j
w¯i − w¯j + t
w¯i − w¯j
w¯i − w¯j − ~− t
w¯i − w¯j − ~ u
−1
i u
−2
j .
Furthermore,
CjC
′
ju
−2
j Ciu
−1
i = CjC
′
jC
(j)
i
w¯i − w¯j + 2~+ t
w¯i − w¯j + 2~ u
−1
i u
−2
j
= CjC
′(i)
j C
(j)
i
w¯j − w¯i − ~+ t
w¯j − w¯i − ~
w¯i − w¯j + 2~+ t
w¯i − w¯j + 2~ u
−1
i u
−2
j .
Thus we have
[Ciu
−1
i , CjC
′
ju
−2
j ]
= C
(j)
i CjC
′(i)
j
(
w¯i − w¯j + t
w¯i − w¯j
w¯i − w¯j − ~− t
w¯i − w¯j − ~ −
w¯j − w¯i − ~+ t
w¯j − w¯i − ~
w¯i − w¯j + 2~+ t
w¯i − w¯j + 2~
)
u−1i u
−2
j
and denote this by Aij. Consider the case i = j < k in the second sum of (A.1). We have
Cju
−1
j C
(k)
j C
(j)
k
1
(w¯j − w¯k + ~)(w¯j − w¯k − ~)u
−1
j u
−1
k
= CjC
′(k)
j C
(j)
k
1
(w¯j − w¯k)(w¯j − w¯k − 2~)u
−2
j u
−1
k ,
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and
C
(k)
j C
(j)
k
1
(w¯j − w¯k + ~)(w¯j − w¯k − ~)u
−1
j u
−1
k Cju
−1
j
= C
(k)
j C
(j)
k
1
(w¯j − w¯k + ~)(w¯j − w¯k − ~)C
′(k)
j
w¯j − w¯k + t
w¯j − w¯k u
−2
j u
−1
k
= CjC
(j)
k C
′(k)
j
1
(w¯j − w¯k + ~)(w¯j − w¯k − ~)u
−2
j u
−1
k .
Thus we have
[Cju
−1
j , C
(k)
j C
(j)
k
1
(w¯j − w¯k + ~)(w¯j − w¯k − ~)u
−1
j u
−1
k ]
= CjC
′(k)
j C
(j)
k
(
1
(w¯j − w¯k)(w¯j − w¯k − 2~) −
1
(w¯j − w¯k + ~)(w¯j − w¯k − ~)
)
u−2j u
−1
k
and denote this by Bjk. Similarly the case j < k = i in the second sum of (A.1) is given
by
[Cku
−1
k , C
(k)
j C
(j)
k
1
(w¯j − w¯k + ~)(w¯j − w¯k − ~)u
−1
j u
−1
k ]
= CkC
(k)
j C
′(j)
k
(
1
(w¯j − w¯k + 2~)(w¯j − w¯k) −
1
(w¯j − w¯k + ~)(w¯j − w¯k − ~)
)
u−1j u
−2
k
= Bkj.
Hence the coefficient of u−2j u
−1
k (j < k) in (A.1) is given by
− ~Akj + 2~t(~+ t)Bjk
= − ~C(j)k CjC ′(k)j
(
w¯k − w¯j + t
w¯k − w¯j
w¯k − w¯j − ~− t
w¯k − w¯j − ~ −
w¯j − w¯k − ~+ t
w¯j − w¯k − ~
w¯k − w¯j + 2~+ t
w¯k − w¯j + 2~
)
+ 2~t(~+ t)CjC ′(k)j C
(j)
k
(
1
(w¯j − w¯k)(w¯j − w¯k − 2~) −
1
(w¯j − w¯k + ~)(w¯j − w¯k − ~)
)
.
Set x = w¯j − w¯k. A direct calculation shows the identity
− ~
(
(x− t)(x+ ~+ t)
x(x+ ~)
− (x− ~+ t)(x− 2~− t)
(x− ~)(x− 2~)
)
+ 2~t(~+ t)
(
1
x(x− 2~) −
1
(x+ ~)(x− ~)
)
= 0.
Hence the above vanishes. The same argument shows that the coefficient of u−1j u
−2
k (j < k)
in (A.1) is
−~Ajk + 2~t(~+ t)Bkj = 0.
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We consider the coefficient of u−1i u
−1
j u
−1
k (i < j < k) in (A.1). Define C
(k,i)
j by
C
(k,i)
j = C
(k)
j
w¯j − w¯i
w¯j − w¯i + t =
∏
l 6=i,j,k
w¯j − w¯l + t
w¯j − w¯l
so that
u−1i C
(k)
j = C
(k,i)
j
w¯j − w¯i + ~+ t
w¯j − w¯i + ~ u
−1
i .
Define C
(j,i)
k and C
(j,k)
i similarly. Then we have
Ciu
−1
i C
(k)
j C
(j)
k
1
(w¯j − w¯k + ~)(w¯j − w¯k − ~)u
−1
j u
−1
k
= CiC
(k,i)
j
w¯j − w¯i + ~+ t
w¯j − w¯i + ~ C
(j,i)
k
w¯k − w¯i + ~+ t
w¯k − w¯i + ~
1
(w¯j − w¯k + ~)(w¯j − w¯k − ~)u
−1
i u
−1
j u
−1
k
= C
(k,j)
i C
(k,i)
j C
(j,i)
k
w¯i − w¯j + t
w¯i − w¯j
w¯i − w¯k + t
w¯i − w¯k
w¯j − w¯i + ~+ t
w¯j − w¯i + ~
w¯k − w¯i + ~+ t
w¯k − w¯i + ~
× 1
(w¯j − w¯k + ~)(w¯j − w¯k − ~)u
−1
i u
−1
j u
−1
k .
Also
C
(k)
j C
(j)
k
1
(w¯j − w¯k + ~)(w¯j − w¯k − ~)u
−1
j u
−1
k Ciu
−1
i
= C
(k)
j C
(j)
k
1
(w¯j − w¯k + ~)(w¯j − w¯k − ~)C
(j,k)
i
w¯i − w¯j + ~+ t
w¯i − w¯j + ~
w¯i − w¯k + ~+ t
w¯i − w¯k + ~ u
−1
i u
−1
j u
−1
k
= C
(k,i)
j C
(j,i)
k C
(j,k)
i
1
(w¯j − w¯k + ~)(w¯j − w¯k − ~)
× w¯j − w¯i + t
w¯j − w¯i
w¯k − w¯i + t
w¯k − w¯i
w¯i − w¯j + ~+ t
w¯i − w¯j + ~
w¯i − w¯k + ~+ t
w¯i − w¯k + ~ u
−1
i u
−1
j u
−1
k .
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Thus we have
[Ciu
−1
i , C
(k)
j C
(j)
k
1
(w¯j − w¯k + ~)(w¯j − w¯k − ~)u
−1
j u
−1
k ]
= C
(k,j)
i C
(k,i)
j C
(j,i)
k
1
(w¯i − w¯j)(w¯i − w¯k)(w¯j − w¯k + ~)(w¯j − w¯k − ~)(
(w¯i − w¯j + t)(w¯i − w¯j − ~− t)(w¯i − w¯k + t)(w¯i − w¯k − ~− t)
(w¯i − w¯j − ~)(w¯i − w¯k − ~)
− (w¯i − w¯j − t)(w¯i − w¯j + ~+ t)(w¯i − w¯k − t)(w¯i − w¯k + ~+ t)
(w¯i − w¯j + ~)(w¯i − w¯k + ~)
)
u−1i u
−1
j u
−1
k
= C
(k,j)
i C
(k,i)
j C
(j,i)
k
1
xijxjkxki(xij + ~)(xij − ~)(xjk + ~)(xjk − ~)(xki + ~)(xki − ~)
× xjk
(
(xij + ~)(xij + t)(xij − ~− t)(xki − ~)(xki − t)(xki + ~+ t)
− (xij − ~)(xij − t)(xij + ~+ t)(xki + ~)(xki + t)(xki − ~− t)
)
u−1i u
−1
j u
−1
k ,
where we set xij = w¯i − w¯j and so on. Put
Aijk = xjk
(
(xij + ~)(xij + t)(xij − ~− t)(xki − ~)(xki − t)(xki + ~+ t)
− (xij − ~)(xij − t)(xij + ~+ t)(xki + ~)(xki + t)(xki − ~− t)
)
.
It is enough to show Aijk + Ajki + Akij = 0. We have
Aijk = 2~t(~+ t)xjk(x3ij − x3ki − (~2 + t(~+ t))(xij − xki)),
Ajki = 2~t(~+ t)xki(x3jk − x3ij − (~2 + t(~+ t))(xjk − xij)),
Akij = 2~t(~+ t)xij(x3ki − x3jk − (~2 + t(~+ t))(xki − xjk)).
A straightforward calculation shows
xjk(x
3
ij − x3ki) + xki(x3jk − x3ij) + xij(x3ki − x3jk) = 0,
xjk(xij − xki) + xki(xjk − xij) + xij(xki − xjk) = 0.
This completes the proof of (6.1f).
Appendix B.
We check that the relation (6.1b’) holds for
h(x) =
l∏
k=1
(1− (zk + ~)x)
N∏
i=1
(1− (wi − t)x)(1− (wi + ~+ t)x)
(1− wix)(1− (wi + ~)x) ,
en = E1[(w + ~)n].
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We have
[h(x), en]
=
N∑
i=1
(wi + ~)n
∏
j 6=i
wi − wj − t
wi − wj
l∏
k=1
(1− (zk + ~)x)
∏
j 6=i
(1− (wj − t)x)(1− (wj + ~+ t)x)
(1− wjx)(1− (wj + ~)x)
×
(
(1− (wi − t)x)(1− (wi + ~+ t)x)
(1− wix)(1− (wi + ~)x) −
(1− (wi + ~− t)x)(1− (wi + 2~+ t)x)
(1− (wi + ~)x)(1− (wi + 2~)x)
)
ui
=
N∑
i=1
(wi + ~)n
∏
j 6=i
wi − wj − t
wi − wj
l∏
k=1
(1− (zk + ~)x)
∏
j 6=i
(1− (wj − t)x)(1− (wj + ~+ t)x)
(1− wjx)(1− (wj + ~)x)
× 2~t(~+ t)x
3
(1− wix)(1− (wi + ~)x)(1− (wi + 2~)x)ui.
This shows [h0, en] = [h1, en] = 0 and [h2, en] = −2~en. Then it is enough to prove that
the term with positive powers in y of
(B.1)
(
(x−1 − y−1)3 − (~2 + t(~+ t))(x−1 − y−1)) [h(x), e(y)]
− ~t(~+ t)(h(x)e(y) + e(y)h(x))
vanishes. We have
h(x)e(y) + e(y)h(x) =
∑
n≥0
yn+1
N∑
i=1
(wi + ~)n
×
∏
j 6=i
wi − wj − t
wi − wj
l∏
k=1
(1− (zk + ~)x)
∏
j 6=i
(1− (wj − t)x)(1− (wj + ~+ t)x)
(1− wjx)(1− (wj + ~)x)
× 2Pi(x)
(1− wix)(1− (wi + ~)x)(1− (wi + 2~)x)ui,
where
Pi(x) = 1− 3(wi + ~)x+
(
3(wi + ~)2 − (~2 + t(~+ t))
)
x2
− ((wi + ~)3 − (~2 + t(~+ t))(wi + ~))x3.
Consider the coefficient of yn+1 (n ≥ 0) in (B.1). Since we have
(wi + ~)n − 3(wi + ~)n+1x+ 3(wi + ~)n+2x2 − (wi + ~)n+3x3
− (~2 + t(~+ t))((wi + ~)nx2 − (wi + ~)n+1x3)− (wi + ~)nPi(x) = 0,
the assertion is proved. The relation (6.1c’) can be checked similarly.
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