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Abstract
We study trace theoretic concurrent systems. We introduce a notion of
irreducible concurrent system and we prove the equivalence, for an accessible
concurrent system, between irreducibility and a spectral property. The spectral
property states a strict inequality between certain spectral radii of convergence
of growth series. The proof that we present relies on Analytic combinatorics
techniques. The spectral property is the cornerstone of our theory, in a frame-
work where the Perron-Frobenius theory does not apply directly.
We apply the spectral property to the probabilistic theory of concurrent
systems. We prove on the one hand that the Markov chain of states-and-cliques
associated with the uniform measure stays within the so-called positive nodes.
On the other hand, we prove the uniqueness of the uniform measure.
1—Introduction
We study concurrent systems from a trace theoretic point of view. A concurrent
system is defined through a partial action of a trace monoid on a finite set of states.
This setting encompasses popular concurrency models such as 1-safe and bounded
Petri nets.
A trace monoid is a presented monoid of the formM = 〈Σ | ab = ba for (a, b) ∈ I〉
where Σ is a finite alphabet and I is an irreflexive and symmetric relation on Σ.
Elements of Σ represent actions. Pairs of actions (a, b) ∈ I correspond to concurrent
actions, i.e., actions for which the two successive occurrences ab and ba have the same
effects, which corresponds to the identity ab = ba in the quotient monoid M.
The elements of a trace monoid are called traces. The combinatorics of traces is
well known since the works of Cartier and Foata [5] and of Viennot [16]. Two objects
collect most information on the combinatorics of traces. The first one is the Möbius
polynomial µM(z) of the monoid, the definition of which is recalled in Section 3.1.
The second one is the digraph of cliques of the monoid. Traces admit a normal form,
similar to the Garside normal form for braids. Normal forms of traces correspond
bijectively to the paths of the digraph of cliques. The trace monoid is irreducible
if the graph
(
Σ, (Σ × Σ) \ I) is connected, and in this case, the digraph of cliques
is strongly connected and aperiodic. Based on this fact, several conclusions can be
derived from the application of the Perron-Frobenius theory to the incidence matrix
of the digraph of cliques, among which: uniqueness of the root of smallest modulus of
the Möbius polynomial, asymptotic estimate on the number of traces of large length,
and weak convergence of the uniform distributions on traces of given length toward
a uniform measure “at infinity” that we briefly describe now.
The compactification of the trace monoid M by its boundary at infinity ∂M
provides a topological space carrying a unique uniform measure analogous, for the
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trace monoid, to the uniform Bernoulli measure on infinite sequences of letters [3].
This uniform measure is determined by a single scalar value, given by the unique
root of smallest modulus of the Möbius polynomial. Hence, briefly speaking, the
probabilistic theory of trace monoids corresponds to a theory of i.i.d. discrete random
variables with concurrency. From there, a natural extension to look for is a theory of
“discrete Markov chains with concurrency”, which is precisely the topic of probabilistic
concurrent systems.
Different research fields may have an interest in a theory of probabilistic concur-
rent systems, and for different reasons. The probabilistic model checking of concurrent
systems lacks such a theory. Instead, computer scientists rely on sequential proba-
bilistic models including nondeterminism to take into account concurrency [4, 12],
which are not well suited for all situations. Hence a trace theory of probabilistic
concurrent systems fills a gap in discrete events systems theory with applications in
probabilistic simulation and in probabilistic model checking for real life models. The
detailed study of the uniform measure is of particular interest in this respect.
Discrete time Markov chains are one of the most successful models of probability
theory, with applications as versatile as they are powerful. A notion of “Markov chain
with several tokens moving concurrently” is therefore of interest also for probability
theorists. The graphical model of Petri nets provides such models, which fit into the
framework of this paper, and provides non trivial new probabilistic systems.
Beside the expected applications in discrete event systems theory, an example
that we present in Section 3.4 of the paper shows an interplay between concurrent
systems and topics from Combinatorics. We use the tilings of the Aztec diamond of
order 2 to define a simple, yet non trivial concurrent system, for which we obtain
the probabilistic parameters at the end of the paper; we only scratch the surface of a
possible interplay between tiling models and probabilistic concurrent systems theory.
Description of the results. The digraph of cliques, which is effective for studying
the combinatorics of a trace monoid, has to be replaced for a concurrent system by
the digraph of states-and-cliques (DSC), which was introduced in [1]. Executions of
the system correspond bijectively to paths in the DSC. The main difficulty comes
from the following fact: even if the concurrent system is irreducible, the DSC is not
strongly connected in general. This contrasts with trace monoids theory, where a
fundamental result is the strong connectedness and aperiodicity of the digraph of
cliques of an irreducible trace monoid. And indeed, simple examples described in
Section 3.4 already give raise to digraphs of states-and-cliques with several strongly
connected components. What is interesting however is to understand the status of
these several components, and to prove that they do not play the same role with
respect to the combinatorics of the system.
Our strategy is to prove a spectral property for irreducible concurrent systems.
Intuitively speaking, the spectral property of an irreducible concurrent system, re-
sulting from the action of a trace monoid M(Σ, I) on a set of states X , says the
following: for any action a ∈ Σ, the new concurrent system obtained by restriction
after removing the action a is “really smaller” than the original concurrent system.
The latter notion is rigorously formalized through the notion of spectral radius, or
dually of radius of convergence of certain growth series.
This spectral property is, of course, also true for trace monoids. One way to prove
it for trace monoids is to use the Perron-Frobenius theory for primitive matrices—we
give in the paper yet another proof, thereby sustaining the expectation of a proof for
concurrent systems that would not be a direct application of the Perron-Frobenius
theory. But the straightforward application of the Perron-Frobenius theory is un-
available for concurrent systems since their DSC is not strongly connected in general.
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Instead, we rely on other techniques, namely on an ad hoc construction with the help
of elementary, yet powerful tools from Analytic combinatorics.
Based on the spectral property that we prove for irreducible concurrent systems,
we are able to further investigate the structure of the DSC. In particular, we introduce
the notion of positive and of null node of the DSC, and we show that null nodes can
be safely removed without affecting, asymptotically, the combinatorics of the system.
The existence of null nodes is both a difficulty and a specificity of concurrent systems;
they are absent from irreducible trace monoids theory, and of course from Markov
chains theory.
The combinatorics results that we obtain have natural applications in the theory
of probabilistic concurrent systems. We develop the probabilistic material previously
introduced in [1], where a notion of uniform measure for concurrent systems was con-
structed, in the light of our new results. In particular, we show that the associated
Markov chain of states-and-cliques only visits positive nodes of the DSC. This result
provides a natural probabilistic interpretation of our combinatorial results. Further-
more, we prove the uniqueness of the uniform measure, a result which was left open.
2—Preliminaries
We shall use throughout the paper the following notions and elementary properties.
A digraph is a pair (N,E) where N is a finite set, called the set of nodes or vertices,
and E, the set of edges, is a subset of N ×N . A graph is a digraph (N,E) where E is
symmetric, i.e., (x, y) ∈ E =⇒ (y, x) ∈ E. For brevity, we simply denote graphs and
digraphs by their sets of nodes, the sets of edges being understood and conventionally
denoted by E.
A path in a digraph N is a sequence (x1, . . . , xp) of nodes, maybe empty, such
that (xi, xi+1) ∈ E for i = 1, . . . , p − 1. The length of the path is the integer p. In
particular, single nodes correspond to paths of length 1, and the empty path is the
unique path of length 0. We say that the path (x1, . . . , xp) leads from x1 to xp. If x
and y are two nodes, we write x→∗ y if there exists a path leading from x to y.
A digraph N is strongly connected if x→∗ y for every two nodes x and y. If N is a
digraph and if N ′ is a subset of N , the digraph induced by N ′ is
(
N ′, E ∩ (N ′×N ′)).
We simply denote it by N ′. A subgraph of N is any digraph induced by some subset
of N . A strongly connected component of N is any maximal strongly connected
subgraph of N , where the maximality is understood with respect to inclusion. If
N1, . . . , Np are the strongly connected components of N , then the collection of sets
{N1, . . . , Np} is a partition of the set N .
Let S = {N1, . . . , Np} be the collection of strongly connected components of a
digraph N . Then for all i, j ∈ {1, . . . , p} and for all nodes x, x′ ∈ Ni and y, y′ ∈ Nj ,
one has: x →∗ y ⇐⇒ x′ →∗ y′. We write Ni  Nj if there are nodes x ∈ Ni and
y ∈ Nj such that x →∗ y. This relation is a partial order on S. We say that Nj is
terminal if Nj is maximal in (S,). Since we assume N to be finite, S is itself finite
and non empty if N 6= ∅. Therefore, in this paper, non empty digraphs always have
at least one terminal strongly connected component.
The spectral radius ρ(A) of a real or complex matrix A is the maximal modulus of
its complex eigenvalues. A nonnegative matrix is a real matrix, the entries of which
are all non negative. We write A ≤ B for two nonnegative matrices of the same size
if B −A is nonnegative.
Let (N,E) be a digraph. Its incidence matrix is the {0, 1}-matrix F indexed
by N , and with Fx,y = 1
(
(x, y) ∈ E), where, for some predicate P , we denote by
1(P ) the characteristic function of P . For z a node, let 1z denote the vector indexed
by N and defined by 1z(x) = 1(x = z), and let 1
′
z denote its transpose vector. Then,
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for every integer n ≥ 1, and for every two nodes x and y, the number λx,y(n) of paths
of length n leading from x to y is given by:
λx,y(n) = 1
′
xF
n−1
1y , (2.1)
after identification of the above 1× 1 matrix with its unique entry.
The spectral radius ρ(N) of a digraph N is the spectral radius of its incidence
matrix. For each pair (x, y) ∈ N ×N , let Gx,y(z) be the series:
Gx,y(z) =
∑
n≥0
λx,y(n)z
n,
of radius of convergence rx,y ∈ (0,+∞]. We define:
r(N) = min{rx,y : (x, y) ∈ N ×N}
which is a positive number, maybe equal to +∞. Alternatively, r is the radius of
convergence of the matrix series
∑
Fnzn.
The first part of the following result is the classical result which relates the spec-
tral radius of an operator A with the radius of convergence of the series
∑
Anzn.
The second part is based on the strong results of the Perron-Frobenius theory for
irreducible matrices, for which we rely on [15]. For our concern later in the paper, we
need to state it without the irreducibility assumption.
• Proposition 2.1—Let N be a digraph, and let r = r(N) and ρ = ρ(N). Then r = ρ−1
if ρ 6= 0 and r = +∞ if ρ = 0. Furthermore, there exists a node x and a positive
integer d such that, for any positive multiple d′ of d, the series
∑
n≥0 λx,x(nd
′)zn has
rd
′
as radius of convergence.
Proof. Let F be the incidence matrix of N , and let ρ = ρ(F ). It is well known
that ρ = limn→∞(‖Fn‖)1/n, for any matrix norm ‖ · ‖ (i.e., ‖AB‖ ≤ ‖A‖ ‖B‖).
See, e.g., [6, Th. 1.5.2], or [13, Th. 2.2.2 p.58]. From Hadamard formula rx,y =(
lim supn→∞ λx,y(n)
1
n
)−1
, it follows that rx,y ≥ 1/ρ for all nodes x and y, and thus
r ≥ 1/ρ. In particular, this settles the case where ρ = 0.
We now prove the converse inequality. Seeking a contradiction, assume that r >
1/ρ. Let λ be an eigenvalue of F of modulus ρ. Then λ−1 lies in the domain of
convergence of all the series Gx,y(z). Let G(z) be the matrix which (x, y) entry is
Gx,y(z) for |z| < r. From (2.1), one sees that G(λ) − Id is the inverse of λ−1 Id−F .
This implies that Id−λF is invertible, contradicting that λ is an eigenvalue of F .
Hence r = ρ−1.
For the second statement of the proposition, we consider the canonical form of
the nonnegative matrix F , as described in [15], obtained by suitable simultaneous
permutations of the lines and columns of the original incidence matrix. One of the
diagonal blocks, say T , is an irreducible nonnegative matrix of spectral radius ρ. Let
d > 0 be the period of T . After maybe another simultaneous permutation of lines
and columns of T , it follows from [15, Th. 1.4] that T d is diagonal by blocks, each
block being primitive of spectral radius ρd. Therefore, T d
′
is also diagonal by blocks
with diagonal blocks primitive of spectral radius ρd
′
for any positive multiple d′ of d.
It follows from the Perron-Frobenius theorem for primitive matrices [15, Th. 1.2]
that, for any node x corresponding to an index of T , the (x, x) entry λx,x(nd
′) of
T (n−1)d
′
is equivalent to Kρnd
′
as n → ∞, for some positive constant K. Therefore∑
n≥0 λx,x(nd
′)zn has ρ−d
′
= rd
′
as radius of convergence.
Remark 2.2. If G(z) =
∑
n≥0 anz
n is a rational series with radius of convergence
r <∞, and if all the coefficients an are non negative, then it is well known that r is
a pole of G(z). Indeed, it follows from Pringsheim’s theorem [9, Th. IV.6] that r is a
singularity of G(z), and for rational series, poles and singularities coincide.
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3—Trace monoids and concurrent systems
3.1 — Trace monoids
A trace monoid is a finitely generated monoid of the form
M = 〈Σ ∣∣ ab = ba ∀(a, b) ∈ I〉,
where Σ is a finite alphabet, and I ⊆ Σ× Σ is an irreflexive and symmetric relation
on Σ. We denote it byM =M(Σ, I). Elements of Σ are called letters and elements of
M are called traces. We identify letters and their image in M through the canonical
surjection Σ∗ → M. More generally, according to the context, it should be clear
whether a word a1 . . . ap represents an element of the free monoid Σ
∗ or its image
in M. The empty word and the unit element of M are both denoted ε. Elements of
M distinct from ε are called non empty traces. A trace is thus a congruence class of
the free monoid Σ∗, relatively to the smallest congruence containing all pairs of the
form (ab, ba), with (a, b) ∈ I. The length of a trace x, denoted by |x|, is the length of
any word representing x. If H is a subset of Σ, we denote by 〈H〉 the submonoid of
M generated by H . Obviously: 〈H〉 =M(H, IH) with IH = (H ×H) ∩ I.
The alphabet Σ is thought of as the alphabet of elementary actions of a system,
some of them being concurrent. The concurrency of actions is encoded into the rela-
tion I, which is called the independence relation. Two actions a and b are concurrent
if and only if (a, b) ∈ I, which translates as ab = ba in the monoid. This identification
characterizes the so-called trace models or partial order models of concurrency [8].
The dependence relation on Σ is the relation D = (Σ×Σ) \ I. The monoid M is
irreducible if the graph (Σ, D) is connected. Equivalently,M is irreducible if and only
if, for every subsets Σ1,Σ2 ⊆ Σ, if M is isomorphic to the direct product 〈Σ1〉× 〈Σ2〉
then Σ1 = ∅ or Σ2 = ∅.
Much of the combinatorics results on trace monoids are based on the existence of
a normal form for traces, which we describe now. A clique of the monoid is a trace
which can be written as a product of pairwise commuting letters, hence c = a1 . . . ap
with (ai, aj) ∈ I for i 6= j. This writing is unique up to the order of occurrences of the
letters. Let C denote the set of cliques, and let C = C \ {ε} be the set of non empty
cliques. A pair (c, c′) of non empty cliques, where c = a1 · . . . · ap and c′ = b1 · . . . · bq
with a1, . . . , ap, b1, . . . , bq ∈ Σ, is said to be in normal form if for every letter bj there
exists a letter ai such that (ai, bj) /∈ I. We denote this relation by c→ c′. A normal
sequence is a sequence (c1, . . . , ch) of non empty cliques such that ci → ci+1 holds for
i = 1, . . . , h− 1. For every non empty trace x, there exists a unique positive integer h
and a unique normal sequence (c1, . . . , ch) such that x = c1 · . . . · ch [5]. This normal
sequence is the normal form of x, and the integer h is the height of x, which we
denote by h = τ(x). By convention, the normal form of the empty trace is the empty
sequence, and τ(ε) = 0.
Consider the digraph with non empty cliques as nodes, and an edge from c to c′
whenever c → c′ holds. This is the digraph of cliques of the monoid. Paths in this
digraph correspond to normal sequences of non empty cliques. Their set is thus in
bijection with M. If M is irreducible, then this digraph is strongly connected and
aperiodic [11, 3].
The growth series G(z) of the trace monoid M, and the Möbius polynomial µ(z)
of M, are defined by:
G(z) =
∑
n≥0
#M(n)zn with M(n) = {x ∈ M : |x| = n},
µ(z) =
∑
c∈C
(−1)|c|z|c|.
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The series G(z) is the formal inverse of µ(z): µ(z)G(z) = 1 [5, 16]. In particular,
it is a rational series.
The following results can be obtained as consequences of the above, combined with
the Perron-Frobenius theory for primitive matrices [15]. Assume that Σ 6= ∅. Then,
among the complex roots of µ(z), only one has smallest modulus [10, 11]. This root
is real positive and lies in (0, 1]. It is a simple root of µ(z) if M is irreducible [11].
This root is also the radius of convergence of G(z).
3.2 — Basics of concurrent systems
Recall that a monoid M with unit element ε is said to act on the right on a set Y if
there is a mapping Y ×M → Y , denoted (α, y) 7→ α · y, satisfying the two following
properties:
∀α ∈ Y α · ε = α, and ∀α ∈ Y ∀y, z ∈M (α · y) · z = α · (yz).
• Definition 3.1—A concurrent system is a triple (M, X,⊥), where X is a finite set,
⊥ is a distinguished symbol not in X, and M is a trace monoid acting on X ∪ {⊥},
such that ⊥ · x = ⊥ for all x ∈M.
Elements of X are called states. A trace x ∈ M such that α · x 6= ⊥ for some
state α, is an execution of the system from α, or simply an execution if α is under-
stood. The execution x is said to lead from α to the state α · x.
The concurrent system (M, X,⊥) is:
• Trivial if: ∀(α, x) ∈ X ×M α · x = ⊥; it is non trivial otherwise.
• Accessible if: ∀(α, β) ∈ X ×X ∃x ∈ M α · x = β.
• Alive if: for every state α and for every letter a in the base alphabet of M,
there exists an element x ∈ M with at least one occurrence of a and such that
α · x 6= ⊥.
• Irreducible if: it is accessible and alive and M is an irreducible trace monoid.
With each trace monoid, we canonically associate a concurrent system as follows.
• Definition 3.2—Let M be a trace monoid. Pick two distinct symbols ∗ and ⊥, and
consider the unique monoid action of M on the singleton X = {∗}, extended to
⊥ · x = ⊥ for all x ∈ M. The concurrent system M = (M, X,⊥) thus defined is
canonically associated with M.
The concurrent system M associated with a trace monoid M is trivially acces-
sible and alive. Hence M is irreducible as a concurrent system if and only if M is
irreducible as a trace monoid.
3.3 — Combinatorics of concurrent systems
3.3.1 Definitions and notations — Given a concurrent system (M, X,⊥), we
will use the following notations, defined for α, β ranging over X , n ranging over the
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non negative integers and where z is a formal variable :
Mα = {x ∈ M : α · x 6= ⊥} Mα,β = {x ∈ Mα : α · x = β}
Mα(n) = {x ∈ Mα : |x| = n} Mα,β(n) = {x ∈ Mα,β : |x| = n}
Gα(z) =
∑
n≥0
#Mα(n)zn Gα,β(z) =
∑
n≥0
#Mα,β(n)zn
Cα =Mα ∩ C Cα = Cα \ {ε}
Σα =Mα ∩Σ Cα,β =Mα,β ∩ C
µα,β(z) =
∑
c∈Cα,β
(−1)|c|z|c|
• Definition 3.3—Let (M, X,⊥) be a concurrent system. For each pair (α, β) ∈ X×X,
we denote by rα,β the radius of convergence of the series Gα,β(z), maybe equal to +∞.
The number r = min{rα,β : (α, β) ∈ X × X}, maybe equal to +∞, is called the
characteristic root of the system.
The matrix µ(z) =
(
µα,β(z)
)
(α,β)∈X×X
is the Möbius matrix of the concurrent
system; the matrix G(z) =
(
Gα,β(z)
)
(α,β)∈X×X
is its growth matrix.
Remark 3.4. Let (M, X,⊥) be a concurrent system. Let Σ = Σ1+Σ2 be a partition
of Σ by two subsets. Let M1 = 〈Σ1〉 andM2 = 〈Σ2〉, and let µ1(z) and µ2(z) be the
Möbius matrices of the concurrent systems (M1, X,⊥) and (M2, X,⊥), where the
action of Mi on X ∪ {⊥} is obtained by restriction of the action of M on X ∪ {⊥}.
Then it is easy to verify that µ(z) = µ1(z)µ2(z) = µ2(z)µ1(z); in particular, µ1(z) and
µ2(z) commute.
The following result is elementary.
• Proposition 3.5—Let (M, X,⊥) be a non trivial and accessible concurrent system.
Then its characteristic root r satisfies r <∞.
Proof. Since the system is non trivial, there exists a state α ∈ X and a letter a such
that α ·a 6= ⊥. Let β = α ·a and, since the system is accessible, let x be an execution
leading from β to α. Put p = |ax|. Then Mα,α(kp) ≥ 1 for every k ≥ 0, hence
rα,α ≤ 1 and thus r <∞.
The Möbius matrix is the formal inverse of the growth matrix [1]: as formal
series, µ(z)G(z) = G(z)µ(z) = Id. This formal identity translates as an identity in
the algebra of real matrices if z ∈ [0, r), where r is the characteristic root of the
system.
The following result is proved in [1]. We give a proof here for the seek of com-
pleteness.
• Proposition 3.6—Let (M, X,⊥) be a non trivial and accessible concurrent system of
characteristic root r. Then all growth series Gα,β(z) are rational series with same
radius of convergence r, and r is a root of smallest modulus of the polynomial θ(z) =
detµ(z).
Proof. The inversion formula G(z)µ(z) = Id shows, via the determinant formula for
the inverse of a matrix, that all growth series Gα,β(z) are rational.
Since the growth series Gα,β(z) has non negative coefficients, its radius of conver-
gence rα,β is one of its poles (see Remark 2.2). Let (α, β) and (α
′, β′) be two pairs
of states. Let also x and y be executions such that α · x = α′ and β · y = β′, and
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put p = |x| and q = |y|. Then Mα,β(n+ p+ q) ⊇ {xuy : u ∈ Mα′,β′(n)} for every
integer n ≥ 0. Since trace monoids are left and right simplifiable, it implies:
#Mα,β(n+ p+ q) ≥ #Mα′,β′(n),
and thus for all real z where the right-hand series converges:
Gα′,β′(z) ≤ 1
zp+q
Gα,β(z). (3.1)
Hence rα′,β′ ≥ rα,β . Inverting the roles of (α, β) and of (α′, β′), we also obtain the
converse inequality, and finally rα,β = rα′,β′ = r.
The formula G(z)µ(z) = Id, valid in the algebra of complex matrices for all
complexes z with |z| < r, shows that all root of θ(z) have their modulus at least
equal to r. It is thus enough, to complete the proof, to show that θ(r) = 0. Seeking a
contradiction, assume that θ(r) 6= 0, and thus that µ(r) is invertible. It implies that
G(z) is bounded on [0, r), which contradicts that r is a pole of all the series Gα,β(z).
IfM is a trace monoid, the Möbius matrix of the concurrent systemM associated
withM as in Definition 3.2 is the 1×1 matrix with the Möbius polynomial µM(z) of
M as unique entry. The characteristic root of M is thus the unique root of smallest
modulus of µM(z) (see Section 3.1).
3.3.2 Graph of states of a concurrent system — The first natural object
to consider is the “graph of states” of a concurrent system, defined as follows. It is
actually a labeled multigraph. However this object will be of little use for us, except
for graphical representations purposes. Therefore we do not insist on the adapted
notion of multigraph.
• Definition 3.7—Let (M, X,⊥) be a concurrent system with M = M(Σ, I). The
multigraph of states of the concurrent system is the labeled multigraph (X,E), with
a vertex for each state of the concurrent system, and where there is an edge labeled
by a ∈ Σ from a state α to a state β whenever α · a = β.
In particular, the multigraph of states must have a diamond shape for at least
every pair (a, b) ∈ I and every state α such that α · (ab) 6= ⊥, since then (α · a) · b
and (α · b) ·a correspond to two paths in the multigraph with the same origin and the
same destination. See illustrations in Section 3.4.
3.3.3 Digraphs of states-and-cliques and its augmented version (DSC and
ADSC) — For combinatorics purposes, and for instance for counting the executions
of a concurrent system, the multigraph of states is of little help. Indeed, two different
paths in the multigraph of states, of the form (α · a) · b and (α · b) · a with ab = ba,
count for only one execution.
Instead, one must rely on the normal form of traces, and thus of executions. For
this purpose, we introduce two digraphs related to the normal form of traces, adapted
to the framework of concurrent systems. The digraph of states-and-cliques (DSC) is
the analogous of the digraph of cliques for trace monoids; the extension to the ADSC
in the following definition mimics the analogous introduced for trace monoids in [11].
• Definition 3.8—Let S = (M, X,⊥) be a concurrent system. The digraph of states-
and-cliques (DSC) of S has a node for each pair (α, c), where α is a state and c ∈ Cα.
There is an edge from (α, c) to (β, d) if and only if β = α · c and if the relation c→ d
holds.
The augmented digraph of states-and-cliques (ADSC) of S has a node for each
triple of the form (α, c, i), where (α, c) is a node of the DSC, and i = 1, . . . , |c|. There
is an edge from (α, c, i) to (β, d, j) if:
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1. (α, c) = (β, d) and j = i+ 1; or
2. i = |c| and j = 1 and there is an edge from (α, c) to (β, d) in the DSC.
• Proposition 3.9—Let S = (M, X,⊥) be a concurrent system. Then there are 1-1
correspondences between:
• Executions of S of height h on the one hand, and paths of length h in the DSC
on the other hand, for every integer h ≥ 1.
• Executions of S of length n on the one hand, and paths of length n in the ADSC
which lead from a node of the form (α, c, 1) to a node of the form (β, d, |d|) on
the other hand, for every integer n ≥ 1.
• Executions of S leading from a state α to a state β and of length n on the one
hand, and paths of length n in ADSC, leading from a node of the form (α, c, 1)
to a node of the form (β, d, |d|) on the other hand, for every integer n ≥ 1.
Proof. Consider an initial state α, and an execution x ∈ Mα , x 6= ε. Then x, as a
trace in M, has a unique normal form (c1, . . . , ch) where h is the height of x. Put
α0 = α, and define by induction αi+1 = αi · ci+1 for i = 0, . . . , h − 1. Then the
sequence (αi, ci+1)0≤i<h is a path of length h in the DSC. The uniqueness of the
normal form of traces implies that the correspondence between executions of height
h and paths of length h is the DSC is a bijection.
To each node (α, c) in the DSC is associated the mandatory path
(α, c, 1), (α, c, 2), . . . , (α, c, |c|)
of length |c| in the ADSC. Hence the previous correspondence gives rise to a cor-
respondence between executions of length n in the concurrent system and paths of
length n in the ADSC, provided the start and end nodes are of the given form.
• Proposition 3.10—Let (M, X,⊥) be a concurrent system of characteristic root r,
and let ρ be the spectral radius of ADSC. Then r = 1/ρ if ρ 6= 0 and r = +∞ if
ρ = 0.
Proof. Let F be the incidence matrix of ADSC. By definition, ρ = ρ(F ), see Section 2.
For any two nodes (α, c) and (β, d) of DSC, and for any two integers i ∈ {1, . . . , |c|}
and j ∈ {1, . . . , |d|}, the form of F shows that, for all integers n ≥ 0:
Fn(α,c,i),(β,d,j) = F
n+(i−1)+(d−j)
(α,c,1),(β,d,|d|) ; (3.2)
this is obvious when thinking of the number of paths represented by the two members
of the above equality.
Therefore, if R(α,c,i),(β,d,j) denotes the radius of convergence of∑
n≥0
Fn(α,c,i),(β,d,j)z
n ,
and if R = min
{
R(α,c,i),(β,d,j) :
(
(α, c, i), (β, d, j)
) ∈ ADSC× ADSC}, one has:
R = min
{
R(α,c,1),(β,d,|d|) :
(
(α, c), (β, d)
) ∈ DSC× DSC}. (3.3)
By Proposition 2.1, we know that ρ = 1/R, and it remains thus only to show that
r = R. For any two node (α, c) and (β, d) of DSC, and for any integer n ≥ 0, if follows
from Proposition 3.9 that the number of paths of length n in ADSC from (α, c, 1) to
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(β, d, |d|) is at most equal to #Mα,β(n). Therefore R(α,c,1),(β,d,|d|) ≥ rα,β ≥ r, which
implies R ≥ r in view of (3.3).
For the converse inequality, let α be any state and let n be an integer. Then, still
by Proposition 3.9, one has:
#Mα,α(n) =
∑
(c,d)∈Cα×Cα
(Fn)(α,c,1),(α,d,|d|).
Since the series
∑
#Mα,α(n)rn is divergent, it implies that at least one of the series∑
(Fn)(α,c,1),(α,d,|d|)r
n is divergent. Hence R ≤ r, which completes the proof.
3.3.4 Positive and null nodes of DSC and of ADSC — In the following
definition, we denote by C1(x) the first clique that appears in the normal form of a
non empty trace x.
• Definition 3.11—Let (M, X,⊥) be a concurrent system, and let (α, c) be a node of
DSC. An execution x ∈Mα is an (α, c)-protection if:
∀y ∈Mα·c C1(xy) = c. (3.4)
We say that (α, c) is a positive node if there exists an (α, c)-protection; we say
that (α, c) is a null node otherwise. We denote by DSC+ the sub-digraph of DSC with
all its positive nodes.
A node (α, c, i) of ADSC is positive or null according to whether (α, c) is a positive
or a null node of DSC. We denote by ADSC+ the sub-digraph of ADSC with all its
positive nodes.
A necessary condition for x to be an (α, c)-protection is that C1(x) = c; this is an
application of (3.4) with y = ε. Observe that, if α is any state such that Mα 6= {ε},
there exists c ∈ Cα such that (α, c) is a positive node of DSC. Indeed, any clique of
Cα which is maximal in Cα with respect to the inclusion is an (α, c)-protection. The
reader will find examples of concurrent systems with the description of the null and
of the positive nodes in Section 3.4.
Some elementary properties of positive and null nodes are gathered in the following
proposition. A probabilistic interpretation of positive and null nodes will be given in
Section 5.2.
• Proposition 3.12—Let (M, X,⊥) be a concurrent system.
1. If
(
(α, c), (α′, c′)
)
is an edge in DSC and if (α′, c′) is a positive node of DSC,
then (α, c) is also a positive node of DSC.
2. Let α be a state and let x ∈ Mα be an execution starting from α. Then there
exists an execution y ∈ Mα·x such that: a) x · y has same height as x; and
b) the nodes of the path in DSC corresponding to x · y all belong to DSC+.
3. Let (α, c) be a null node of DSC. Then for every x ∈ Mα such that C1(x) = c,
there exists a letter a ∈ Σ such that x ∈Maα, where Ma = 〈Σ \ {a}〉.
Proof. Point 1. Let x′ ∈ Mα′ be an (α′, c′)-protection. Then x = c · x′ is an (α, c)-
protection.
Point 2. Let h = τ(x) be the height of x. Then choose y as any maximal element
in the finite and non empty set P = {z ∈ Mα·x : τ(x · z) = h}. In particular the
last clique of the normal form of x · y is maximal, hence the corresponding node of
DSC is positive according to the remark stated above the proposition. If follows from
point 1 already proved that all the previous nodes are all positive.
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Figure 1: (a)—Coxeter graph of the trace monoid 〈a, b, c | ab = ba〉. (b)—Digraph of
cliques of the same monoid (some arrows have a double tip).
Point 3. By contradiction, if there exists an execution x ∈Mα such that C1(x) =
c and x contains an occurrence of every letter, then for every execution y ∈ Mα·x,
the first clique of x ·y would still be equal to c. Hence x would be an (α, c)-protection,
contradicting that (α, c) is a null node.
For a trace monoidM, seen as a concurrent system via the identification with the
concurrent system M (see Definition 3.2), positive and null nodes of DSC are easily
determined, as shown by the following result (proof omitted).
• Proposition 3.13—LetM =M(Σ, I) be a trace monoid, and let M be the associated
concurrent system. Let Σ = Σ1 + · · ·+Σp be the partition of Σ in connected compo-
nents with respect to the relation D = (Σ × Σ) \ I. Let Mi = 〈Σi〉 for i = 1, . . . , p,
with set of cliques Ci.
Then M identifies with the direct product M1 × · · · ×Mp and C identifies with
the Cartesian product C1 × · · · × Cp.
The positive nodes of DSC are those non empty cliques c of C which correspond to
a tuple (c1, . . . , cp) ∈ C1 × · · · ×Cp such that ci 6= ε for all i = 1, . . . , p. In particular,
if M is irreducible, all the nodes of DSC are positive.
3.4 — Examples
We collect a few examples to illustrate the notions introduced above.
3.4.1 Examples of trace monoids — Trace monoids with 0 or 1 generators are
simply free monoids with 0 or 1 generators. The trace monoids with 2 generators are
either the free monoid with two generators or the free commutative monoid with 2
generators. The latter is not irreducible.
The first interesting example is thus the only irreducible monoid with 3 generators
which is not a free monoid: M = 〈a, b, c | ab = ba〉. The set of cliques is C =
{ε, a, b, c, ab}, and the Möbius polynomial is µ(z) = 1 − 3z + z2, with characteristic
root r = (3−√5)/2.
Figure 1, (a) depicts the Coxeter graph of the monoid, which is the graph (Σ, D)
where D = (Σ × Σ) \ I with all self-loops omitted. Let M = (M, {∗},⊥) be the
concurrent system associated with M as in Definition 3.2. Figure 1, (b) depicts the
DSC of M, which is isomorphic to the digraph of cliques of M.
3.4.2 An elementary example of concurrent system — A first simple ex-
ample of a concurrent system is described on Figure 2, with its multigraph of states
being depicted on the left hand side (see Definition 3.7). The associated monoid is
the commutative monoid with two generators, M = 〈a, b | ab = ba〉, which is not
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Figure 2: (a)—Multigraph of states of a concurrent system (M, X,⊥) where X = {0, 1}
and M is the free commutative monoid on two generators a and b. Nodes labeled with the
same label 0 or 1 are identified. (b)—Digraph of states-and-cliques (DSC) of the concurrent
system. Dashed boxes show the strongly connected components. The long dash line marks
the frontier between positive and null nodes.
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Figure 3: The 8 tilings of the Aztec diamond of order 2
irreducible. Although live and accessible, the system is thus not irreducible. One
checks that the positive nodes of DSC are (0, ab) and (1, ab). The four other nodes
are null. The Möbius matrix of the concurrent system is: µ(z) =
(
1 + z2 −2z
−2z 1 + z2
)
,
with determinant θ(z) = (1− z2)2. The characteristic root is thus r = 1.
We leave to the reader to compare this system with the concurrent system canon-
ically associated to M, and in particular to observe that the graph of cliques of M
is obtained from the DSC of Figure 2, (b), by gluing together nodes of the form (0, x)
and (1, x).
3.4.3 Tilings: irreducible examples with null nodes — In general, and con-
trasting with the case of trace monoids (see Proposition 3.13), irreducible concurrent
systems have null nodes in their DSC. Consider for instance the set X of tilings of
the Aztec diamond of order 2 by 1× 2 and 2× 1 dominoes, depicted in Figure 3. For
each tiling, we have put a labeled bullet to denote the pair of dominoes which can
be rotated. This defines an action of the free monoid generated by a, b, c, d, e on
X ∪ {⊥}. For instance: 0 · a = 1, 0 · b = 2 and 0 · c = ⊥. It is a simple verification
that this action factorizes through the commutativity relations associated to rotations
acting on disjoint dominoes, i.e., (a, b) and (d, e); whence an irreducible concurrent
system (M, X,⊥) with M = 〈a, b, c, d, e | ab = ba, de = ed〉. The multigraph of
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Figure 4: (a)—Graph of tilings of the Aztec diamond of order 2. Refer to Figure 3 for the
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graph of the monoid acting on the tilings of the Aztec diamond of order 2.
states, which is actually an undirected graph in this case, is depicted in Figure 4, (a),
and the Coxeter graph of the monoid is depicted on Figure 4, (b).
The DSC is depicted in Figure 5. It has 26 nodes among which the 8 following
null nodes:
(0, a), (0, b), (1, a), (2, b), (0′, d), (0′, e), (1′, e), (2′, d).
The DSC+ has 3 strongly connected components and only 1 terminal strongly con-
nected component. The characteristic root of the system will be computed in Sec-
tion 5.4.2 with a method alternative to the direct method through the determinant
of the Möbius matrix.
3.4.4 Safe Petri Nets — Petri nets are graphical models introduced in the 1960’s
used to specify and analyze systems where “causal dependencies and independencies
in some sets of events may be represented explicitely” [14]. Among the several variants
that have been investigated, safe Petri nets provide a vast class of examples for our
notion of concurrent system, together with a source of potential applications.
We briefly recall some basic notions on safe Petri nets. A Petri net is a quadruple
N = (P, T, F, α0), where P and T are finite disjoint sets of places and of transitions.
F is the flow relation, it is a subset of (P × T ) ∪ (T × P ). Markings are functions of
the form α : P → Z≥0, i.e., multisubsets of P , and α0 is a marking, called the initial
marking. An additional condition on the quadruple has to be given for the net to be
safe, but some more notions must be introduced before.
A node of the net N is any element of K = P ∪T . The preset •t and the postset t•
of a node t are defined by •t = {u ∈ K : (u, t) ∈ F} and t• = {u ∈ K : (t, u) ∈ F},
and •t• = {t} ∪ •t ∪ t•. Note that •p• ⊆ T if p is a place, and •t• ⊆ P if t is a
transition. A transition t is enabled at a given marking α if α(u) > 0 for all u ∈ •t. If
a transition t is enabled at a marking α, the firing rule defines the marking β = α · t
by:
∀u ∈ P β(u) = α(u)− 1(u ∈ •t) + 1(u ∈ t•).
Intuitively, this definition expresses that the “resources” of the transition are “con-
sumed” to “feed” its output.
A marking α is reachable if it can be obtained by successive applications of the
firing rule from α0 (including α0 itself). A marking α is safe if α(u) ≤ 1 for all u ∈ P .
The net N is safe if all reachable markings are safe, and in particular α0 is assumed
to be safe. Since we shall only consider safe nets, we simply identify markings with
subsets of places.
Graphically, a net is depicted with circles for places and with rectangles for transi-
tions. The flow relation is depicted by arcs from transitions to places and from places
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Figure 5: DSC of the concurrent system associated with the tilings of the Aztec diamond
of order 2. Note that some arrows have a double tip. The long dash line marks the frontier
between positive and null nodes. Dashed boxes show the strongly connected components of
the DSC+.
to transitions. A marking α is represented by putting tokens in its support. See an
example in Figure 6, (a).
Given a safe Petri net (P, T, F, α0), we define a concurrent system as follows. The
set of states is the set of reachable markings of the net. For the trace monoid, we
consider the alphabet Σ = T , and define I = {(s, t) ∈ Σ × Σ : •s• ∩ •t• = ∅},
the so-called structural independence relation. We extend the firing rule by putting
α · t = ⊥ if t is not enabled at the marking α and ⊥ · t = ⊥ for every transition t.
This extends obviously to an action (X ∪ {⊥}) × Σ∗ → X ∪ {⊥}, which factorizes
through M = M(Σ, I), yielding a concurrent system (M, X,⊥). In the remaining
of the paper, Petri nets will always be used as a tool to define concurrent systems
through the procedure just described.
The Petri net example depicted on Figure 6, (a) can be easily analyzed. The trace
monoid is represented by its Coxeter graph on Figure 6, (b), and the graph of states
is depicted on Figure 6, (c). The associated concurrent system is irreducible. Its
Möbius matrix is:
µ(z) =
α0
α1
(
1− 2z + z2 −z + z2
−z 1− z
)
with determinant θ(z) = (1 − z)2(1 − 2z). The characteristic root is thus r = 1/2.
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Figure 6: (a)—A safe Petri net with its initial marking α0 = {A,C} depicted. The two
reachable markings are α0 and α1 = {B,C}. (b)—The Coxeter graph of the associated
trace monoid. (c)—Digraph of markings of the net. (d)—DSC of the associated concurrent
system. Light dash boxes depict the strongly connected components. The long dash line
marks the frontier between positive and null nodes.
The DSC is depicted in Figure 6, (d). It has one null node only. The positive nodes
form a unique strongly connected component.
3.4.5 A Petri net example showing several components among positive
nodes — The simple Petri net depicted in Figure 7, (a) corresponds to another irre-
ducible concurrent system with characteristic root 1. This is an elementary example
where DSC has positive and null nodes, and where DSC+ has several strongly con-
nected components, shown in Figure 7, (c). The DSC+ has only one terminal strongly
connected component, with period 3.
3.4.6 Several terminal components of DSC+ — All previous examples, when
irreducible, have the common feature that their DSC+ has a unique terminal com-
ponent. Maybe contradicting our intuition, this is actually not always the case, as
shown by the following example. Let (M, X,⊥) be the concurrent system defined by
X = {0, 1, . . . , 11}, M = 〈a, b, c, d, e, f | ab = ba, ad = da, bf = fb, cd = dc, ce =
ec, ef = fe〉, and with the graph of states depicted in Figure 8, top.
An important point is to verify that this graph defines indeed a concurrent system
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Figure 7: (a)—A safe Petri net with its initial marking depicted. The two places labeled A
are identified. (b)—The Coxeter graph of the associated monoid. (c)—The corresponding
DSC. The long dash line marks the frontier between positive and null nodes. DSC+ has
three strongly connected components, depicted by light dash boxes.
for the trace monoid M, i.e., that the action of Σ∗ on X ∪ {⊥} has a well defined
quotient with respect to the six commutation relations; this is indeed the case. The
concurrent system is clearly accesible and alive; the trace monoid is irreducible since
its Coxeter graph, depicted in Figure 8, bottom (a), is connected. Hence the concur-
rent system is irreducible; yet the DSC+, show in Figure 8, bottom (b), has 2 terminal
strongly connected components.
4—The spectral property
4.1 — Definition of the spectral property. The case of trace monoids
Let (M, X,⊥) be a concurrent system. Let a be a letter in the base alphabet Σ ofM.
Put Σa = Σ \ {a}, and let Ma be the submonoid of M generated by Σa. Then the
action of M on X ∪ {⊥} induces by restriction an action of Ma on X ∪ {⊥}, such
that (Ma, X,⊥) is still a concurrent system.
• Definition 4.1—Let S = (M, X,⊥) be an accessible concurrent system of character-
istic root r and with base alphabet Σ. For every letter a, let ra be the characteristic
root of (Ma, X,⊥). We say that S has the spectral property if ra > r for every
a ∈ Σ.
We append the exponent a to the symbols introduced at the beginning of Sec-
tion 3.3 and in Definition 3.3 to denote the objects corresponding to (Ma, X,⊥). The
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Figure 8: Top—Graph of states of a concurrent system. The bullets labeled by {0, . . . , 11}
represent the 12 states of the system. States labeled with the identical framed labels 0 and
1 are identified. Bottom, (a)—Coxeter graph of the trace monoid. Bottom, (b)—DSC+
of the concurrent system.
inclusions Maα,β(n) ⊆ Mα,β(n), valid for all integers n, imply that raα,β ≥ r holds
for every letter a and for all states α and β. The spectral property states that these
inequalities are all strict.
For a trace monoid, the equivalence between irreducibility of the trace monoid
and the spectral property is almost a folklore result. The proof that we give below is
original, to the best of our knowledge; it is interesting in that it does not require any
knowledge on the structure of the digraph of cliques of the monoid, a feature that we
wish to extend for general concurrent systems.
• Proposition 4.2—Let M =M(Σ, I) be a trace monoid with Möbius polynomial µ(z)
and characteristic root r. Then:
1. Let Σ˜ be a subset of Σ, and let r˜ be the characteristic root of M˜ = 〈Σ˜〉. Then
r ≤ r˜. Furthermore, r < r˜ if and only if µ(r˜) > 0.
2. M has the spectral property if and only if M is irreducible.
Proof. Point 1. Let G˜(z) be the growth series of M˜, and let µ˜(z) be the Möbius
polynomial of M˜. The inequality r ≤ r˜ derives from the inclusions M˜(n) ⊆ M(n),
true for all integers n, which imply that G˜(t) ≤ G(t) < ∞ for all t ∈ (0, r). The
identity G˜(t)µ˜(t) = 1 holds in the field of reals for all t ∈ [0, r˜). Since r ≤ r˜, it follows
firstly that µ˜(r) ≥ 0, and secondly that r = r˜ if and only if µ˜(r) = 0, whence the
stated equivalence.
Point 2. Assuming that M does not have the spectral property, we prove that
M is not irreducible. Pick a letter a such that r = ra. Then µa(r) = 0, where µa(z)
denotes the Möbius polynomial of Ma. Let D(a) = {b ∈ Σ : (a, b) /∈ I}, and let
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MD(a) = 〈Σ\D(a)〉, with Möbius polynomial µD(a)(z). The definition of the Möbius
polynomial shows that:
µ(z) = µa(z)− zµD(a)(z). (4.1)
From (4.1), and from µ(r) = µa(r) = 0, follows that µD(a)(r) = 0. Hence Point 1
already proved shows that the characteristic root of MD(a) is r. Let Σ˜ be the subset
of Σ containing all letters but those in the connected component of a in the graph
(Σ, D), and let M˜ = 〈Σ˜〉. Repeating inductively the previous reasoning, we obtain
that M˜ has characteristic root r, and in particular that Σ˜ 6= ∅. Hence M is not
irreducible.
Conversely, assuming that M is not irreducible, we prove that it does not have
the spectral property. Let Σ = Σ1 + Σ2 be a non trivial partition of Σ such that
(a, b) ∈ I for all (a, b) ∈ Σ1 × Σ2, and thus M = M1 × M2 with M1 = 〈Σ1〉
and M2 = 〈Σ2〉. The definition of the Möbius polynomial shows that, with obvious
notations: µ(z) = µ1(z)µ2(z) (this is a special case of Remark 3.4). Hence, if r1 and r2
denote respectively the characteristic roots ofM1 and ofM2, one has r = min(r1, r2).
Assume, say, that r2 ≥ r1. Pick any letter a ∈ Σ2. Then Ma =M1 ×Ma2 , and thus
ra = min(r1, r
a
2), but r
a
2 ≥ r2 ≥ r1, hence ra = r. This proves that M does not have
the spectral property.
4.2 — Linking sequences and linking executions
We introduce the notion of linking execution, a technical tool for the proof of Theo-
rem 4.6 in next section.
• Definition 4.3—Let (M, X,⊥) be a concurrent system withM =M(Σ, I), let α ∈ X
be a state. A linking sequence from α is a sequence of letters a1, . . . , ap satisfying,
for some sequence of integers 1 ≤ j1 < · · · < jq ≤ p:
1. α · (a1 . . . ap) 6= ⊥;
2. (ajk , ajk+1) ∈ D for k = 1, . . . , q − 1, where D = (Σ× Σ) \ I;
3. each letter of Σ has at least one occurrence in the sequence (aj1 , . . . , ajq ).
Let a ∈ Σ be a letter. If the sequence of integers j1, . . . , jq can be chosen such that
aj1 = a, we say that the linking sequence is a-rooted.
A linking execution from α is an execution which is the image in M of any linking
sequence from α. It is a-rooted if it is the image inM of an a-rooted linking sequence.
Clearly, the existence of a linking sequence for a concurrent system (M, X,⊥)
implies that the monoid M is irreducible.
• Proposition 4.4—Let (M, X,⊥) be a concurrent system, that we assume to be ac-
cessible. Then the following statements are equivalent:
1. (M, X,⊥) is irreducible.
2. For some state α and for some letter a, there exists an a-rooted linking execution
from α.
3. For every state α and for every letter a, there exists an a-rooted linking execution
from α.
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Proof. Assume that the concurrent system is irreducible. Pick a state α and a letter a.
We prove the existence of a a-rooted linking execution from α. Let b1, . . . , bq be a
sequence of letters covering Σ and such that (bj , bj+1) ∈ D for j = 1, . . . , q − 1 and
bj1 = a. Such a sequence exists since M is assumed to be irreducible. Then use the
fact that the system is alive to decorate the sequence (b1, . . . , bq) by inserting traces
xi so that the trace x = x1b1x2b2 . . . xqbq satisfies α · x 6= ⊥. Then x is an a-rooted
linking execution from α, which proves the implication 1 =⇒ 3. The implication
3 =⇒ 2 is trivial. For the implication 2 =⇒ 1, since the irreducibility of M
is clear, it remains only to see that the system is alive; the latter also follows from
the existence of the a-rooted linking sequence, combined with the accessibility of the
system. The proof is complete.
A key property of linking executions, that we will use in the proof of Theorem 4.6
below, is the following result.
• Lemma 4.5—Let a be a letter of a concurrent system (M, X,⊥), and let x be an
a-rooted linking execution from some state α. Let Ma = 〈Σ \ {a}〉, fix p and q two
integers and β a state. Then the mapping:
ϕ :Mβ,α(p)×Maα·x(q)→Mβ, (u, v) 7→ ϕ(u, v) = uxv
is injective.
Proof. The only possibility for two pairs (u, v) and (u′, v′) to satisfy uxv = u′xv′
without having u = u′ and v = v′ would be that a letter from v exchanges its location
with a letter from u by successive commutations. But this is impossible since this
letter would have to cross the occurrences of a in x.
4.3 — The spectral property for concurrent systems
The main result of this section is the following.
• Theorem 4.6—Let S be a concurrent system that we assume to be accessible. Then
S is irreducible if and only if S has the spectral property.
We first need a lemma.
• Lemma 4.7—Let (M, X,⊥) be a concurrent system of characteristic root r. Then
there exists a state α and an integer d such that, for every positive multiple d′ of d,
the series
∑
n≥0#Mα,α(nd′)zn has rd
′
as radius of convergence.
Proof. Let F be the incidence matrix of ADSC. According to Proposition 3.10, its
spectral radius is ρ(F ) = 1/r. According to Proposition 2.1, there exists a node
u = (α, c, i) and an integer d > 0 such that, for any positive multiple d′ of d, the
series
Q˜(z) =
∑
n≥0
F d
′n
u,u z
n
has rd
′
as radius of convergence. Fix d′ a positive multiple of d, and let Q(z) be the
series
Q(z) =
∑
n≥0
#Mα,α(nd′)zn.
Let R be the radius of convergence of Q(z); we prove that R = rd
′
. Let the series:
U(z) =
∑
n≥0
#Mα,α(n)zn.
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Its radius of convergence, say s, satisfies s ≥ r by definition of r. Hence, for any
|z| < rd′ , the series Q(z) is convergent, and thus R ≥ rd′ . For the converse inequality,
we observe that, for every integer n > 1, according to Proposition 3.9: F d
′n
u,u ≤
#Mα,α(d′n). Since Q˜(z) is rational with non negative coefficients and of radius of
convergence rd
′
, the series Q˜(rd
′
) is divergent, and so Q(rd
′
) is divergent as well.
Hence R ≤ rd′ , and finally R = rd′ , which was to be proved.
Proof of Theorem 4.6. Let S = (M, X,⊥) be an accessible concurrent system of char-
acteristic root r. The equivalence reduces to True ⇐⇒ True if the system is trivial,
hence we assume in the remaining of the proof that the system is non trivial. It
follows from Proposition 3.5 that r < +∞.
Assume that the system is irreducible. Let a be an arbitrary letter of the base
alphabet Σ of the monoid. Let Ma = 〈Σ \ {a}〉, and let ra be the characteristic root
of (Ma, X,⊥). We prove that ra > r.
Consider the the concurrent system (Ma, X,⊥). We apply Lemma 4.7 to obtain
a state α0 and an integer d > 0 such that, for any positive multiple K of d, the series
Q(z) =
∑
n≥0
t(n)zn, with t(n) = #Maα0,α0(nK), (4.2)
has (ra)K as radius of convergence.
For this integer d, we claim that there exists a family of executions (yα)α∈X and
a positive integer K with the following properties:
1. yα ∈Mα,α and yα is a a-rooted linking execution for all α ∈ X ;
2. K is a multiple of d, and |yα| = K for all α ∈ X .
To construct (yα)α∈X , we use Point 3 of Proposition 4.4 to introduce first an
a-rooted linking execution uα starting from α for every state α. Since the concurrent
system is accessible, pick vα ∈ Mα·uα,α and put zα = uαvα. Then zα ∈ Mα,α, and
zα is still an a-rooted linking execution. Let nα = |zα| and mα =
∏
β∈X, β 6=α nα. By
construction, nα ≥ |uα| > 0 for all states α, and thus βα > 0 for all states α. Put
finally yα = (zα)
dmα . Then yα is still an a-rooted linking execution, yα ∈ Mα,α and
|yα| = |zα|dmα, which is a positive integer independent of α and multiple of d, as
required.
With this family (yα)α∈X at hand, we construct inductively a family (H
α,β
n )n≥0,(α,β)∈X×X
of sets of executions by setting:
Hα,β(0) =Maα,β(0), (4.3)
∀n ≥ 0 Hα,β(n+ 1) =
(
Hα,β(n) · yβ
) ∪ ⋃
γ∈X
Hα,γ(n) · Maγ,β(K). (4.4)
In (4.3), we use the notations U · u and U · V , for U, V ⊆ M and u ∈ M to denote
U · u = {x · u : x ∈ U} and U · V = {x · y : (u, v) ∈ U × V }.
Using the symbols + and
∑
to denote unions of pairwise disjoint families of sets,
we claim that two following properties hold for all integers n and for all (α, β) ∈ X×X :
Hα,β(n) ⊆Mα,β(nK), (4.5)
Hα,β(n) =
n−1∑
i=0
( ⋃
γ∈X
Hα,γ(n− 1− i) · yγ ·Maγ,β(iK)
)
+Maα,β
(
nK
)
. (4.6)
Property (4.5) follows easily by induction on the integer n, using in particular
that yβ ∈Mβ,β(K), so we focus on (4.6). Its is trivially true for n = 0.
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Assuming as an induction hypothesis that (4.6) holds for n ≥ 0, we prove it
for n+1. Returning to (4.4), we observe that the two terms in the right hand member
are disjoint subsets of Mα,β, since yβ is a a-rooted linking execution of length K.
Henceforth, using our disjoint union notation:
Hα,β(n+ 1) =
(
Hα,β(n) · yβ
)
+
⋃
γ∈X
Hα,γ(n) · Maγ,β(K). (4.7)
We replace Hα,γ(n) in (4.7) by its expression given by the induction hypothesis, and
distribute the union to get:
Hα,β(n+ 1) =
(
Hα,β(n) · yβ
)
+
n−1∑
i=0
⋃
δ∈X
Hα,δ(n− 1− i) · yδ ·
( ⋃
γ∈X
Maδ,γ(iK) ·Maγ,β(K)
)
+
⋃
γ∈X
Maα,γ(nK) · Maγ,β(K) (4.8)
Observe that the following equality is true in any concurrent system for every
integers p, q ≥ 0 and states α, β:
Mα,β(p+ q) =
⋃
γ∈X
Mα,γ(p) · Mγ,δ(q). (4.9)
We use (4.9) twice to transform (4.8) and then rearrange the terms in the sum
and obtain:
Hα,β(n+ 1) =
(
Hα,β(n) · yβ
)
+
n∑
i=1
( ⋃
δ∈X
Hα,δ(n− i) · yδ ·Maδ,β(iK)
)
+Maα,β
(
(n+ 1)K
)
=
n∑
i=0
( ⋃
γ∈X
Hα,γ(n− i) · yγ · Maγ,β(iK)
)
+Maα,β
(
(n+ 1)K
)
.
This completes the induction and proves (4.6).
We now consider the following generating series:
Rα,β(z) =
∑
n≥0
λα,β(n)z
n, with λα,β(n) = #Hα,β(n),
of radius of convergence ρα,β . Recalling that r denotes the minimum of all radius
of convergence rα,β of all growth series Gα,β(z), one has for every non negative real
t < rK :
Rα,β(t) ≤
∑
n≥0
#Mα,β(nK)(t 1K )nK < +∞,
therefore:
∀(α, β) ∈ X ×X ρα,β ≥ rK . (4.10)
We shall now relate the two sequences (λα0,α0(n))n≥0 and (tn)n≥0, where the
latter has been defined in (4.2). Based on (4.6), one has:
λα0,α0(n+ 1) ≥
n∑
i=0
(
λα0,α0(n− i)t(i)
)
+ t(n+ 1). (4.11)
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To establish (4.11), we have used the following fact: #
(
Hα,γ(n) ·yγ ·Maγ,β(iK)
)
=(
#Hα,γ(n)
) · (#Maγ,β(iK)), which holds according to Lemma 4.5 since yγ is an
a-rooted linking execution. We recognize in the right hand member of (4.11) the
coefficient of a product series. Hence, multiplying by zn and summing over n ≥ 0
yields, for every non negative real z where the series converge:
1
z
(
Rα0,α0(z)− 1
) ≥ Rα0,α0(z)Q(z) + 1z (Q(z)− 1),
and thus:
Q(z) ≤ Rα0,α0(z)
1 + zRα0,α0(z)
.
Henceforth, Q(z) is bounded on the interval (0, ρα0,α0), hence on the interval (0, r
K)
thanks to (4.10). But Q(z) is a rational series with non negative coefficients. Hence,
thanks to Remark 2.2, its radius of convergence (ra)K is one of its pole, and thus
(ra)K > rK and finally ra > r, which was to be proved.
For the converse part, we assume that the system is not irreducible and we prove
that it does not have the spectral property. Since the system is accessible, two cases
may occur.
First case: the monoid M is not irreducible. We follow the same line of proof
as in the proof of Proposition 4.2. Let thus Σ = Σ1 + Σ2 be a non trivial partition
of Σ, such that Σ1 × Σ2 ⊆ I and thus M = M1 × M2 with M1 = 〈Σ1〉 and
M2 = 〈Σ2〉. Then µ(z) = µ1(z)µ2(z) according to Remark 3.4, where µ1(z) and
µ2(z) denote the Möbius matrices of (M1, X,⊥) and of (M2, X,⊥), of characteristic
roots r1 and r2. It follows that r = min(r1, r2). Assume, say, that r2 ≥ r1. Pick any
letter a ∈ Σ2. Then obvious comparisons on growth series show that, with obvious
notations: ra2 ≥ r2. Since Ma = M1 ×Ma2 , one also have µa(z) = µ1(z)µa2(z) and
thus ra = min(r1, r
a
2 ) = r. Hence (M, X,⊥) does not have the spectral property.
Second case: the system is not alive. There exists a state α0 and a letter a such
that Mα0 = Maα0 . But since the system is accessible, it implies that Mα =Maα for
every state α. Hence r = ra and (M, X,⊥) does not have the spectral property.
This completes the proof of the theorem.
4.4 — First consequences of the spectral property
• Theorem 4.8—Let (M, X,⊥) be a non trivial and irreducible concurrent system of
characteristic root r. Then:
1. ADSC+ has the same spectral radius r−1 as the spectral radius of ADSC.
2. Every strongly connected component of ADSC+ which is terminal has spectral
radius r−1.
Proof. Point 1. Let F be the incidence matrix of ADSC, and let ρ = ρ(F ). Then
ρ = r−1 according to Proposition 3.10. After a simultaneous permutation of the lines
and columns of F in order to put the positive nodes (α, c, i) of ADSC in first position,
the matrix F has the following form:
F =
(
F+ J
0 F 0
)
where F 0 is the incidence matrix of the digraph ADSC0 = ADSC \ ADSC+. Indeed,
according to Proposition 3.12, point 1, null nodes do not lead to positive nodes in DSC,
whence the 0-matrix on the left of F 0.
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Hence ρ(F ) = max(ρ+, ρ0) on the one hand, where ρ+ = ρ(F+) and ρ0 = ρ(F 0);
and ρ(F ) = r−1 according to Proposition 3.10 on the other hand.
It follows from point 3 of Proposition 3.12 that executions of (M, X,⊥), the
normal form of which start with a null node, belong to
⋃
a∈ΣMa. Hence ρ0 < ρ
since the concurrent system (M, X,⊥) satisfies the spectral property according to
Theorem 4.6, and thus ρ = ρ+, which was to be proved.
Point 2. Let T be a terminal strongly connected component of ADSC+, we prove
that ρ(T ) = r−1. Obviously, ρ(T ) ≤ r−1, we focus thus on proving the converse
inequality. Let N(T ) be the set of nodes corresponding to the indices of T , and let
(α, c, i) ∈ N(T ). Then u = (α, c, 1) ∈ N(T ) as well. Since (α, c) is a positive node
of DSC, we pick an (α, c)-protection x ∈ Mα. Let β = α · x.
Consider any execution y ∈ Mβ . The first clique in the normal form of xy
is c, since x is an (α, c)-protection. And since T is terminal in ADSC+, the path in
ADSC corresponding to xy contains nodes which are either in T or in ADSC0. Let
T = T ∪ ADSC0, and let H be the incidence matrix of this subgraph of ADSC. Then
H as the following block decomposition:
H =
(
F+|T U
0 F 0
)
where F+|T is the incidence matrix of T and U is some rectangular matrix. Hence:
ρ(H) = max
(
ρ(F+|T ), ρ0
)
. Since any execution of the form xy as considered above
corresponds to a path in T , one has for every integer n ≥ |x|:∑
v
(Hn)u,v ≥Mβ(n− |x|),
where v ranges over the nodes of T . Therefore ρ(H) ≥ r−1. But since ρ0 < r−1 by
the spectral property, it implies that ρ(F+|T ) = r−1, which was to be proved.
5—Probabilistic applications of the spectral property of
concurrent systems
5.1 — Boundary at infinity and Markov measures
5.1.1 Boundary at infinity of a trace monoid — Let M be a trace monoid.
The boundary at infinity of M is the topological space ∂M = {(ci)i≥1 : ci ∈
C, ci → ci+1 ∀i ≥ 1
}
, with the topology induced by the product topology on CZ≥1 .
This ad hoc construction is a short way for obtaining a compactification M =
M∪∂M ofM. For each non empty trace x ∈M, of height h = τ(x), let (c1, . . . , ch)
be the normal form of x. We define Ci : M → C by Ci(x) = ci if i ≤ h and by
Ci(x) = ε for i > h, and ci(ε) = ε for all integers i ≥ 1. We obtain thus a family
(Ci)i≥1 of mappings Ci : M→ C , where (Ci)i≥1 is defined on ∂M as the family of
natural projections. We have in particular ξ ∈ ∂M if and only if Ci(ξ) 6= ε for all
i ≥ 1.
EquipM with the partial order ≤ defined by x ≤ y ⇐⇒ ∃z ∈M y = xz. This
partial order is extended on M by setting:
∀ξ, ξ′ ∈M ξ ≤ ξ′ ⇐⇒ (∀i ≥ 1 Ci(ξ) ≤ Ci(ξ′)).
The visual cylinder of base x ∈ M is ↑ x = {ξ ∈ ∂M : x ≤ ξ}. Let F be
the Borel σ-algebra on ∂M. Then the family {∅} ∪ { ↑ x : x ∈ M} is a pi-system
that generates F. In particular, every probability measure ν on (∂M,F) is entirely
determined by its values ν( ↑ x) on visual cylinders.
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Let f : C → R be a real-valued function. The Möbius transform of f is the
function h : C → R defined by:
∀c ∈ C h(c) =
∑
c′∈C : c≤c′
(−1)|c′|−|c|f(c′).
Note that the restricted partial order (C ,≤) corresponds to the inclusion order on
cliques seen as subsets of Σ. Furthermore, it f : C → R is f(c) = z|c|, then h(ε) =
µ(z), the Möbius polynomial of M.
Consider now a concurrent system (M, X,⊥) and an initial state α. Let Mα be
the topological closure ofMα in M. We put: ∂Mα =Mα ∩ ∂M. Elements of ∂Mα
correspond thus to “infinite executions starting from α”.
When considering a probability measure ν on ∂Mα, one might equivalently con-
sider ν as a probability measure on ∂M such that ν( ↑ x) = 0 for all x /∈ Mα. In
particular, ν is entirely determined by its values ν( ↑ x) on elementary cylinders ↑ x
for x ∈Mα.
5.1.2 Markov measures — Following [1], we introduce Markov measures as fol-
lows.
• Definition 5.1—Let (M, X,⊥) be a concurrent system.
1. A Markov measure is a family (να)α∈X such that να is a probability measure
on ∂Mα for every α ∈ X, and satisfying the following chain rule:
∀α ∈ X ∀x ∈ Mα ∀y ∈Mα·x να
( ↑ (xy)) = να( ↑ x)να·x( ↑ y). (5.1)
2. A fibred valuation is a family (fα)α∈X , with fα :M→ R a real valued function
for all α ∈ X, and such that:
∀α ∈ X ∀x ∈M x /∈ Mα =⇒ fα(x) = 0, (5.2)
∀α ∈ X ∀x ∈Mα ∀y ∈Mα·x fα(xy) = fα(x)fα·x(y). (5.3)
3. If (να)α∈X is a Markov measure, its induced fibred valuation is (fα)α∈X defined
by fα(x) = να( ↑ x) for all α ∈ X and x ∈ Mα.
A reformulation of the previous observation is that a Markov measure ν is entirely
determined by its induced fibred valuation f = (fα)α∈X . In turn, due to the chain
rule (5.3), f is entirely determined by the finite family {fα(a) : α ∈ X, a ∈ Σα},
where Σα = Σ ∩Mα. This finite family of parameters plays for concurrent systems
and Markov measures an analogous role to the transition matrix of a Markov chain.
However the normalization conditions are not as straightforward as for a Markov
chain. Indeed, it is proved in [1, Th. 4.5 and Th. 4.8] that a fibred valuation f is
induced by some Markov measure if and only if, when denoting by hα the Möbius
transform of fα for each state α ∈ X :
∀α ∈ X hα(ε) = 0, ∀α ∈ X ∀c ∈ Cα hα(c) ≥ 0. (5.4)
Let α ∈ X be an initial state and consider ξ ∈ ∂Mα. For each integer i ≥ 1,
Ci = Ci(ξ) is the i
th clique in the normal form of ξ. Let (αi)i≥0 be the sequence of
states defined inductively by α0 = α and αi+1 = αi·Ci+1 for i ≥ 0. Then (αi, Ci+1)i≥0
defines an infinite path in the DSC of the concurrent system.
Let ν = (να)α∈X be a Markov measure and let f = (fα)α∈X be the induced fibred
valuation. Then for every initial marking α, and with respect to the probability
measure να, the sequence (αi, Ci+1)i≥0 is a Markov chain [1, Th. 4.5], called the
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Markov chain of states-and-cliques (MCSC). The initial measure of the MCSC is
δ{α} ⊗ hα, where hα is the Möbius transform of fα. In other words, when taking at
random under να an infinite execution ξ starting from α, the law of its first clique
C1(ξ) is given by hα; and the law of the next state-and-clique only depends on the
current state-and-clique.
For any state α ∈ X , let gα : C→ R≥0 be the function defined by:
∀c ∈ C gα(c) =
∑
d∈Cβ, c→d
hβ(d), where β = α · c. (5.5)
The transition matrix M of the MCSC is independent of α, and given by:
M(α,c),(β,d) = 1(β = α · c)1(c→ d)hβ(d)
gα(c)
, if gα(c) 6= 0. (5.6)
Furthermore, it is proved in [1, Lemma 4.7] (with slightly different notations) that
the following relation holds:
∀α ∈ X ∀c ∈ Cα hα(c) = fα(c)gα(c). (5.7)
It follows that the nodes (α, c) such that gα(c) = 0 correspond also to those
nodes such that hα(c) = 0. They are therefore not reached by the MCSC, hence the
restriction gα(c) 6= 0 in (5.6) is of no matter.
5.1.3 Existence of a uniform measure — The existence of Markov measures
is not a trivial result. One way to obtain this result is by introducing the notion of
uniform measure; the latter is also of interest per se.
• Definition 5.2—Let X be a set. A cocyle on X is a positive function Γ : X ×X →
R>0 such that: ∀(α, β, γ) ∈ X ×X ×X Γ(α, γ) = Γ(α, β)Γ(β, γ).
Let (M, X,⊥) be a concurrent system. A uniform measure is a Markov measure
such that the induced fibred valuation f = (fα)α∈X satisfies, for some positive function
Γ : X ×X → R>0 and for some positive real t:
∀α ∈ X ∀x ∈Mα fα(x) = t|x|Γ(α, α · x). (5.8)
Assume that (M, X,⊥) is accessible and that f is the induced fibred valuation
of a uniform measure. Then Γ must be a cocyle. Indeed, let α, β, γ ∈ X , and let
x ∈ Mα and y ∈ Mα·x be such that β = α · x and γ = β · y. Then evaluat-
ing fα(xy) through (5.3) on the one hand, and through (5.8) on the other hand,
yields: t|xy|Γ(α, γ) = t|x|Γ(α, β)t|y|Γ(β, γ), whence the sought relation Γ(α, γ) =
Γ(α, β)Γ(β, γ).
Conversely, if ν = (να)α∈X is a family of probability measures on (∂Mα)α∈X
satisfying:
∀α ∈ X ∀x ∈Mα να( ↑ x) = t|x|Γ(x, α · x)
for some positive real t and for some cocyle Γ( · , · ), then ν is a Markov measure.
Indeed, the cocyle property of Γ together with the additivity of length yield at once
the chain rule (5.1).
The existence of a uniform measure for a concurrent system (M, X,⊥), and thus of
a Markov measure, follows from the following construction, inspired by the Patterson-
Sullivan construction (see, e.g., [7, Th. 5.4]) and detailed in [1]. Let r be the char-
acteristic root of the concurrent system. For each state α ∈ X and for each real
t ∈ (0, r), let να,t be the discrete probability measure on M⊆M defined by:
να,t =
1
Gα(t)
∑
x∈Mα
δ{x}t
|x| , (5.9)
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where δ{x} denotes the Dirac measure on x. Then, for each α ∈ X , the family
(να,t)t∈(0,r) converges weakly, as t → r, toward a probability measure να on ∂Mα
such that ν = (να)α∈X is a uniform measure. The associated cocyle is the Parry
cocyle, given by:
∀(α, β) ∈ X ×X Γ(α, β) = lim
t→r
t<r
Gβ(t)
Gα(t)
∈ (0,+∞), (5.10)
and one has να( ↑ x) = r|x|Γ(α, α · x) for all α ∈ X and for all x ∈Mα.
5.2 — Null nodes of DSC from a probabilistic point of view
Let (M, X,⊥) be an irreducible concurrent system. We consider the uniform measure
ν = (να)α∈X constructed in Section 5.1.3. We shall prove later in Section 5.3 that
this is indeed the unique uniform measure, which will justify a posteriori that the
following statement is only concerned with this uniform measure.
The aim of the following result is to give an alternative, probabilistic character-
ization of positive and of null nodes of DSC. The key ingredient in the proof is the
spectral property.
• Theorem 5.3—Let (M, X,⊥) be an irreducible concurrent system. Let f = (fα)α∈X
be the fibred valuation induced by the uniform measure. For each state α ∈ X, let
hα : C → R be the Möbius transform of the function fα : C → R.
Let (α, c) be a node of the DSC. Then the following statements are equivalent:
1. (α, c) is a positive node.
2. hα(c) > 0.
Furthermore, for every α ∈ X, the MCSC under να only visits positive nodes of the
DSC.
Proof. 1 =⇒ 2. Let (α, c) be a positive node, and let x ∈ Mα be an (α, c)-
protection. With the language of infinite executions, one has: {ξ ∈ ∂Mα : C1(ξ) =
c} ⊇ ↑ x. Therefore, να(C1 = c) ≥ να( ↑ x) > 0. But να(C1 = c) = hα(c) since the
initial measure of the MCSC with initial state α is δ⊗hα, as recalled in Section 5.1.2.
Therefore hα(c) > 0.
2 =⇒ 1. We proceed by contraposition. Let (α, c) be a null node; we prove
that hα(c) = 0. It follows from Proposition 3.12, point 3, that:{
ξ ∈ ∂Mα : C1(ξ) = x
} ⊆ ⋃
a∈Σ
∂Maα,
where Ma = 〈Σ \ {a}〉 and ∂Ma denotes the boundary at infinity of Ma. Using as
above the property να(C1 = α) = hα(c), it is thus enough to prove:
∀a ∈ Σ να
(
∂Maα
)
= 0.
For this, let a ∈ Σ. Let r denote the characteristic root of the concurrent system
(M, X,⊥). For each integer n ≥ 0, one has: ∂Ma ⊆ ⋃x∈Maα(n) ↑ x and therefore:
να(∂Ma) ≤
∑
x∈Maα(n)
να( ↑ x) ≤ K#Maα(n)rn (5.11)
where K is a bound of the Parry cocyle. According to Theorem 4.6, the irreducible
concurrent system (M, X,⊥) satisfies the spectral property. Hence, passing to the
limit (5.11) when n→∞ yields να(∂Ma) = 0, which was to be proved.
The last statement of the theorem now follows from the observation already made
that the MCSC only visits nodes such that hα(c) > 0.
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5.3 — Uniqueness of the uniform measure
Let ν = (να)α∈X be a uniform measure of a concurrent system (M, X,⊥), given by
να( ↑ x) = s|x|∆(α, α ·x) for some positive real s and some cocyle ∆ : X ×X → R>0.
Our aim is to prove that s = r and ∆ = Γ if the system is irreducible, where r is the
characteristic root of the system and Γ is the Parry cocyle.
The following observation1 relates ∆ and the Möbius matrix of the concurrent
system.
• Proposition 5.4—Let (M, X,⊥) be a concurrent system, and assume that να( ↑ x) =
s|x|∆(α, α · x) defines a uniform measure.
Let µ = µ(s) be the Möbius matrix of the system evaluated at s. Then: for any
arbitrary state α0 ∈ X, the positive vector u = (uα)α∈X defined by uα = ∆(α0, α)
satisfies u ∈ kerµ.
Proof. Let f = (fα)α∈X be the fibred valuation induced by ν = (να)α∈X , and let hα
be the Möbius transform of fα for each α ∈ X . We write down the identity hα(ε) = 0
from (5.4), which yields on the one hand:∑
c∈Cα
(−1)|c|s|c|∆(α, α · c) = 0. (5.12)
On the other hand, the vector v = µu evaluates as follows:
vα =
∑
β∈X
∆(α0, β)
( ∑
c∈Cα,β
(−1)|c|s|c|
)
.
Writing ∆(α0, β) = ∆(α0, α)∆(α, β), the above expression is thus proportional to the
left member of (5.12), which vanishes.
• Theorem 5.5—Let (M, X,⊥) be an irreducible concurrent system. Then there exists
a unique uniform measure ν = (να)α∈X associated to the concurrent system. This
uniform measure is entirely characterized by:
∀α ∈ X ∀x ∈ Mα να( ↑ x) = r|x|Γ(α, α · x),
where r is the characteristic root of the concurrent system, and Γ : X ×X → R>0 is
the Parry cocyle introduced in (5.10).
Proof. The existence part was the topic of Section 5.1.3, hence we focus on proving
the uniqueness. Let (να)α∈X be a uniform measure and let f = (fα)α∈X be the
induced fibred valuation. We assume thus that, for some real s > 0 and for some
cocyle ∆ : X ×X → R>0, one has:
∀α ∈ X ∀x ∈Mα fα(x) = s|x|∆(α, α · x). (5.13)
For each α ∈ X , let hα : C → R be the Möbius transform of fα, and let gα be defined
as in (5.5). Fix an arbitrary state α0 ∈ X . Let J be the set of nodes of ADSC, and
let u : J → R be defined by:
∀α ∈ X ∀c ∈ Cα ∀i ∈ {1, . . . , |c|} u(α, c, i) = 1
si−1
∆(α0, α)hα(c).
We see u as a J-index vector. Let F be the incidence matrix of ADSC. We claim
that: 1) u(α, c, i) > 0 whenever (α, c) is a positive node of DSC; and 2) Fu = (1/s)u.
1Thanks to J. Mairesse (Sorbonne University)
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Point 1. It is enough to check that hα(c) > 0 on positive nodes. This reproduces
mutatis mutandis the corresponding part of the proof of Theorem 5.3; indeed, this
part was valid for any uniform measure.
Point 2. For any (α, c, i) ∈ J such that i < |c|, the row F(α,c,i),• is identically zero,
except for the entry of the column indexed by (α, c, i + 1). Therefore the identity
(Fu)(α,c,i) = (1/s)u(α, c, i) is obvious. We now compute for i = |c|, putting β = α · c :
(Fu)(α,c,|c|) =
∑
d∈Cβ : c→d
u(β,d,1)
= ∆(α0, β)gα(c)
= ∆(α0, β)
hα(c)
s|c|∆(α, β)
using (5.7) and (5.13)
=
1
s
∆(α0, α)
hα(c)
s|c|−1
using the cocyle property of ∆
=
1
s
u(α, c, |c|).
This completes the proof of the two claims. Point 1 implies in particular that u
is positive on the nodes of any terminal strongly connected component T of ADSC+.
Together with point 2, we obtain that u is a Perron eigenvector of the incidence
matrix of such a terminal component. The latter is of spectral radius 1/r according to
Theorem 4.8, where r is the characteristic root of the concurrent system. Henceforth
r = s.
It remains only to prove that ∆ = Γ, where Γ is the Parry cocyle. The terminal
component T of ADSC+ corresponds in the obvious way to a terminal component T˜
in DSC+. Let N be the set of nodes of DSC+ belonging to T˜ . Let ν′ = (ν′α)α∈X
be the uniform measure associated with f ′α(x) = r
|x|Γ(α, α · x), defined for α ∈ X
and x ∈ Mα. Both uniform measures, ν and ν′, give raise to a Markov chain of
states-and-cliques on the nodes of DSC. We claim that:
(†) The transition matrices of these two Markov chains are equal on N ×N .
Since the state α0 was arbitrary, we assume without loosing generality that it has
be chosen in such a way that (α0, c) ∈ N for at least some clique c. Now consider
the vector u′ defined as u was defined, but relatively to the uniform measure ν′. For
the same reasons as for u, the restriction of u′ to T is a Perron eigenvector of the
incidence matrix of T , which is irreducible. Henceforth u and u′ are proportional on
the nodes of T .
Let h′α denote the Möbius transform of f
′
α. For some positive constant k, one has
thus:
∀(α, c) ∈ N ∆(α0, α)hα(c) = kΓ(α0, α)h′α(c). (5.14)
It yields in particular, using the cocyle identities ∆(α0, α0) = Γ(α0, α0) = 1 :
∀c ∈ Cα0 (α0, c) ∈ N =⇒ hα0(c) = kh′α0(c). (5.15)
Let M and M ′ be the transition matrices of the MCSC associated with ν and
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with ν′. Recalling the identity hα = fαgα from (5.7), we compute according to (5.6):
M(α0,c),(β,d) = 1(β = α0 · c)1(c→ d)
hβ(d)
gα0(c)
= 1(β = α0 · c)1(c→ d)r|c|∆(α0, β) hβ(d)
hα0(c)
= 1(β = α0 · c)1(c→ d)r|c|Γ(α0, β)
h′β(d)
h′α0(c)
(*)
=M ′(α0,c),(β,d)
where we have used both (5.14) and (5.15) in the line (*). This proves that, in the
transition matrices, the two lines corresponding to the node (α0, c) are equal. But
since α0 was arbitrarily chosen such that (α0, c) ∈ N , this proves the claim (†).
We now complete the proof of the equality ∆ = Γ. Fix (α0, c) ∈ N . Let z be an
(α0, c)-protection, say of height τ = τ(z). Using the same technique as in the proof of
Proposition 3.12, point 2, by adding as many letters as one may while not changing
the height of z, we assume without loss of generality that z is a maximal element
among those of height τ . It implies that the nodes corresponding to z in DSC are all
positive nodes. Since T˜ is a terminal component of DSC+, the path corresponding to
z in DSC lies within T˜ . Put β = α0 ·z, and let
(
(α0, d1), . . . , (ατ−1, dτ )
)
be the path in
DSC+ corresponding to z. Let (Zi)i≥0 denote the Markov chain of states-and-cliques,
with Zi = (αi, Ci+1). Then the maximality of z implies:
↑ z =
{
ξ ∈ Mα0 :
(
Z0(ξ), . . . , Zτ−1(ξ)
)
=
(
(α0, d1), . . . , (ατ−1, dτ )
)}
.
Consider α ∈ X an arbitrary state, and pick x ∈ Mβ such that β · x = α. Let
ρ = τ(x). Then, for any ξ ∈ ∂Mα0 , one has zx ≤ ξ if and only if the truncature of ξ
at height τ + ρ, defined by Y (ξ) = C1(ξ) · · ·Cτ+ρ(ξ) satisfies zx ≤ Y (ξ). Therefore
↑ (zx) decomposes as the following finite disjoint union:
↑ (zx) =
⋃
y∈Mα0 :
(τ(y)=ρ+τ)∧(zx≤y)
{
ξ ∈ ∂Mα0 : Y (ξ) = y
}
.
But each of the subsets {Y = y} is an elementary cylinder for the Markov chain
of states-and-cliques. Their probability evaluates thus identically with respect to
να0 and with respect to ν
′
α0 , henceforth: να0
( ↑ (zx)) = ν′α0( ↑ (zx)), which yields
∆(α0, α) = Γ(α0, α). Since the state α was chosen arbitrarily, the cocyle property of
Γ and of ∆ implies thus Γ = ∆, which completes the proof.
• Corollary 5.6—Let (M, X,⊥) be a irreducible concurrent system of characteristic
root r, and let µ = µ(r) be the Möbius matrix evaluated at r. Then dim
(
ker(µ)
)
= 1.
Proof. We already know that dim
(
ker(µ)
) ≥ 1, either from Proposition 5.4 via the
existence of the uniform measure, or more directly via Proposition 3.6 which says
that detµ(r) = 0.
Seeking a contradiction, assume that dim
(
ker(µ)
)
> 1. Let Γ : X ×X → R>0 be
the Parry cocycle, and let fα(x) = r
|x|Γ(α, α · x) for α ∈ X and x ∈ Mα. Fix α0
an arbitrary state and define the vector u = (uα)α∈X by uα = Γ(α0, α). According
to Proposition 5.4, u ∈ kerµ. Let v be a non zero vector of kerµ, non proportional
to u. Choose ε > 0 such that w = u + εv > 0, which exists since u > 0, and let
∆ : X ×X → R>0 be the cocyle defined by:
∀(α, β) ∈ X ×X ∆(α, β) = wβ
wα
.
29
Note that (∆(α0, β))β∈X is proportional to u + εv, hence differs from u. In par-
ticular, ∆ 6= Γ.
Let f ′ = (f ′α)α∈X be defined by f
′
α(x) = r
|x|∆(α, α · x). We prove that fα = f ′α
for all α ∈ X , which will contradict the previous observation ∆ 6= Γ.
Let h′α be the Möbius transform of f
′
α, and let hα be the Möbius transform of fα.
We derive the following expression from a straightforward computation, valid for
every α ∈ X and for every c ∈ Cα:
h′α(c) =
1
wα
(
Γ(α0, α)hα(c) + ε
∑
c′∈Cα : c′≥c
(−1)|c′|−|c|r|c′|vα·c′
)
. (5.16)
This yields in particular:
∀α ∈ X h′α(ε) =
1
wα
(
Γ(α0, α)hα(ε) + ε(µv)α
)
. (5.17)
Since hα(ε) = 0 and since v ∈ kerµ, we derive h′α(ε) = 0 from (5.17). This
is enough to insure the identity h′α = f
′
αg
′
α where g
′
α is defined relatively to h
′
α as
in (5.5).
For any positive node (α, c), one has hα(c) > 0 according to Theorem 5.3. There-
fore, h′α(c) > 0 as well according to (5.16), maybe after having diminished the value
of ε. In particular, following the same lines as in the proof of Theorem 5.5, one ob-
tains from h′α a Perron eigenvector of the incidence matrix of some terminal strongly
connected component of ADSC+. Since Perron eigenvectors are unique up to pro-
portionality, we derive that h′α(c) = hα(c) for all nodes (α, c) of the corresponding
component of DSC+. Still following the proof of Theorem 5.5, analyzing the Markov
chain of states-and-cliques starting from a given node of this terminal component, we
obtain that fα = f
′
α for all α ∈ X , yielding the desired contradiction.
5.4 — Examples continued
5.4.1 Safe Petri nets — Let (M, X,⊥) be the concurrent system induced by
the Petri net of Figure 6. We have already obtained that the characteristic root is
r = 1/2. The Möbius matrix evaluated at r, µ = µ(r), is thus:
µ =
α0
α1
(
1/4 −1/4
−1/2 1/2
)
with kernel generated by ( 11 ). Thanks to Proposition 5.4, we deduce that the Parry
cocyle Γ is identically equal to 1. The values of the corresponding fibred valuation
fα and of the Möbius transform are given in Table 1. The interesting point to notice
is the following: of course hα0(c) = 0 since c is simply not enabled at state α0. But,
less trivially, although d is enabled at α0, the computation yields hα0(d) = 0, which
shows directly that (α0, d) is a null node by Theorem 5.3, contraposition of 1 =⇒ 2.
Alternatively, we knew that hα0(d) = 0 in advance by Theorem 5.3, contraposition
of 2 =⇒ 1, since it was easy to verify that (α0, d) is a null node on Definition 3.11.
The key point is to notice the difference between fα0(d) = 1/2 > 0 on the one
hand, and hα0(d) = 0 on the other hand. The first one means that an infinite
execution ξ starting from α0 has probability 1/2 to carry d within its first clique, i.e.,
d ≤ C1(ξ); whereas the second one means that this same execution has probability 0
to have C1(ξ) = d. Indeed, since b and d are concurrent, that would imply that b is
never used, hence ξ = (dd . . .), which meets the intuition of an event of probability 0.
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clique a b c d ad bd
fα0 r = 0.5 r = 0.5 0 r = 0.5 r
2 = 0.25 r2 = 0.25
hα0 r − r2 = 0.25 r − r2 = 0.25 0 r − 2r2 = 0 r2 = 0.25 r2 = 0.25
fα1 0 0 r = 0.5 r = 0.5 0 0
hα1 0 0 r = 0.5 r = 0.5 0 0
Table 1: Fibred valuation and its Möbius transforms for the Petri net example of Figure 6.
The framed entry corresponds to the computation hα0(d) = 0, showing that (α0, d) is a null
node.
The transition matrix of the Markov chain of states-and-cliques on DSC+ is the
following:
M =
(α0, a)
(α0, b)
(α0, ad)
(α0, bd)
(α1, c)
(α1, d)


.5 .5 0 0 0 0
0 0 0 0 1 0
.25 .25 .25 .25 0 0
0 0 0 0 .5 .5
.25 .25 .25 .25 0 0
0 0 0 0 .5 .5


For the record, we verify that, in the Petri net example of Figure 7, only the
nodes (BD, b) and (BD, c) are null. Since r = 1 for this example, the Möbius matrix
µ = µ(r) evaluated at r is:
µ =
BE
DC
A
BD
CE


1 0 0 0 −1
0 1 0 0 −1
0 0 1 −1 0
−1 −1 0 1 1
0 0 −1 0 1

 kerµ = 〈


1
1
1
1
1

〉
As expected, the fibred valuation is thus simply fα(x) = 1 for all states α and for all
executions x ∈ Mα. The computation of the Möbius transform yields for instance
hBD(b) = fBD(b)−fBD(bc) = 0, and similarly hBD(c) = 0; hence (BD, b) and (BD, c)
are null nodes. Whereas, for all other nodes, the Möbius transform hα coincides with
the fibred valuation, hence hα(c) = 1 for all other nodes. This corresponds to a
deterministic behavior of the Markov chain of states-and-cliques, which was of course
expected in view of the graph of DSC+ on Figure 7 (c).
5.4.2 Tiling example — Consider the concurrent system (M, X,⊥) associated
with the tilings of the Aztec diamond of order 2 described in Section 3.4.3. Instead
of directly determining the determinant of the Möbius matrix, we use the notion of
uniform measure to determine the characteristic root of the system, together with
the Parry cocyle.
Let ν = (να)α∈X denote the uniform measure, and let fα(x) = r
|x|Γ(α, α · x)
be the induced fibred valuation. We first claim that f0(a) = 1. Indeed, if an in-
finite execution ξ ∈ M0 does not satisfy a ≤ ξ, then C1(ξ) = b and therefore the
Markov chain of states-and-cliques enters the null node (0, b). But this occurs with
ν0-probability 0, and therefore ξ ≥ a with ν0-probability 1. In other words, f0(a) = 1,
as claimed. Hence Γ(0, 1) = 1/r. For the same reasons, f0(b) = 1 and f0(ab) = 1,
whence Γ(0, 2) = 1/r and Γ(0, 3) = 1/r2. We deduce the values of Γ(3, 1), Γ(3, 2) and
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Γ(3, 0) by the cocyle property. Collecting the different values, we have thus:
Γ(0, 1) = 1/r Γ(1, 0) = r Γ(0, 2) = 1/r Γ(2, 0) = r
Γ(3, 1) = r Γ(3, 2) = r Γ(3, 0) = r2 Γ(1, 2) = 1
For symmetry reasons, one has Γ(3, 3′) = Γ(3′, 3), and with the cocyle property this
implies Γ(3, 3′) = 1. Writing down the identity h3(ε) = 0 yields:
1− rΓ(3, 1)− rΓ(3, 2)− rΓ(3, 3′) + r2Γ(3, 0) = 0,
and thus r is a root of the polynomial P (z) = 1− z − 2z2 + z4. This polynomial has
a unique root in (0, 1), so r is this root: r ≈ 0.525.
So for instance, if one wants to know what is the law of the first clique of an
infinite execution under the uniform measure, when the tiling starts from the state 1,
the answer is given by
(
h1(a), h1(b), h1(ab)
)
. We already know that h1(a) = 0 since
(1, a) is a null node, which is recovered through a direct computation, and the two
other values are given below.
h1(a) = f1(a)− f1(ab) = rΓ(1, 0)− r2Γ(1, 2) = 0
h1(b) = f1(b)− f1(ab) = rΓ(1, 3)− r2Γ(1, 2) = 1− r2 ≈ 0.725
h1(ab) = f1(ab) = r
2Γ(1, 2) = r2 ≈ 0.275
6—Further questions
We have brought some information on the structure of DSC+ in Theorem 4.8, but
some intriguing questions remain. We have seen that all the terminal strongly con-
nected components of ADSC+ have the same radius r−1, where r is the characteristic
root of the concurrent system. A natural question is thus: are all strongly connected
components of spectral radius r−1 necessarily terminal? The answer is positive for all
the examples that we have encountered so far. A thorough study of uniform measure
for general digraphs should provide a more complete answer to this question.
We have seen in Section 3.4.6 the example of an irreducible concurrent system
with several terminal components in DSC+. However this example hurts a little bit
our intuition, and for this example, the irreducibility apears to be almost like an
artefact. There might be a stronger notion of irreducibility which insures that DSC+
has only one extremal component.
We have shown in Theorem 5.3 that the Markov chain of states-and-cliques asso-
ciated with the uniform measure only visits positive nodes. Adapting the proofs for
weighted matrices, instead of considering only incidence matrices, we expect that the
same holds for any Markov measure ν = (να)α∈X , provided of course that it satisfies
να( ↑ x) > 0 for all x ∈Mα.
For trace monoids, and more generally for Artin-Tits monoids, a parametrisation
of all Bernoulli measures was obtained in [2]. One can expect such a parametrisation
also for Markov measures of concurrent systems.
The theory developped in this paper allows to pursue toward applications in the
random generation of concurrent systems, but some computational issues remain.
For instance, it is unclear what is the computational status of null nodes (α, c) of
the DSC. They are characterized by the property hα(c) = 0. Using this characteriza-
tion in pratice requires an exact knowledge of the characteristic root of the system,
and not an approximation. Henceforth, for automatic computations, symbolic com-
putations are needed. However symbolic computation softwares are soon overcome
by the complexity of systems. On the other hand, relying on Definition 3.11 for null
nodes does not provide any computable way of determining which are the null nodes
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of DSC. Hence, there seems to be a non trivial computational challenge in the task
of determining the null nodes of a concurrent system.
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