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Seznam uporabljenih kratic in
simbolov
HMI Human-Machine Interface, vcˇasih MMI (Man-Machine Interface) ali GUI
(Graphical User Interface), oznacˇuje sˇiroko uporabljen izraz, ki sluzˇi kot
sopomenka uporabniˇskemu vmesniku
LED Polprevodniˇska dioda, ki emitira svetlobo
EES Okrajˇsava za elektroenergetski sistem
XML Oznaka za oznacˇevalni jezik (Extensible Markup Language)
UML Standardizirani jezik za modeliranje na podrocˇju razvoja programske
opreme, ki vkljucˇuje mnozˇico graficˇnih orodij
IKS Informacijsko Komunikacijski Sistem
FIFO Princip obvladovanje cˇakajocˇih podatkov v vrsti, kjer se najprej obdelajo
najstarejˇsi (First In - First Out)
OOP Oznaka za objektno usmerjeno programiranje (Object Orientated
Programming)
STL Knjizˇnica, ki vsebuje pogosto uporabljene dinamicˇne kontejnerje, itera-
torje, algoritme in funktorje (Standard Template Library)
MDB Multi-drop vodilo




Uporabniˇski vmesniki predstavljajo nepogresˇljiv cˇlen pri upravljanju z elek-
tronskimi napravami in zasˇcˇitni releji v elektroenergetiki niso izjema. Pripa-
dajocˇi del zasˇcˇitnih relejev so tudi lokalne prikazovalne enote, katerih namen
je prikazovanje stanj in upravljanje primarnega elektroenergetskega sistema
(EES). Funkcionalnost lokalne prikazovalne enote tvorita periferni prikazoval-
nik (gospodar) in servisni program (suzˇenj) na kontrolni enoti zasˇcˇitnega releja,
ki komunicirata po mrezˇnem vmesniku RS-232. Cilj naloge je ustvariti servisni
program na obstojecˇi arhitekturi informacijsko komunikacijskega sistema (IKS)
rcman, ki je sposoben komunicirati z gospodarjem s standardiziranim protoko-
lom Modbus ter zagotoviti serviranje zahtev gospodarja iz mnozˇice podprtih
funkcionalnosti. V protokol sem implementiral nabor standardnih funkcij, ki
so zadosˇcˇale potrebam po zadostitvi zahtev gospodarja. V zacˇetni fazi razvoja
se je pokazala pomanjkljivost protokola, zato sem naredil strukturno modifika-
cijo in posledicˇno izgubil kompatibilnost s standardom. Kljucˇni del servisnega
programa je zahteval ucˇinkovito serviranje podatkov in enostavno dodajanje
novih funkcionalnosti, pri cˇemer sem izkoristil zmozˇnosti objektno usmerje-
nega programskega jezika C++. Rezultat dela je delujocˇ servisni program, ki
izvaja strezˇbo podatkov alarmov, dogodkov, analognih meritev, indikacij LED
ter stanja digitalnih vhodov.
Kljucˇne besede:
servisni program, protokol Modbus, zasˇcˇitni rele
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Abstract
Local display unit functions as a user interface of the protection relay. It is the-
refore an indispensable part of the relay, used for monitoring and controlling
of the relay and,consequently, of certain power grid elements. Local display
unit is composed of two parts: a standalone peripheral display unit (the ma-
ster device), and a software driver (the slave) running on the protection relay
control unit. The thesis describes a software driver which is incorporated into
the existing architecture of the ’rcman’ information-communication system,
and runs on the protection relay. The software driver communicates with the
master device using the Modbus protocol over an RS-232 interface. The two
key requirements to be met in preparation of the thesis were a high data throu-
ghput, on one hand, and a simple extensibility of the driver on the other hand.
During the initial development phase it was established that the implemented
subset of Modbus functions is not sufficient for communication between the
driver and the peripheral display unit. Therefore,certain Modbus functions
had to be modified at the expense of losing their compatibility with the stan-
dard Modbus protocol. The result is a working software driver that meets the
above mentioned requirements and provides the peripheral display unit with
the data describing alarms, events, analogue measurements,LED indications,
and the status of digital input lines.
Key words:
software driver, protocol Modbus, protection relay
Poglavje 1
Uvod
1.1 Zasˇcˇita elektroenergetskih sistemov
Elektroenergetski sistemi (EES) so ustvarjeni z namenom, da zagotovijo ne-
prekinjeno generiranje, transformacijo in porabo elektricˇne energije. V sistemu
prihaja do neizogibljivih nihanj, ki jih je potrebno spremljati, saj lahko prei-
dejo v obmocˇje izven tolerance in povzrocˇijo posˇkodbe ali unicˇenje sosednjih
komponent.
Mozˇnost abnormalnega stanja, v katerega lahko preide sistem je majhna,
vendar se dogaja. Mozˇni povzrocˇitelji za taksˇna stanja so strele, izredni vre-
menski pogoji ali zastarela oprema. Okvare so pogostejˇse v primeru, cˇe ni
opravljenih ustreznih vzdrzˇevalnih del, zato se z redno menjavo dotrajanih
naprav z novejˇsimi in kvalitetnejˇsimi, zmanjˇsa njihovo pogostost.






ki delujejo v dovoljenem tokovnem, napetostnem, elektricˇnem in energijskem
obmocˇju. Komponente so med seboj povezane v raznih kombinacijah z upo-
rabo locˇilk in odklopnikov. Odklopniki so zmozˇni prekiniti elektricˇni tok pri
visokih napetostih v primeru okvare na posamezni komponenti. Za mehanizem
kontrole preklopa je odgovoren zasˇcˇitni rele, ki sodi v del sekundarnega EES.
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Skupina komponent povezanih z generiranjem, preklapljanjem, transforma-
cijo ali porabo, so elektrarne in podpostaje. Zasˇcˇitna, zajemalna, kontrolna in
komunikacijska oprema je namesˇcˇena na vsaki izmed omenjenih kompleksov.
1.2 Sekundarni elektroenergetski sistem
Glavna naloga sekundarnega sistema je njegova zasˇcˇitna funkcija, ki jo po
navadi spremljajo funkcije zajema in kontrole. Za opravljanje teh funkcij je na
vsako komponento primarnega sistema namesˇcˇen zasˇcˇitni rele. Komponente
sekundarnega sistema so prikazane na sliki 1.1.
Slika 1.1: Komponente sekundarnega elektroenergetskega sistema v relaciji s
primarnim
• Merilni vmesniki so v osnovi merilni transformatorji za tokovne in nape-
tostne meritve. Predstavljajo vmesnik med elementi primarnega sistema
in zasˇcˇitnega releja.
• AIDSP enota je del zasˇcˇitnega releja, ki skrbi za pretvarjanje vhodnih
analognih signalov v digitalne.
• Zasˇcˇitni rele ima poleg AIDSP in izhodnih relejev sˇe CPU in druge pro-
cesorje za izvajanje cˇasovno kriticˇnih operacij. V primeru presezˇka me-
ritve iz obmocˇja tolerance, sistem na osnovi pridobljenih meritev posˇlje
ustreznemu releju signal za preklop izvrsˇilnega cˇlena.
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• Izvrsˇilni cˇleni so navadno odklopniki ali locˇilke, ki prekinejo tok tedaj,
ko prispe signal iz izhodnega releja.
• Informacijski sistem je sistem za daljinsko kontrolo vodenja in koncen-
triranja podatkov zasˇcˇitnih relejev. Vsi pridobljeni podatki se hranijo
v relacijsko bazo in so s strani inzˇenirjev skrbno nadzorovani prek upo-
rabniˇskih vmesnikov.
V sodobnih zasˇcˇitnih relejih so pogosto namesˇcˇene dodatne komponente
za povecˇanje varnosti, nadzora in ucˇinkovitosti. To so razni prikazovalniki in
indikatorji oziroma lokalne prikazovalne enote (LDU), ki nudijo zasˇcˇitnemu
inzˇenirju azˇurne podatke o stanju elementov primarnega sistema na lokalnem
nivoju.
1.3 Funkcionalnost LDU
Preden lahko predstavim namen in cilj diplomske naloge, sem primoran na-
pisati nekaj o komponentah celotne funkcionalnosti LDU. Razloga za to sta
predvsem obseg in delitev nalog z drugimi razvijalci. V diplomski nalogi opi-
sujem komunikacijski protokol Modbus [6] in gonilnik LDU ter delno gonilnik
za sprejemanje dogodkov, saj je bilo nacˇrtovanje in implementacija izvedena z
moje strani.
Funkcionalnost LDU tvorita periferna prikazovalna enota in servisni pro-
gram na zasˇcˇitnem releju, ki komunicirata po vmesniku RS-232. Delujeta po
principu gospodar-suzˇenj, kjer je prikazovalna enota gospodar in zasˇcˇitni rele
suzˇenj. Periferna enota ima svoj mikrokontroler, na katerega je vezan prikazo-
valnik, nabor funkcijskih tipk in indikatorji LED.
Slika 1.2: Shema funkcionalnosti LDU
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Za uspesˇno medsebojno komuniciranje deluje ustrezen komunikacijski protokol
Modbus, ki je de-facto standard na omrezˇjih RS-232 in Ethernet.
Gonilniki na zasˇcˇitnem releju so izvedeni po vzoru drugih, bolj znanih vecˇ-
plastnih omrezˇnih protokolov kot so ISO/OSI ali TCP/IP. Temu sledi tudi
servisni program s protokolom Modbus, ki sem ga implementiral kot modul na
aplikacijski arhitekture rcman.
Glede na izvedenost gonilnika je njegov pripadajocˇi del sˇe funkcionalnost
za sprejem dogodkov imenovan EventDriver, brez katerega ni mozˇno oziroma
je mocˇno otezˇeno realizirati dolocˇenih funkcionalnosti v servisnem programu.
1.4 Cilji
Pred zacˇetkom nacˇrtovanja in implementacije servisnega programa kot modula
obstojecˇe arhitekture rcman, ki ga razlagam v razdelku 2.5, sem implementiral
protokol Modbus za komunikacijo s prikazovalno enoto, s katero sem zagotovil
izmenjavo sporocˇil. Sprva sem se striktno drzˇal standardizacije, vendar so se
kmalu izkazale njegove pomanjkljivosti, zato se nisem mogel izogniti dolocˇenim
strukturnim modifikacijam.
Najobsezˇnejˇsa in najtezˇja naloga v diplomskem delu, ki se je razprostirala
skozi tri razvojne iteracije, je implementacija serviranja podatkov posame-
znih funkcionalnosti. V vsaki iteraciji mi je bila dodeljena dolocˇena mnozˇica
funkcionalnosti, ki jih v diplomskem delu obravnavam kot celoto in ne delam
vidne distinkcije med posameznimi fazami. Glede na zahtevnik sem v gonil-
nik omogocˇil posredovanje informacij o naslednjih funkcionalnostih: dogodki
in alarmi, analogne meritve, stanja digitalnih vhodov ter druge funkcionalno-
sti, ki sluzˇijo za kasnejˇsi prikaz in indikacijo relevantnih informacij zasˇcˇitnemu
inzˇenirju na prikazovalni enoti. Implementacija servisnega programa je zahte-
vala izvedbo v objektno usmerjenem programskem jeziku C++.
Dolocˇene funkcionalnosti servisnega programa, so odvisne od gonilnika za
hranjenje dogodkov imenovanega EventDriver. Obstojecˇega sem integriral v




Razvoj standardnega protokola Modbus sega v leto 1979, osnovni namen pro-
tokola pa je bila komunikacija na multi-drop vodilih (MDB) z komunikacijskim
modelom gospodar-suzˇenj (angl. master/slave). Sprva je bil namenjen komu-
nikaciji na omrezˇnem vmesniku RS-232, kasneje pa se je razsˇiril tudi na ostale,
hitrejˇse vmesnike (RS485, Ethernet). Zaradi velike razsˇirjenosti v industriji je
kmalu postal de-facto standard in eden izmed najbolj razsˇirjenih komunikacij-
skih protokolov na podrocˇju elektronskih naprav.
Kot vsi ostali gonilniki v arhitekturi rcman je tudi Modbus implementi-
ran kot pripadajocˇi modul, zato sem moral najprej proucˇiti vmesnike, ki jih
narekuje omenjen sistem. Sˇele nato sem lahko zacˇel z implementacijo proto-
kola. Ta vkljucˇuje dve standardizirani funkciji, ki sta zadosˇcˇali za realizacijo
funkcionalnosti. Po naknadno ugotovljeni slabosti protokola sem bil primoran
modificirati strukturo telegrama, kar je posledicˇno pomenilo izgubo kompati-
bilnosti s standardom.
2.1 Struktura telegramov
Komunikacija med posameznimi vozliˇscˇi v omrezˇju poteka s sporocˇili v obliki
telegramov in so neodvisni od fizicˇnega vmesnika po katerem se prenasˇajo.
Posledicˇna prednost je nepotrebna reimplementacija protokola za vsak fizicˇni
vmesnik posebej. V nasˇem primeru je edini tip vmesnika RS-232, po katerem
poteka komunikacija med prikazovalno enoto in zasˇcˇitnim relejem.
Komunikacija med vozliˇscˇi poteka v binarnem nacˇinu (RTU). Standard
opredeljuje tudi ASCII nacˇin komunikacije, ki pa ga implementacija ne vkljucˇuje.
Struktura telegrama je odvisna od funkcije ter izvora posˇiljanja in je v
splosˇnem v obliki kot jo prikazuje tabela 2.1.
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Glava Podatki Kontrola napake
Tabela 2.1: Splosˇna struktura telegrama
Struktura glave vsebuje naslednje informacije:
• Naslov naprave - Identifikacijska oznaka naprave suzˇnja, ki ima podobno
vlogo kot sˇtevilka IP v protokolu TCP/IP. Velika pomanjkljivost se izkazˇe
na sˇirsˇem omrezˇju z veliko napravami, saj jih vecˇ kot 247 ne more biti
vkljucˇenih. Naslov ne sme biti 0, ker je rezerviran za oddajanje vsem v
omrezˇju (angl. broadcast).
• Funkcija - Vsaka funkcija ima svojo edinstveno kodo, ki je lahko standar-
dizirana ali uporabniˇsko opredeljena. V nadaljevanju se bom osredotocˇil
le na standardni funkciji sˇtiri in sˇest, ki ju potrebujem za izvedbo funk-
cionalnosti.
• Sˇtevilka telegrama je kontrolna sˇtevilka namenjena gospodarju, s katero
preveri ali je dobil odgovor na pravilno poslani telegram. Standardni
protokol tega podatka ne predvideva!
• Zacˇetni naslov registra sluzˇi kot referenca na register.
• Velikost podatkovnega dela - To informacijo vkljucˇi v telegram suzˇenj, ki
pove koliko bajtov je v delu telegrama namenjenih podatkom.
Vsebina in velikost podatkovnega dela je odvisna od funkcije. Velikost je
navzgor omejena in lahko vsebuje najvecˇ 249 bajtov. Zadnja dva bajta pred-
stavljata CRC kontrolno vsoto za detekcijo napak, ki se izracˇuna na podlagi
serije preostalih bajtov v sporocˇilu.
2.2 Funkcije
Razdelek je namenjen predstavitvi dveh standardnih funkcij, ki razpolagata z
registri. V standardu obstaja mnogo funkcij, ki so pogosto uporabljene pri ko-
munikaciji z elektronskimi napravami, vendar niso vkljucˇene v implementacijo,




S to funkcijo odjemalec zahteva od strezˇnika dolocˇene registre, pri cˇemer ima
na voljo 16-bitni naslovni prostor. Odjemalec mora poleg naslova posredovati
sˇe podatek o sˇtevilu zahtevanih registrov, ki se vpiˇse na podatkovno mesto
telegrama. Primer vprasˇanja gospodarja o registrih na naslovu 39000, kjer
zahtevamo dva registra od suzˇnja 1, prikazuje tabela 2.2.
Naslov suzˇnja 01
Funkcija 04










Tabela 2.2: Vprasˇanje gospodarja o registrih
Odgovor
Suzˇenj odgovori s telegramom, ki vsebuje poleg svojega naslova sˇe sˇtevilo vrnje-
nih registrov ter njihove vrednosti. Za vsak podatkovni register je predvidenih
16 bitov. V tabeli 2.3 je prikazan odgovor na vprasˇanje gospodarja.
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Naslov suzˇnja 01
Funkcija 04










Tabela 2.3: Odgovor, ki vrne vse zahtevane registre
2.2.2 Funkcija 6
Vprasˇanje
V prejˇsnjem razdelku sem z vprasˇanji zahteval od suzˇnja, da vrne vrednost
dolocˇenih registrov. Pri tem potrebujem tudi obratno funkcijo, ki je seveda
funkcija pisanja v register.
Oblika telegrama je v grobem analogna telegramu funkcije branja, ki se
razlikuje le v podatkovnem delu. Podatek predstavlja vrednost registra, ki ga
suzˇenj vpiˇse v svoje registre.
Odgovor
V primeru uspesˇnega vpisa v register, suzˇenj oblikuje enak odgovor prejetemu,
sicer vrne ustrezno sporocˇilo o napaki.
2.3 Modifikacija protokola
V zgodnji fazi razvoja so prvi testi pokazali, da prihaja do nenavadnih na-
pak pri oddajanju telegramov na strani gospodarja. Napaka se je odrazˇala v
napacˇnih odgovorih glede na vprasˇanje, zato sem v protokol dodal sˇe zapo-
redno sˇtevilko telegrama. Pri dolocˇenih zahtevah, kjer je sˇtevilo zahtevanih
registrov s strani gospodarja preveliko, jih enostavno ni mogocˇe prenesti vseh
naenkrat. V tem primeru gospodar zahteve razdeli in jih sekvencˇno posˇlje
suzˇnju. Cˇe medtem pride do prevelike zakasnitve odgovora, gospodar ponovi
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Funkcija 04








Tabela 2.4: Vprasˇanje in odgovor pri pisanju v register
isto vprasˇanje, medtem pa dobi odgovor na prejˇsnje vprasˇanje in priˇslo je do
izgube pravilnega vrstnega reda odgovorov, kot je prikazano na sliki 2.1.
Slika 2.1: Zamik vrstnega reda telegramov zaradi zakasnitve.
Cˇe analiziramo vsak telegram posebej, ugotovimo naslednje:
• Poslani telegram vpiˇse vrednost 10 v register 31005, na katerega dobi
takojˇsen odgovor.
• Telegram zahteva registre 31000-31100, vendar odgovora v predvidenem
cˇasu 300ms gospodar ne dobi, zato znova posˇlje isto zahtevo.
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• Telegram prispe, sicer s pravilnim odgovorom, ampak na prejˇsnjo zah-
tevo, za katero gospodar misli, da se je izgubila. Do sedaj ni bilo mogocˇe
ugotoviti, da je karkoli narobe z odgovorom, zato gospodar mirno nada-
ljuje.
• V naslenjem sporocˇilu zahteva registre 31100-31200. Prispeli odgovor je
napacˇen, saj je v bistvu odgovor na prejˇsnje vprasˇanje in ga v protokolu
ni mogocˇe odkriti.
Napake so se pojavljale predvsem pri dolgih telegramih in natancˇni razlogi niso
bili nikoli povsem razjasnjeni. Nedvomno pa je zakasnitev nastajala na nivoju
Kernel-a oziroma v samem gonilniku vmesnika RS-232. Naredil sem mnogo
testov na preostalih plasteh in izracˇunani cˇasi obdelave zahteve na posamezni
plasti niso nikoli presegli 20ms. Povprecˇen cˇas izvajanja celotne zahteve pa
je bil okrog 50ms, tako da je bila izlocˇena vsakrsˇna mozˇnost napake na moji
programski opremi.
2.4 Arhitektura
Preden preidem na izvedbo protokola, bom za nadaljnje lazˇje razumevanje
predstavil arhitekturo informacijsko komunikacijskega sistema (IKS) imenova-
nega rcman, pri cˇemer se bom skusˇal osredotocˇiti le na bistvene komponente,
relevantne za razumevanje izvedbe protokola Modbus.
V splosˇni rabi je veliko razlicˇnih arhitektur IKS (ISO/OSI, TCP/IP, X.25),
ki so v svojem bistvu mnozˇica komunikacijskih protokolov. Vsi se delijo na
posamezne plasti, na katerih delujejo razlicˇni protokoli, ki so zadolzˇeni za
opravljanje dolocˇenih funkcij.
Sˇtevilo plasti se razlikuje od arhitekture do arhitekture. Arhitektura IKS
rcman sestavljajo sˇtiri plasti, kakor jo prikazuje tabela 2.5.
1. Adapter - omogocˇa neposreden dostop do komunikacijskega vmesnika,
ki je v nasˇem primeru RS-232.
2. Link - skrbi za vzpostavitev sej, oblikovanje in ponovno oddajo sporocˇil,
validacijo, ...
3. Driver - izvaja aplikacijske funkcije protokola. Na tej plasti je skupaj s
protokolom Modbus realiziran tudi servisni program. Tukaj velja omeniti
sˇe gonilnik EventDriver, iz katerega je izveden Modbus in ga razlagam v
poglavju 3.8.
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Tabela 2.5: Arhitektura rcman
Vse nasˇtete plasti tvorijo celovito funkcionalnost, ki se izvajajo vsaka v svoji
procesni niti. Komunikacija med nitmi poteka s pomocˇjo cevi (angl. pipes), ki
jih upravlja rcman. Za poenostavljeno upravljanje in kontrolo stanja procesnih
niti, se paralelno izvaja sˇe ukazna nit. Namen slednje nima bistvenega pomena
v diplomski nalogi, zato samo omenim, da se prek nje izvaja nadzor stanja nad
procesnimi nitmi, kot je: zaganjanje, ustavljanje, prekinjanje in podobno.
2.5 Izvedba protokola
Modul protokola Modbus je izveden po vzoru ostalih gonilnikov sistema rcman.
Fizicˇno je vsak modul v obliki dinamicˇne knjizˇnice, ki se kot vticˇ (angl. Plug-
in) vkljucˇi ob inicializaciji rcman-a.
Staticˇni model protokola prikazuje razredni diagram 2.2, s katerega je raz-
vidna hierarhija razredov. Vsi razredi v hierarhiji nizˇje od CEventDriver so
abstraktni razredi, ki narekujejo vmesnike za implementacijo gonilnikov.
Na diagramu nista prikazani dve zunanji (angl. extern) funkciji, kjer se mo-
dul instancira in sluzˇita kot vhodni tocˇki v modul. Namen obeh funkcij je
inicializacija procesne in ukazne niti, ki jih klicˇe rcman. S staliˇscˇa modula je
pomembna le procesna nit, saj se v njej izvaja njegova funkcionalnost.
Modbus je neposredno izveden iz razreda CEventDriver, pri katerem sem
moral redefinirati pomembnejˇse funkcije vmesnika Plug::CInterface, kot so
OnReceiveMessage, OnEvent, Cycle in Serialize, ki jih po dolocˇenem zapo-
redju klicˇe rcman. Kot bom opisal v nadaljevanju, je za Modbus najvazˇnejˇsa
funkcija OnReceiveMessage, njen namen pa je sprejemanje sporocˇil iz nizˇje
lezˇecˇe plasti.
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Slika 2.2: Hierarhija razredov za izvedbo protokola Modbus
2.5.1 Sprejem, oddaja in dekodiranje telegramov
Iz kode 1 je razvidno, da v funkciji Interface modul Modbus instanciramo in
vrnemo rcman-u. S tem sem zagotovil referenco na modul z ustreznim vme-
snikom. Vhodna tocˇka sprejema sporocˇila iz nizˇje lezˇecˇe plasti je virtualna
funkcija OnReceiveMessage, ki v argumentu vsebuje podatke o sporocˇilu in
je v mojem primeru telegram. Sporocˇilo je v predpisanem formatu, zato ga
je potrebno najprej dekodirati in preveriti redundanco. Vsebina telegrama se
shrani v strukturo ADU, ki vsebuje vse tiste pripadnike, ki jih narekuje standard
Modbus. Vecˇ o samem pomenu pripadnikov je razlozˇeno v razdelku 2.1.









Koda 2 - Struktura vsebuje podatke telegrama
// Create command thread
extern "C" bool Start ( Plug::Handle a_server ){
}
// Create process thread
extern "C" Plug::CInterface* Interface ( Plug::Handle a_server,
Plug::Handle a_client,
fd_set* a_pfd_set){
LDUModb::CDriver* driver = new LDUModb::CDriver ( a_server );
return driver->Interface ( a_client, a_pfd_set );
}
Ko je telegram dekodiran, se zacˇne izvrsˇevanje zahtevane funkcije. Naj spo-
mnim, da protokol podpira le funkciji pisanja in branja, ki se na osnovi zah-
tevanega registra v CLDU instanci poiˇscˇe ustrezen objekt in poklicˇe funkcija
Get() ali Set(). Vecˇ o omenjenih objektih je predstavljeno v poglavju 3. Po
koncˇani izvrsˇitvi funkcije se oblikuje sˇe ustreznem odgovor, ki je odvisen od
zahtevane funkcije. Nazornejˇso dinamiko funkcijskih klicev prikazuje sekvencˇni
diagram 2.3.
2.6 Testiranje
Standardni del razvojnega procesa vkljucˇuje testiranje funkcionalnosti. Po-
gosto se ti testi imenujejo enotski (angl. unit) testi, kjer razvijalec postopno
testira svoje programske enote oziroma funkcionalnosti, preden jih preda te-
stni ekipi. Slednja vse funkcionalnosti znova pretestira in na koncu naredi
integracijski test. V primeru hrosˇcˇev se posreduje ustrezna povratna informa-
cija razvijalcu, ki po odpravi napake ponovi celoten postopek.
Za hitro in ucˇinkovito enotsko testiranje je potrebno zagotoviti ustrezno
okolje, kjer je mozˇno testiranje novih funkcionalnosti in odpravljanje hrosˇcˇev
brez nepotrebnih dodatnih opravil. To sˇe zlasti velja za projekte, kjer je
ciljna platforma razlicˇna razvojni, pri kateri se veliko cˇasa porabi za zamu-
dno prenasˇanje novih datotek. Velikokrat se naprava znajde v nekonsisten-
tnem stanju in posledicˇno je potreben ponovni zagon naprave, kar terja veliko
dragocenega cˇasa.
Vecˇina testiranj je mozˇno na razvojni platformi, saj se funkcionalnosti v
99% obnasˇajo enako kot na ciljni. To seveda ne velja za cˇasovno kriticˇne (angl.
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Slika 2.3: Sekvencˇni diagram dekodiranja sporocˇila
Real-time) aplikacije, za katere sicer obstajajo razni simulatorji okolja, vendar
niso kos cˇasovnim zahtevam.
Testiranje servisnega programa sem izvajal na razvojni platformi, kjer so
prvotni problem predstavljali serijski vmesniki (RS-232). Ker danasˇnji racˇunalniki
niso vecˇ opremljeni s tovrstno strojno opremo, sem moral izbrati funkcijsko na-
domestljiv in danes najpopularnejˇsi vmesnik USB. S preprostim trikom dveh
USB-RS232 pretvornikov in serijskega kabla, sem priˇsel do zˇeljenega rezultata,
ki povezuje gospodarja in suzˇnja med seboj, kot ga prikazuje slika 2.4. Resˇitev
se je izkazala za zadovoljivo, kljub temu, da je v redkih primerih prihajalo do
popacˇenih ali celo izgubljenih telegramov.
Za sˇe hitrejˇse testiranje servisnega programa sem si ustvaril pomozˇno apli-
kacijo, ki simulira obnasˇanje gospodarja. S tem sem si zagotovil neodvisnost od
prikazovalne enote, ki je predstavljala vir potencialnih problemov in cˇasovnih
obremenitev. Tako sem s pomozˇno aplikacijo generiral poljubne telegrame v
razlicˇnih razmerah. Testiranje s prikazovalno enoto se je izvajalo sˇele v zadnji
fazi posamezne razvojne iteracije in je sluzˇil kot koncˇni enotski test funkcio-
nalnosti.
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Slika 2.4: RS-232 zanka s pomocˇ dveh USB pretvornikov
2.7 Pomankljivosti in izboljˇsave
Izvedba je sˇla skozi tri razvojne iteracije in v zacˇetni fazi mnogo funkcionalno-
sti ni bilo definiranih, niti jih ni bilo mogocˇe predvidevati. Pri tem je najbolj
trpela zasnova nastale programske opreme, ki ni ravno vzorna in jo ne morem
predstavljati v superlativih. Zagotovo se bo morala popraviti v prihodnji ra-
zvojni iteraciji, saj je obstojecˇa zelo tezˇko nadgradljiva. Zaradi slabe zasnove
je vmesnik protokola prakticˇno neuporaben in ne dopusˇcˇa ponovne uporabe
v drugih aplikacijah, ne da bi pri tem spreminjali implementacijo. Po drugi
strani pa specifikacija ni predvidevala ponovne uporabe kode, zato je izvedba
vendarle sprejemljiva.
Druga, ne tako ocˇitna neustreznost zasnove, je lokacija registrske baze.
Logicˇno je za pricˇakovati, da bi se registrska baza nahajala v razredu Modbus,
vendar zaradi nacˇina izvedenosti funkcionalnosti LDU in lazˇje manipulacije




Osnovni namen servisnega programa je zadostitev zahtev s strani gospodarja.
Vecˇinoma so to zahteve po informacijah, ki odrazˇajo dejansko stanje sistema
v dolocˇenem trenutku. Sˇtevilo realiziranih funkcionalnosti je omejeno, zato se
jih mora gospodar zavedati in poznati nacˇin, kako do njih dostopati.
V servisni program sem implementiral tiste funkcionalnosti, ki jih je pred-
videvala specifikacija v posamezni razvojni iteraciji. Pred izvedbo sem moral
preucˇiti dolocˇene module in vmesnike v sistemu, ki sluzˇijo kot viri podatkov.
Sˇele zatem sem lahko implementiral funkcionalnosti, kot so: analogne meritve,
izvrsˇevanje ukazov, stanje digitalni vhodov, alarme, dogodke ter indikatorji
LED. Skozi poglavje bom skusˇal nazorno predstaviti pomen omenjenih funk-
cionalnosti, njihovo izvedbo ter prilagajanje.
Za pravilno delovanje dogodkov in alarmov skrbi gonilnik EventDriver,
zato izvedba vkljucˇuje tudi njegovo integracijo. Zaradi neustrezne obstojecˇe
resˇitve sprejema dogodkov v omenjenem gonilniku, sem bil primoran opraviti
ustrezno predelavo in zagotoviti stabilnost, ne samo servisnemu programu in
EventDriver-ju, temvecˇ tudi ostalim modulom v sistemu.
3.1 Nacˇrtovanje in izvedba zasnove
V prvi razvojni iteraciji je bilo sˇtevilo funkcionalnosti malo, saj so bile vkljucˇene
le analogne meritve in shema polja, zato sem se raje odlocˇil implementirati s
kompozicijo in ne z dedovanjem. V zadnji razvojni iteraciji se je to izkazalo
kot slabost, saj so priˇsle dodatne funkcionalnosti, ki so zahtevale integracijo
gonilnika EventDriver. S tem sem si povzrocˇili probleme s prenasˇanjem podat-
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kov med obema funkcionalnostima, kar je na koncu privedlo do treh osnovnih
problemov nacˇrtovanja in izvedbe:
• manipulacija registrske baze (branje/pisanje),
• zagotavljanje enovitosti instanc,
• integracija gonilnika EventDriver.
Slednjega obravnavam v sklopu funkcionalnosti dogodkov in alarmov, ker na
taksˇen nacˇin lazˇje razlozˇim problem in njegovo resˇitev.
3.1.1 Manipulacija registrske baze
Nedvomno najtezˇji problem pri nacˇrtovanju je predstavljalo ucˇinkovito servi-
ranje zahtev branja in pisanja registrske baze. Pri tem sem izhajal iz staliˇscˇa,
da omogocˇim cˇim enostavnejˇse dodajanje novih funkcionalnosti. Ta namen
je bil dosezˇen z uporabo objektnega pristopa in s tem izkoristil prednost pro-
gramskega jezika C++. Odjemalec se tako ne zaveda konkretnega tipa objekta
s katerim razpolaga, temvecˇ samo njegovega vmesnika, ki ga mora konkretni
razred implementirati.
Vsaka funkcionalnost obsega n sˇtevilo registrov, ki so dolocˇeni na intervalu
[p, k], pri cˇemer je {k = p + n, pmin = 0 ∧ kmax = 216 − 1}. Problem sem resˇil
tako, da uporabim parametriziran razred std::map s klucˇem CLDUAddress,
ki hrani objekte z vmesnikom CLDUElement, kateremu sem priredil funktor
primerjave LessThan. Iz abstraktnega razreda CLDUElement so izvedeni vsi
objekti, ki pokrivajo dolocˇeno funkcionalnost. Elementi se nahajajo v objektu
map_, do katerih je mogocˇe dostopati z ustreznim kljucˇem tipa CLDUAddress.
Ta je dolocˇen z intervalom registrov, ki ga servisni program dobi iz protokola
Modbus in na katerem sloni funktor primerjave. Enostaven primer opisane
implementacije je predstavljen na sekvencˇnem diagramu v dodatku A.1.
Interval registrov je vnaprej dogovorjena specifika z implementatorjem pro-
grama na prikazovalni enoti (angl. firmware), ki so v nadaljevanju jasno opre-
deljeni za vsako funkcionalnost posebej.
3.1.2 Vzorec singleton in vecˇpoljska podpora
V OOP (Object Oriented Programming) se vcˇasih znajdemo v situaciji, v
kateri zˇelimo zagotoviti enovitost enega ali vecˇ objektov. Za dosego taksˇnega
cilja obstaja vzorec singleton, ki ima eleganten nacˇin implementacije vmesnika.
Instanciranje objekta se izvede posredno prek staticˇne funkcije Instance, ki
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Koda 3 - Razredi, ki skrbijo za dostop do registrske baze




/* Kazalec na bazo registrov */
unsigned char* pparent_;
CLDUElement (unsigned char* a_pparent) : pparent_(a_pparent);
/* Funkcija branja registrov */
virtual bool Get() { return true; }
/* Funkcija pisanja v register */
virtual bool Set() { return true; }
};
/** Primerjalni funktor */




bool operator () (const CLDUAddress& a_address,




/* Deklaracija kontejnerja */
std::map<CLDUAddress, CLDUElement*, LessThan> map_;
Koda 4 - Implementacija singleton vmesnika
class CLDUSingleton{
public:
static CLDUSingleton* Instance(unsigned char* pregs);
static void Destroy();
protected:
CLDUSingleton( unsigned char* pregs );
static CLDUSingleton* pinstance;
}
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instancira objekt v primeru neobstoja, sicer vrne obstojecˇega. Da sem pre-
precˇil uporabniku neposredno instanciranje objekta, sem konstruktor ustrezno
zasˇcˇitil.
Nekaj pozornosti velja sˇe nameniti sprosˇcˇanju resursov. Ni pravilno razmi-
sˇljanje, da sprostitev objekta izvedemo s standardnim destruktorjem, saj nas
lahko v dolocˇenih primerih privede do tezˇav. Cˇe vecˇ razredov implementira isti
singleton in se izvede sprostitev razlicˇnih objektov, pride do vecˇkratne spro-
stitve istega dela pomnilnika. To lahko privede do nestabilnosti in v najpogo-
stejˇsem primeru do razsutja aplikacije. Naredil sem test obeh razlicˇic in priˇsel
do ugotovitve, da aplikacija ne prezˇivi na ciljnem sistemu brez staticˇnega de-
struktorja. Testiral sem tudi na razvojni platformi, na kateri aplikacija cˇudezˇno
prezˇivi.
V gonilniku je singleton implementiran za realizacijo vecˇpoljske (multibay)
podpore. Specifikacija iz prve iteracije je zahtevala izvedbo prikaza stanj vecˇ
razlicˇnih naprav na enem prikazovalniku. Iz tega izhaja beseda vecˇpoljska,
kjer je vsako polje lokalna ali oddaljena naprava. Aktivno polje predstavlja
instanco singleton, s cˇimer sem zagotovil poenostavljeno preklapljanje med
posameznimi polji. Zaradi pocˇasnega odziva oddaljenih polj, so se v zadnji
iteraciji zacˇasno onemogocˇila, kljub temu pa implementacija funkcionalnosti
to sˇe vedno omogocˇa.
3.2 Viri podatkov
Pomembna lastnost dobre programske opreme je njena fleksibilnost, saj le tako
omogocˇimo uporabniku prilagajati obnasˇanje programske opreme brez pred-
hodnega prevajanja. Vhodni podatki v svoji pojavni obliki morajo obstajati
na nekaksˇnem fizicˇnem mediju (trdi disk, flash, dvd,...). Obstaja na ducate
oblik hranjenja podatkov, iz katerih je potrebno izbrati tistega, ki najbolj
ustreza postavljenim kriterijem. Vsi nimajo enake tezˇe, zato mnogokrat vpli-
vajo na odlocˇitev razvojni viri, ki nimajo neposredne povezave z uporabnostjo
in ucˇinkovitostjo. Kljub dejstvu, da relacijska baza predstavlja najucˇinkovitejˇsi
nacˇin hranjenja in dostopa do podatkov, je po drugi strani implementacija sis-
tema za upravljanje s podatkovno bazo (SUPB) vse drugo prej kot enostavna.
Odlicˇno alternativo predstavlja baza XML, saj je za razliko od SUPB-ja im-
plementacija analizatorja relativno enostavna.
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3.2.1 XML
Oznacˇevalni jezik XML omogocˇa strukturirano opisovanje lastnosti na podo-
ben nacˇin kot razredi v katerem od objektno usmerjenih programskih jezikov.
Strukturirani podatki so tako na voljo aplikacijam, ki sluzˇijo kot podatkovna
baza oziroma vir podatkov.
Prednost XML notacije se izkazˇe v zˇe omenjeni relativno preprosti im-
plementaciji analizatorja. Glede na namembnost in nacˇin procesiranja doku-
menta, sta najvidnejˇsa analizatorja DOM in SaX. Taksˇno procesiranje podat-
kov se imenuje serializacija podatkov. Serializacija je postopek pretvarjanja
objekta v zaporedje bitov, ki jih je mozˇno shraniti v pomnilnik, trdi disk ali
pa jih posˇljemo po omrezˇju. Inverzni proces od serializacije se imenuje dese-
rializacija, pri katerem se objekt iz serije bitov sestavi v prvotno obliko. Vecˇ
o serializaciji/deserializaciji servisnega programa je predstavljeno v razdelku
3.3.
V sistemu rcman deluje analizator DOM, ki celotno strukturo dokumenta
analizira in ustvari ustrezno drevesno strukturo. Slabost taksˇnega nacˇina se
pokazˇe pri velikih dokumentih, saj se celotna struktura nahaja v fizicˇnem po-
mnilniku. Taksˇna slabost se sˇe posebej izrazˇa na napravah, kjer je kolicˇina
fizicˇnega pomnilnika majhna.
Programski moduli so striktno odvisni od strukture XML dokumenta, ki
v primeru nepravilnosti vodi do nepravilnega delovanja modula. Struktura
ni samoumnevna, zato je potreben nacˇin za zagotavljanje njene pravilnosti.
Strukturo dokumenta XML narekuje pripadajocˇa shema, kjer so opredeljeni
vsi mozˇni gradniki, njihovi tipi ter omejitve. Na njihovi osnovi se v namenskih
urejevalnikih zagotovi pravilnost dokumenta XML in ustrezno strukturirane
vhodne podatke aplikacijam.
3.2.2 Atomicˇna baza
Dinamicˇni vir podatkov, ki jih uporabljajo funkcionalnosti LDU, je atomicˇna
baza. Kot samo ime pove, so osnovni gradniki atomi, ki vsebujejo reference
na registre in njihove vrednosti. Za posodabljanje vrednosti registrov skrbi
real-time modul, ki slika dejanska stanja registrov. V podrobnosti atomicˇne
baze in njene uporabe se ne bom poglabljal, zato na tej tocˇki le omenim,
da funkcionalnosti v servisnem programu uporabljajo atomicˇno bazo zgolj za
namene branja registrov. V atomicˇno bazo oziroma register, servisni program
nikoli ne piˇse, razen prek posrednikov npr. v ukazih.
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3.3 Serializacija
Staticˇni vhodni parametri, ki so relevantni pri serializaciji modula, se nahajajo
v bazi XML. V tem sklopu se v bazo objektov, ki so zadolozˇeni za osvezˇevanje
registrov, ustvarijo ustrezne instance, zato ne sme priti do napak. V splosˇnem
velja pravilo, da se nastavijo vsi parametri za posamezno funkcionalnost, ker
v nasprotnem primeru lahko ogrozimo stabilnost modula ali pa se privede do
nepravilnega delovanja. Serializacija se izvede zaradi vecˇpoljske podpore v
dveh stopnjah:
• inicialna
• poljska (angl. bay)
Inicialna serializacija se izvede ob zagonu servisnega programa, ki instancira
funkcionalnost LDU in izvede ustrezen funkcijski klic. Vkljucˇene so vse tiste
komponente, ki so neodvisne od posameznih polj, kot so: polja v lokalnem
omrezˇju, animirani elementi ter delno alarmi in dogodki.
Druga faza se izvede sˇele s prvim telegramom, ko gospodar zahteva prvo
(lokalno) polje, pri cˇemer se serializirajo vsi ostali podatki.
3.4 Osnovna stran
Po uspesˇni komunikaciji gospodarja s suzˇnjem in serializaciji, se za izbrano
polje nalozˇi osnovna stran, v katerem se prikazujejo:




• ura in datum.
V nadaljevanju bom opisal pomen in izvedbo nasˇtetih funkcionalnosti ter po-
men registrov v protokolu.
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Slika 3.1: Osnovni meni na prikazovalniku
3.4.1 Slepa (neaktivna) shema polja
Shema polja prikazuje, na kaksˇen nacˇin so posamezni izvrsˇilni elementi med
seboj povezani. To omogocˇa zasˇcˇitnemu inzˇenirju jasen pregled in lazˇje upra-
vljanje z elementi.
Slika sheme je v binarni obliki, ki je dolocˇena z viˇsino h in sˇirino w, ki jo





Binarna slika v datoteki vsebuje sˇestnajstiˇske vrednosti, kjer vsaka predstavlja
osem bitno sˇtevilo. Prednost tega zapisa je v performansah, saj ni potrebno
nikakrsˇnih pretvorb in v prenosu manjˇsega sˇtevila podatkov prek serijskega
vmesnika, saj vemo, da je telegram sestavljen iz enot v velikosti osmih bitov.
Primer zapisa izvrsˇilnega elementa v datoteki, ki predstavlja binarno sliko:
0xFF,0x81,0x81,0x81,0x81,0x81,0x81,0xFF
Bistven podatek za pravilen prikaz slike je sˇirina in viˇsina slike, ki ju dobim
iz serializacije. S tem lahko dolocˇim dimenzijo slike in uspesˇno interpretiram
posamezne bajte. Zgornji primer 8 × 8 je trivialen, saj vsaka vrednost pred-
stavlja po eno vrstico. Kljub temu bi brez podatka o viˇsini in sˇirini lahko
predpostavljal, da gre za sliko velikosti 16 × 4,32 × 2,64 × 1 in obratno. Pre-
tvorbo zgornjega zapisa v nicˇle in enice prikazuje slika 3.2.
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Slika 3.2: Binarna slika
Izvedba
Osnovna slika je staticˇna in zanjo ni potrebno nikakrsˇno osvezˇevanje, zato
se slika v registrsko bazo vpiˇse v fazi serializacije polja. Slika se za lokalno
polje nahaja v datoteki na staticˇnem pomnilniku, iz katerega se v funkciji
readAsciiHex preberejo vse sˇestnajstiˇske vrednosti in vpiˇsejo v registrsko
bazo.
Registri protokola
V protokol je podprta funkcija branja.
Register Opis (Hi) Opis (Lo)
55000(0xD6D8) X hi(polozˇaj) X lo(polozˇaj)
55001 Y hi(polozˇaj) Y lo(polozˇaj)
55002 H hi(velikost) H lo(velikost)
55003 W hi(velikost) W lo(velikost)










• X,Y polozˇaj - X,Y koordinata zacˇetne tocˇke osnovne slike. Koordinate
so izrazˇene v tocˇkah zaokrozˇene na 8 bitov.
• H,W velikost - Sˇirina in viˇsina osnovne slike. Velikost je izrazˇena v
tocˇkah zaokrozˇene na 8 bitov.
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• sˇtevilo elementov - Podatek o sˇtevilu animiranih elementov na sliki,
ki ga potrebuje gospodar.
• podatek - Tukaj se nahajajo podatki o sliki v bajtnem nacˇinu po posa-
meznih vrsticah, od leve proti desni strani prikazovalnika. Velikost slike
je odvisna od velikost prikazovalnika.
3.4.2 Animirani elementi
V prejˇsnjem razdelku sem predstavil staticˇno sliko, ki povezuje posamezne
izvrsˇilne elemente med seboj. Na mestih, kjer je predviden prostor za elemente,
so obicˇajno prazni prostori, tako da se izognemo popacˇenju slike zaradi mozˇnih
vidnih delov sheme polja.
Prikaz okvirja (angl. frame) je odvisna od vrednosti registra v atomicˇni
bazi, ki odrazˇa dejansko stanje izvrsˇilnega elementa. Vecˇina elementov vse-
buje po en bit za indikacijo statusa, zato imajo taksˇni elementi najmanj dva
okvirja.
Slika 3.3: Primer animiranih okvirov locˇilke v razlicˇnih stanjih
Izvedba
Animacije zasedejo relativno veliko prostora, zato se prenesejo na prikazovalno
enoto samo enkrat. V registrsko bazo se vpiˇsejo v inicialni serializaciji in se ne
osvezˇujejo, podobno kot pri shemi polja, zato ni potrebne nobene interakcije.
Statusi animiranih elementov referirajo na animacijo s pomocˇjo indeksa, ki je
odvisen od zaporedja serializacije.
Registri protokola
Za animirane elemente je v protokolu podprta funkcija branja, pri cˇemer so
registri deljeni na
• registre animiranih elementov in
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• registre statusov.
V registre lahko spravimo najvecˇ 6 elementov, ki predstavljajo mnozˇico raz-
polozˇljivih animiranih elementov. Vsak element pa ima lahko najvecˇ sˇtiri
okvirje. Pri tem je vsak okvir omejen na 32 bajtov, kar omogocˇa maksimalno
velikost elementa 16 × 16. Poleg podatkov o animaciji, se v registrih nahaja
tudi velikost posameznega okvirja.
Register Opis (Hi) Opis (Lo)
Animirani element 0, okvir 0
45000(0xAFC8) H hi(velikost) H lo(velikost)




















• H,W velikost - Sˇirina in viˇsina animiranega elementa oziroma okvirja.
Velikost je izrazˇena v tocˇkah zaokrozˇene na 8 bitov.
• podatek - V teh registrih se nahajajo podatki o sliki za posamezni okvir.
3.4.3 Statusi animiranih elementov
Registri statusov so dinamicˇni in iz tega razloga ustrezno locˇeni od animacij.
S tem sem olajˇsal osvezˇevanje registrov in prenos nepotrebnih podatkov po
serijskem vmesniku. Cˇe bi bili statusi vrinjeni med registre animacij, bi mo-
rali poleg statusov elementov prenasˇati sˇe podatke o animacijah, ker ni mozˇno
drugacˇe, kot prenos celotnega intervala registrov naenkrat.
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Izvedba
Animirani elementi se serializirajo v poljski serializaciji, kjer se za vsak ele-
ment ustvari instanca CLDUAnimatedElementReference in se vpiˇse v seznam
staticˇne dolzˇine. Ker gre za dinamicˇno funkcionalnost, se vpiˇse tudi v globalno
mapo objektov. Ob zahtevi gospodarja se poiˇscˇe ustrezni objekt elementa in
poklicˇe pripadajocˇo funkcijo Get, ki neposredno iz atomicˇne baze prebere vre-
dnosti registrov.
Registri protokola
Za azˇurne podatke se statusi klicˇejo ciklicˇno s strani gospodarja. Poleg statusov
se v registrih nahajajo sˇe polozˇaji animiranih elementov. Dejansko najvecˇje
sˇtevilo elementov, ki jih lahko prikazuje prikazovalnik je 50, in jih je mozˇno
parametrirati v raznih kombinacijah iz mnozˇice animiranih elementov.
Register Opis (Hi) Opis (Lo)
Statusi animiranega elementa 0
44000(0xABE0) X hi(polozˇaj) X lo(polozˇaj)
44001 Y hi(polozˇaj) Y lo(polozˇaj)
44002 rezervirano cˇas za ukaz
44003 status elementa element
44004(0xABE4) status ukaza izdaja ukaza
Statusi animiranega elementa 1




44009(0xABE9) status ukaza izdaja ukaza
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44124(0xABE4) status ukaza izdaja ukaza
Tabela 3.1: Statusi animiranih elementov
• X,Y polozˇaj - Koordinate zacˇetne tocˇke animiranega elementa. Koor-
dinate so izrazˇene v tocˇkah zaokrozˇene na 8 bitov.
• Cˇas za ukaz - Potreben cˇas za izvedbo ukaza elementa primarnega EES.
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• Status elementa - Stanje animiranega elementa se nastavi glede na
vrednost atoma oziroma registra:
Status elementa
Bit 15 . . . Bit 9 Bit 8
rezervirano . . . status status
– stanje 00 = nedefiniran
– stanje 01 = zaprto
– stanje 10 = odprto
– stanje 11 = napaka na elementu
• Element - Indeks animiranega elementa, ki je definiran v bazi oziroma
registrih animiranih elementov.
Ostala dva registra, ki vsebujeta podatke o ukazih, sta opisana v naslednjem
razdelku.
3.4.4 Ukazi
Osnovna funkcionalnost naprave, ki sem jo zˇe omenili v uvodu, je izdajanje
ukazov izvrsˇilnim elementom. Za zasˇcˇitnega inzˇenirja je to zelo uporabna
funkcionalnost ob popravilih in vzdrzˇevanjih, saj ni potrebna komunikacija
s centri vodenja za izdajanje ukazov nad posameznimi izvrsˇilnimi elementi.
Pri izdajanju ukazov se posvecˇa posebna pazljivost, saj lahko z ne prav
veliko truda posˇkodujemo ali celo unicˇimo izvrsˇilni element. To se lahko zgodi
v primeru, cˇe brezglavo posˇiljamo ukaze na istega. Taksˇno pocˇetje je kljub
strokovnu usposobljenosti inzˇenirja mozˇno, cˇe mu ne zagotovimo ustrezne po-
vratne informacije o rezultatu izvedbe ukaza.
Izvedba
Serializacija se izvede v sklopu animiranih elementov, na katerih se izvajajo
ukazi. Funkcionalnost v serializaciji zahteva podatke o ukaznih objektih, ki je
nujen parameter pri izdaji ukazov. Na vsak animirani element lahko parame-
triramo ukazni objekt, vendar ni nujno, saj v dolocˇenih primerih ne zˇelimo iz-
vajati ukazov nad izvrsˇilnim elementom. V splosˇnem obstajata “Single pole”in
”Double pole”ukazna objekta, ki se razlikujeta le v sˇtevilu bitov. Njuna upo-
raba pa je odvisna od vrste izvrsˇilnega elementa ali ukaza.
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Izdajanje ukazov se izvede na zahtevo funkcije pisanja, kjer se klicˇe funkcija
Set nad izbranim animiranim elementom. Pri izdajanju sem odvisen od ostalih
modulov v sistemu, pri cˇemer je na voljo ustrezen vmesnik v sistemu.
Status izdanega ukaza se sporocˇa gospodarju na zahtevo tako, kot pri sta-
tusih animacij. S pomocˇjo atomicˇne baze sem priskrbel gospodarju povratno
informacijo, ki preprecˇi vsakrsˇno ponovno izdajo, cˇe status ni ustrezen.
Registri protokola
V protokolu sta podprti funkciji pisanja in branja. Prva se uporablja za izdaja-
nje ukazov in druga za pridobivanje statusov. Izdajnje ukazov nad posameznim
elementom je mozˇno ob dveh predpogojih:
• mozˇnost izvedbe ukaza, saj ni nujno, da je mozˇno izvajati ukaze nad
vsakim elementom.
• lokalni nacˇin vodenja, ki se v nasprotnem primeru preda oddaljenemu
oziroma centru vodenja.
Registri se nahajajo v sklopu animiranih elementov, ki so opisani v prejˇsnjem
razdelku. Registra za izdajo ukaza in status povratne informacije se nahajata
v registru 44004.
Register za izdajo ukaza
Bit 7 . . . Bit 3 Bit 2 Bit 1 Bit 0
rezervirano rezervirano rezervirano izdaja ukaza
• stanje 0x00 = ni ukaza s strani master naprave
• stanje 0x01 = ukaz za vklop, izdana s strani naprave LDU
• stanje 0x02 = ukaz za izklop, izdana s strani naprave LDU
• stanje 0x05 = ukaz za nizˇe
• stanje 0x06 = ukaz za viˇse
Register statusa zadnje izdane ukaze
Bit 7 . . . Bit 3 Bit 2 Bit 1 Bit 0
rezervirano rezervirano rezervirano status ukaza
• stanje xxxxx000 = ukaz ni bil izdan
• stanje xxxxx001 = ukaz uspesˇno izdan
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• stanje xxxxx010 = ukaz ni uspel
• stanje xxxxx100 = ukaz blokiran med izvajanjem
• stanje 0xxxxxxx = ukaz ni mozˇen
• stanje 1xxxxxxx = ukaz mozˇen
3.5 Preklop vodenja
V prejˇsnjem razdelku sem razlozˇil, da je za izdajanje ukazov prek prikazo-
valne naprave mogocˇe, cˇe deluje v lokalnem nacˇinu. Razlogi za preklapljanje
med lokalnim in oddaljenim nacˇinom so zaradi morebitnih konfliktnih situacij
s centrom vodenja. Tipicˇen primer je rutinski pregled ali vzdrzˇevanje, kjer
je potreben odklop, npr. locˇilke prek LDU, za tem pa bi se izdal ukaz za
vklop iz centra vodenja in s tem bi lahko povzrocˇili katastrofalne posledice za
vzdrzˇevalca.
Izvedba
Implementacija preklopa vodenja je zelo podobna kot pri animiranih elementih,
s tem da je ukaz preklopa vodenja vedno enobitni (SBC). V serializaciji se
na osnovi parametracije ustvari ukazni objekt, s katerim se kasneje upravlja
preklop.
Registri protokola
V protokol je vkljucˇena samo funkcija pisanja, torej izdajanje ukazov preklopa
vodenja. Ker je preklop tudi ukaz, je le-ta lahko blokirana s strani viˇsjih nivo-
jev in se na LED indicira enako kot pred izvrsˇitvijo preklopa.
Register Opis (Hi) Opis (Lo)
503 rezervirano vodenje
Ker obstaja vecˇ nacˇinov vodenja, je lahko vrednost registrov naslednje:
• 0x00 - Nedefinirano vodenje (napaka) ali vsi ukazi blokirani.
• 0x01 - Lokalno vodenje z zapahovanjem (latched).
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• 0x02 - Daljinsko vodenje z zapahovanjem.
• 0x04 - Lokalno vodenje brez zapahovanja (non-latched).
3.6 Analogne meritve
Zajem meritev se izvaja prek merilnih vmesnikov primarnega EES, na katerega
je priklopljen zasˇcˇitni rele. To so meritve tokov, napetosti, mocˇi in energije, ki
predstavljajo uporabne informacije za zasˇcˇitnega inzˇenirja.
Na prikazovalniku so na voljo tri strani za meritve. Na vsako strani je
mogocˇe prikazati v dveh stolpcih po sˇtirinajst meritev. Posamezna meritev
vsebuje parametrirane atribute, kot so:
• ime meritve,
• referenca na atom, ki vsebuje analogno meritev,
• enota,
• sˇtevilo decimalnih mest,
• nominalna in primarna nominalna vrednost,
• faktor.
Izvedba
Podatki o posameznih meritvah se nahajajo v razredu CLDUMeasurement, ki
se ob serializaciji vpiˇsejo v seznam staticˇne dolzˇine 3 ∗ 28 = 84. Poleg tega
pa obstaja sˇe locˇen seznam dolzˇine tri za imena menijev. Kljub temu pa se v
globalno mapo objektov ne morejo vpisati vse meritve, saj je zaradi omejenega
pomnilnika naprave LDU na voljo le za 28 meritev. Zaradi tega sem ustvaril
dodaten razred, ki sem ga prav tako vnesel v globalno mapo in sluzˇi za me-
njavanje objektov meritev. V serializaciji so po privzetem v globalno mapo
vnesˇeni objekti, ki pokrivajo prvo stran meritev in se na zahtevo spremembe
strani gospodarja ustrezno zamenjajo.
Format meritve za prikaz na napravi LDU je lahko poljuben, saj mu ga po-
sredujem kot sekvenco znakov ASCII. Analogna meritev in nominalni vrednosti
se prebereta iz atoma, spremljajocˇa enota pa je staticˇna. Preden oblikujemo
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Slika 3.4: Serializacija analognih meritev
meritev v niz znakov, je potrebna pretvorba glede na nominalno vrednost po
naslednji formuli:




V protokol sta vkljucˇeni tako funkcija branja kot pisanja. Gospodar piˇse v
register v primeru, kadar zˇeli spremeniti stran na kateri se nahaja. Funkcijo
branja pa gospodar klicˇe ciklicˇno, saj se vrednosti meritev dinamicˇno spremi-
njajo.
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Slika 3.5: Sprememba strani na zahtevo gospodarja
Register Opis (Hi) Opis (Lo)
39000(0x9859) X hi(polozˇaj) X lo(polozˇaj)
39001 Y hi(polozˇaj) Y lo(polozˇaj)
39002 stran sˇtevilo strani
39003 rezervirano rezervirano
39004 rezervirano rezervirano
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• stran - Pove, na kateri strani se trenutno nahajamo.
• sˇtevilo strani - Maksimalno sˇtevilo strani, ki je odvisna od sˇtevila spa-
rametriranih.
• naslov strani - Naslov menija.
• podatek - Niz znakov za prikaz meritve.
3.7 Statusi digitalnih vhodov
Verjetno najlazˇja funkcionalnost za izvedbo je prikazovanje stanj digitalnih
vhodov. Maksimalno sˇtevilo vhodov, ki jih lahko prikazujemo je 80, v vsakem
stolpcu po 10.
Izvedba
V sklop serializacije menijev, se v globalno mapo vnese objekt, ki ima imple-
mentirano funkcijo Get, v kateri se osvezˇijo vsi statusi v registrski bazi. Statusi
se neposredno preberejo iz atomicˇne baze.
Registri protokola
Protokol podpira samo funkcijo branja in edina dinamika so statusi, ki se
klicˇejo ciklicˇno, kadar je prikazovalnik v meniju.
Register Opis (Hi) Opis (Lo)
40000(0x9859) X hi(polozˇaj) X lo(polozˇaj)
40001 Y hi(polozˇaj) Y lo(polozˇaj)
40002 rezervirano rezervirano
40003 rezervirano rezervirano
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• sˇtevilo vhodov - Sˇtevilo vseh DI v slave napravi.
• sˇtevilo di(hor) - Sˇtevilo vrst za prikaz digitalnih vhodov.
• sˇtevilo di(ver) - Sˇtevilo stolpcev za prikaz digitalnih vhodov.
• DI[x:y] - Stanja digitalnih vhodov.
3.8 Dogodki in alarmi
Dogodki in alarmi veljajo za pomembno funkcionalnost, saj nudijo zasˇcˇitnemu
inzˇenirju mozˇnost ucˇinkovitejˇsega nadzora, ugotavljanja in odpravljanja na-
pak. Razlika med pojmoma dogodkov in alarmov je v njuni interpretaciji, pri
cˇemer velja, da je vsak alarm tudi dogodek in ne velja obratno. Dogodek je
vsakrsˇna sprememba stanja v nekem trenutku, ki je lahko tudi alarm v pri-
meru, cˇe ga zasˇcˇitni inzˇenir tako interpretira. Dober zgled prejˇsnje trditve
lahko prikazˇem na napetostnih meritvah. Vsakrsˇna sprememba meritve pov-
zrocˇi dogodek zaradi nihanja napetosti. Zasˇcˇitni inzˇenir lahko postavi meje
tolerance, kar pomeni, da cˇe nihanje presezˇe postavljene meje, se dogodek
interpretira kot alarm. Zahteve so mi narekovale implementacijo naslednjih
funkcionalnosti:
• Serviranje navzgor omejenega seznama dogodkov, ki vkljucˇuje opis in do
milisekunde natancˇen cˇas prozˇenja dogodka.
• Serviranje liste alarmov fiksne dolzˇine, ki poleg opisa vsebuje sˇe aktivnost
posameznega alarma.
• Potrjevanje alarmov.
Status in potrjenost alarma - Status alarma oznacˇuje, ali je dolocˇen
alarm veljaven oziroma neveljaven. Alarm dobi neveljaven status v primeru,
cˇe presezˇe dolocˇen pogoj, ki je po navadi vrednost ali zastavica. Specifika-
cija predvideva enobitne registre, ki preidejo v neveljavno stanje ob naslednjih
pogojih:
• OPEN - Cˇe se vrednost registra postavi na 0.
• CLOSED - Cˇe se vrednost registra postavi na 1.
• CHANGE OF STATE - Vedno aktiven, ne glede na vrednost registra.
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Vsaki na novo prispeli alarm, ne glede na status, dobi oznako nepotrjen in
tako ostane, dokler jih zasˇcˇitni inzˇenir ne potrdi. Iz uvoda je razviden pomen
taksˇnega delovanja, zato ni potrebno dodatne razlage.
Aktivnost alarma je opredeljen glede na status, potrjenost in nacˇin delova-
nja, ki je dolocˇena v parametraciji. V tabeli 3.2 so prikazani vsi mozˇni nacˇini







neaktiven potrjen ne sveti ne sveti ne sveti
aktiven potrjen sveti sveti sveti
x nepotrjen x utripa sveti
Tabela 3.2: Indikacija alarmov ali LED glede na nacˇin delovanja
Izvedba
Sprejemanje in hranjenje dogodkov skrbi funkcionalnost EventDriver, ki je
izvedena na podoben nacˇin kot ostali gonilniki na aplikacijski plasti. Iz ra-
zrednega diagrama 2.2 je razvidno, da sem Modbus izvedel neposredno iz
EventDriver-ja, s katerim sem si delno zagotovil dostop do zˇeljenih struk-
tur. Kot sem opisal v razdelku nacˇrtovanja, je veliko nevsˇecˇnosti predsta-
vljal problem prenasˇanja parametrov oziroma struktur dogodkov in alarmov
iz EventDriver-ja v instanco cldu_ in obratno. Preden sem lahko serviral po-
datke o dogodkih in alarmih gospodarju, sem moral tako resˇiti sˇe dva problema
integracije EventDriver-ja:
• serializacija,
• posredovanje dogodkov in alarmov EventDriver-ja.
Serializacija
Zamisel specifikatorja je predvidevala locˇeno parametracijo alarmov in dogod-
kov za gonilnik EventDriver in servisni program LDU. Obstojecˇa implementa-
cija EventDriver-ja je bila prosto stojecˇa (stand-alone) in glede na izvedenost
LDU, ni dopusˇcˇala enostavne integracije v drug modul.
Serializacijo sem razdelil na inicialno in poljsko iz dveh razlogov:
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• Vsiliti gonilniku EventDriver parametracijo dogodkov in alarmov. S tem
sem zagotovil pravilno delovanje gonilnika in sprejem dogodkov, kljub
temu, da naprava LDU ni prisotna.
• Omogocˇiti mozˇnost vecˇpoljske podpore.
V inicialni serializaciji sem gonilniku EventDriver vsilil informacije o parame-
triranih dogodkih in alarmih s strani uporabnika. Jasno je, da so ti podatki
na voljo v serializaciji LDU, vendar EventDriver o teh ne ve nicˇ, zato sem mu
jih moral na nek nacˇin vsiliti. Za pravilno delovanje EventDriver-ja sem tako
moral zagotovil naslednje podatke:
• pot do XML datoteke, kjer se hrani baza dogodkov in alarmov.
• vsiliti modulu RTDB (Real-Time DataBase) strukture, s katerim prija-
vim parameterirane dogodke na registre.
• vsiliti gonilniku EventDriver strukture, ki sluzˇijo kot identifikacija preje-
tih dogodkov.
Na sekvencˇnem diagramu 3.6 je prikazan potek funkcijskih klicev v procesu
inicialne serializacije alarmov in dogodkov. Iz njega je razvidno, da sem ustva-
ril tri funkcije, ki sluzˇijo kot posredniki med LDU-jem in EventDriver-jem.
Nahajajo se v razredu Modb::CDriver (Modbus), ki vidi relevantne strukture
iz gonilnika EventDriver. Razredni diagram 2.2 nazorno prikazuje opisano si-
tuacijo. V poljski serializaciji se strukture dogodkov in alarmov inicializirajo v
taksˇni meri, da so pripravljene za serviranje gospodarju. Za prihodnje razvojne
iteracije in vecˇpoljsko podporo sem tako pustil odprte mozˇnosti.
Posredovanje dogodkov in alarmov gonilnika EventDriver
Po uspesˇni serializaciji je EventDriver pripravljen sprejemati parametrirane
dogodke. Seveda to nima nobene koristi iz perspektive LDU, saj ne obstaja me-
hanizem, ki bi omogocˇal posredovanje sprejetih dogodkov. Problem sem resˇil
tako, da sem v EventDriver dodal metodo RegisterCallback, s katero sem
registriral metodo NotifyInvalidState, ki opravi povratek (angl. callback)
iz LDU. Tako vsakicˇ, ko prispe dogodek ali alarm, se posreduje v LDU prek
registrirane funkcije.
LDU sprejme dogodek ali alarm v funkciji NotifyInvalidState in ga vpiˇse
v strukturi CEvents oziroma std::set. Sˇtevilo dogodkov za prikaz je omejeno
in v primeru prekoracˇitve se najstarejˇsi prepiˇsejo z novimi. Hranijo se v vek-
torju, ki ga obkrozˇa (angl. wrap) struktura CEvents z namenom pravilnega
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Slika 3.6: Serializacija dogodka ali alarma
Slika 3.7: Distribucija dogodkov
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dodajanja novih dogodkov. Sedaj so dogodki in alarmi na voljo za serviranje
gospodarju. Celoten potek sprejema enega dogodka ali alarma je prikazan na
sekvencˇnem diagramu v dodatku A.2.
Koda 5 - Registracija “callback“ funkcije za sprejem dogodkov
void CEventDriver::RegisterCallback(void(*pf)(SEvent*));
/* Registracija funkcije v Modb::CDriver */
RegisterCallback(pldu_->NotifyInvalidState);
Protokol - prikaz dogodkov
Dogodki in alarmi se prikazujejo v locˇenih menijih in posledicˇno imajo tudi
locˇen protokol. V protokol dogodkov sta vkljucˇeni funkciji branja in pisanja.
Gospodar piˇse v register v dveh primerih:
• v zahtevi po spremembi strani
• postavi zastavico 0 v register, ki indicira prihod novega dogodka.
Za dogodke je tako predvidenih 14 strani po 7 dogodkov, vse skupaj 98 dogod-
kov. Cˇe se presezˇe maksimalno sˇtevilo dogodkov, se starejˇsi zacˇnejo prepisovati.
Za vsak dogodek sta predvideni po dve vrstici.
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Register Opis (Hi) Opis (Lo)
30000(0x7530) X hi(polozˇaj) X lo(polozˇaj)
30001 Y hi(polozˇaj) Y lo(polozˇaj)
30002 stran sˇtevilo strani




















• stran - Trenutna stran prikaza dogodkov.
• sˇtevilo strani - Sˇtevilo strani, glede na sˇtevilo dogodkov.
• naslov strani - Naslov menija.
• nov dogodek - Indikacija gospodarju o novem prispelem dogodku in
velja le za prvo stran dogodkov.
• podatek(prva vrstica) - Vsebuje opis dogodka.
• podatek(prva vrstica) - Vsebuje do milisekunde natancˇen cˇas do-
godka.
Protokol - prikaz in potrjevanje alarmov
V protokol sta vkljucˇeni funkciji branja in pisanja. Ko uporabnik preide na
dolocˇeno stran alarmov, se ti preberejo le enkrat, kajti lista imen je staticˇna.
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Dinamicˇni so statusi alarmov na aktualni strani, ki jih gospodar ciklicˇno klicˇe.
Podobno kot pri analognih meritvah in dogodkih, gospodar piˇse v register na
zahtevo spremembe strani ali potrjevanje alarmov.
Maksimalno sˇtevilo alarmov na stran je 14, pri cˇemer je na voljo 7 strani.
Statusi alarmov
Register Opis (Hi) Opis (Lo)
29900(0x74CC) alarm 7-4 alarm 3-0
















Za vsak alarm sta namenjen po dva bita, ki oznacˇujeta status glede na nacˇin
delovanja.
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Vsebina alarmne liste
Register Opis (Hi) Opis (Lo)
22000(0x55F0) rezervirano rezervirano
22001 rezervirano rezervirano


















• stran - Trenutna stran prikaza alarmov.
• sˇtevilo strani - Sˇtevilo strani alarmov.
• podatek - Tekst, ki opisuje alarm.
3.8.1 Predelava nacˇina sprejema dogodkov
Za distribucijo dogodkov modulom, ki se prijavijo za sprejemanje, skrbi gonil-
nik RTDB. V zakljucˇni fazi testiranj so se izvajali vztrajnosti testi, ki so odkrili
”memory leak“ v gonilniku RTDB. Del kode vsakega prijavljenega modula, se
izvaja v procesnem prostoru gonilnika RTDB, zato je bilo iskanje dejanskega
krivca za napako mocˇno otezˇeno. Izkazalo se je, da ga je manifestiral sistem
za sprejem dogodkov v EventDriver-ju ob mocˇnih obremenitvah.
Vsak prispeli dogodek se obravnava v novi kratkotrajni niti, ki doda dogo-
dek na sklad v skupni pomnilnik (angl. shared memory - SHM). Ocˇitno ima
Kernel 2.4.9 tezˇave z nitmi v primeru, cˇe je le teh ogromno. Problem sem
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Slika 3.8: Sprejem dogodkov z IPC ”SharedMemory”
resˇil z drugacˇnim nacˇinom medprocesne komunikacije, imenovane cevi (angl.
named pipes). Pri tem sem izkoristil mozˇnost, ki mi ga ponuja rcman, saj
ima EventDriver zˇe po privzetem ustvarjeno cev, iz katere dobiva sporocˇila iz
nizˇje lezˇecˇih plasteh. Tako sem moral RTDB modulu povedati lokacijo cevi,
oblikovati, poslati ter sprejeti sporocˇilo.
Za lokacijo cevi sem oblikoval posebno strukturo SharedProperties, ki med
drugimi vsebuje edinstven ID modula. Kazalec na strukturo posredujem funk-
ciji AddEventNotification, s katero se prijavim za sprejemanje dogodkov.
Tako vsak sprejeti dogodek v funkciji SOE_EVENTS_NOTIFICATION_FUNCTION,
dobi kazalec na strukturo SharedProperties, iz katere lahko sestavim pot do
cevi. Cevi medprocesne komunikacije v rcman-u imajo standardna imena v
obliki:
<pipe\_path> <module\_1\_id> <comm\_direction(<-|->)> <module\_2\_id>
V mojem primeru oblikujem ime cevi ”4 < −4“, na katerega RTDB posˇilja do-
godke EvetnDriver-ju. Sprejem dogodkov na cevi poskrbi rcman, ki jih dostavi
funkciji OnTransmitMessage ali OnReceivedMessage, odvisno od modela ko-
munikacije (slave/master). Sporocˇila se prenasˇajo po cevi v seriji bitov, zato
sem izbral najlazˇjo resˇitev in vse informacije o dogodku spravil v strukturo
Event. Pomembno je, da v strukturi ni nobenih kazalcev, sicer je potrebno
strukturo posebej serializirati, kar pomeni dodatne probleme.
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3.9 Uporabniˇsko nastavljive diode LED
Podobno uporabniˇsko namembnost kot alarmi, imajo tudi uporabniˇsko nasta-
vljive diode LED. Na voljo je osem LED, ki v primeru neveljavni stanj, ustrezno
svetijo ali utripajo glede na parametracijo. Na eno LED je mozˇno vezati vecˇ
razlicˇnih registrov oziroma signalov, zato med njimi veljajo dolocˇena pravila:
• velja disjunkcija signalov, cˇe je kateri od njih aktiven.
• cˇe je aktivnih vecˇ signalov, ima prednost tisti z najviˇsjo prioriteto. Prio-
ritete so dolocˇene glede na tabelo 3.2, kjer je NON-LATCHED najnizˇja
in LATCHED-BLINKING najviˇsja prioriteta.
• vsak signal vezan na diodo mora biti tudi alarm.
V skladu z opisanimi pravili je moja naloga implementacija serviranja ustreznih
stanj LED gospodarju, s pomocˇjo struktur, ki jih nudi EventDriver. Gonilnik
mora tudi omogocˇati potrjevanje vseh LED.
Izvedba
Velika vecˇina dela za izvedbo serviranja podatkov o stanjih LED, sem opravil
z integracijo gonilnika EventDriver v prejˇsnjem razdelku. Bazo podatkov o
LED na zˇalost ne hrani EventDriver, zato sem moral to opraviti v LDU.
V gonilnik sem dodal strukturo LED, ki hrani vse potrebne podatke za obli-
kovanje ustrezne indikacije za posamezno LED. Ker imam opravka s konstan-
tnim sˇtevilom LED, sem ustvaril seznam osmih vektorjev, ki vsebuje omenjeno
strukturo.
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Koda 7 - Hranjenje relevantnih podatkov za realizacijo stanj diod LED
struct LED{
LED() : not_acknowledged(false) {};
LatchingMode latching;
// Ime signala v atomicˇni bazi in sluzˇi kot enoviti ID.
std::string structure_name;




V procesu serializacije dogodkov in alarmov, se za vsako diodo v seznamu ini-
cializirajo podatki o stanjih. V konstruktorju sem poskrbel, da so na zacˇetku
vse diode potrjene. Ime strukture mora biti enovita, ker sluzˇi za identifikacijo
prispelega alarma.
Stanje diod se spreminja v skladu s statusom alarma (veljaven/neveljaven)
in njegove potrjenosti. Slednje potrjuje uporabnik na prikazovalni enoti, pri
cˇemer gospodar zahteva funkcijo pisanja. V tem sklopu se vse zastavice po-
stavijo na false.
Protokol
V protokol je vkljucˇena tako funkcija branja kot pisanja. Funkcijo pisanja
gospodar zahteva v primeru potrjevanja diod, kjer v register vpiˇse vrednost
0. Gospodar registre bere ciklicˇno, pri cˇemer na vsako zahtevo LDU posodobi
registrsko bazo. Za vsako diodo sta rezervirana po dva bita in glede na tabelo
3.2, se v registrsko bazo vpisujejo naslednje vrednosti:
• 0x00 - LED ne sveti
• 0x01 - LED utripa
• 0x11 - LED sveti
Register Opis (Hi) Opis (Lo)
500(0x01F4) LED 7-4 LED 3-0
Poglavje 4
Sklepne ugotovitve
V prejˇsnjih poglavjih sem obravnaval razvoj servisnega programa, ki se je
razprostiral skozi tri razvojne iteracije. Nastala zasnova iz prve iteracije se
prakticˇno ni spreminjala, temvecˇ se je samo nadgrajevala. V zadnji iteraciji
so priˇsle funkcionalnosti, ki so zahtevale integracijo gonilnika EventDriver in
pokazale so se slabosti prvotne zasnove. Nastal je problem slabo definiranega
vmesnika oziroma enkapsulacije. S tem je mocˇno otezˇen nadaljnji razvoj gonil-
nika ter iskanje napak oziroma hrosˇcˇev. Na racˇun slednjih sem izgubil veliko
cˇasa, ker obstojecˇi vmesnik zahteva veliko pomnjenja o celotnem delovanja ob-
stojecˇe izvorne kode. Pri manjˇsih programih to ne predstavlja tako velikega
problema, v nasprotnem primeru pa je zelo tezˇko drzˇati na znanju vse trike in
resˇitve za nastale probleme.
Ker je gonilnik LDU zgolj uporabniˇska aplikacija in se mocˇno opira na ostale
module v sistemu, sem potreboval ogromno cˇasa za prebiranje tuje program-
ske kode. Na voljo je bila slaba oziroma v nekaterih primerih celo nikakrsˇna
dokumentacija, zato mi je bilo delo mocˇno otezˇeno, sˇe posebej zaradi dejstva,
ker nisem bil izvedenec na podrocˇju zasˇcˇit v elektroenergetiki. Dolocˇene infor-
macije sem tako moral iskati pri avtorjih zadevnih modulov, ki mi vcˇasih tudi
niso znali podati jasnih odgovorov. Dokumentacijo programske opreme, tako
velikih kot kot majhnih projektov, enostavno ne smemo zanemarjati. Na tak
nacˇin lahko privarcˇujemo veliko cˇasa in truda za nadaljnji razvoj ter posledicˇno
tudi denarja.
Kljub vsem problemom sem skozi testiranje gonilnika ugotovil, da imple-
mentirane funkcionalnosti delujejo v solidnem performancˇnem obmocˇju. Po-
raba pomnilniˇskih resursov je glede na obseg gonilnika normalna in sˇe pomemb-
neje stabilna. Veliko prizadevanj sem vlozˇil ravno v zagotavljanje stabilnosti
gonilnika. Zaradi neizkusˇenosti v programskem jeziku C++ sem nevede zane-
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marjal problem sprostitve pomnilniˇskih resursov. Odkrivanje tovrstnih napak
je bilo tezˇavno, ker pogosto ni obstajal ocˇiten krivec. To se je sˇe posebej iz-
kazalo v sistemu za sprejemanje dogodkov EventDriver-ja, pri cˇemer smo za
lociranje in odpravo napake potrebovali tri tedne in po metodi eliminacije ugo-
tovili najverjetnejˇsega krivca. Seveda so pri odkrivanju napake prisostvovali
tudi drugi razvijalci na ostalih potencialnih krivcih.
Skozi razvoj gonilnika, sˇe posebej v fazi tranzicije, sem izkusil nevsˇecˇnosti,
ki doletijo predvsem razvijalce uporabniˇskih vmesnikov. Vsakrsˇna napaka, ki
jo odkrije tester ali koncˇni uporabnik, se takoj okrivi razvijalca vmesnika, kljub
temu da ni dejanski povzrocˇitelj. Dolocˇen delezˇ hrosˇcˇev je bilo tovrstnih, ven-
dar jih je vecˇina vendarle nastala zaradi povrsˇnosti, saj velja pregovor ”motiti
se je cˇlovesˇko“.
Izvorna koda servisnega programa zaradi obsezˇnosti ni vkljucˇena v samo




Na sliki A.1 je predstavljen sekvencˇni diagram branja ali pisanja v registrsko
bazo (kot je definirana s protokolom Modbus) servisnega programa, na sliki
A.2 pa je predstavljen sekvencˇni diagram komunikacije servisnega programa s
sistemom rcman.
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Slika A.1: Sekvencˇni diagram branja ali pisanja v registrsko bazo servisnega
programa.
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Slika A.2: Sekvencˇni diagram komunikacije servisnega programa s sistemom
rcman.
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