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Abstract 
In this thesis, we investigate the routing and flow control problems for 
Resilient Packet Ring (RPR) network. By default, shortest path based routing 
scheme is used for RPR network. However, since the traffic load distributes 
unevenly, this nonflexible routing scheme is not always efficient. This motivates 
us to look for new routing and flow control schemes which can utilize bandwidths 
efficiently. Given the link capacities and traffic demands, we design an optimal 
routing and flow control algorithm to maximize throughput. Numerical results 
show that the throughput is improved by optimal routing compared to shortest 
path routing. We also propose the Progressive Filling with Optimal Routing 
{PFOR) algorithm to solve max-min fair allocation and optimal routing problems. 
Numerical results show that the throughput is improved by PFOR compared to 
traditional Progressive Filling {PF) algorithm. Finally, we study the tradeoff 
between throughput and fairness. By properly controlling the amount of the 
‘ tradeoff, throughput can gain much at only a little sacrifice of fairness. 
Although our work focuses on RPR network, the results can be generalized to 
any network with a mesh topology. 
‘ 摘 要 






Progressive Filling with Optimal Routing {PFOR)算法來同時解決帶宽公平分配 
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Ring networks were considered for use for Local Area Networks (LANs), Metro 
Area Networks (MANs) and Wide Area Networks (WANs) for a long time, due to 
their low complexity and simple topology structure. Usually, Token Ring 
technology is used for LANs. This technology is not efficient for use in a MAN or 
WAN, because the ratio between the propagation delay and the transmission delay 
is large. MANs typically utilize SONET/SDH ring technology. However, with the 
volume of data traffic in metro networks growing, SONET/SDH ring networks 
cannot transmit data traffic efficiently, because they are optimized for voice and 
circuit-switched traffic. To meet the demands for metropolitan IP-optimized 
networks, Resilient Packet Ring (RPR) technology has been proposed [2], In this 
chapter, we first give a brief review of the evolution of ring networks. Then we 
introduce the RPR technology. 
1.1 The Evolution of Ring Network 
Technologies 
1.1.1 Token Ring Technology 
The Token Ring technology was originally developed by IBM. Later, it was 
included as the IEEE 802.5 Token Ring LAN standard [39] by IEEE. In a Token 
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Ring network, a small frame, called a token, circulates around the whole ring 
• whenever all nodes are idle for admission control. If a node receiving the token 
has no data to transmit, it just passes the token to the next node. When a node 
wants to transmit data, it is required to get the token and remove it from the ring 
before transmission. Each node may hold the token for a maximum period of time. 
When the information frame is circulating in the ring, no token is on the ring. So 
other nodes which have data to transmit must wait. When the information frame 
gets to the destination node, the destination node copies the information frame. 
Then the information frame continues to move along the ring and is finally 
removed by the sending node. Then a new token is generated by the node and 
circulates around the ring. 
The IEEE 802.5 Token Ring LANs utilize copper wire. For low speeds and 
short distances, this will work well. However, for high speeds and long distances, 
LANs must utilize the fiber optics technology. For this purpose, FDDI (Fiber 
Distributed Data Interface) was proposed and later included as the ANSI X3 
standard [40]. FDDI is a fiber optic token ring LAN using multimode fibers. A 
FDDI backbone consists of two counter-rotating fiber rings, one transmits data 
clockwise, while the other counterclockwise. At any moment, only one ring works 
and the other is used as a backup. The basic FDDI protocols are similar to IEEE 
802.5, the Token Ring protocols. To transmit data, a node must first get the token. 
Then it transmits an information frame and removes it when it returns and then 
generates a new token. 
IEEE 802.5 Token Ring LAN and FDDI are congestion-free because there is 
only one token and only one node can transmit data at a moment. However, this 
congestion-free feature is achieved at the expense of poor bandwidth utilization. 
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Especially, for a high speed and large span ring, packet transmission time is much 
‘ shorter than the propagation delay. Under such conditions, the performance of the 
traditional token ring network degrades. To improve the bandwidth utilization, 
many spatial reuse (the ability to provide concurrent transmission over distinct 
segments of the ring) technologies have been proposed. Generally, they can be 
classified into two groups. One is Early Token Release (ETR) media access 
control [41] and the other is multi-token media access control [42], 
Concurrent Transmission Ring (CTRing) [43], T-S Ring [44] and Pipeline Ring 
[45] are based on ETR technology. Instead of source stripping (the token is 
removed by the transmitting node), ETR uses destination stripping (the token is 
removed by the receiving node). Once an information frame gets to its destination, 
it is removed by the destination node. The destination node then generates a 
special "conditional token". It indicates that a portion of the ring, but not the 
whole ring, is available. Each node which has data to transfer can check the 
source-destination address information in the "conditional token" to know which 
part of the ring is currently in use. A node is free to transmit data if the portion of 
the ring between itself and its destination is unused by other nodes. In this way, 
there may be multiple packets propagating on the ring at the same time. Therefore, 
the bandwidth utilization is improved. 
Another technique for improving bandwidth utilization is to use multiple tokens 
so that the chance for a node to get a token increases. One protocol proposed by 
[46] and the protocol used in MetaRing [42] network are based on the multi-token 
technology. It is assumed that there are at most M {M>\) tokens on the ring at the 
same time. Tokens may be generated by one or more nodes. For the case that 
there is only one startup node, multiple tokens may be generated by equally 
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spaced time interval. The other case is that there are multiple startup nodes which 
• can generate tokens independently. Basically, the token seizing and releasing 
scheme is similar to that of the single Token Ring technology. One difference is 
that if a token arrives at a transmitting node, the arriving token will be discarded. 
By using multiple tokens, there may be more than one transmitting nodes and the 
bandwidth is spatially reused. 
1.1.2 Resilient Packet Ring Technology 
RPR consists of two counter-rotating rings. Each ring segment can be used 
independently to pass both data and control packets. Control packets propagate in 
the opposite direction from the corresponding data packets. One of the rings is 
referred to as the inner ring and the other as the outer ring as illustrated in Figure 
1.1. Unlike SONET/SDH ring networks which reserve half of the rings for 
protection, both the inner and the outer ring are used concurrently, allowing the 
service provider to increase bandwidth usage. 
FDDI and Token Ring [4] use source stripping and tokens to control ring access. 
Packets circulate around the entire ring before being stripped by the source. In 
contrast, RPR performs destination stripping of packets. Since nodes may 
concurrently transmit packets without waiting for a shared token, different ring 
segments can be simultaneously used. An example is illustrated in Figure 1.2. In 
this case, thdre are three active flows passing through the outer ring. They are 
flow (4, 1), flow (5, 0) and flow (2, 3)，respectively. Flow (4’ 1) and flow (5, 0) 
share the bandwidth of link (5, 0). Flow (2, 3) owns the whole bandwidth of link 
(2, 3) at this moment. On the contrary, for FDDI or Token Ring, the whole ring 
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bandwidth is owned by only one flow at any moment, thus more resource is 
• wasted. 
Another feature of the RPR technology is robust resiliency and restoration. It 
uses intelligent protection switching (IPS) to provide proactive performance 
monitoring, rapid self-healing and IP service restoration after ring or fiber faults. 
Basically, IPS is similar to automatic protection switching (APS) [5] used in 
SONET/SDH networks. Unlike APS, IPS provides an additional set of packet-
optimized capabilities. IPS is discussed in detail in [1]. 
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Figure 1.2 Spatial Reuse capability of Resilient Packet Ring network 
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1.2 Opt imal Routing 
Traditionally, many routing algorithms are designed based on the shortest path 
routing, such as Bellman-Ford algorithm [6] and Dijkstra algorithm [7]. A shortest 
path routing algorithm transfers each packet along a minimum length path 
between the origin and the destination nodes. The simplest scenario treats each 
link to have unit length. In this case, a shortest path is simply a path with 
minimum number of links (also called a minimum-hop path). The shortest path 
routing scheme is widely used in MAN and WAN as well as RPR. 
IP traffic may change dynamically and distribute unevenly within a subnet. By 
using a single route, the shortest path routing cannot utilize the bandwidth 
efficiently because of its inflexibility. The shortest path routing has two 
drawbacks [7]. First, it uses only one path per source-destination pair, so it 
potentially limits the throughput of the network. Second, its capability to adapt to 
changing traffic conditions is limited. Optimal routing, based on the optimization 
of a particular objective, such as delay or throughput, can eliminate both of these 
.. disadvantages by splitting source-destination pair traffic at the source and by 
changing traffic gradually between the two feasible paths. 
• We consider the following example that maximizes the throughput for the 
packet ring network shown in Figure 1.2. We assume that all links have the same 
capacity of 100 units per second and the demands of flow (4, 1), (5, 0) and (2, 3) 
are 80, 70 and 50 units per second, respectively. If the shortest path routing is 
used, some packets either in flow (4，1) or flow (5, 0) will be dropped, since the 
• link between node 5 and node 0 is a bottleneck. The blocking probability and the 
total throughput of the network are 25% and 150 units per second, respectively. 
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However, if we route 50 percent of traffic of flow (4, 1) to an alternative path or 
• go through the inner ring, then no traffic will be blocked and the total throughput 
is 200 units per second. 
This example shows that optimal routing can improve the bandwidth efficiency 
compared to the shortest path routing. In a later chapter, we will formulate an 
optimal routing problem that maximizes throughput for a packet ring network and 
show the improvement of the throughput performance by numerical results. 
1.3 Fairness 
Since a packet ring network is shared by many parties as a backbone, fairness in 
bandwidth allocation may be necessary, especially when the network is under 
high offered load conditions. Many fairness criteria have been studied in the 
literature [16], [17]. Nowadays, two fairness criteria are widely adopted. One is 
max-min fairness [18] and the other is proportional fairness [12], [15]. 
The concept of max-min fairness is described as follows. We assume that a 
subnet is shared by a set of flows P. We denote by Vp the allocated rate for flow p. 
.. Then max-min fairness can be defined as follows [7]. 
Definition 1: A vector of rates r is said to be max-min fair if it is feasible and 
, f o r each /? g P , r!) can not be increased while maintaining feasibility without 
decreasing ry for some flow p e? for which r丨)’ < 厂"，/)”/',) e r 
The name “max-min” comes from the idea that it is forbidden to decrease the 
share of sources that have small values. Thus, we give priority to flows with small 
rates. The theorem [7] below tells us how to obtain a max-min fair allocation 
within a particular network. 
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Theorem 1: A feasible rate vector r is max-min fair if and only if each flow has 
. a bottleneck link with respect to r. 
The proof can be found in [20]. This theorem is useful for us to derive practical 
methods to achieve max-min fair allocation. Based on this theorem, we derive a 
frame work to achieve max-min fair allocation for general network allowing 
optimal routing. The detail of this algorithm will be discussed in a later chapter. 
The concept of proportional fairness as follows [12]. 
Definition 2: A feasible rate vector x is proportionally fair if and only if, for 
any other feasible rate vector j , we have: 
(1.1) 
5 = 1 
is the number of users and G x, G y . 
In other words, any change in the allocation must have a negative average 
change. The following theorem [20] tells us how we can achieve a proportionally 
fair allocation of bandwidth for a particular network. 
Theorem 2: There exists one unique proportionally fair allocation. It is 
obtained by maximizing J{x) = J over the set of feasible allocations. 
In fact, proportional fairness is a special case of a more general utility concept 
. . w h e r e proportionally fair allocation is the solution of optimizing the aggregate 
utility. 
To evaluate a system's fairness performance, we also need an index or a 
function that quantifies the fairness. Many indices have been proposed [21]. The 
most popular one proposed by R. Jain and D. Chiu [22] was defined as follows. 
• Definition 3: The fairness index is defined as follows: 
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Fairness Index = ~ ^ — (1.2) 
Where n is the number of users and Xj is the normalized throughput of flow i. 
Compared with other definitions, this index has the following properties [23]: 
• The fairness index is bounded between 0 and 1. An absolute fair allocation 
has a fairness index 1. 
• The fairness index is independent of scale, i.e., unit of measurement does 
not matter. 
• The fairness index is a continuous function. 
• If only k of n flows share the resource equally with the remaining n-k • 
flows not receiving any resource, then the fairness index is k/n. 
In the following, this fairness index is used to evaluate an allocation's fairness 
performance. 
1.4 Outl ine of Thesis 
In this chapter, we have briefly described the Resilient Packet Ring (RPR) 
•• technology. Two important issues, optimal routing and fairness were discussed for 
this technology. 
In Chapter 2，we study the maximum throughput optimal routing problem for a 
packet ring network. In Chapter 3, we study the problem of optimal routing with 
fair rate allocation as the objective for a packet ring network. In Chapter 4, we 
study the tradeoff between throughput and max-min fairness and the tradeoff 
between throughput and utility. Finally, in Chapter 5, we summarize the thesis 




2 1 Throughput Analysis 
From the point of view of a network operator, we would like to accommodate 
more traffic in a subnet in order to maximize throughput and hence revenue. This 
objective can be achieved by properly designing the routing and flow control 
algorithms. In this chapter, we design an optimal routing and flow control 
algorithm to maximize the total throughput for a packet ring network. In particular, 
for the traffic of each source-destination pair, we have to design the distribution of 
. traffic flow between the inner and the outer rings. We assume all link capacities 
and the demand of each flow are known and no flow is allowed to get more 
“ resource than its demand. Then the optimization problem is formulated as follows. 
Task. Maximum throughput 
Constants.: 
N The number of nodes 
Y =�y. . " ! Given demands for all source-destination pairs 
‘ U '1 Jnxn 
Ci The capacity of the iXh link in the outer ring, / = 0,1,. •. ’ A^  — 1 
Di The capacity of the /th link in the inner ring, i = 0,1,-• - ,N — \ 
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Variables: 
. : x = � x . " | ， i ’ j = Q,\,...,N — \ Flow rates 
_ J Nx N 
y =「乂. 1 , i, j = 0,1，…，yV - 1 Traffic goes through the inner ring 
L JNxN 
z = � z . 1 , i, j = 0,1,…，N Traffic goes through the outer ring 




,.=0 7 = 0 
Subject to constraints: 
('-0,„ocl,V ('.-l)_d.V (人'-丨)_d;V 
I I Z 、 丨 乂 , , i = OX-N~\ 
/.=('.+丨),-�. ./=('+')„,odA' (2 2) 
('~OiiiodA' ('~")niodiV ('"OmoclA' 
I X / + I I y…叫,i = o x - N - \ 
/.=('.十丨),,,�d,V H'. + � )—“沖 + ”一 
z..-x..<0, i,J = 0,\,---,N-\ 
‘‘ (2.3) 
y i j - ^ i j /’./ = o ’ i ’ - . . ’yv- i 
and 
V..,z.. > 0 for i j = —1 and i ^ j 
丨“ (2.4) 
y..,z.. = 0 for = 0,1,---A^-1 and i = j 
0 < X , < 7.., f o r = and j 
‘ ‘ (2.5) 
X.. =0 ’ for /, / 二0,1’.--,"-1 and i = j 
>• Constraint- (2.2) assures that the aggregate load on a link will not exceed the 
capacity of the link. It consists of two parts, one for the outer ring and the other 
for the inner ring. Constraint (2.5) assures that a flow will not get more 
bandwidths than its demand. The problems of optimal routing and flow control for 
maximizing throughput can be solved jointly by linear programming techniques. 
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Therefore, routing solution and bandwidth allocation solution can be obtained 
• simultaneously and directly. 
Many algorithms have been developed to solve this Maximum Flow problem 
with different complexities [47]. We model the network as a directed graph 
G = (N,E)，where N is the node set and E is the edge set. For simplicity, we say 
that the network consists of N nodes and E edges. Then Ford-Fulkeson algorithm, 
Push-Relabel algorithm and Relabel-to-Front algorithm give the complexities 
0[NE^) , 0[n'e) and , respectively [47], [48]. For a packet ring 
network, we have E = 2N. Therefore, all three algorithms above give the same 
complexity 0 � N�T h e maximum throughput routing problem can be solved in 
polynomial time. 
2.2 Numerical Results 
We consider the network shown in Figure 2.1. This packet ring network consists 
of 4 nodes and 8 links. We assume that all link capacities are the same and equal 
to 200 units per second. We generate 10 different traffic matrices. Each traffic 
matrix is used as a base for one experiment. The elements of each matrix are 
randomly generated in the range [0, 100]. For the case that the offered load index 
is equal to an integer k {k>0), the corresponding traffic matrix is generated by 
multiplying each element of the base matrix by k. The results shown in the 
following are the average values based on ten experiments with different traffic 
matrices. 
. F i g u r e 2.2 compares the throughput performance between the maximum 
throughput routing and the shortest path routing. When the offered load index is 
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equal to 2, the maximum throughput routing increases the throughput by 10.2% 
• compared to the shortest path routing. When the network is under extremely high 
or low offered load, the maximum throughput routing cannot increase the 
throughput much. For example, when the offered load index is 10, the throughput 
for the shortest path routing and the maximum throughput routing are 1486 and 
1487 units per second, respectively. 
Next, we investigate the results more specifically. We use one of the ten traffic 
matrices as an example. The traffic matrix y^ is (2.6). When the offered load 
index is equal to 2, the rate allocation solution X^ and the flow partition solution 
a : for the shortest path routing are shown in (2.7) and (2.8), respectively. The 
blocking probability is defined as the ratio of the blocked traffic (the offered load 
minus the throughput) over the offered load. The overall blocking probability for 
the shortest path routing is 0.2332 and the blocking probability matrix P^^  is 
shown in (2.9), where the element of this matrix represents the blocking 
probability for a flow. For the shortest path routing, the flow partition solution is 
always the same as (2.8). The rate allocation solution X^ and the flow partition 
solution a^ for the maximum throughput routing are shown in (2.10) and (2.11), 
' respectively. The element of the flow partition matrix represents the percent of the 
traffic which goes through the outer ring for a flow. The overall blocking 
probability is 0.1022 and the blocking probability for each individual flow Pj^ ^ is 
shown in (2.12). The maximum throughput routing reduces the overall blocking 
probability much compared with the shortest path routing. However, for either the 
shortest path routing or the maximum throughput routing, flow blocking is not 
uniform, which means that flows are not treated fairly. This may cause severe 
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starvation problem. For example, when the offered load index is equal to 2, flow 
• (0, 2) which has a small demand of 76 (2*38) units per second has a high blocking 
probability of 0.49 shown in (2.12). In the next chapter, we study the fair 
bandwidth allocation problem for packet ring networks. 
We are also interested in finding the maximum throughput improvement by 
optimal routing as a function of the number of nodes. We find that the maximum 
throughput improvement by optimal routing for this 4-node network is about 10%. 
We further investigate this property for other packet ring networks with 6, 8, 10 
and 12 nodes. The corresponding link capacities are 600, 1000, 1400 and 2000 
units per second, respectively. The result in Figure 2.3 shows that the larger the 
network size, the less is the maximum throughput improvement. Therefore, the 
maximum throughput routing does not improve throughput much for large packet 
ring networks. 
To summarize, the maximum throughput routing improves throughput 
compared to the shortest path routing. The maximum throughput routing increases 
the throughput less when a packet ring network becomes larger. The maximum 
throughput routing cannot treat each individual flow fairly. 
: “ " 0 30 38 50— 
19 0 86 90 
7 4 二 ( 2 . 6 ) 
4 19 15 0 82 
‘ ‘ [68 70 59 0 _ 
0 60 31.08 100 “ 
, 38 0 149.94 18.97 
X, = (2.7) 
4 10.40 30 0 164 
‘ 110.81 78.79 118 0 _ 
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" 0 1 1 0 " 
, 0 0 1 1 
. a^ = (2.8) ‘ 1 0 0 1 
_1 1 0 0_ 
- 0 0 0.59 0 “ 
, 0 0 0.13 0.89 
Pi)4 = (2.9) 
1)4 0.73 0 0 0 
0.19 0.44 0 0 
“ 0 60 38.54 92.58 " 
38 0 139.31 129.57 . 
X,= (2.10) 
‘ 38 30 0 164 
136 140 118 0 
- 0 1 0.97 0.04" 
0 0 0.99 0.16 
a , = (2.11) 
4 0.02 0.01 0 1 
0.94 0.50 0 0 _ 
• '0 0 0.49 0.07" 
0 0 0.19 0.28 
Pi)4= (2.12) 
' ' 0 0 0 0 
- “ 0 0 0 0 
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Optimal Fair Routing 
3.1 Overview 
In the previous chapter, the maximum throughput routing is designed to maximize 
the total throughput. However, the blocking probability of each individual flow 
may have high variance. Since many parties share a packet ring network as a 
backbone, fair bandwidth allocation may be essential. From the point of view of a 
network operator, fairness should be maintained while sacrificing a little 
throughput. To achieve this goal, we solve jointly the optimal routing and fair 
bandwidth allocation problems. In this chapter, we first study the problem of 
optimal routing with max-min fairness. Then we study the problem of optimal 
routing with proportional fairness. Finally, we investigate the throughput 
performance of each fair bandwidth allocation scheme. 
3.2 Max-min Fair Al location 
y： • 
Theorem 1 (Chapter 1) studies that a feasible rate vector r is max-min fair if and 
only if each flow (a source-destination node pair) has a bottleneck link with 
respect to r [7]. This theorem is particularly useful in deriving practical methods 
for obtaining a max-min fair allocation. The algorithm of Progressive Filling {PF) 
[20] is derived from this theorem. The general idea of PF algorithm is as follows. 
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We start with all flow rates equal to zero and increase all rates together at the 
• same pace, until one or several link capacity limits are hit. The rates of the flows 
that use these links are not increased any more. We continue to increase rates of 
other flows. Each flow whose rate stops growing has at least a bottleneck link. 
This is because they use a saturated link and all other flows using the saturated 
link stop increasing their rates at the same time. This algorithm continues until it 
is impossible to increase the rate for any flow. The algorithm terminates in a finite 
time because the number of links and flows are finite. The proof that max-min fair 
allocation can be obtained by the algorithm of PF can be found in [20]. 
However, max-min fair allocation is usually used under the single route 
assumption. If we use a single path routing scheme, such as the shortest path 
routing, PF algorithm works well to achieve max-min fairness in a general 
network. However, the result in previous chapter tells us that a single path routing 
scheme cannot utilize bandwidth efficiently. We argue that max-min fair 
allocation with optimal routing should give a better throughput performance than 
max-min fair allocation with shortest path routing. However, to solve max-min 
fair allocation and routing problems jointly gives us a new challenge. Here, we 
solve the problems above by proposing a new algorithm, called Progressive 
, Filling with Optimal Routing (PFOR), which is an extended version of the 
original Progressive Filling {PF) algorithm. 
PFOR differs from PF in the following ways. First, PF assumes that all flows 
have infinite bandwidth demands. On the other hand, PFOR considers a more 
general case that each flow has a finite bandwidth demand and it is not allowed to 
get more bandwidth than its demand. Second, in PFOR, each flow may have 
several feasible paths. A flow rate stops growing if the flow meets bottleneck 
2 0 
links through all its feasible paths or its demand is met. Third and the most 
“ i m p o r t a n t one, in PFOR, rate increasing and optimal routing are implemented 
jointly. In other words, at the end of rate increasing process, each flow rate and its 
distribution within all its feasible paths are obtained at the same time. 
In PFOR, we say that a flow is marked if its rate is not possible to increase any 
more. A flow is marked in one of the following two cases: 
1. A flow gets the bandwidth equal to its demand. 
2. A flow meets bottleneck links through all its feasible paths. 
Once a flow is marked, its rate is fixed. 




All flow rates are set to 0 and no flows are marked. 
B. Progressive filling with optimal routing 
, We increase all unmarked flows with equal rates while finding the optimal 
routes and flow partitions for them such that the rates and the total throughput 
. are maximized simultaneously. Then the algorithm goes to Step C, 
Note: Step B stops when either one of the following conditions holds: 
y • 
• A flow gets the bandwidth equal to its demand. 
• A flow meets bottleneck links through all its feasible paths. 
C. Are there bottleneck links? 
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In this step, we check the current state of the network. If a flow gets the 
‘ bandwidth equal to its demand, the algorithm goes to Step D. If a flow meets 
bottleneck links through all its feasible paths, the algorithm goes to Step E. 
D. Mark min-demand flows 
We mark the unmarked flow(s) with minimum bandwidth demand. Then the 
algorithm goes to Step F. 
Note: Although the rate of a marked flow is fixed, the partition of this flow is 
not fixed yet in order to provide maximum flexibility and the best allocation 
for other unmarked flows. 
E. Mark bottleneck-crossing unmarked flows 
We mark all unmarked flows which meet bottleneck links through all their 
feasible paths. Then the algorithm goes to Step F. 
F. Are all flows marked? 
We check whether all flows are marked. If all flows are marked, the algorithm 
goes to Step G. Otherwise, the algorithm returns to Step B to repeat the 
process. 
G. Min Aggregate Link Loading 
To improve the bandwidth utilization efficiency further, we reroute all marked 
“ flows with the objective of minimizing the aggregate link loading. This 
objective is achieved by the following task. 
i： » 
Task. Minimize Aggregate Link Loading 
Constants: 
. N The number of nodes 
E = e： The marked rate matrix. 
L j n x n 
� 2 2 
Ci The capacity of ith link in the outer ring, i = 0,1’.. •，TV - 1 
Di The capacity of rth link in the inner ring, / = 0 , 1 , — 1 
Variables: 
a = a(j N N Percent of a rate used in the outer ring, z, j = 0,1,. • ,N _ \ 
Ui The aggregate load of the iih link in the outer ring, 
/ = 0 ’ l , . . - ’ " - l 
V/ The aggregate load of the iih link in the inner ring, 





Subject to constraints: 
('.-”modW ('-OmodW 
Z � � + Z Z � � -, � = o 
/ = ('•+')modW + ./=('.+l),,,�dA/ (3 2) 
('"On.odW ('.-2)丨丨丨 odW (''"'),nod ,V 
. E ( 1 — Z Z ( 1 — 仅 知 ） 〜 — 巧 = 0 
and 
0 < a.. <1, forz ,7=0, l , - - - ,AA-l and / j 
(3.3) 
a-- =0， for /’ / = 0’ 1，…’ jV — 1 and i = j 
0<u.<C., fo r / = 0,l ,--- ,yV-l 
(3 4) 
. 0 < V. < D., f o r / = 0’l，-..,yV-1 . 
» 
END 
When PFOR terminates, max-min fair allocation and optimal routing and flow 
partitioning problems are solved jointly. The proof can be found in [20]. 
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Next, we illustrate PFOR by a simple example. We consider the network of 
“ F i g u r e 3.2. This packet ring network consists of 4 nodes and 8 links. The outer 
ring routes packets clockwise and the inner ring routes packets anticlockwise. We 
assume that all link capacities are the same, which equal 100 units per second. 
There are four active flows with bandwidth demands, y^ ^ = 120 , y^ ^ = 20 , 
7,2 = 9 0 and y^ ^ = 40 units per second, respectively. 
Initially, all flows are unmarked and with rates set to 0. The algorithm enters 
Step B. By optimal routing, this step tries to maximize the total throughput under 
the constraint that each unmarked flow rate must increase at the same pace. Upon 
entering Step C, it is found that there is no bottleneck link. At Step D, since only 
flow gets a rate equal to its demand, flow y^^ is marked. As shown in Figure 
3.3, the other flows get the same rate as flow y^^. 
Since not all flows are marked, the algorithm returns to Step B and repeats the 
process. At Step B, the rate of flow y^^ will not increase any more and its rate is 
regarded as a constant, because it has already been marked. All other flows 
increase their rates at the same pace. After Step B, Step C finds thai there still is 
no bottleneck link and the algorithm goes to Step D. At Step D, flow is 
‘ marked, because it has the minimum bandwidth demand among all unmarked 
flows. As shown in Figure 3.4，the other unmarked flows get the same rate as flow 
X. * 
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Flows 7,2 and are still not marked, so the algorithm returns to Step B to 
repeat the process. Step B increases their rates at the same pace. After Step B is 
processed, Step C finds that both unmarked flows meet bottleneck links through 
all their feasible paths. The bottleneck links for flow is link (1, 2) on the outer 
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ring and link (3, 2) on the inner ring. 20 units of traffic of flow go through the 
outer ring while 60 units go through the inner ring. All traffic of flow goes 
through only the outer ring. The bottleneck links for flow /q, are link (1, 2) on the 
outer ring. Then both flows are marked and they get an equal rate of 80 units per 
second. The results are shown in Figure 3.5. Step F finds that all flows are marked, 
so the algorithm goes to Step G. 
Now, flows ,03, / n , /\2 and get rates of 20, 40, 80 and 80 units per second, 
respectively. The total throughput is 220 units per second. We note that the • 
solutions of max-min fair allocation and the total throughput are unique while the 
solution of flow partitioning may not be unique. In other words, we may have 
different choice to maintain max-min fairness in some special cases. Another flow 
partitioning to maintain the same max-min fair allocation for this example is 
shown in Figure 3.6. Flow only goes through the outer ring and gets a rate of 
80 units per second. Flow ,02 goes through two rings. 20 units of traffic go 
through the outer ring, while 60 units go through the inner ring. This example tells 
us that we still have some flexibility to control the traffic flow partitioning while 
maintaining max-min fair allocation with optimal routing. Note that these two 
, flow partitioning solutions give different results of the aggregate link loading. For 
example, the aggregate link loading for the case shown in Figure 3.5 is 420 units 
per second, while 300 units per second for the case shown in Figure 3.6. In order 
to improve the bandwidth utilization efficiency further, the algorithm reroutes all 
the marked flows with the objective of minimizing the aggregate link loading at 
Step G. The final max-min fair allocation with optimal routing solution is shown 
in Figure 3.6. 
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To compare, we also illustrate PF with the shortest path routing by this 
• example. Since flow y^ ^ has two shortest paths, we assume flow y^ ^ chooses the 
outer ring paths without loss of generality. For flow y^ ^ and , the results are 
the same by using PF. However, only 50 units per second are obtained by flow 
/q2 and . The total throughput is only 160 units per second. Compared with 
PFOR, about 27 percent throughput is sacrificed. This is shown in Figure 3.7. 
This example shows the amount of throughput is increased by optimal routing. 
Max-min fair allocation with the shortest path routing only allows one route for a . 
flow and when this route is congested, there is no way to route the traffic to an 
alternative path which is congestion-free. By using optimal routing, max-min fair 
allocation improves the throughput performance by using one or more feasible 
paths simultaneously. 
At last, we briefly analyze the complexity of PFOR algorithm. As we 
mentioned before, PFOR algorithm terminates in a finite time, because the 
• number of links and flows are finite. Since there are totally N{N-\) flows, PFOR 
algorithm runs at most N{N-\) loops, where each loop consists of 4 steps (Step B, 
‘ C, D, F or Step B, C, E, F). This is the worst case that happens when the network 
is lightly loaded and there is no packet loss. Within each loop, we have to solve a 
“Maximum Flow problem (Step B). As analyzed in the previous chapter, the 
, maximum throughput routing problem has the complexity 0 � N � � f o r a packet 
ring network. So the worst case complexity for PFOR algorithm is 0 [ N � 
Therefore, PFOR algorithm can be solved in polynomial time. If the network is 
under extremely high offered load (suppose each flow has infinite bandwidth 
demand), PFOR algorithm terminates within one loop. In this extreme case, all 
� 2 6 
flows will be marked within one loop. In this case, the algorithm terminates no 
more than O ^ " ” time. Therefore, depending on the traffic patterns, the run 
times oiPFOR algorithm may be different. 
In a later section, we compare the throughput performance between max-min 
fair allocation with optimal routing and max-min fair allocation with shortest path 
routing by more general numerical results. 
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3-3 Proport ional ly Fair Al locat ion 
As described in Theorem 1.3.2 in Chapter 1，proportionally fair allocation is 
coupled with utility optimization problem. The utility is defined as a logarithmic 
function of bandwidth under the elastic traffic assumption [15]. Proportionally fair 
allocation is the unique solution of this aggregate utility optimization problem. 
The definition of proportional fairness directly extends to the case where each 
flow has multiple routes. We argue the viewpoint as follows. By using optimal 
routing instead of shortest path routing, both the aggregate utility performance and 
the throughput performance can be improved. The proportionally fair allocation 
for a packet ring network is formulated as follows. 
Task. Proportionally Fair allocation 
Constants: 
Same as before. 
Variables: 
Same as before. 
Maximize: 
�. . Z^(x，z) = XZlog(〜） (3.5) 
(=0 7=0 
, Subject to constraints: 
Same as before. 
The objective function (3.5) is differentiable and strictly concave. The feasible 
• region is compact. So the local maximum is the global maximum [15]. We 
assume that no flow is allowed to get more bandwidth than its demand. Reference 
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[15] gives the analytical solution of this problem by Lagrangian methods [34] 
• under the assumption that a single route is used by a flow. For proportionally fair 
allocation with optimal routing case, it is difficult to express the analytical 
solution in an explicit form. In addition, it is difficult to find a heuristic algorithm, 
such as Progressive Filling {PF) algorithm used in max-min fair allocation, to 
find the solution of proportionally fair allocation. Proportionally fair allocation 
can only be obtained by solving the aggregate utility optimization problem. A 
general convex programming problem can be solved by Barrier method [47]. 
Reference [47] also gives the complexity analysis of this method. 
In Section 3.4, we investigate the aggregate utility performance and the 
throughput performance for proportionally fair allocations with optimal routing 
and that with shortest path routing, respectively. 
3.4 Numerical Results 
We consider the network shown in Figure 3.8. This network consists of 4 nodes 
and 8 links. We also assume that all link capacities are the same, which equal 200 
- units per second. The traffic patterns are the same as before. The results shown 
here are the average values based on ten experiments with different traffic 
-ma t r i ces . 
First, we investigate the total throughput as a function of offered load for max-
a： » 
min fair allocations with shortest path routing and that with optimal routing. For 
comparison, we also draw the throughput performance of the maximum 
throughput routing. The numerical results are shown in Figure 3.9. When the 
network is lightly loaded, all three algorithms give similar throughput. When the 
network is under high offered load, max-min fair allocation with optimal routing 
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gives a better throughput performance than that with shortest path routing. 
• However, both max-min fair allocations with optimal routing and with shortest 
path routing show poorer throughput performance than the maximum throughput 
routing. Next, we illustrate the results more specifically. When the offered load 
index is equal to 1，all algorithms show the same throughput about 594 units per 
second, since the network is lightly loaded and there is no packet loss. For the 
point that the offered load index is 3, throughput for max-min fair allocation with 
shortest path routing, max-min fair allocation with optimal routing and the 
maximum throughput routing are 998, 1065 and 1240 units per second, 
respectively. Max-min fair allocation with optimal routing increases throughput 
by about 7%, compared with max-min fair allocation with shortest path routing. 
Compared with the maximum throughput routing, max-min fair allocation with 
optimal routing has about 14% lower throughput and max-min fair allocation with 
shortest path routing has about 20% lower throughput. When the offered load is 
extremely high, the throughput improvement of max-min fair allocation with 
optimal routing becomes insignificant. 
Second,“ we investigate the throughput performance as a function of offered 
load for proportionally fair allocation with shortest path routing and that with 
“ optimal routing. For comparison, we also show the total throughput of the 
maximum throughput routing. The numerical results are shown in Figure 3.10. 
J， » 
When the network is lightly loaded, all three algorithms give similar throughput. 
Under high offered load, proportionally fair allocation with optimal routing offers 
significant throughput gain over proportionally fair allocation with shortest path 
.routing. Specifically, when the offered load index is equal to 1, all allocations 
show the same throughput about 594 units, since the network is lightly loaded and 
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there is no packet loss. When the offered load index is increased to 8, the 
. throughput for proportionally fair allocation with the shortest path routing, 
optimal routing and the maximum throughput routing are 1210, 1309 and 1462 
units per second, respectively. In other words, proportionally fair allocation with 
optimal routing increases throughput by about 8%, compared to that with shortest 
path routing. 
Next, we compare the aggregate utility performance for proportionally fair 
allocation with shortest path routing and that with optimal routing. Figure 3.11 
shows that when the offered load index is 1, both of them achieve an aggregate 
utility value of 45, since the network is lightly loaded and there is no packet loss. 
When the offered load index is increased to 8, the aggregate utilities of 
proportionally fair allocation with optimal routing and that with shortest path 
routing are about 56 and 54, respectively. Therefore, proportionally fair allocation 
with optimal routing improves the aggregate utility than that with the shortest path 
routing. 
We are also interested in finding the scalability property by optimal routing for 
both max-min fair allocation and proportionally fair allocation as a function of the 
number of nodes. The network parameter configurations and the traffic patterns 
“ are the same as before (in Chapter 2). We assume that each network is under high 
offered load. The result in Figure 3.12 shows that the throughput gain for max-
mill fair allocation by optimal routing becomes less when the network size 
becomes larger. On the contrary, the larger the network size, the better is the 
throughput improvement by optimal routing for proportionally fair allocation. 
. To summarize, in order to maintain max-min fairness, throughput must be 
sacrificed. Max-min fair allocation with optimal routing gives less throughput 
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degradation than that with shortest path routing. Similarly, to maintain 
• proportional fairness, throughput must also be sacrificed. Proportionally fair 
allocation with optimal routing also requires less throughput sacrifice than that 
with shortest path routing. In addition, proportionally fair allocation with optimal 
routing gives a better aggregate utility performance than that with shortest path 
routing. The throughput improvement for max-min fair allocation by optimal 
routing becomes less when a packet ring network size becomes larger. While the 
throughput improvement for proportionally fair allocation by optimal routing 
becomes larger when a packet ring network size becomes larger. 
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Figure 3.8 4-node packet ring network • 
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Chapter 4 
Tradeoff Analysis 
4,1 Tradeoff between Throughput and 
Max-min Fairness 
111 the previous chapter, the numerical results showed that max-min fair allocation 
was achieved at the expense of sacrificing the total throughput. From the point of 
view of a network operator, it is undesirable to sacrifice the total throughput too 
much to maintain the perfect max-min fair allocation. What we are interested here 
is to find a flexible way that can provide tradeoff between the total throughput and 
the max-min fairness. The following task is designed to achieve this objective. 
Task. Throughput-Fairness Tradeoff 
Constants: 
h A tuning parameter 
, H = h.. N N�The rate matrix of max-min fair allocation with optimal routing 
Others are the same as before. 
Variables: 
� 4 0 
r 1 
K = L众"」A^xA^  = 7 " The normalized rate matrix (normalized to max-min 
L JNxN 
fair allocation rate) 
Others are the same as before. 
Maximize: 
N-\ N-\ 
办 y ’ z ) = Z 2 > " (4.1) 
/=0 /=0 
Subject to constraints: 
[k..-\J <b foraIh-,7 • (4.2) 
Others are as same as before. 
In this task, we control the amount of tradeoff between throughput and max-
min fairness by adjusting the tuning parameter b. Constraint (4.2) shows that the 
tuning parameter b is used to limit the deviation of a normalized flow rate from 
“ one. Since a normalized flow rate is bounded within the range 0,min 
‘ the value of the tuning parameter b is bounded within the range 
“ 厂 / \ 1 2 " 
. Yi. C 
‘ 0,max min - 1 , where y.. is the demand of a flow and C is the link 
‘ L � � j 
, capacity. When the parameter b is 0, this task degenerates to max-min fair 
allocation with optimal routing. When the parameter b is at its upper bound, this 
task becomes the maximum throughput routing problem. One point is that the 
upper bound of b depends on the demand. Practically, we do not want a flow rate 
to deviate too much from its max-min fair rate. So we set b io 3. small value to 
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control this deviation. In the next section, we will investigate how the tuning 
. parameter b impacts the max-min fairness and the total throughput. 
4.2 Numerical Results 
In this section, we continue to use the network model shown in Figure 3.8. The 
link configuration and the traffic pattern are both as same as before. The results 
shown here are the average values based on ten experiments with different traffic 
matrices. 
In Figure 4.1, we show the total throughput as a function of the offered load 
index given different values of b. The result of max-min fair allocation (^7=0) 
gives the lower bound for throughput, while the result of the maximum 
throughput routing gives the upper bound for throughput {b=0.15) in this case. 
Figure 4.1 shows that the throughput is improved with the increase of b. 
In Figure 4.2, we show the corresponding max-min fairness value. Here, 
maximum throughput routing (6=0.75) gives the lower bound of the fairness index, 
while max-min fair allocation with optimal routing (办=0) gives the upper bound of 
- the fairness index. Figure 4.2 shows that the fairness index drops with the increase 
o^b. 
To see the impact of the total throughput and the fairness index against the 
tuning parameter b more clearly, we compare the throughput and the fairness 
y 
index as a function of the normalized parameter h in Figure 4.3 and Figure 4.4, 
respectively. In Figure 4.3，when the parameter b is increased within a small range 
near the origin, the total throughput increases a lot. Beyond that the throughput is 
not very sensitive to h. In Figure 4.4’ the fairness index decreases with increasing 
b. The lowest fairness index is achieved when b is 0.75 in this case. 
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Figure 4.5 compares the throughput gain as the function of the fairness sacrifice. 
• The throughput performance can be improved while sacrificing the fairness 
performance little only when the tuning parameter b is changed within a small 
range near zero. When b becomes large, the throughput performance cannot be 
improved much by sacrificing the fairness performance. In other words, a good 
tradeoff between the total throughput and the max-min fairness can only be 
achieved by setting the tuning parameter h small. With similar scenario, we also 
investigate the tradeoff between throughput and max-min fairness for another 8-
node packet ring network. The tradeoff is better than that for 4-hode case. 
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4.3 Tradeoff between Throughput and 
Utility 
As shown in the previous chapter, proportionally fair allocation is coupled with 
the aggregate utility optimization problem. The numerical results showed that the 
optimized aggregate utility performance is achieved at the expense of sacrificing 
the total throughput. From the point of view of a network operator, we do not 
hope to sacrifice throughput much to maintain the optimized aggregate utility (i.e.. 
the perfect proportionally fair allocation). We are interested in looking for a 
flexible way that can provide tradeoff between the total throughput and the 
aggregate utility. Thus, when the aggregate utility performance is not as important 
as the throughput performance for a system, we can arbitrarily make a choice that 
how much sacrifice of the aggregate utility performance we can afford in order to 
gain the improvement of the total throughput performance. This is the basic idea 
• of the following task. 
‘ Task. Throughput-Utility Tradeoff 
Constants: 
h A normalized parameter, 0 < < 1 
Others are. the same as before. 
Variables: 
Same as before. 
Maximize: 
Z^ (x，y，z) = x 2 [ ( l — 印 og(〜) + (4.3) 
(=0 7=0 
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Subject to constraints: 
• Same as before. 
In this task, the objective function consists of the aggregate utility term and the 
total throughput term. The tradeoff between the aggregate utility and the total 
throughput is controlled by parameter b. The objective function is strictly concave 
and continuous differentiable function over its rate range. The feasible region is 
convex and compact. So the unique optimal solution exists. In next section, we 
will investigate how the normalized parameter affects the aggregate utility and the 
total throughput. 
4.4 Numerical Results 
In this section, we use an 8-node packet ring network model. The link capacity is 
1000 units. 
In Figure 4.6, we compare the total throughput as the function of the offered 
load given different values of b. The result of proportionally fair allocation (^=0) 
- gives the lower bound for throughput, while the result of the maximum 
throughput routing (办=1) gives the upper bound for throughput. The throughput 
• performance is improved with increasing the normalized parameter b from 0 to 1. 
To illustrate, we consider the point that the offered load index is equal to 9. When 
b is increased from 0 to 0.005, the total throughput is changed from 9648 to 10060 
units and increased by about 4%. However, if b is increased continuously, the 
larger b, the lower increasing speed of throughput. The increase of throughput 
becomes insignificant when h is getting close to 1. 
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Correspondingly, we show the impact to the aggregate utility of different values 
• ofb in Figure 4.7. In this case, the result of the maximum throughput routing (6=1) 
gives the lower bound of the aggregate utility, while the result of proportionally 
fair allocation (/7=0) gives the upper bound of the aggregate utility. The aggregate 
utility perfomiance drops with increasing h. We consider the point that the offered 
load index is equal to 9. When b is increased from 0 to 0.005, the aggregate utility 
is changed from 267.06 to 265.75 and decreased by only 0.5%. With increasing b 
continuously, the larger b, the faster decreasing speed of the aggregate utility. The 
dropping of the aggregate utility will become insignificant when b is getting close 
to 1. 
To see the impact of the total throughput and the aggregate utility against the 
normalized parameter b more clearly, we compare the throughput and the 
aggregate utility as the function of the normalized parameter b in Figure 4.8 and 
Figure 4.9, respectively. In Figure 4.8, when h is increased within a small range 
near the origin, say [0, 0.1], the total throughput increases very fast. Out of this 
range, the closer to 1 of b, the slower increasing speed of the total throughput. So 
only h is increased within a small range near the origin, can we gain throughput 
much while sacrificing the aggregate utility a little bit. This effect can be seen 
’ more clearly by combining Figure 4.8 and Figure 4.9 into Figure 4.10. With 
similar scenario, we also investigate the tradeoff between throughput and the 
aggregate utility for another 4-node packet ring network. The result shows that the 
tradeoff is not as good as that for the 8-node case. 
At last, we conclude our results. The throughput performance can be improved 
. w h i l e sacrificing the aggregate utility little only when the normalized parameter b 
is changed within a small range near zero. When b becomes close to 1，the 
� 4 9 
throughput performance cannot be improved by sacrificing the aggregate utility. 
‘ A good tradeoff between the total throughput and the aggregate utility can only be 
achieved by setting the normalized parameter b a small value. The tradeoff is 
better when the network becomes larger. 
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5.1 S u m m a r y 
Resilient Packet Ring (RPR), a new technology for metro network, is receiving 
more attention due to its good bandwidth efficiency and low cost properties. By 
default, the shortest path routing scheme is used for RPR. However, since traffic 
load may change dynamically and distribute unevenly, the simple shortest path 
routing is not necessarily efficient and fair to flows. This motivates us to look for 
new routing and flow control algorithms for RPR which can utilize bandwidth 
more efficiently while maintaining fairness. 
In this thesis, we designed an optimal routing and flow control algorithm for 
maximizing throughput for a packet ring network. The numerical results showed 
that the maximum throughput routing had better throughput performance than the 
� shortest path routing. The throughput gain became smaller when the network size 
became larger. The maximum throughput routing could not treat each individual 
‘ flow fairly.“ 
Then we studied fair bandwidth allocation problem for a packet ring network, 
based on two fairness criteria: max-min fairness and proportional fairness. To 
maintain max-min fairness under multiple routes assumption, we proposed a new 
algorithm called Progressive Filling with Optimal Routing {PFOR). PFOR solved 
� 5 4 
max-min fair allocation and optimal routing jointly. Numerical results showed 
• that PFOR had a better throughput performance than max-min fair allocation with 
shortest path routing. The throughput gain became less when the network size 
became larger. Similarly, proportionally fair allocation with optimal routing also 
gave a better throughput performance than that with shortest path routing. The 
throughput gain became larger when the network size became larger. 
Finally, we studied two tradeoffs. One was between throughput and max-min 
fairness, the other was between throughput and the aggregate utility. For each case, 
we controlled the degree of the tradeoff by adjusting a • tuning parameter. 
Numerical results showed that with proper choice of the parameter we could 
maintain near optimal throughput at only a little sacrifice of the max-min fairness 
or the aggregate utility. The tradeoffs were better when the network size became 
larger. 
5.2 Discussion and Future Work 
In this thesis, we proposed the PFOR algorithm to solve max-min fair allocation 
- and optimal routing problems jointly. By PFOR, we can achieve max-min fair 
allocation while sacrificing throughput less than traditional max-min fair 
. , a l l oca t ion under single route condition. Although we studied PFOR based on a 
packet ring network, PFOR is not designed only for packet ring networks. In the 
X： » 
future, we will study the performance of the PFOR algorithm for a general mesh 
network. 
During the course of studying, we found that to get the solution proportionally 
• fair allocation is a time consuming job even for a small size packet ring network. 
To the best of our knowledge, there is no heuristic algorithm to solve 
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proportionally fair allocation. By observing the characteristics of the 
. proportionally fair solution, researchers found that the bandwidth allocation is 
approximately (inversely) proportional to the number of bottleneck links of a flow 
[15]. This observation gives us a hint that we may first derive a max-min fair 
solution and then approximate proportionally fair solution based on the above 
observation. To study heuristic algorithms to achieve proportionally fair allocation 
is another research direction. 
« 
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