This paper is focused on the use of the level set formalism to segment anatomical structures in 3D images (ultrasound ou magnetic resonance images). A closed 3D surface propagates from an initial position towards the desired boundaries through the iterative evolution of a 4D implicit function. The major contribution of this work is the design of a robust evolution model which does not require a fine tuning of a set of parameters. It involves adaptive parameters depending on the data and on the current state of the process. The iteration step and the external propagation force, both usually constant, are automatically computed at each iteration. In addition, region-based information rather than gradient is used, via an estimation of intensity probability density functions over the image. As a result, the method can be applied to very different kinds of data. Results on brain MR images and 3D echographies of carotid arteries are presented and discussed.
Introduction
The 3D segmentation of anatomical structures has become crucial for many medical applications, both for visualization and clinical diagnosis purposes. Due to the huge amount of data and the complexity of anatomical structures, manual segmentation is extremely tedious and often inconsistent. Automatic segmentation methods are required to fully exploit 3D data. It is a very challenging task because they can not usually rely on image information only. Anatomical tissues are generally not homogeneous and their boundaries are not clearly defined in the images. It is therefore often necessary to involve a priori knowledge about the shape or the radiometric behaviour of the structure of interest.
Deformable models define a powerful tool to accurately recover a structure using very few assumptions about its shape [13] . Such a model iteratively evolves towards the desired location according to a global energy minimization process. The functional energy is based on external forces derived from the data and internal forces related to the geometry of the contour. The limitations of this approach are well-known: the contour must be initialized close to the desired boundaries, and it can not cope with significant protusions nor topological changes. In the last few years, segmentation methods based on level sets have become very popular because they overcome classical limits of deformable models [9, 7, 2] . The evolving surface can change topology and cope with complex geometry, and the result is less dependent on initialization than with any other iterative method. This kind of approach has already been applied within a wide range of applications in computer vision. However, parametrization is still a limitation for practical use. Several evolution models have been proposed, but most of them include many parameters to be tuned: iteration step, weighting parameters, constant propagation term, etc. The tuning of these parameters determines the success of the method. This paper describes a robust evolution model. It enables a volume to be segmented with almost no parameter setting. It relies on adaptive parameters depending on the data and on the current state of the process. In addition, region-based information rather than gradient is utilized, via an estimation of intensity probability density functions over the image. The versatility of the segmentation is demonstrated on both brain structures in MR images and carotid arteries in 3D echography. Our strategy is presented in section 2. The two main stages of the method -intensity distribution analysis and surface evolution -are described in sections 3 and 4. Experimental results are presented and discussed in section 5.
Segmentation strategy based on level sets
Within the level set formulation [9] , the evolving surface St is processed as a propagating front embedded as the zero level of a 4D scalar function x; t . This hypersurface is usually defined as the signed distance from x to the front S (negative inside the object).
The evolution rule for is:
where F is a scalar velocity function depending on the local geometric properties of the front (local curvature) and external parameters related to the input data (image gradient for instance). The hypersurface deforms iteratively according to F , and the position of the 3D front St is deduced from at each iteration step using the relation xt; t = 0.
Practically, the hypersurface n+1 at step n + 1 is computed from n at step n using the relation: The design of the velocity function F plays the major role in the evolution process. Several formulations have been proposed [4, 2, 11, 15] . We have chosen the original formulation given by Malladi et.al. [7] for its simplicity:
The term represents an external propagation force which makes the surface contract or expand. The parameter represents the local curvature of the front and acts as a regularization term. The weighting expresses the importance given to regularization. Finally, the term h I is the data consistency term: it depends on the intensity I of the input data, and acts as a stopping criterion at the location of the desired boundaries by taking a small value.
In the following, our definition of the parameters introduced in equations (2) and (3) is presented. They require the intensity probability density functions (PDFs) inside and outside the structure to be known. These PDFs will be respectively denoted p i I and p e I, and the a priori probability for a voxel to be inside the structure will be denoted i .
Our general strategy is illustrated in figure 1 . The PDFs are first estimated by using both the initial segmentation and given statistical distribution models. This allows the parameters of the velocity function to be computed for the evolution of the hypersurface. If the PDFs can not be accurately approximated with the input models, the estimates can be updated at each iteration using the current segmentation. The two stages are further described in the next two sections. 
Estimation of intensity Probability Density Functions
In this work, it is assumed that the intensity distribution over the image is bimodal, i.e., the object to be segmented and its background can both be approximated by a specific monomodal distribution. This is true for many images, for instance the 3D ultrasound images of carotid artery shown in figures 5 and 6. If a bimodal distribution is not realistic (like for brain MR images), one solution is to use mixture estimation methods [8, 12] . However, the approximation of the inner and outer distributions by two Gaussian models has given satisfactory results within our experiments. Let us denote i and e the parameter vectors of the bimodal distribution mixture, respectively characterizing the interior and the exterior of the structure of interest (they entirely determine p i , p e and i ). Given a coarse segmentation of the structure, two independent histograms are produced from the data (one for the structure and one for its background). The variables i and e are independently estimated over these complete data, providing two coarse parameter estimates 0 i and 0 e . Two cases have been then distinguished. If the distribution mixture is bimodal, the parameters 0 i and 0 e initialize a Stochastic Expectation-Maximisation (SEM) algorithm. This approach is illustrated in figure 2 . The SEM algorithm does not guarantee the optimal solution, but in practice any initial partition roughly representative of the inner and the outer distribution leads to the correct solution. In particular, the initial surface used for the estimation of 0 i and 0 e does not need to be close to the real boundaries. If the segmentation must be initialized with a very small volume inside the object, a rough segmentation can be first produced with a classical model of velocity function (stopping function h I based on image gradients and constant external propagation force ). Figure 3 shows an example of PDFs computed with this method.
If the distribution is not bimodal, the SEM algorithm can not be applied. In this case, the prior i is initialized to 0:5 and updated by stochastic estimation. The resulting vectors i and e are used for computing the velocity function, but they are updated at each iteration using the current segmentation. Although convergence is not theorically guaranteed, the process appears to be very stable for MR images. In both cases, an estimation of the PDFs p i ; p e and of the prior i is available at any time of the process. 4 Evolution model
External propagation term
In equation (3), the sign of determines the direction of the external propagation force.
Several approaches to 3D segmentation using this evolution model have imposed a oneway propagation force , which either contracts or expands the whole surface all along the process [6, 15] . However, when the initial position of the surface can be predicted (by tracking or by registration with an atlas for instance), the predicted and real positions usually overlap. It is therefore necessary to let the surface evolve in both directions. Some propagation models have been designed in order to solve this problem in 2D, by involving a local analysis of intensity [10, 1, 14] . The problem can be expressed as the classification of each point of the current interface
St. If a point belongs to the object then the surface should locally extend; if it does not, the surface should contract. We perform this classification by maximizing the a posteriori segmentation probability pjI, where 2 f i ; e g denotes the appartenance class of the considered point ( = i inside the object and = e outside the object). According to Bayes rule, the maximization of the posterior distribution pjI is equivalent to the maximization of ppIj, where p is the prior of the class (p i = i ) and pIj is the likelihood of intensity. The propagation term has then been defined as:
When p i jI p e jI, then 0. The point is more likely to be inside the object than outside, and the surface extends. Note, we always have jj = 1. The respective roles of the propagation and the regularization terms are entirely determined by the weight , which makes the process very easy to tune (more stability).
Curvature term
The regularization parameter at a point x is the curvature of the interface, computed at the closest point to x. This curvature is computed using the partial derivatives of : The weighting parameter can be interpreted as the particular curvature radius leading to a stable position (F = 0 ).
Data consistency term h I
The data consistency term is traditionally related to the intensity gradient rI of the input image [7] . Since this gradient is only defined for points belonging to the interface (zero level set of the hypersurface), an extended gradient function need to be defined over IR 3 by the intensity gradient of the closest neighbour on the interface. However, gradient information has no meaning for very noisy and/or low-contrasted images (like ultrasound data). Besides, high gradients do not necessarily indicates a relevant boundary between the structure to be segmented and its background. Similarly to the approach described in [11] for the 2D case, we have related this term to the posterior probability of having a transition between the object and its background.
Let x be a voxel of the image, N a neighbourhood of x partitionned into 2 regions N i and N e respectively inside and outside the object, and p T xjI the probability of x being a transition, given the observed intensity I : 
where p T x = px 2 S is the prior of having a transition at x (independent from the data). The estimation of the PDFs p; p i and p e has been explained in the previous section.
The prior p T x is set to 0:5, which is a common assumption to model ignorance. Like in [11] , the neighbourhood regions are 3 3 3 windows. However, the partition fN i ; N e g is determined by the current normal vector n = j j .
The data consistency term h I at a point x is finally defined as a decreasing function of the posterior transition probability p T x 0 jI of the closest point on the current interface:
Practically, we choose k = 1 for all experiments.
Iteration step t
The iteration step t of equation (2) is usually constant and manually tuned. We propose to compute it automatically at each iteration in order to improve robustness.
The stability of the process requires a numerical scheme for the computation of , called upwind sheme. This scheme induces a limit on the iteration step t, called the CFL restriction (Courant-Friedrichs-Levy). More precisely, writing equation (1) Hu; v; w = p u 2 + v 2 + w 2 :F; where H u ; H v ; H w denote the partial derivatives of H with respect to u; v; w. Since we work with a regular sampling grid, we can assume x = y = z = 1. As a result, the maximal value for t which guarantees the stability of the numerical scheme is given by: 0% noise, 0% inhom. We propose to evaluate this value at each iteration of the process. According to equation (3) and the definition of the parameters involved, the velocity function F is independent from u; v; w. The terms h I and only depends on the image data. The curvature term is the curvature of the interface at the closest point, and it does not depend on the local characteristics of . Therefore the partial derivatives of H can be directly computed from (7), and the best value for t which guarantees stability is given by: t = m i n f p u 2 + v 2 + w 2 juj + jvj + jwjF g (8) 5 Experimental results
Segmentation of brain MR images
Experiments have been run on a database of 18 MR images (volume size of 256256176). numerically assessed with simulated data provided by the MNI [3] . It was compared with a segmentation method based on morphological operators and tuned with a "best practice" parameter set. The results are summarized in table 1. The total performance achieved with our method varies between 98.3% and 97.5% in critical conditions (9% noise and 40% inhomogeneity), which is far better than the other method. A variational approach involving statistical models significantly improves the sensitivity and the robustness of the segmentation.
Segmentation of 3D ultrasound images
The method has also been applied to 3D ultrasound images of carotid artery. This kind of images is difficult to segment automatically due to the speckle noise. The intensity distribution inside the carotid has been modelized by a Gaussian (shadow area), whereas the exterior is modelized by a Rayleigh distribution (reverberation area) [8] . We have used a weighting value of = 1 0 on regularization. All the other parameters have got the same value as for experiments on brain MRI. Figures 5 and 6 show the results of segmentation on two different images. They allow us to be very optimistic about the use of our statistical variational approach to segment 3D ultrasound images. 
Conclusion and further work
This paper has presented a robust evolution model for segmenting structures in 3D images using the level set formalism. It takes the statistical distributions of gray levels into a variational evolution scheme. No fine tuning of parameter is required, and good quality results have been produced on brain MRI and 3D echographies of carotid.
The accuracy of the segmentation should be further improved by extending the distribution mixture estimation to multimodal cases. This will also allow the image to be segmented into more than 2 classes. Our goal is to apply the method to various kinds of 3D images, and more especially to 3D ultrasound. Due to speckle noise, a method mixing variational and statistical models should be particularly appropriate to achieve good automatic segmentation. For this purpose, it will be necessary to involve more a priori information about the structure geometry.
