Abstract. We study the asymptotic large time behavior of singular solutions of the fast diffusion equation
in (R n \{0})×(0, ∞), which blow up at the origin x = 0 for all time, in the subcritical case 0 < m < n−2 n , n ≥ 3. The equation (1.1) is the well-known heat equation for m = 1, porous medium equation for m > 1, and fast diffusion equation for 0 < m < 1, respectively, that model diffusive processes of heat flows and gas flows in various media [A] , [DK] , [V2] . When m = n−2 n+2 , n ≥ 3, the equation (1.1) also arises in the study of the Yamabe flow equation ∂g ∂t = −Rg (1.2) on R n where R is the scalar curvature of the metric g(x, t) at time t [DKS] , [DS2] , [PS] , [Y] . In fact the metric g = u 4 n+2 dx 2 on an open set Ω ⊂ R n , n ≥ 3, evolves by the Yamabe flow (1.2) for 0 < t < T if and only if u is a solution of
in Ω × (0, T ) with m = n − 2 n + 2 .
There is an extensive literature on the existence, uniqueness, regularity and asymptotic behavior of solutions of (1.1) in the case m ≥ 1 and in the supercritical case n−2 n < m < 1. In the subcritical case 0 < m ≤ n−2 n , the properties of the solutions of (1.1) are quite different [V1] and have been extensively studied in recent years by P. Daskalopoulos, J. King, M. del Pino, N. Sesum, M. Sáez, [DKS, DPS, DS1, DS2, PS] , S.Y. Hsu [Hs1, Hs2, Hs3] , K.M. Hui [Hui1, Hui2, Hui3] , M. Fila, J.L. Vazquez, M. Winkler, E. Yanagida [FVWY, FW] , A. Blanchet, M. Bonforte, J. Dolbeault, G. Grillo, J.L. Vazquez [BBDGV, BDGV] , etc. We also refer the readers to the survey paper [A] and the books [DK] , [V2] on the recent results on (1.1).
In this paper we are concerned with solutions of (1.1) in (R n \ {0})×(0, ∞) which blow up at the origin x = 0 for all time in the subcritical case 0 < m < n−2 n , n ≥ 3. More precisely, we will prove global existence of solution u of the fast diffusion equation
which blows up at the origin x = 0 for all time with initial value u 0 satisfying the growth condition n . We will adapt the method in [DS1, DKS, Hs1] , which uses integrability of the solution near the origin, to study the asymptotic large time behavior of the solution of (1.3) when 2 1−m < γ < n. In this case the solution u of (1.3) with initial value u 0 satisfying (1.4) is also a weak solution to the Cauchy problem for the fast diffusion equation u t = ∆u m in R n × (0, ∞) u(·, 0) = u 0 in R n .
(1.5)
The study of existence and large time asymptotics of solutions of (1.3) satisfying (1.4) relies on the study of the self-similar solutions of (1.3) which have initial value of the form A|x| −γ for some constants A > 0 and where we recall that γ = α β . Note that since γ > 2 1−m , α < 0 and β < 0. Since the asymptotic large time behavior of solution of (1.3) is usually similar to the self-similar solution of (1.1) we will first prove the following result in our paper. 
(1.11)
We will prove Theorem 1.1 in section 2 using an inversion method which transforms the above problem into an equivalent existence problem of the related inversion elliptic equation. Note that a heuristic proof of the existence of solution of (1.7) in R n \ {0} satisfying (1.8) for the case 2 1−m < α β < n using phase-plane analysis is given in Chapter 5 of [V2] .
We will let n ≥ 3 and 0 < m < n−2 n for the rest of the paper. In the case when 0 < γ < 2 1−m , it was proved in [Hs3, Theorem 1.2] that a rescaled limit of the global smooth solution u of (1.5) with initial value u 0 (x) ≈ A|x| −γ as t tends to infinity is a radially symmetric self-similar profile f which satisfies (1.7) in R n with α > 0 and β > 0 given in (1.6), and lim |x|→∞ |x| γ f (x) = A.
In the case γ = 2 1−m , the self-similar shrinking Barenblatt type solution B k of (1.1) defined by for some constant A > 0 as |x| → ∞, asymptotic behavior of the solution of (1.1) in R n × (0, T ) near the extinction time T has been studied in [DS1, DKS, Hui3] .
For the case γ = n−2 m , A|x|
m is a particular solution of (1.1) in (R n \{0})×(0, ∞).
Remark 1.2. Let α, β and ρ 1 satisfy (1.9) and let f 1 be the radially symmetric solution of (1.7) in R n \ {0} which satisfies (1.8) and (1.10) with A = 1 for some constant D 1 > 0 given by Theorem 1.1. For any λ > 0, we define
Then f λ satisfies (1.7) in R n \ {0} and
(1.13)
By the uniqueness result of Theorem 1.1 and the scaling property above, the solution f of (1.7) in R n \ {0} which satisfies (1.8) and (1.10) for given constants A > 0 and D A > 0 coincides with the rescaled function f λ given by (1.12) with
Observed by Remark 3.5 in section 3 for any 0
m , ρ 1 = 1, and α, β be given by (1.6). Then the self-similar profile f λ given by (1.12) yields a self-similar solution
of (1.3) with initial value U λ,0 (x) = λ 2 1−m −γ |x| −γ since α = βγ and
is a weak solution of (1.5) with initial value U λ,0 (x) = λ When 2 1−m < γ < n−2 m , we will prove the existence of solution of (1.3) trapped in between two self-similar solutions U λ i , i = 1, 2, λ 1 > λ 2 > 0, of the form (1.14) with initial value u 0 satisfying
where
, i = 1, 2. We will also establish a weighted L 1 -contraction theorem for such solutions. Since |x| −γ is not integrable in R n , the difference of any two initial values u 0 , v 0 , that satisfy (1.15) may not be integrable in R n . So we need to introduce a weighted L 1 -space in order to study the asymptotic large time behavior of the solution of (1.3) with initial value u 0 satisfying (1.15).
For any µ > 0, we define the weighted L 1 -space with weight |x| −µ by
Let us fix some constants that will be used later. Let
Unless stated otherwise we will now assume that
m for the rest of the paper. Then 0 ≤ µ 1 < µ 2 < n − 2. 
where U λ i , i = 1, 2, are given by (1.14) with α and β given by (1.6) and λ 1 > λ 2 > 0.
n , and 20) where U λ i for i = 1, 2, are given by (1.14) with α, β, given by (1.6), and
For any solution u of (1.1) in (R n \ {0}) × (0, ∞) and constants α, β satisfying α = 2β−1 1−m , we define the rescaled functionũ bỹ u(y, τ) := t α u(t β y, t), τ := log t.
(1.22)
Thenũ satisfesũ
Note that if u is the solution of (1.3) given by Theorem 1.4, then (1.20) implies that
When 2 1−m < γ < n, we will prove the large time behavior of the solution given by Theorem 1.4 with initial value satisfying (1.15) for some constants A 2 > A 1 > 0, in which case, the solution belongs to C ([0, ∞) ; L 1 loc (R n )) and is a weak solution of the Cauchy problem (1.5) (Corollary 4.1 in section 4). More precisely we have the following main result. Theorem 1.5. Let n ≥ 3, 0 < m < n−2 n , 2 1−m < γ < n, and let α, β be given by (1.6). Let u 0 satisfy (1.15) and 
We end the introduction by stating some definitions and notations that will be used in the paper.
• For any 0 ≤ u 0 ∈ L 1 loc (R n \ {0}), we say that u is a solution of (1.
in the distributional sense and (1.26) holds for any compact set K ⊂ R n .
• For any x 0 ∈ R n , and R > 0, we let B R (x 0 ) = {x ∈ R n : |x − x 0 | < R} and B R = B R (0). We also let A R = B R \ B 1/R for any R > 1. The rest of the paper is organized as follows. In section 2, we will study the inversion elliptic problem associated with the solution of (1.7) which satisfies (1.8) and (1.10) for some constants A > 0 and D A > 0. Section 3 is devoted to the proof of Theorem 1.1. In section 4 we will prove Theorem 1.3, Theorem 1.4 and Theorem 1.5.
Inversion elliptic problem for self-similar profiles
In order to study the existence of singular self-similar solutions of (1.1), we introduce an inversion formula for the solution of (1.7) which satisfies (1.8) and (1.10) for some constants A > 0 and D A > 0. We first note that f is a radially symmetric solution of (1.7) in R n \ {0}, if and only if the function
In this case the condition (1.8) is equivalent to
Note that if (1.9) holds, theñ
Hence existence of a radially symmetric solution f of (1.7) in R n \ {0} satisfying (1.8) and (1.10) is equivalent to the existence of a radially symmetric solution g of (2.2) in R n \ {0} satisfying (2.4) and g(0) = D A . In this section we will prove the existence of a radially symmetric solution g to (2.2) in R n \ {0} satisfying (2.4) when (1.9) holds.
Proof. The proof is similar to one for [Hs2, Lemma 2.1]. Let h 1 (r) := g(r)+krg ′ (r). By direct computation h 1 satisfies
Multiplying (2.9) by r n−2−(m/k) q(r), we have
which implies h 1 (r) > 0 for ε < r < R 0 and 0 < ε ≤ ε 0 . Hence h 1 (r) > 0 for any 0 < r < R 0 . Since
. Hence g ′ < 0 in (0, R 0 ) and the lemma follows.
In the following lemmas we will prove the local existence of solution of the O.D.E (2.7).
Proof. Letη := η/2, and let ε ∈ (0, 1) be a constant to be chosen later. We first observe that if g ∈ C 1 ([0, ε); R) ∩ C 2 ((0, ε); R) is a solution of (2.7) in (0, ε) which satisfies (2.10), then
which suggests one to use fix point argument to prove existence of solution of (2.7). We now define the Banach space
with a norm given by
For any (g, h) ∈ X ε , we define
where for 0 < r ≤ ε,
Note that D ε,η is a closed subspace of X ε . We will show that if ε ∈ (0, 1) is sufficiently small, the map (g, h) → Φ(g, h) will have a unique fixed point in D ε,η . We first prove that Φ(D ε,η ) ⊂ D ε,η if ε ∈ (0, 1) is sufficiently small. In fact for any ε ∈ (0, 1) and (g, h) ∈ D ε,η , max 0≤r≤ε r 0 h(ρ) dρ ≤ηε ≤η, and for 0 < r ≤ ε,
and by (2.12), for 0 < r ≤ ε,
− 1 > 0, by choosing 0 < ε < 1 sufficiently small, we obtain that Φ is Lipschitz continuous on D ε,η with a Lipschitz constant which is less than 1/2. Hence by the contraction map theorem there exists a unique fixed point (
By (2.13) and (2.14), g(0) = η and g ′ (r) is continuously differentiable in (0, ε).
and then g belongs to C 1 ([0, ε); R) ∩ C 2 ((0, ε); R) and satisfies (2.10). Differentiating (2.15) with respect to r ∈ (0, ε), we get that g satisfies (2.7) in (0, ε).
is the unique solution of (2.7) in (0, ε) which satisfies (2.10).
Proof. Letη := η/2 and let ε ∈ (0, 1) be a constant to be chosen later. We define the Banach space
, and
with norm
and we will still denote the extension of
) be given by (2.11), which is well-defined for 0 < r ≤ ε since 0 ≤ δ 1 < 1. Let
We will show that for η > 0, there exists ε ∈ (0, 1) such that the map (g, h) → Φ(g, h) has a unique fixed point in the closed subspace
ε,η . We first observe that for any 0 < r ≤ ε,
By (2.21) and the mean value theorem,
, the right hand side of (2.22) is bounded above by 
if ε ∈ (0, 1) is sufficiently small. Hence by (2.18) and (2.24), for any η > 0,
if ε > 0 is sufficiently small, and for any 0 < r ≤ ε,
, by the mean value theorem
Hence it follows from (2.20), (2.22), (2.23), (2.25) and (2.26), that for 0 < r ≤ ε,
(2.27) and
By (2.27) and (2.28), for any η > 0, there exists sufficiently small ε ∈ (0, 1) such that for 0 < r ≤ ε,
Thus by choosing sufficiently small ε ∈ (0, 1), the map Φ is Lipschitz continuous on D ′ ε,η with a Lipschitz constant which is less than 1/2. Hence by the contraction map theorem there exists a unique fixed point (g, h) = Φ(g, h) in D ′ ε,η . Then by an argument similar to the proof of Lemma 2.2, g belongs to C 0,δ 0 ([0, ε); R) ∩ C 2 ((0, ε); R) and satisfies (2.7) in (0, ε). By (2.19), (2.16) holds.
Finally we observe that ifg ∈ C 0,δ 0 ([0, ε); R) ∩C 2 ((0, ε); R) is a solution of (2.7) in (0, ε) which satisfies (2.16), then (g,g ′ ) ∈ D ′ ε,η for sufficiently small ε > 0. Then uniqueness of a solution of (2.7) in (0, ε) satisfying (2.16) follows from the contraction map theorem. Now we are ready to prove the global existence of radially symmetric singular solution of (2.2) in R n \ {0} forα > 0 andβ > 0. Proof. We first consider the case 0 < m < n−2 n+1 . By Lemma 2.2 there exits a unique solution g ∈ C 1 ([0, ε); R) ∩ C 2 ((0, ε); R) of (2.7) in (0, ε) for some ε > 0, which satisfies (2.10). Let (0, R 0 ) be the maximal interval of existence of solution g ∈ C 1 ([0, R 0 ); R) ∩ C 2 ((0, R 0 ); R) of (2.7) satisfying (2.10). We claim that R 0 = ∞. Suppose to the contrary that R 0 < ∞. Then there is a sequence {r i } ∞ i=1 such that r i < R 0 , r i ր R 0 as i → ∞, and either
holds. By Lemma 2.1,
Using Lemma 2.1 again, we have
Thus contradiction arises. Hence we conclude that R 0 = ∞. Hence there exists a unique solution g ∈ C 1 ([0, ∞); R) ∩ C 2 ((0, ∞); R) of (2.7) in (0, ∞) satisfying (2.10). From Lemma 2.1, it follows that w ′ 1 (r) > 0 for any r > 0. When
n , since (2.16) implies (2.8), a similar argument as above using Lemma 2.1 and Lemma 2.3 implies the existence and uniqueness of a global solution g ∈ C 0,δ 0 ([0, ∞); R)∩C 2 ((0, ∞); R) of (2.7) in (0, ∞), which satisfies (2.16) and w ′ 1 (r) > 0 for any r > 0.
Under the assumption that 0 <α β < n−2−nm m (1−m) , we will now prove the decay rate of the solution of (2.7) in (0, ∞) which satisfies (2.8) as r → ∞. Proof. We will use a modification of the proof of Theorem 1.6 of [Hs2] 
By direct computation, 
which diverges exponentially to infinity as r → ∞ sinceβ > 0 andα β < 
Hence it follows from (2.33) that
Then the monotonicity ofq implies that lim r→∞q (r) = A for some constant A > 0 and the proposition follows. Proof. The result follows from Proposition 2.5 since (2.36) implies (2.8).
Singular self-similar profiles
In this section we will use the inversion formula (2.1) to prove the existence of radially symmetric solution of (1.7) in R n \ {0} which has singular behavior at the origin of the form (1.8) and decreases to zero at infinity. Proof. Letα andβ be given by (2.3). Then (2.5) and (2.6) hold. By Theorem 2.4, there exists a unique radially symmetric solution g of (2.2) in R n \ {0} which satisfies (2.35) and (2.36) with η = 1, where r = |x| and δ 0 , δ 1 are given by (2.17). It follows from Corollary 2.6 that 
Hencef λ satisfies (1.11) and the lemma follows.
n . Suppose α, β, ρ 1 satisfy (1.9). Let f be a radially symmetric solution of (1.7) in R n \ {0} satisfying
for some constant η > 0. Then f satisfies (1.11). 
Proof. Let q(r)
A direct computation implies
Since β < 0, h(r) is a decreasing function of r > ε. By (3.2), there exists a constant 
Thus there exist constants c 0 > 0 and r 1 > 1 such that
which contradicts (3.2). Hence lim r→∞ Q(r) ≤ 0. Since by (3.7) Q(r) is a strictly monotone increasing function of r > ε, it follows that Q(r) < 0 for any r > ε. Thus q ′ (r) < 0 for any r > 0 since 0 < ε < 1 is arbitrary. This together with (3.3) implies that f satisfies (1.11).
Lemma 3.3. Let n ≥ 3, 0 < m < n−2 n . Suppose α, β, ρ 1 satisfy (1.9). Let f be a radially symmetric solution of (1.7) in R n \ {0} satisfying (1.8) and (3.2) for some constants A > 0 and η > 0. Let g,α,β, δ 0 , δ 1 be given by (2.1), (2.3) and (2.17) respectively. Then g satisfies (2.2) in R n \ {0}, (2.4), (2.35) and (2.36).
Proof. Let g(0)
2) in R n \ {0}, and by (1.8), (2.4) holds. We next prove that rg ′ (r) ∈ L ∞ ((0, ∞)). By (2.5) and Lemma 3.2,
By (2.2) and (3.8),
Hence r n−1 (g m ) ′ (r) is decreasing in r > 0. We now claim that
Suppose the claim is not true. Then there exists a constant δ > 0 such that
Hence there exists a constantδ > 0 such that g ′ (r) ≥δ r 1−n for 0 < r < δ since g(0) = η > 0. This implies that
which diverges to infinity as r → 0. This is a contradiction. Hence the claim (3.10) holds. Then by (3.9) and (3.10),
Hence by (3.8),
In order to prove (3.12), we note that by (3.11),
and hence by (3.9),
Thus by (3.11) and (3.13),
and (3.12) follows. Now we are ready to prove (2.36). Since g ∈ C([0, ∞); R) and g(0) = η, by (3.12) for any ε > 0 there exists δ > 0 such that η/2 ≤ g(r) ≤ 2η, and |rg ′ (r)| < ε ∀0 < r < δ.
(3.14)
Then by (3.13) and (3.14), 
Then (2.36) holds and
Hence for any s > 0, 0 < r ≤ 1,
where C > 0 is a generic constant. Thus (2.35) holds.
We are now ready for the proof of Theorem 1.1.
Proof of Theorem 1.1: For any A > 0, existence of a radially symmetric solution f of (1.7) in R n \ {0}, which satisfies (1.8) and (1.10) follows from Lemma 3.1. By Lemma 3.2 f satisfies (1.11). In order to prove uniqueness, we let g,α, andβ be given by (2.1) and (2.3) respectively. By Lemma 3.3, g satisfies (2.2) in R n \ {0}, (2.4), (2.35), and (2.36). Then Theorem 2.4 yields that such g is unique. Hence the uniqueness of f follows. 
Proof. Let g,α,β be given by (2.1) and (2.3) respectively. By Lemma 3.3, g satisfies (2.2) in R n \{0}, (2.4), (2.35), and (2.36). Letq be given by (2.29). By (2.6) and the proof of Proposition 2.5, (2.34) holds since (2.36) implies (2.8). Hence by (2.4), (2.34), and (3.8), for any 1 < p < 1 + n−2−nm m
Then it follows that
By (2.36),
which finishes the proof.
Remark 3.5 (Monotonicity and Comparison).
Let α, β and ρ 1 satisfy (1.9) and f λ be as in Remark 1.2. Then by Lemma 3.2 for any r = |x| > 0,
Hence for any λ 1 > λ 2 > 0, there exists a constant 0 < c 0 < 1 such that
Existence and asymptotic behavior of singular solutions
Let n ≥ 3 and 0 < m < n−2 n . Let ρ 1 = 1 and α, β satisfy (1.9). For any λ > 0 we let f λ be as in Remark 1.2 and U λ be given by (1.14) for the rest of the paper. This section will be devoted to the study of singular solutions of (1.3) trapped in between two self-similar solutions U λ 1 , U λ 2 of the form (1.14) for some constants λ 1 > λ 2 > 0. For our convergence, we will restrict ourselves to the case 2 1−m < α β < n, which guarantees the integrability of singular solutions of (1.3) near the origin. 4.1. Existence. We will first prove Theorem 1.3 which is a weighted L 1 -contraction principle with weight |x| −µ for µ ∈ (µ 1 , µ 2 ).
Proof of Theorem 1.3: We choose η ∈ C ∞ 0 (R n ) such that 0 ≤ η ≤ 1, η = 1 for |x| ≤ 1, and η = 0 for |x| ≥ 2. For R > 2, and 0 < ε < 1, let η R (x) := η(x/R), η ε (x) := η(x/ε), and η ε,R (x) = η R (x) − η ε (x). Then |∇η ε,R | 2 + |∆η ε,R | ≤ Cε −2 for ε ≤ |x| ≤ 2ε, and |∇η ε,R | 2 + |∆η ε,R | ≤ CR −2 for R ≤ |x| ≤ 2R. By Kato's inequality [K] ,
Multiplying (4.1) by η ε,R (x)|x| −µ and integrating over R n \ {0}, we have
Since 0 < µ < µ 2 < n − 2,
by (1.17). It follows from (1.17) and (4.3) that for R > 2, and 0 < ε < 1,
By Remark 3.5 for any t > 0 and r > 0, 
and hence by (4.6),
By (4.4) and (4.7), for any t > 0,
for sufficiently large R > 2 and small ε ∈ (0, 1). Letting ε → 0 and R → ∞ in (4.8), (1.18) follows from the choice of µ ∈ (µ 1 , µ 2 ). By a similar argument as above, (1.19) holds. 
Proof of Theorem 1.4:
and
Since f λ 1 satisfies (1.11),
Hence by Theorem 2.2 of [Hui2] ,
For sake of completeness we will give a different simple proof of (4.12) here. Let v :=
By direct computation, v satisfies
For any δ ∈ (0, 1), we choose ε δ ∈ (0, δ) such that
and define
Then w δ (t) satisfies
We claim that 
Then by (4.14), we deduce that at the point (x 0 , t 0 ),
which is a contradiction. Thus (4.13) holds. Letting δ → 0 in (4.13), (4.12) follows since ε δ ∈ (0, δ).
Let Ω be a bounded open subset in R n \ {0} such that Ω ⊂ R n \ {0}. Then there is a bounded open subsetΩ ⊂ R n \ {0} which contains Ω. By (4.10), for any 0 < δ < T, the equation for the sequence {u R } R>1 (for sufficiently large R > 1) is uniformly parabolic onΩ × (δ/2, T ]. Hence by the parabolic Schauder estimates [LSU] , the sequence {u R } R>1 (for sufficiently large R > 1 ) is equi-continuous in C 2,1 (Ω×(δ, T ]). By the Ascoli Theorem and a diagonalization argument there exists a sequence Now we will prove that u has initial value u 0 . It suffices to prove that
for any ball B r (x 0 ) such that B 2r (x 0 ) ⊂ R n \ {0}. Fix such a ball B r (x 0 ) with r > 0, and let R 0 > 0 be a constant such that B 2r (x 0 ) ⊂ A R 0 . By using the Kato inequality and an argument similar to the proof of [HP, Lemma 3 .1] we deduce that for R, R ′ > 2R 0 , Proof. Let ϕ ∈ C ∞ 0 (R n × (0, ∞)) be such that supp ϕ ⊂ R n × (t 1 , t 2 ) for some constants t 2 > t 1 > 0. For 0 < ε < 1, let η ε ∈ C ∞ 0 (R n ) be as in the proof of Theorem 1.3, and let α, β be given by (1.6). Since
for some constant C > 0, (1.20) implies that
Then for any 0 < ε < 1,
m . Since 0 < ε < 1 is arbitrary, letting ε → 0 in (4.15), we deduce that u solves (1.1) in R n × (0, ∞) in the distributional sense. Now we will prove that u has initial value u 0 . It suffices to prove that for any 
Large time asymptotics.
In this subsection we will investigate the large time behavior of the solution u of (1.3) given by Theorem 1.4 with initial value u 0 which satisfies (1.15) for some constants A 2 > A 1 > 0. We will assume that n ≥ 3, 0 < m < n−2 n , 2 1−m < γ < n, and α, β be given by (1.6) for the rest of the paper. Notice that such u 0 is integrable near the origin and u
For any solution u of (1.1) in (R n \ {0}) × (0, ∞), letũ be the rescaled function defined by (1.22) for β < 0 and α = 
and in this case by the same argument as the proof of Corollary 4.1,ũ is a weak solution of (1.23) in R n × (−∞, ∞) since 2 1−m < γ < n. Note thatũ(·, 0) ≡ u(·, 1). We will first prove a strong contraction principle with weight |x| −µ 1 for such rescaled solutions where µ 1 = n − α β = n − γ > 0. We point out that the following strong contraction principle does not hold for the difference f λ 2 − f λ 1 of two selfsimilar profiles f λ 1 , f λ 2 for 0 < λ 2 < λ 1 since by (4.9), 
for some constants λ 1 > λ 2 > 0. Suppose that
Proof. Let q := |ũ −ṽ|. By the Kato inequality, For any R > 2 and 0 < ε < 1, let η ε,R be as in the proof of Theorem 1.3. Multiplying (4.18) by η ε,R (y)|y| −µ 1 and integrating by parts, for any τ > 0,
(4.21) By (4.17), (4.19) and Remark 3.5, for any τ > 0, and R > 2, 22) which converges to zero as R → ∞, and for any τ > 0, and 0 < ε < 1, 
Then by (4.23),
Therefore, letting R → ∞ and ε → 0 in (4.20), by (4.21), (4.22), (4.25), and the assumption thatũ 0 −ṽ 0 0 on R n \ {0}, we deduce that for any τ > 0,
which finishes the proof of the lemma. 
Proof. We will use a modification of the proof of [OR] to prove this lemma. By the proof of Lemma 4.2 and Fatou's lemma together with (4.26),
and (4.27) holds. Then the proof of Lemma 4.2 implies
By (4.27) and the proof of Lemma 4.2, we have that for any i ∈ N,
and hence for any τ > 0 and i ∈ N,
(4.30) Letting i → ∞ in (4.30),
which together with (4.29) implies (4.28).
We are now ready to prove the local uniform convergence of the rescaled function of the solution of (1.3) to an eternal solution of (1.23) in (R n \ {0}) × (−∞, ∞) as well as convergence in the weighted L 1 -space with weight |x| −µ 1 as τ → ∞. Proof. Sinceũ satisfies (1.23) and (1.24) in (R n \ {0}) × (−∞, ∞), the equation (1.23) forũ i is uniformly parabolic in A R × (−∞, ∞) for any R > 1. Then by the parabolic Schauder estimates [LSU] , the sequence {ũ i } ∞ i=1 is equi-continuous in C 2,1 (K) for any compact set K ⊂ (R n \ {0}) × (−∞, ∞). By the Ascoli Theorem and a diagonalization argument, there exists a subsequence of the sequence {ũ i } ∞ i=1 , which we still denote by {ũ i } ∞ i=1 and some functionṽ ∈ C 2,1 ((R n \ {0}) × (−∞, ∞)) such thatũ i converges toṽ uniformly in C 2,1 (K) as i → ∞ for any compact set K ⊂ (R n \ {0}) × (−∞, ∞). Thenṽ is an eternal solution of (1.23) in (R n \ {0}) × (−∞, ∞) and satisfies f λ 1 ≤ṽ ≤ f λ 2 in (R n \ {0}) × (−∞, ∞). 
Then L 1 f θ 1 ; R n is a slightly bigger space than L 1 r −µ 1 ; R n since by (4.9), 
