In this paper we examine the problem of computing majority function M AJ n on n bits by depthtwo formula, where each gate is a majority function on at most k inputs. We present such formula that gives the first nontrivial upper bound for this problem, with k = 2 3 n + 4. This answers an open question in [7] .
Introduction
We study the problem of computing majority function M AJ n if we are only allowed to query values of M AJ k (that is, majority on k variables) functions. Majority functions and circuits consisting of them arise in various areas of computational complexity (see e.g. [9, 3, 4] ). Particularly, iterated (or recursive) majority that consists of iterated application of majority of small number of inputs to itself, provides an example of a function with interesting complexity properties in various models ( [5, 8, 10, 6] ), and helps in various constructions.
Another motivation for this problem comes from the studies of boolean circuits of constant depth. TC 0 is defined as the class of functions computable by constant-depth polynomial-sized circuits consisting of majority gates, and it plays one of the major roles in this area ( [4] ).
The first model we look at is a standard boolean circuit of depth two, but where all the gates are threshold functions of at most k variables. It was shown in [1] that to be able to compute such circuits k must be Ω(n 4/5 ). There is a trivial upper bound k = n: just take all the gates on the first level to match inputs (that is, gate f i = x i = M AJ {i} (x)), and the output gate is a standard majority M AJ n (f 1 , . . . , f n ). [7] did not provide any nontrivial upper bound on k and posed an open question whether such bound exists. We answer this question positively and present the depth-two circuit with M AJ 2 3 n+4 gates that computes M AJ n function. This result was independently obtained by Bruno Bauwens by computer
The second model is an adaptive one -algorithm can query the M AJ k function on any subset of size at most k, and we are interested in the worst case number of queries made to compute M AJ n . This problem was motivated by the proof in [7] , which does not use any properties of the function in the output gate except for its monotonicity, and also by [2] , where they study adaptive computation of M AJ n with discrepancy queries on k elements. We give a simple proof for the lower bound of n/k queries, and we also present two algorithms for adaptive setting: one that runs in fixed-threshold setting and which requires 2( n k−4 + 1)(log k + 4) ≈ 2 n k log k queries, and another that runs in adjustable-threshold adaptive model (that is, when the algorithm can specify majority's threshold) and requires n/k log(k + 1) queries.
Definitions
By log we denote binary logarithm and n always means the length of input vector x = (x 1 , . . . , x n ) ∈ {0, 1} n . We are going to study majority functions
where [P ] = 1 if condition P is true, and [P ] = 0 otherwise. We will also call M AJ k standard majority functions. By sum S (x) we denote i∈S
Threshold functions are a generalization of majority functions:
The first ("static") model that we look at is M AJ k • M AJ k -it is defined as depth-two formula, consisting of threshold gates [ α i x i ≥ t] such that α i ≤ k and α i are positive integers.
In the second ("adaptive") model an algorithm is given access to an oracle that knows vector x. There are two variations of this model that we look at.
In the adaptive model with adjustable threshold the oracle receives a pair (S, t), where S is a set S ⊂ {1, . . . , n} such that |S| ≤ k and t is an integer, and responds with the value of M AJ S (x; t).
In the adaptive model with fixed threshold the oracle receives a set S ⊂ {1, . . . , n} such that |S| ≤ k and responds with the value of M AJ S (x).
3
Static model
Lower bound
Lemma 1. For large enough n, k should be at least
This is not the best currently known lower bound, for a more involved proof of k ≥ n 13/19+o(1) see [7] . This proof is simpler and is adapted from the proof of a stronger claim in [7] that shows that for some function in M AJ k • M AJ k to differ from M AJ n on small fraction (less than 1/10) of inputs x with i x i = (n − 1)/2 , k must be Ω(n 2/3 ). We provide this proof just for the sake of completeness.
Proof. Let's look at the boolean hypercube H n = {0, 1} n . It is known ( [11] ) that among all monotone boolean functions majority is the one with the largest influence -that is, its value changes on the largest possible number of edges of the hypercube. The number of such
, there must be at least one function f i in the first level of the formula, such that
such edges. Let f i be some gate in the first level of the formula, without loss of generality assume that f i depends only on x 1 , . . . , x l for l ≤ k. Then, for each u ∈ H l there are at most 2 n−l /(n − l) 1/2 possible continuations u l+1 , . . . , u n of u that have 1≤i≤n u i = (n − 1)/2 . This is so, since u l+1 , . . . , u n must sum to (n − 1)/2 − 1≤i≤l u i , and the number of such assignments of u is a binomial coefficient. The largest binomial coefficient n−l z for fixed n − l is the central one: z = (n − l)/2 , for which there is a well-known bound
This means that for a fixed f i there are at most l
. Summing this for all f i we get:
Upper bound Theorem 2. For any n M AJ n is computable by some circuit in M AJ
We need to define 
, that means that both output gate and M AJ n (x) will be equal to one. If If If 
4
Adaptive model
Lower bound Lemma 3. Any algorithm for computing M AJ n in adaptive model requires n/k queries to oracle.
Proof. We will set bits of vector x the algorithm has not yet asked about right before answering a query from the algorithm. Initialize a set S = ∅ -this will be the set of all the indices that appeared in algorithm's requests. When algorithm makes a request for M AJ T (x), we firstly set x i for i in T \S: set any z = |T ∪ S|/2 − sum S (x) variables x i to 1 and the rest |T \S| − z variables to 0. Then we update S := S ∪ T . After that we answer the query with M AJ T (x).
Clearly, sum S (x) = |S|/2 at each step. If algorithm has made less than n/k requests, then |S| < n, so there are some variables that the algorithm knows nothing about.
There are n − |S| such variables. If we set x i with i ∈ S to 1, then i x i = |S|/2 + n − |S| = n − |S|/2 ≥ n − (n − 1)/2 ≥ n − n/2 = n/2, and M AJ n (x) will be equal to 1. If we set x i with i ∈ S to 0, then i x i = |S|/2 ≤ (n − 1)/2 ≤ (n − 1)/2 < n/2, and M AJ n (x) will be equal to 0.
So, whichever answer the algorithm chooses, there will be two vectors x and y consistent with all our answers, such that M AJ n (x) = M AJ n (y), so on either x or y the algorithm will err. Proof. Split {1, . . . , n} into n k disjoint blocks B i of size at most k each. We know that M AJ Bi (x; 0) = 1, M AJ Bi (x; |B i | + 1) = 0, so using binary search we can find such value
Upper bound in adjustable-threshold setting
This means that sum Bi (x) = h i . Since binary search works in log(|B i | + 1) steps, in n k log(|B i | + 1) queries we will know i x i = i sum Bi (x) = i h i , and so we will easily find
The upper bound for the adaptive model with adjustable threshold turns out to be at most two times better than the one we get in the case of the adaptive model with fixed threshold. We run find_balanced_set from lemma 5 on sets M and S j , and get the set S such that sum S (x) = |S|/2. Note that S will be of size − 2 (in case when is even) or − 1. Since total number of elements in M ∪ S j is 2 − 2, |M ∪ S j \S| ∈ { − 1, }.
M AJ
We then forget about indices in S by claim 1, query M AJ M ∪Sj \S (x) and repeat the case 1 until all S i are of the same size or have the same answer.
After several iterations we either get sets S i with the same answer M AJ Si (x) each and we are done, or we get the sets with the same sizes |S i |. The case of odd |S i | requires more careful consideration, since if we simply leave elements from S (which has size |S| = |S i | − 1) out, |S i ∪ S j \S| will be |S i | + 1, and that may become greater than k after several iterations. If we look at the case of odd c in find_balanced_set, we will see that instead of the set {i(h + 1), . . . , i(h + c − 1)} of size c − 1 it can as well return the set {i(h), . . . , i(h + c)} of size c + 1, since v(h) = v(h + c).
We can remove indices from S from future considerations by claim 1, and we query the oracle the value of M AJ Si∪Sj \S (x). Now we again have sets S i of two different sizes, so we return to case 1.
The analysis of number of queries this algorithm makes is rather straightforward: it starts with making n −1 queries, then on each iteration it discards at least − 2 indices after making at most log( + 1) + 2 queries. So the total number of queries made is 
Conclusion
We have presented new upper bounds for computing majority functions M AJ n (x) in two models.
In static model we have constructed the depth-two circuit for M AJ n with M AJ 2 3 n+4
gates, which gives the first nontrivial upper bound for this problem.
We have defined an adaptive model with two variations, and presented an algorithm for computing M AJ n function using 2( n k−4 + 1)(log k + 3) ≈ 2 n k log k queries to the oracle in the fixed-threshold setting, and a simple algorithm for M AJ n with n/k log(k + 1) ≈ n k log k queries in the adjustable-threshold setting.
There is a large gap between current lower and upper bounds for the static model: the best lower bound [1] is k ≥ Ω(n 4/5 ), and our upper bound is 2 3 n + 4. In the adaptive model there is also a gap between the bounds, albeit a logarithmic (in k) one: our lower bound is n/k . So the natural questions for future consideration are those of narrowing these gaps.
Another interesting possible direction in the adaptive case is the addition of noise to oracle's answers -with some probability ε oracle gives us a uniformly random answer.
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