We prove that the complex conjugate eigenvalues of a real matrix attract in response to additive real randomness. Consider the time discretization 0 < t 1 < t 2 < · · · and define a stochastic process by M (t i + δt) = M (t i ) + δt P (t i ), where δt ∈ [0, t i+1 − t i ), M (0) is a fixed real matrix and each P (t i ) is a real random matrix, whose entries are independent with zero mean and bounded moments. We prove that any complex conjugate (c.c.) pair of eigenvalues of M (t) attract. To prove this, we first construct a smooth family of stochastic processes M (t) = P (t), where M (t) = lim →0 M (t) and then explicitly write down the differential equations governing the motion of any eigenvalue.
I. BACKGROUND, AN ILLUSTRATION AND SUMMARY OF MAIN RESULTS
Much work has been devoted to the understanding of the motion of eigenvalues in the presence of randomness. The folklore of random matrix analysis, especially in the case of normal matrices (e.g., Hermitian), suggests that the eigenvalues of a perturbed matrix repel. This has been pointed out previously by various authors [1, 2] and is well known in quantum physics [3, p. 304-305] . More recently, in agreement with the universality conjectures, the level repulsion was proved for the eigenvalues of a Wigner matrix [4] .
The stochastic dynamics of the eigenvalues of Hermitian matrices have been vigorously studied in the past [5, recommended] . Most celebrated is Dyson's Brownian motion, which proves that the eigenvalues of a Hermitian matrix undergoing a Wiener process perform a Brownian motion [6] .
In physics, one mainly studies Hermitian matrices and operators as their eigenvalues correspond to observable quantities, which clearly need to be real. However, in recent years, non-Hermitian models have gained much attention in the context of pinning of vortices in type II superconductors initiated by Hatano and Nelson [7] and followed up in works on the nature of localized states and eigenvalue distributions [8] [9] [10] [11] . Non-hermitian models also come up in fluid mechanics [1, Ref. therein] , transport phenomena in photonics [12] and biophysical phenomena [13] .
In the Hatano-Nelson model, the eigenvalue distribution gives rise to "wings" of real eigenvalues when the perturbation is sufficiently strong (see for example [1, Section 36] and citations therein). The wings result from the motion of complex eigenvalues that move in response to the perturbation and ultimately sit on the real axis. Goldsheid et al derived an equation for the shape of "the winged" spectrum [14] . According to [7] , these eigenvalues correspond to localized eigenstates.
In investigating the (de)localization of the eigenstates, Feinberg and Zee [10] , argued that imaginary eigenvalues near the real axis can attract when perturbed by a Hermitian matrix by providing a 2 × 2 example of an imaginary diagonal matrix perturbed by a 2 × 2 Hermitian matrix with zero diagonal entries. Later, Bloch et al [15] considered antisymmetric perturbations of real symmetric matrices in the context of two-color quantum chromodynamics and provided examples that a Hermitian matrix perturbed by a real antisymmetric perturbation can give rise to attraction of eigenvalues. To our knowledge, attraction of the eigenvalues and their eventual aggregation on the real line, in a general setting, has not been proved. Here we consider any real matrix and show that additive randomness causes the c.c. eigenvalues to pull on each other. Before summarizing the main results let us provide an illustration. In Section V, we provide various other illustrations.
A. An illustration
Remark. Explanation of the figures: All the plots were made in MatLab. We take the vertical (horizontal) axis to be the imaginary (real) axis. The red dots are the eigenvalues of the (deterministic) matrix M (0) (e.g., H in the Hatano-Nelson model below). We choose a small ∆t and plot the eigenvalues of M (t) in the complex plane for times t = 0, ∆t, 2∆t, . . . , t max − ∆t, t max where the eigenvalues at t = 0 are shown in light gray (coincide with the red dots) and darken as t increases till their final position at t = t max shown in black. Position of any set of eigenvalues for a particular t has the same gray scale color. In MatLab language we use "hold on;" to show the eigenvalues for all t.
In Fig. 1 we show the spectral dynamics of the Hatano-Nelson model, where
e g e g 0 e −g e g 0 . . .
where g governs the non-Hermiticity and the boundary terms, i.e., (1, n) and (n, 1) entries, are crucial for the spectral properties [1, Sec. 36] . We took g = 0.2 which makes H 2 = 2.04. Moreover, let P (t i ) = diag ( 1 , 2 , · · · , n ) where j 's are drawn from a standard normal distribution. A piece-wise linear discrete stochastic process is constructed as follows. A new random matrix P (t i ) is generated and normalized to have a unit 2−norm at times 0.25i with i = 0, 1, 2, · · · , 50. We plot the eigenvalues of M (t + 0.25i) = M (0.25i) + δt P with 0 ≤ δt ≤ 0.25 and time steps ∆t = 0.01. Fig. 1 shows the evolution of M (t) for t ∈ [0, 12.5] . Note that the eigenvalues move towards the real line. Below we show that there is an attraction between c.c. pairs that largely governs this behavior of the spectral dynamics.
In the limit where δt is small, i.e., M (t) = H + δt P with δt 1 and g → 0, this model coincides with the Anderson model of localization [16] .
Comment: The procedure just described does not provide a smooth stochastic process as it is not differentiable at times 0.25i (a set of measure zero). This issue persists for piece-wise linear discretization where in each interval a new random P (t i ) is used. In fact a continuous Brownian motion provides an example of a continuous map that, with probability one, is nowhere differentiable [5] .
B. Summary of the main results
Definition. (Attraction and Repulsion) At any t we say λ j (t) attracts (repels) λ i (t) if the dependence of λ i (t) on λ j (t) is proportional to λ i (t) − λ j (t) with a negative (positive) constant of proportionality.
The dynamics of any eigenvalue in the complex plane depends on all the other eigenvalues. For real matrices, complex eigenvalues appear as c.c. pairs. In this paper we, roughly speaking 1 , prove that any c.c. pair of the eigenvalues of a real matrix attract in response to additive real randomness whose entries are independent and have zero mean (Theorem 1). In particular, this attraction applies to all real stochastic processes with independent increments (Eq. 4).
We show that the expected force of attraction is
whereλ i is an eigenvalue that is c.c. to λ i , v i and u * i are the corresponding right and left eigenvectors respectively and the second equality assumes E p 2 m, is the same for all m and . Clearly, the attraction is strongest near the real line. Since the proportionality constant depends on the 2−norm of the left eigenvector, the force of attraction can be quite strong for ill-conditioned eigenvalues. When this attractive force is dominant over the force exerted by the rest of the eigenvalues, the c.c. pair approach one another and eventually "scatter" near and ultimately reside at different points on the real line. At this point, the well-known repulsion mechanism takes over and the reality of the matrix ensures that each remains real.
The motion on the real line is not permanent. In most cases, an eigenvalue that moves about on the real line gets close enough to (i.e., "collide" with) another eigenvalue on the real line, after which they scatter off the real line. By the reality of the matrix, they are forced to form a new c.c. pair. The alternative would be that they would repel and remain on the real line. However, in the majority of cases we investigated, it seems 'energetically' more favorable for them to form a new c.c. pair perhaps because there are more degrees of freedom available away from the real line. In this paper, we will not rigorously investigate this to any depth.
As mentioned above any stochastic process (e.g., Wiener process, Brownian motion) is non-smooth, despite often being continuous. The appearance of a new P (t i ) makes the limits of the derivative from left and right unequal
i , yet there are powerful tools of matrix calculus that can be utilized if M (t) were differentiable. Moreover, from the applied perspective, nothing is instantaneous.
In the next section, we give the basic definitions of discrete stochastic processes and introduce a smoothing construction, that can be used to smoothen any discrete stochastic process with a control over the rapidity of (dis)appearance of every P (t i ) within [t i , t i+1 ] (see Eq. 6). The original (non-differentiable) stochastic process is
Remark. There are three forces that act on any eigenvalue: 1. The attraction of its c.c. 2. The force of the remaining n − 2 eigenvalues 3. The stochastic kicks P (t i ). Proving thatλ i attracts λ i does not imply that in the long run all the eigenvalues will necessarily be real. We will discuss the various forces in Section III and the real eigenvalues in Section VI.
II. PROBLEM STATEMENT
The eigenvalues of a continuous stochastic process are continuous in t; i.e., their motion follows a connected path in the complex plane. This follows from the fact that eigenvalues are roots of a characteristic polynomial, which itself is continuous, and a theorem due to Rouché [17, Chapter 4 ] . It is well known that the complex eigenvalues and eigenvectors of a real matrix appear as c.c. pairs [18, Chapter 24] .
A. Discrete stochastic process
Suppose M (t) is a discrete stochastically varying matrix with M ≡ M (0) being a fixed real n × n matrix. We can discretize time 0 = t 0 < t 1 < · · · , then the evolution of M (t) for any t i ≤ δt ≤ t i+1 is given by a piece-wise linear stochastic process
where P (t i ) is the impulse which is a random matrix with independent entries, denoted by p jk , whose expectation values are zero i.e., E p jk = 0 ∀j, k and δt ∈ [0, t i+1 − t i ). We shall show that in each time interval (t i , t i+1 ) there is an attraction of c.c. eigenvalues. Had we used √ δt in Eq. 4, and defined the process such that
would define a discrete Wiener process, which is very special type of a stochastic process. The square root of δt is to satisfy the requirement that the variance grows linearly with time. The natural geometry would then be a random walk on the space of n × n real matrices [5, Chapter 3] .
B. Smoothly varying discrete stochastic process
In practice nothing develops infinitely fast and no impulse acts instantly. It is more satisfactory to have a controlled smooth, albeit potentially rapidly changing, formulation of the stochastic impulse. To this end, in what follows we
The smooth window function W (t;
define a smooth version of the stochastic impulse, denoted by P (t), that in the limit of → 0 becomes Eq. 4. Let
where each P (t i ) is as before and we define the window function W (t; t i , t i+1 ) to be (see Fig. 2 )
, and Θ being the Heaviside function. B + and B − are the right and left sections of the modified bump function [19] respectively shown in Fig. 2 , such that they reach zero at t i and t i+1 and are scaled to have 1 as their maxima (Fig. 2) . Mathematically, they are
and
We think of B ± (t ; t i , t i+1 ) as equations for the "boundary layers" near every t i . Moreover, the desired independence of time intervals in the discrete stochastic process is guaranteed by the independence of P (t i )'s and their confinement to t i ≤ t ≤ t i+1 by W (t; t i , t i+1 ).
It is easy to check that P (t) is differentiable everywhere 2 . More specifically, for > 0, it is smooth (C ∞ ) everywhere but on a set of measure zero (i.e., all t i ), where it is only C 1 . We shall need the differentiable property when we derive λ (t) below. With these definitions the smooth version of Eq. 4 reads
with the base case M ≡ M (0) being a fixed real n × n matrix. M (t), which is not differentiable at any t i , is recovered by lim →0 M (t). Since P (t) is random and differentiable, λ (t)'s are distinct with probability one; λ i (t) has an open neighborhood around it and can be taken to be a smooth function of t [2] . We shall investigate the eigenvalues of M (t) and show that c.c. eigenvalues of M (t) attract.
The smoothing procedure is not necessary if one is only interested in the spectral properties inside a single interval such as done in Sec. V. In this case, attraction holds for t ∈ (t i , t i+1 ); i.e., outside the boundary layers.
III. DYNAMICS OF EIGENVALUES
Here we follow a derivation similar to that given by T. Tao [2] to obtain the governing dynamical equations for the eigenpairs of a general smoothly varying M (t). The eigenvalue equations are
where λ i (t) are the eigenvalues, v i (t) the (right) eigenvectors, which we take to be normalized, and u * i (t) are the left eigenvectors dual to v i (t); we drop the dependence of the eigenpairs for notational simplicity. If we consider the matrix of eigenvectors
is the j th row of V −1 (t) and
Since v 1 (t) , . . . , v n (t) form a basis for C n , any vector x has the expansion
Differentiating Eqs. 7 and 8 with respect to t, gives
Multiplying the first equation on the left by u i * (t) we obtain the "velocity" of λ (t) in the complex plane 3 .
In order to compute the acceleration, or "force", on any eigenvalue we shall need the derivatives of the left and right eigenvectors. They are simple to compute [2] ,
where η i (t) is a scalar function that reflects the fact that a constant multiple of an eigenvector is also an eigenvector. 3 We remark that the theory of pseudospectra [1] quantifies how far an eigenvalue can wander without quantifying the direction of the motion
To better visualize the kinematics, we write
where r ij is a vector in the complex plane stretching from λ j (t) to λ i (t) andr ij is the corresponding unit vector 4 . The second derivative, or acceleration, of the eigenvalue λ i (t) is obtained by differentiating Eq. 11 one more time,
Comment: The foregoing acceleration can be thought of as a "force" if we take the eigenvalues to have unit mass. We shall use the word force as it provides better intuition.
Using Eqs. 12 and 13 and substituting for M (t) = P (t)
For self-adjoint matrices u i (t) = v i (t) and one arrives at the familiar results
P (t) is the instantaneous force on any eigenvalue inherent to the definition of the stochastic process and is nonzero only in the boundary layers.
As a side comment, we point out that the origin of instantaneous repulsive force between eigenvalues of normal matrices (e.g., Hermitian) is easily seen by the second term in Eq. 17. For example if λ i (t) > λ j (t), then the force is positive, i.e.,r ij is a positive vector and the effect of λ j (t) in the sum is to push λ i (t) to the right. Similarly, if λ i (t) < λ j (t) thenr ij is a negative vector and the effect of λ j (t) is to exert a negative force on λ i (t). Moreover the strength of the force is inversely proportional to their distance (1/ r ij ) which is clearly strongest when the eigenvalues are closest. The repulsion is at work for self-adjoint matrices for all t. Remark 1. For non-normal matrices the force between any two eigenvalues is not necessarily repulsive nor attractive. As seen in Eq.16 , the orientation of the force is along the vector u * i (t) A (t) v j (t) u * j (t) A (t) v i (t) r ij , rendering a non-central force law between the eigenvalues. This contrasts the purely central (and repulsive) nature of the interaction of the eigenvalues for self-adjoint matrices (Eq. 17). However, it is generally true that the force law between any two eigenvalues is inversely proportional to their distance.
From our derivations leading to Eq. 6, it now becomes obvious that, for small , inside the boundary layers, i.e., 4 One could further simplify the notation by denoting the complex number c ij = u * i (t) P (t) v j (t), whereby Eqs. 16 and 17 read
r ij Self-adjoint times (t i − , t i + ), the dominant force on any eigenvalue is u i
For all other times this term is zero and the interaction of the eigenvalues, given by the second term (Eqs. 16 and 17), governs the force on any given eigenvalue. We will further discuss this and the continuum limit in the next section.
IV. ATTRACTION OF EIGENVALUES
Below to simplify notation, we let λ i (t) = λ i , v * i (t) = v * i , and u i (t) = u i , whereby, Eq. 15 reads
Theorem 1. (attraction) Let M ≡ M (0) be a real matrix that evolves according to M (t) = P (t), where P (t) is given by Eq. 5. Then for all t, any c.c. pair of eigenvalues of M (t) attract. Moreover, if P (t i )'s are random complex matrices, then there is no such attraction.
Proof. Let us denote P (t) and its components by P and p m respectively. The first variation of the eigenvalues in Eq. 11, using index notation reads
, where m and refer to the components and repeated indices are summed over as in Einstein summation notation. We put a comma before the component that is summed over to distinguish it from the indices of the eigenvectors i and j.
We comment that for small t i ≤ δt ≤ t i+1 , u i * and v i are taken to be eigenvectors of M (t i ) which are independent of P (t i + δt). Hence the right hand sides, in the proof below, are accurate up to O (δt). The first variation is
since E [p m ] = 0 by assumption. From Eq. 15 we have
where in the second equality we used the orthogonality condition in Eq. 9 and E (P (t i )) = 0 because,
Using E (P m P rs ) = E p 2 m δ m,r δ ,s , we have
In this equation, the force on the i th eigenvalue gets a contribution from all other eigenpairs. For P ∈ R n×n , to any i, there corresponds a j such that λ j =λ i (bar denotes complex conjugation). In the summand (Eq. 23), we can focus onλ i 's contribution. Recall that v j = v i if λ i =λ i . The force ofλ i on λ i in Eq. 23 is
because u * ,m
. If E p 2 m is independent of m and , then
where v i 2 2 = 1. Below we use Eq. 25; arguments are similar and easily extended for Eq. 24. There are two cases: i. Im (λ i ) > 0, then the right hand side of Eq. 25 is a negative imaginary number: The effect ofλ i on λ i is to push λ i downwards along the imaginary axis with a magnitude that is inversely proportional to their distance. The constant of proportionality is E p 2 u i * 2 2 -the numerator of Eq. 25. ii. Im (λ i ) < 0, then the right hand side of Eq. 25 is a positive imaginary number: The effect ofλ i on λ i is to push λ i upward along the imaginary axis with a magnitude that is inversely proportional to their distance with the same constant of proportionality.
This completes the first part of the proof. Now we turn to the complex case. If P ∈ C n×n . Let p m ≡ re iα , then for any N ∈ N, p N m = r N e iαN and p N m = −r N e iαN have equal probability by rotational invariance in the complex plane; we conclude that
Therefore, in an expectation sense, there is no such force between the c.c. eigenvalues of M (t). Proof. This follows from the integration of Eq. 21 with respect to t. The attraction still holds but will be of second order.
Suppose we want to define a continuos stochastic process where in the equations of motion we first take → 0 and then δt → 0. The first limit will produce two Dirac delta functions at each t i whereby lim t→t
and lim t→t > i P (t) = P (t i ) δ (t i ); therefore the function is not differentiable at t i . Lastly, δt → 0 will ensure that the stochastic process is nowhere differentiable as one expects from continuous Brownian motion ideas. So what does this mean for eigenvalue attraction? The infinitesimally close delta function impulses dominate the time evolution (Eqs. 18 and19) with a zero mean force on any eigenvalue (Eq. 22).
V. SPECIAL CASE OF SMALL PERTURBATIONS
A corollary is applicable to all real matrices with small perturbations, which is essentially the restriction of the stochastic process to 0 ≤ t ≤ t 1 . For simplicity we denote P (t i = 0) = P. Eigenvalues darken as t increases till t max = 2, when they become black. Left: P is a real random gaussian matrix with norm 1. Right: P is a complex random gaussian matrix with norm 1; no attraction is seen. Figure 4 : Hatano-Nelson model as described in the text. Left: P is a real diagonal random gaussian matrix with unit norm. Right: P is a complex diagonal random gaussian with unit norm and t max = 1.6. Corollary 2. Suppose M is a fixed n × n real matrix as before and let δt Q (t) be a small additive real perturbation to M,
where M| δt Q (t) and Q (t) has a Taylor expansion around zero
and P = Q (0) is a real random matrix, like any one of the P (t i )'s described above. Then any c.c. pair of eigenvalues attract.
Proof. From Eq. 15 we have Figure 5 : Eigenvalues of M + tP, where M is a real gaussian random matrix of size 32 with unit 2−norm. Left: P is a real random gaussian matrix with unit 2−norm. Right: P is a complex random gaussian matrix with unit 2−norm. We took t max = 0.5.
where v i and u * i are the eigenvectors and λ i 's the eigenvalues of the unperturbed matrix M. Since P and P are independent of M, using Eq. 23 we have
Using entirely a similar argument as above, the force ofλ i on λ i is attractive and the formula to O (t) is
Since P is generated once and is considered to be a perturbation, differentiability of M (t) is irrelevant. So we do not distinguish between M (t) and M (t). The plots of this section are different from Fig. 1 , because we generate P once and plot eigenvalues for far smaller t max .
As the first illustration, suppose we perturb a 64 × 64 real orthogonal matrix, M, with Q (t) = t P, where P is a real random matrix with gaussian entries and norm 2. In Figure 3 we show the motion of the eigenvalues for t ∈ [0, 1].
An application of this work is a better understanding of the origin of real eigenvalues in the Hatano-Nelson model as discussed in Sec. I (Fig. 4) . We took the perturbation to be diagonal with unit norm as before and t max = 1.6. One can see the formation of wings mentioned Sec. I. Despite the base case being the same, the motion of the eigenvalues of the Hatano-Nelson model in Fig. 4 is much more uniform than in the previous case (Fig. 1) because, there, in the course of the evolution there were 50 intervals with a different random P acting in each. Although continuous, this makes the motion jittery.
In Fig. 5 we take M and P to be two independent 32 × 32 real random gaussian matrices with unit 2−norm. A nice corollary is that an unperturbed real eigenvalue, will remain real under real perturbations. Since eigenvalues of M (t) come in c.c. pairs, a real eigenvalue cannot move off the real axis in response to a real perturbation. Leaving the real axis can only happen if two eigenvalues collide on the real line and scatter off into the complex plane and remain mirror images (i.e., c.c.).
As our last illustrations, we take M to be a random orthogonal matrix and take the perturbation matrix, P, to be a random ±1 matrix (Fig. 6 left) or another random orthogonal matrix (Fig. 6 right) . In the latter, M and P both have eigenvalues on the unit circle (see Fig. 5 ). This case violates the independence requirement of the entries of P, but it is interesting to see that the heuristics go beyond the necessary conditions needed for the proofs. 
VI. FURTHER DISCUSSIONS AND OPEN PROBLEMS
Strongly attracting c.c. pairs ultimately "collide" very near the real line and scatter like billiard balls and move about on the real line. Thereafter they act like "normal" eigenvalues and repulsion takes over. In particular, the inevitability of collision between an eigenvalue and its c.c., prevents any eigenvalue to cross the real line (change the sign of its imaginary part), without a second encounter.
The motion of the eigenvalues is constrained by the reality of the matrix; the eigenvalue distribution remains symmetric about the real axis. As can be seen in the Figures, an interesting scenario is when two c.c. eigenvalues attract and come to the real line and scatter off one another, after which they move in opposite directions on the real line till one of them collides with another (real) eigenvalue. Subsequently, the newly encountered eigenvalue and the one of the original c.c. eigenvalues can move off the real line but remain mirror images.
We point out that the proof of attraction above is in an expectation sense and in any given instance the net force on any eigenvalue (Eq. 15 and Eq. 20) is the result of the sum of force of the remaining n − 1 eigenvalues. In particular, a random collision can take place in the complex plane between eigenvalues that are not c.c.s and deviate the path of an eigenvalue that initially moved towards the real line.
It should be clear that the attraction proved in this work does not imply that the long-time behavior is an aggregation of all the eigenvalues on the real line. For a fixed δt, and over long times, the process loses memory of the initial condition (i.e., M (t = 0)) and ultimately behaves like a random walk on the space of R n×n matrices. In fact, Edelman, Kostlan, and Shub [20] showed that for an n × n real random matrix whose entries are drawn from a standard normal distribution, the expected number of real eigenvalues is
n . Later Tao and Vu [21] proved that the statement holds for any matrix that has the first four moments equal to that of the real standard gaussian.
It would be interesting to calculate relaxation times for real deterministic matrices that evolve stochastically and see how long it takes for the matrix to start acting "typical" whereafter the results just mentioned determine the expected behavior.
For any simple eigenvalue λ i , the condition number is [1, p. 474],
by the orthogonality condition (Eq. 9) and the normality (unit length) of v i . By the Cauchy-Schwartz inequality κ i ≥ 1. An eigenvalue for which κ i = 1 is called a normal eigenvalue and is stable under perturbation, whereas an ill-conditioned eigenvalue has κ i 1 . The right and left eigenvectors associated to an ill-conditioned eigenvalue can become almost orthogonal implying κ i 1 or equivalently u i * 1. The eigenvalues of normal matrices (e.g., Hermitian, unitary) are very stable under small perturbations. This is not generally the case for non-normal (e.g., Toeplitz) matrices, where small perturbations can change the spectrum significantly [1, 22] . This is an immediate consequence of Eq. 25. The numerator in Eq. 25 can change the strength of interaction, most notably because of u i * 2 2 , which for non-normal matrices can become quite large. Therefore, c.c. eigenvalues that are distant; i.e., Im (λ i ) is not necessarily small, can attract strongly if they are ill-conditioned. It was previously argued that the relative low density of eigenvalues of real random matrices, seen near the real axis, results from a repulsion of eigenvalues from the real line [23] , [24, Section 6.1](see Fig. 7 ). Preceding [24] , Edelman derived the distribution of the eigenvalues for standard normal random matrices and, interestingly, argued that one might think of the real axis as attracting the nearby eigenvalues [25, Section 2 Following Theorem 6.2] (preprint appeared in 1993).
One can conceive of a potentially more complete explanation, where the interaction and dynamics of the eigenvalues take the center stage and not a mysterious interaction with the real axis. To do so, one might need to relate every instance of a real random matrix to the limit of a stochastic process with a base case contained in the deformations of the particular matrix (see below).
In the considerations above, the c.c. eigenvalues of a real matrix move more rapidly towards the real line. Moreover, colliding eigenvalues on the real line, have a large acceleration when they shoot off the real line. This is easily seen from Eq. 16; real eigenvalues have high accelerations as λ i − λ j is small and generically their motion is into the complex plane.
In both cases the acceleration in the imaginary direction is quite high. The former corresponds to high accelerations towards the real line which result in the c.c. eigenvalues becoming real. The latter is a strong repulsion away from the real line (at least generically), shooting the eigenvalues into the complex plane away from the real axis. Therefore, at any given time, on average, one expects a smaller number of eigenvalues to be in the vicinity of the real axis. For large times, when the equilibrium is reached, M (t) will have lost the memory of the initial conditions. For later times, under the stochastic evolution, some eigenvalues become real (because of attraction) and some move off the real line (because of collisions) and on average about √ n of the eigenvalues will be found on the real line. Large forces between nearby eigenvalues is in no way special to the ones with small imaginary components. However, the reality of the matrix causes an anisotropy-the acceleration of the eigenvalues in the imaginary direction becomes larger.
Conjecture 1.
The low density of eigenvalues of real random matrices near the real axis is the result of the large imaginary components of the expected acceleration into (attraction of c.c. pair) and away from (colliding real eigenvalues) the real axis.
The relative lack of stability of eigenvalues may explain their aggregation on the real line, as well as, their low nearby density. In order to settle this conjecture, a first step might be to construct any n × n real random matrix as a limit of a dynamical process like we did above. In particular, deformations of a given random matrix are also random, so in a way, one can conceive of the stochastic process to be the deformations of a matrix in the neighborhood of the random matrix. Then one can relate the expectation of finding an eigenvalue to the expectation of the time it spends anywhere on the complex plane, which, for real random matrices, would be lower in the vicinity of the real axis.
It is our belief that the repulsion of eigenvalues away from the real line is only part of the story in accounting for their relative low density near the real axis.
