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Abstract
We study a discrete time Markov process with particles being able to perform discrete time
random walks and create new particles, known as branching random walk (BRW). We suppose
that there are particles of dierent types, and the transition probabilities, as well as ospring
distribution, depend on the type and the position of the particle. Criteria of (strong) recurrence
and transience are presented, and some applications (spatially homogeneous case, Lamperti BRW,
many-dimensional BRW) are studied. c© 2001 Elsevier Science B.V. All rights reserved.
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0. Introduction
The subject of this paper is the so-called branching random walk (BRW). That is a
discrete time model of an interacting particle system where particles perform random
walks and generate osprings as in the branching process. Once a new particle is
born, it is also able to generate osprings and perform random walk independently of
everything else.
In the theory of branching processes some attention has been paid to the case when
the particles are of dierent types (see Chapters II and III of Harris, 1963), i.e. when
a particle is characterized by some index a 2 A, where A is some nite, countable,
or even uncountable set. Following this trend, the main objective of this paper is to
study BRW with many types of particles.
We do that basically in three ways. First, we generalize some of the results of
Karpelevich et al. (1994) and Karpelevich and Suhov (1996). By using the Lyapunov
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function method we are able to extend their results to the multitype case. Second, we
improve the results from Menshikov and Volkov (1997) also to the multitype case.
In that situation among other results, we show a criteria for transience based on a
matrix inequality for the spatially homogeneous model. Third, we present explicitly the
critical value for the average number of osprings for a couple of important versions of
BRWs to be recurrent or transient, which nicely improves a result of Menshikov and
Volkov (1997).
In Section 1 we treat the situation when the number of possible types is nite, say
k. At any given time, there are nitely many particles of types 1; 2; : : : ; k, located at
sites of a countable space X . Each one of these particles is able to create a new set of
particles. These new particles are also of the types from set f1; 2; : : : ; kg and can jump
to other sites of X . Each of those steps (creations and jumps) happen independently
of everything else.
In Section 1.1 the dynamics of the process is described, and the concepts of (strong)
recurrence and transience are introduced. In Section 1.2 we formulate the criteria
of transience and niteness of the expectation of total number of absorbed parti-
cles. Section 1.3 deals with the spatially homogeneous case. We point out that this
one-dimensional homogeneous problem with many types of particles is not trivial in
comparison with the corresponding model with one type of particle, and can gener-
ate interesting eects, as the example in the end of Section 1.3 shows. In Section
1.4 we study BRW with asymptotically zero drift (Lamperti BRW) together with
many-dimensional BRW (one type of particle), providing the exact values of criti-
cal constants. It is worth noting that studying one-dimensional Lamperti problem helps
to get results about many-dimensional models with either zero or asymptotically zero
drift (see Aspandiiarov et al., 1996; Lamperti, 1960, 1963; Menshikov and Williams,
1996). Proofs of the main results are placed in Section 1.5.
Section 2 deals with the case of innite (and, possibly, uncountable) number of types
of particles. The proofs of results of this section are analogous to those of Section 1
and therefore omitted. Thus, Section 2 cannot be read independently of Section 1.
1. Finite number of types
1.1. Notations and denitions
Let us describe the evolution of the process. The particles are placed in some count-
able space X . First we suppose that the conguration (i.e. the distribution of particles
in space) at time zero is somehow dened and is nonrandom. We only suppose that
this conguration satises the following.
Condition I. The total number of particles in the initial conguration is nite.
The dynamics is the following: each particle that is in X at time t, rst decides
independently, whether and how many osprings of each type f1; 2; : : : ; kg it will pro-
duce, according to some probabilistic rules. These rules say that a particle of type i
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located at site x is substituted by Rxij (a random number) osprings of type j indepen-
dently of what other particles do.
The random variables Rxij; j = 1; : : : ; k have the following joint distribution:
Gxi (m1; : : : ; mk) :=PfRxi1 = m1; : : : ; Rxik = mkg
for i = 1; : : : ; k and x 2 X . The individual distributions are
Gxij(m) = PfRxij = mg=
X
m1 ;:::;mk :
mj=m
Gxi (m1; : : : ; mk)
having the property
P1
m=0G
x
ij(m) = 1 for all possible i; j; x.
The expected number of osprings of each type, generated by a particle of type i,
when it is located at site x is
rxij :=
1X
m=1
mGxij(m)
from now on being assumed to be nite.
After producing osprings, each existing particle, independently of everything else,
decides to which site it will jump, according to the probabilities that follow. Suppose
that the particle of type i is in site x, then with probability pixy it jumps to y. Clearly,
the matrices fpixygx;y2X are Markov transition matrices for i = 1; : : : ; k.
Once a particle is created, it is able to create new particles and to perform an
independent random walk, also following the probability rules that we have just dened.
To dene the concepts of (strong) transience and recurrence, we need one additional
construction. Let 0 be some xed site of X ; we turn it into an absorbing site in the
sense that, once a particle comes to that site, it stays there forever without having any
further osprings. More precisely, for i = 1; : : : ; k we set
pi00 = 1; G
0
ij(0) = 1− ij; G0ij(1) = ij;
where ij is the Kronecker delta. We point out that each particle that is placed o the
absorbing site is substituted by its set of osprings, which means that the only way of
not seeing any further creations from a given time t is if all particles before that time
t became trapped at the absorbing site.
From now on we suppose that the process satises the following.
Condition A.
(i) For any nite set EX; 0 62 E, and any nite initial conguration ! inside that
E, there exists a positive integer n0 = n0(E;!) such that with positive probability
there will be no particles inside E [ f0g after n0 steps of the process.
(ii) For any nite initial conguration !, there exists a positive integer n1=n1(!) such
that with positive probability all particles will be absorbed in 0 after n1 steps.
We suppose also that with probability 1 any particle generates at least one ospring,
i.e. the following condition holds
Condition D. Gxi (0; : : : ; 0) = 0 for all x and i.
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Let us dene the random variables Nxi (t) as the number of particles of type i at
site x at time t. Since 0 is the absorbing state, the sequence N 0i (t), t = 0; 1; 2; : : : is
nondecreasing, so the limit i = limt!1 N 0i (t) exists for all realizations of the process.
Of course, i is a random variable, and it may assume the value +1.
We are also interested in the random variable =
Pk
i=1 i, which represents the total
number of particles of all types absorbed by the site 0.
Denote by ~ the rst moment when all particles are in the absorbing state 0, i.e. ~ is
the moment when the process completely stops. The next denition follows Denition
2:1 of Comets et al. (1998).
Denition 1. Suppose that Conditions A and D hold. We say that the BRW is
 recurrent, if Pf>1g= 1;
 strongly recurrent, if ~<1 a.s. and E<1;
 transient, if Pf>1g< 1;
 strongly transient, if it is transient and E<1
for any initial conguration which satises Condition I and such that no particles of it
are in f0g.
Remark 2. Note that, unlike the case k=1 (see Comets et al., 1998), this classication
is not complete. It is possible to give an example where the behaviour of the cloud of
particles depends on the initial conguration, so the process will be neither recurrent
nor transient.
1.2. Criteria
To formulate our results, we need to consider the moment-generating function for
the random vector that represents the number of particles of each type that a particle
produces when it is placed at site x
’xj (z1; : : : ; zk) =
1X
m1 ;:::;mk=0
Gxj (m1; : : : ; mk)
kY
i=1
zmii : (1.1)
Besides that, for i = 1; : : : ; k let Exi be the operator, such that for any function f(x)
Exi f =
X
y2X
pixyf(y); (1.2)
x 2 X . It is important to stress that this linear operator is a convex combination of the
function f, evaluated on sites to which the particles can jump to, from the site where
it is placed. As a consequence it is bounded whenever the function f is.
First, we give the necessary and sucient conditions for the process to be transient.
Theorem 3. The branching random walk is transient if and only if there exist k
functions 06f1(x); : : : ; fk(x)61 such that for all i = 1; : : : ; k
’xi (E
x
1f1; : : : ;E
x
kfk)>fi(x) (1.3)
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for all x except possibly for a nite set M X; 0 2 M; and there exists a nite set
DX such that for all i = 1; : : : ; k
fi(x)> max
x2M;
j=1;:::; k
fj(x) (1.4)
for all x 2 X nD.
Next, we deal with the strong transience and recurrence.
Theorem 4. For E to be nite; it is necessary and sucient that there exist k
positive functions f1(x); : : : ; fk(x) such that for all x 6= 0
kX
j=1
rxijE
x
jfj6fi(x) (1.5)
for i=1; : : : ; k. Moreover; if there exists a nite set DX such that for any x 2 X nD
fi(x)< min
j=1;:::; k
fj(0) (1.6)
for i=1; : : : ; k; then the process is strongly transient. If for any i fi(x)!1 as x!1;
then the process is strongly recurrent.
Corollary 5. If (1:5) holds only for x>x0 where x0> 1; and fi(x)! 0 (or
fi(x)!1) for i=1; : : : ; k; then we can say only that the BRW is transient (recurrent).
1.3. Spatially homogeneous model
In this section, we treat the case when the transition probabilities and ospring
distributions do not depend on the spatial coordinate x. The space X is equal now to
the set of nonnegative integers Z+ := f0; 1; 2; : : :g, where 0 is the absorbing state. To
simplify the matter, we suppose also that the transitions from site x to site y can only
occur if jx − yj61.
Let us introduce now the necessary notations. The transition probabilities pixy, and
the average numbers of osprings r xij do not depend on x as long as x 6= 0, so we
denote pi :=pix;x−1, qi :=p
i
x;x+1, si :=p
i
xx, and rij := r
x
ij. This means in words that a
particle of type i generates in mean rij osprings of type j, and jumps to the left
(to the right, holds the position) with probability pi (qi; si). We introduce also four
kk-matrices R=(rij), P=(pij), Q=(qij), and S=(sij), where, being ij the Kronecker
delta, pij = piij, qij = qiij, and sij = siij.
A matrix is called nonnegative (positive), if all its elements have that property. For
two matrices A; B we say that A>B (A>B) if A− B is nonnegative (positive).
Sometimes, we will need to impose the following condition on the matrix R:
Condition P. For some n the matrix Rn is positive.
Let us state now the main result of this section.
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Theorem 6. For E to be nite; it is necessary and sucient that there exists a
nonnegative k  k-matrix = (ij) such that
>RQ2 + RS+ RP: (1.7)
Moreover; the process is
 strongly transient; if < 1;
 strongly recurrent; if Condition P holds; pi > 0 for i = 1; : : : ; k and > 1;
where  is the maximal eigenvalue of .
Note that inequality (1.7) is easy to write, but is not easy to solve (since there are
k2 unknown variables). But, in the important case when Condition P holds (i.e. every
type of particle can have osprings of any type in some generation), it is possible to
provide more veriable criterion:
Theorem 7. Suppose that Condition P holds. For E to be nite; it is necessary and
sucient that there exist > 0 and 1; : : : ; k > 0 such that
kX
j=1
rijj(pj−1 + sj + qj)6i (1.8)
for i = 1; : : : ; k. Moreover; suppose that pi > 0 for i = 1; : : : ; k. Then the process is
 strongly transient; if < 1;
 strongly recurrent; if > 1.
Remark 8. In fact, since the vector (1; : : : ; k) can be multiplied by arbitrary positive
constant, here there are only k unknown parameters. Moreover, from the proof it will
be seen that for E to be nite, it is necessary that there exist > 0 such that the
maximal eigenvalue of the matrix QRT+SRT+−1PRT is equal to 1, where T means
transposition (or, equivalently, (1.8) holds with equality).
In general, the fact that E=1 does not imply the recurrence of the process (see
Comets et al., 1998 for the counterexample). But for the homogeneous model (as well
as for the model of Comets et al., 1998) it does imply the recurrence in the case when
Condition P holds, i.e. we have the following result:
Theorem 9. If in the homogeneous model E = 1 and Condition P holds; then
Pf>1g= 1; i.e. the process is not transient.
If Condition P does not hold, we can only prove a weaker result:
Theorem 10. If the homogeneous model with the mean-ospring matrix R is transient;
then for any > 0 the model with the mean-ospring matrix (1− )R and the same
transition probabilities is strongly transient.
We end this section with an example.
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Example. There are particles of two types. The probability that a particle of type i
jumps to the right (to the left) is denoted by qi (pi), i = 1; 2. Particles of type 1 can
generate particles of types 1 and 2, while particles of type 2 can only generate particles
of its own type, so the mean ospring matrix R looks like
R=

r11 r12
0 r22

:
Suppose now that qi > 1=2 for i = 1; 2, and the following two quadratic equations:
= r11q12 + r11p1; (1.9)
= r22q22 + r22p2 (1.10)
have positive solutions. Results of Comets et al. (1998) and Karpelevich and Suhov
(1996) show that, not taking into account particles of type 2 generated by particles of
type 1 (i.e. setting r12 = 0), both the types are strongly transient. Then, common sense
might suggest that putting the interaction parameter r12 small enough one can preserve
the transience, while choosing r12 big enough, the model could become not transient.
However, the situation turns out to be completely dierent.
The proof of Theorem 6 shows that if E<1, then there must exist a matrix 
such that (1.7) holds with equality, and it is obvious that in this case we have to look
for the matrix of the form
=

11 12
0 22

:
Elementary calculations show that
(1) 11 and 22 are equal to the smallest roots of (1.9) and (1.10), and these roots are
positive numbers less than 1;
(2) 12 is given by the following expression:
12 =
r12(p2 + q2222)
1− q1r11(11 + 22) : (1.11)
So, (1.11) implies that, as long as r12> 0, the sign of 12 (and, consequently, the
fact that (1.7) has a positive solution) do not depend on r12. Using Theorem 10, we
conclude that
 if q1r11(11 + 22)< 1, then the process is still strongly transient for any value
of r12;
 if q1r11(11 +22)> 1, then E=1 and the process is not transient for any r12> 0
(but note that it is not recurrent either, because if we start from one particle of type 2
then no type 1 will ever appear, and so with positive probability nothing will visit 0).
1.4. Lamperti branching random walk
In this section we study BRW with asymptotically zero drift with one and with
many types of particles. We also present a result for a many-dimensional BRW. In
particular, we improve here the results of Menshikov and Volkov (1997) by getting
the exact values of critical constants.
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Let us describe the model. There are k types of particles; the state space X is equal
to Z+ (although it is possible to use the same technique when X is a countable subset
of R+, or even the whole R+). Let us make the following assumptions on the rst and
second moments of the jumps of the particle of type i (these conditions correspond to
the Lamperti model (Lamperti, 1960, 1963)):
i1(x) :=
X
y
ypixy − x =
mi
x
+ o(x−1); (1.12)
i2(x) :=
X
y
(y − x)2pixy = bi + o(1): (1.13)
The mean ospring matrix Rx = (r xij) is equal to I + R=x
2 + o(x−2), where R is some
kk nonnegative matrix. When referring to the problem with only one type of particles
(i.e. when k =1), we use the notations m instead of m1, b instead of b1, and r instead
of R.
We suppose that the following condition holds:
Condition L. There exists K > 0 such that if jx−yj>K , then pixy=0 for i=1; : : : ; k.
Also
i :=mi − bi2 > 0;
i = 1; : : : ; k. As before, in the case k = 1 we will use  instead of 1.
If Condition L holds, then the Lamperti random walk (without branching) is transient
(see e.g. Aspandiiarov et al., 1996; Fayolle et al., 1995; Lamperti, 1960). The question
is about how much branching we can add (i.e. how large the matrix R can be made)
to keep the model transient. The same question can be addressed to the simple random
walk in dimension greater or equal than 3. In that case the mean ospring at the site
x is equal to 1 + r=kxk2 + o(kxk−2).
The main result of this section is the following
Theorem 11. (i) Let k = 1 in the Lamperti BRW. The BRW is
 transient; if r <2=2b;
 recurrent; if r >2=2b.
(ii) Now; let k be an arbitrary positive integer. For the Lamperti BRW to be
transient it is sucient that there exists a matrix A with positive diagonal elements
and nonpositive o-diagonal elements such that
A2 − 2SA+ 2BR< 0; (1.14)
where S = (iij) and B = (ij=bi). If there is no such A for which (1:14) holds with
\6" ; then the BRW is recurrent. Moreover; suppose that Condition P holds for the
matrix R. In this case; if there exists a positive vector c and a positive number a
such that
2BR c<(a) c; (1.15)
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where (a) = (a(i − a)ij); then the BRW is transient. If there is no a; c such that
(1:15) holds with \6"; then the BRW is recurrent.
(iii) The d-dimensional simple random walk (one type of particle) with branching is
 transient; if r < (d− 2)2=8d;
 recurrent; if r > (d− 2)2=8d.
Remark 12. Assumptions (1.12) and (1.13) may look too strong. We put it that way
just to illustrate how our method works. It is possible, for example, to prove transience
when the equality is substituted by \>" in (1.12) and by \6" in (1.13). We can also
consider the original Lamperti’s condition 2xi1(x)−i2(x)>i > 0 together with some
regularity assumptions on i1(x) and 
i
2(x).
1.5. Proofs
Proof of Theorem 3. We use here the ideas of the proof of Theorem 3:1 of Menshikov
and Volkov (1997). First, we introduce some notations. Considering that at time t there
are ni(t) particles of type i, we denote their coordinates by xi1(t); : : : ; x
i
ni(t)(t). Following
that notation, the conguration at time t is denoted by
!(t) = fx11(t); : : : ; x1n1(t)(t); : : : ; xk1(t); : : : ; xknk (t)(t)g (1.16)
and the conguration of particles of type i at time t is denoted by
!i(t) = fxi1(t); : : : ; xini(t)(t)g: (1.17)
Moreover, we denote by  the rst hitting time of set M (the set from the hypothesis
of Theorem 3)
=minft: xij(t) 2 M at least for one pair i; jg
and say that =1 if the process does not ever visit the set M .
First, we prove that the existence of functions satisfying (1.3) and (1.4) implies
transience for the BRW. To this end we dene the following stochastic process,
whose domain is the conguration of the system regarding types of particles and their
positions:
~Q(t) =
kY
i=1
ni(t)Y
j=1
fi(xij(t)):
Let us also dene Q(t) = ~Q(t ^ ), where a ^ b :=minfa; bg.
To proceed, we need to prove that the quantity Q(t) is a submartingale, which means
that the following inequality holds almost surely:
E[Q(t + 1)j!(t)]>Q(t): (1.18)
In Menshikov and Volkov (1997) the inequality (1.18) was veried for the case k =1
(cf. the argument between (3:6) and (3:8) of Menshikov and Volkov (1997)); the
generalization for arbitrary k is straightforward. As the submartingale Q(t) is bounded,
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we can use the submartingale theorem to guarantee almost sure and L1 convergence,
which means that there exists
Q1 = lim
t!1 Q(t)
and
EQ1 = lim
t!1EQ(t)>EQ(0): (1.19)
Now, reasoning by absurd, suppose that the process is not transient. This means that
if the process starts from some one-point conguration !(0) =!i(0) = fxig for which
(1.4) holds (i.e., xi 2 X n D), then one of its descendents hits the set M for sure. By
its turn this implies that
Q16 max
x2M
j=1;:::; k
fj(x)<fi(xi)
which contradicts (1.4) due to (1.19). Thus, if the initial conguration all lies in X nD,
then the whole progeny will escape the set M with positive probability. Using Condition
A, we note that any nite initial conguration will leave the set D after some steps
with positive probability, nishing this part of the proof.
Let us prove that the transience implies that there exist k functions satisfying (1.3)
and (1.4). Take M = f0g and let fi(x) be the probability that the whole progeny of
the particle of type i, starting from site x never hit the absorbing site, or
fi(x) = Pffor all t>0; !(t) \ f0g= ; j!(0) = !i(0) = fxgg:
Now, we show that these functions satisfy (1.3) and (1.4).
Clearly it is true that 06fi(x)61 for i = 1; : : : ; k and for all x 2 X , and
fi(0) = 0 for i = 1; : : : ; k: (1.20)
For the process to be transient, for any i there must be a site xi such that fi(xi)> 0,
which means that if the process starts with a particle of type i placed on site xi it
might not ever reach the absorbing site. Using Condition A, we get that for any x 6= 0
fi(x)> 0 for i = 1; : : : ; k: (1.21)
The inequality written at (1.4) holds because of (1.20) and (1.21) (we can take D =
M = f0g). Also, analogously to Menshikov and Volkov (1997) (cf. the last display on
page 230 of Menshikov and Volkov (1997)), one can check that (1.3) is satised with
equality.
Proof of Theorem 4. We proceed here in the spirit of the proofs of Theorem 3:2 of
Menshikov and Volkov (1997) and of Theorems 2:1 and 2:2 of Comets et al. (1998).
First, let E<1. We dene the functions fi(x) to be equal to the mean number of
particles of all types absorbed in 0, provided that initially there was only one particle
located at site x, and the type of this particle was i, i.e.
fi(x) = E[ j!(0) = !i(0) = fxg]: (1.22)
Now, it is straightforward to check that (1.5) holds with equality.
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Suppose now that there exist k positive functions f1(x); : : : ; fk(x) satisfying (1.5).
Let us show that E<1. Remembering notations (1.16) and (1.17), we dene the
stochastic process Q(t) as follows:
Q(t) =
kX
i=1
ni(t)X
j=1
fi(xij(t)):
The process Q(t) is a supermartingale (it is straightforward to verify this fact analo-
gously to the proof of the formula (3:11) of Menshikov and Volkov (1997)), and since
it is positive, it converges almost surely to some random variable Q1, and, by Fatou
Lemma,
EQ16 lim
t!1EQ(t)6EQ(0): (1.23)
On the other hand, Q1>
Pk
i=1 ifi(0)>a, where a=mini fi(0). So
E6
EQ1
a
6
EQ0
a
<1; (1.24)
thus proving that (1.5) is sucient for E to be nite.
Let us prove the transience in the case when (1.6) holds. Choose the initial congu-
ration !(0) in the following way: !(0)=!i(0)=fxg, where x 2 X nD, so fi(x)<a. In
this case Q(0)<a, so using (1.24), we get E< 1, and consequently Pf>1g< 1. To
prove the transience for any initial conguration, we note that with positive probability
it will leave the set D after some steps due to Condition A.
Now, let all the functions fi(x) tend to 1. If we suppose that the process is not
strongly recurrent, i.e. that with some probability i(y)> 0, ~ = 1 provided that
initially we had only one particle of type i located in y, then with probability at
least i(y) the process Q(t) ! 1. Indeed, if for a given trajectory of the process
lim inf t!1Q(t)<1, then for an innite sequence of distinct time moments the total
number of particles is uniformly bounded and they all are in some nite neighbour-
hood of f0g, which cannot happen due to the second part of Condition A. But if with
positive probability Q(t)!1, then EQ1 =1, which contradicts (1.24).
Proof of Theorem 6. First, we show that E<1 implies the existence of matrix 
satisfying (1.7). Let us denote by nij the mean number of particles of type j which
reach the site 0 if the system started from one particle of type i located at site n for
n>1. The matrix  is dened in the following way:  := (1ij)i; j=1; :::; k , and we denote
by (n)ij the elements of nth power of .
It is important to note that, due to spatial homogeneity of transition probabilities and
ospring distributions, nij=
(n)
ij for n>1. Now, using a standard probabilistic argument,
it is straightforward to check that (1.7) holds with equality.
Let us prove now that the existence of nonnegative matrix  satisfying (1.7) implies
that E<1. To this end we are going to apply Theorem 4. Denote by 1 the column
vector of order k with all the coordinates being equal to 1, and ei stands for the row
vector (0; : : : ; 0; 1; 0; : : : ; 0) of order k with 1 at ith place. For i = 1; : : : ; k let us dene
the functions fi(x), x 2 Z+, in the following way:
fi(x) = eix1; (1.25)
which is the sum of the elements of ith row of the matrix x.
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Formula (1.5) adapted to our situation is nothing more than
kX
j=1
rij(pjfj(x − 1) + sjfj(x) + qjfj(x + 1))6fi(x): (1.26)
Using (1.25), we rewrite it in matrix form as
R(Px−11+ Sx1+ Qx+11)6x1
or, equivalently,
(RP + RS+ RQ2)x−116x−11;
which holds due to (1.7).
Now, we need to assure that all the functions fi(x) are positive. It is obviously true
for x = 0 because fi(0) = 1 for any i. Suppose for a moment that there exist i0; x0
such that fi0 (x0) = 0. Then (1.26) implies that fj(y) = 0 if ri0jp
j
x0 ;y > 0 (recall that
p jx0 ; x0−1 = pj, p
j
x0 ; x0 = sj, p
j
x0 ; x0+1 = qj). Iterating this construction and using the fact
that fi(0) = 1 for any i, we obtain a contradiction with Condition A ii), thus nishing
the proof of the fact that (1.7) implies E<1.
Let us deal with the strong transience and recurrence. If < 1, then x ! 0 as x !
1. Consequently, fi(x)! 0 for i=1; : : : ; k, which proves the transience. Now, let Rn0
be positive (i.e. Condition P holds) and pi > 0, i = 1; : : : ; k. Note that, due to (1.7),
>RP, so the matrix  has at least the same positive elements as the matrix R. So,
x has at least the same positive elements as Rx. Then in this case n0 is also positive,
and the Perron{Frobenius Theorem (see, for example, Chapter II.5 of Harris (1963))
gives that if > 1, then x ! 1 as x ! 1 (this means that all the elements of x
go to innity). Consequently, fi(x) ! 1 for i = 1; : : : ; k. Applying now Theorem 4,
we nish the proof of Theorem 6.
Proof of Theorem 7. First, if there are positive numbers ; 1; : : : ; k satisfying (1.8),
then it is straightforward to check that we can apply Theorem 4 to the functions
fi(x) = ix, thus nishing the proof of the suciency.
To prove the necessity, we note that if E<1, then the proof of Theorem 6
implies that there exists a nonnegative matrix  satisfying (1.7) with equality, and n0
is positive. Let  be the maximal eigenvalue of ; by Perron{Frobenius Theorem
n = n ~+ o(n) (1.27)
as n ! 1, where ~ is some constant matrix of rank 1. Put i to be the sum of
ith row of the matrix ~. Now, using (1.27), we insert the functions fi(x) = eix1
(recall (1.25)) into (1.5), divide both sides by x and let x ! 1 to get (1.8) with
equality.
Proof of Theorem 9. Let us denote by 11(x) the random variable which represents
the number of particles of type 1 absorbed in 0, given that the initial conguration
consists of only one particle of type 1. Since E=1, Conditions A and P imply that
E11(x)=1 for all x>1. The rest of the proof is the same as the proof of Theorem 4:3
of Comets et al. (1998) with the following simplications: (we use now the notations
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of Comets et al., 1998) each one of the sets Ui contain only one point, the sets Vi
have some xed length, the numbers ki do not depend on i, and i, i=1; 2; : : : are not
random variables, but simply i = < 1 for any i.
Proof of Theorem 10. First, note that the moment-generating functions ’i(z1; : : : ; zk)
have the following property: @’i=@zjj1 = rij, so, using the Taylor expansion, we get
that for any > 0
’i(1− x)61− (1− )
kX
j=1
rijxj (1.28)
when x61 is close enough to 1.
As we have seen from the proof of Theorem 3, if the model is transient, then there
must exist k functions fi(x) such that (1.3) holds with equality for all x 6= 0. Denote
gi(x)= 1−fi(x). From the probabilistic interpretation of these functions, one gets that
for i = 1; : : : ; k, gi(x) ! 0 as x ! 1. Using this and (1.28), we get that there exists
some N0 such that (1.5) holds with f substituted by g for all x>N0. But, since the
problem is spatially homogeneous, the sequence g0i(x) := gi(x + N0) satises (1.5) for
all x>1, thus proving Theorem 10.
Due to the huge amount of calculations involved, we do not present the proof of
Theorem 11 in full detail.
Proof of Theorem 11. First, we deal with items (i) and (ii). To prove the transience,
we apply Corollary 5 to dierent Lyapunov functions (i.e. we will need to check
that those functions satisfy (1.5) for x large enough). After some standard calculations
(using Taylor formula) one gets that when k=1 and r <2=2b, the function f(x)=x−a,
where a==b, ts. In case (ii), when (1.14) holds, suitable functions are fi(x)=eix−A1
for i = 1; : : : ; k. When (1.15) holds, we take fi(x) = ix−a.
Proving the recurrence in (i) and (ii) is a much more dicult task. The point is
that we only have a criterion for strong recurrence, and do not have any criterion for
recurrence itself (unless in the homogeneous case). So, we will have to use another
approach (which is an improvement of the method of Menshikov and Volkov (1997)).
We concentrate on the case k = 1, since the generalization to an arbitrary k is not so
dicult.
The method can be described as follows. Fix a small positive number ; denoting
by bc the integer part, we dene the scale =fb(1+)nc; n=1; 2; : : :g. The idea is to
observe the process only on ; it turns out that after this rescaling the Lamperti BRW
looks like homogeneous BRW. There are some diculties to overcome, for example,
if the maximal jump K is greater than 1, then particles can overjump the point of
. This can be controlled by \enlarging" the points of , i.e. considering the set
fb(1+)nc; : : : ; b(1+)nc+K−1g instead of the one point b(1+)nc. See Menshikov
and Volkov (1997) for more careful discussion about such scales.
Denote by p(n) the probability that, starting from b(1 + )nc, a particle hits the
previous point b(1 + )n−1c (or the \enlarged set", in the case when K > 1) of the
scale before hitting b(1 + )n+1c, and q(n) = 1 − p(n). Using standard martingale
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technique (see e.g. Lemma 4:3 of Menshikov and Volkov (1997), or Lemma 1 of den
Hollander et al., 1999), one can prove that p(n) and q(n) converge to some numbers
p and q as n!1, where
p= 1− q ’ 1
2
− 
4
+O(2): (1.29)
The next step is to determine how much time the particle will spend on the interval
[b(1+)n−1c; b(1+)n+1c]. Denote by t the Lamperti random walk without branching.
We have
E(2t+1 − 2t j t = x) = 2m+ b+ o(1):
So, as n!1, this mean time will be approximately equal to
p(n)(1 + )2(n−1) + q(n)(1 + )2(n+1) − (1 + )2n
2m+ b
+ o((1 + )n): (1.30)
Multiplying this by d=(1 + )2(n−1), one gets the lower bound for the mean number
of additional particles generated on this interval over this time period. Using (1.29),
elementary calculations show that when  is small and n ! 1, this mean number of
additional particles equals (d=b)2 + o(2). The \worst case" for recurrence is when
all these additional particles go to the right end of the interval. So, we compare the
Lamperti BRW to the homogeneous BRW which produces mean ospring p to the left,
and mean ospring q+(r=b)2 to the right. For this homogeneous BRW to be recurrent,
it is sucient that there is no real solutions for the equation
q+
r
b
2

2 − + p= 0: (1.31)
But it is not dicult to see that if r >2=2b, then for  small enough (1.31) has no
real solution, thus proving recurrence in (i).
Part (iii) of the theorem reduces to part (i) by considering the distance from the
particles to the origin. See more details in Menshikov and Volkov (1997).
2. Innite number of types
2.1. Notations and general criteria
In this section we study the model when the type of the particle is represented by
an index a 2 A, where A is some subset of RN . Since the proofs of all the main
results here are analogous to those of Section 1, we do not present them.
Let us describe the process. The main principles are the same: the time is discrete,
the particles are placed in some countable space X , each particle is substituted by its
osprings independently of others, and then these osprings jump according to some
Markov transition probabilities. Whenever possible, we will keep the notations similar
to that of Section 1, so the probability that a particle of type a jumps from x to y
is denoted by paxy. We impose one additional condition on the transition probabilities:
for any given x; y, paxy should be measurable as a function of a.
To dene how the particles generate their osprings, we need some preliminaries
(borrowed mostly from Harris, 1963). A point-distribution !=(a1; n1; : : : ; am; nm) on A
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is a set of distinct points a1; : : : ; am 2A with positive integer weight ni attached to ai
(which corresponds to the number of particles placed in ai), i=1; : : : ; m, where m may
be any nonnegative integer including 0, which corresponds to the null point-distribution.
The order of the pairs ai; ni is not important.
Now, denote by 
A the set of all such point-distributions, and let P xa , x 2 X , a 2A
be a family of probability measures on 
A (see Chapter III of Harris (1963) for all
necessary formalities). Then we say that if a particle of type a is in the state x, then
it generates its osprings according to P xa .
As before, the initial conguration of the process is still supposed to satisfy the
Condition I, 0 2 X is the absorbing state, Conditions A and D are imposed with obvious
notational modications, and  still denotes the total number of particles absorbed in 0.
To formulate the result, we introduce more notations. For a nonnegative measurable
function z(a) on A and != (a1; n1; : : : ; am; nm) 2 
A dene
!(z) =
mY
i=1
(z(ai))ni
and Exa being the expectation w.r.t. P
x
a ,
x;a(z) = Exa!(z)
is the moment-generating functional, which is well-dened at least when 06z(a)61
for all a 2A. Also, if f(a; x) is a function on A X , dene
(Exf)(a) =
X
y2X
paxyf(a; y): (2.1)
Now, for a point-distribution ! and BA dene !(B) to be equal to the number of
particles in B. Denote by
Rx(a; B) = Exa!(B)
the mean number of osprings in B generated by a particle of type a placed in site
x (clearly, we suppose that it is measurable in a). We suppose that the following
condition holds:
Condition K. For all x there exists a positive constant Kx such that
Rx(a;A)6Kx
for any a.
Due to Condition K, Rx can also be viewed as a bounded linear operator on functions
z(a), a 2A:
(Rxz)(a) =
Z
A
z(b)Rx(a; db):
The generalization of Theorem 3 is the following
Theorem 13. The branching random walk is transient if and only if there exists a
function 06f(a; x)61 such that for all a
x;a(Exf)>f(a; x) (2.2)
36 F.P. Machado et al. / Stochastic Processes and their Applications 91 (2001) 21{37
for all x except possibly for a nite set M X; and there exists a nite set DX
such that for any a 2A and x 2 X n D
f(a; x)> max
x2M;
b2A
f(b; x): (2.3)
The criterion of the niteness of the expectation of  is given by the following.
Theorem 14. For E to be nite; it is necessary and sucient that there exists a
positive function f(a; x) such that inf af(a; 0)> 0 and
(RxExf)(a)6f(a; x) (2.4)
for all a and all x 6= 0. Moreover; if there exists a nite set DX such that for all
x 2 X n D
f(a; x)< inf
b
f(b; 0) (2.5)
for any a 2A; then the BRW is strongly transient.
2.2. Homogeneous case
Here, following Section 1.3, we consider one-dimensional model with transition
probabilities and ospring generation not depending on x as long as x 6= 0, and 0
is the absorbing state. Also, we suppose that a jump from x to y is only possible
when jx − yj61. So, the mean-ospring operator R(a; B) do not depend on x, and
p(a); q(a); s(a) stand for the probabilities that a particle of type a jumps to the left,
to the right, holds its position correspondingly. Denote by P;Q; S the operators of
multiplication by functions p(a); q(a); s(a).
We say that (a; B), a 2A, BA, is nonnegative, if it is a nonnegative bounded
function in a when B is xed, and is a nite measure in B when a is xed. Note that,
similarly to R(a; B), (a; B) can be viewed as a bounded linear operator on functions
z(a), a 2A:
(z)(a) =
Z
A
z(b)(a; db):
For two such operators 1; 2 we say that 162, if 1(a; B)62(a; B) for all a; B.
Dene
2(a; B) =
Z
A
(b; B)(a; db):
Now we are ready to state the criterion of niteness of E in the spatially homogeneous
model:
Theorem 15. For E to be nite; it is necessary and sucient that there exists
(a; B)>0 such that
RQ2 +RS+RP6: (2.6)
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Note that it is quite natural that the operator inequality (2.6) coincides with the matrix
inequality (1.7).
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