Introduction {#Sec1}
============

Majorana fermions (MFs) are particles that are equivalent to their antiparticles. The corresponding concept was first proposed in the domain of high-energy physics, but later on existence of the elementary excitations of this type was predicted for certain condensed matter systems. Particularly, MFs emerge as quasiparticle excitations characterized by zero-energy modes^[@CR1],[@CR2]^ appearing at the edges of the 1D Kitaev wire^[@CR3]--[@CR7]^. Kitaev model is used to describe the emerging phenomena of *p*-wave and spinless topological superconductivity.

Kitaev topological phase can be experimentally achieved in the geometry consisting of a semiconducting nanowire with spin-orbit interaction put in contact with *s*-wave superconducting material and placed in external magnetic field^[@CR8],[@CR9]^. Other condensed matter systems were also proposed as candidates for the observation of MFs. They include ferromagnetic chains placed on top of superconductors with spin-orbit interaction^[@CR10],[@CR11]^, fractional quantum Hall state with filling factor *ν* = 5/2^[@CR12]^, three-dimensional topological insulators^[@CR13]^ and superconducting vortices^[@CR14]--[@CR16]^.

MFs residing at the opposite edges of a Kitaev wire are elements of a robust nonlocal *qubit* which appears to be immune to the environment decoherence. This attracted the interest of the researchers working in the domain of quantum information and transport, as systems with MFs^[@CR17]--[@CR19]^ can be in principle used as building blocks for the next generation of nanodevices^[@CR20],[@CR21]^, including current switches^[@CR20]^ and quantum memory elements^[@CR21]^. At the same time, similar systems were proposed as thermoelectric nanodevices^[@CR22]--[@CR25]^.

In this work, following the proposals of thermoelectric detection of MF states^[@CR22]--[@CR25]^, we explore theoretically zero-bias thermal and electrical transport through one particular geometry consisting of an individual QD coupled both to a pair of MFs and metallic leads as shown in the Fig. [1(a)](#Fig1){ref-type="fig"}. The MFs reside at the edges of a topological U-shaped Kitaev wire, similar to the case of ref.^[@CR19]^. The QD coupling to the MFs is considered to be asymmetric, while coupling to the metallic leads is symmetric, and MFs are supposed to overlap with each other. The results of our calculations clearly show that thermoelectric conductance, thermopower, Wiedemann-Franz law^[@CR26]^ and dimensionless thermoelectric figure of merit (ZT) as function of the QD electron energy demonstrate resonant behavior. Moreover, the position of the resonance can be tuned by changing the coupling amplitudes between the QD and the MFs, which allows the system to operate as a tuner of heat and charge assisted by MFs.Figure 1(**a**) The sketch of the geometry we consider. Topological U-shaped Kitaev wire with a pair of MFs *η*~*A*~ and *η*~*B*~ is placed in contact with a QD, which is connected as well to two metallic reservoirs. The coupling of the QD to the MFs is asymmetric and is characterized by tunneling matrix elements *λ*~*A*~ and *λ*~*B*~, while coupling to the metallic leads is symmetric and is characterized by the tunneling matrix element *V*. *ε*~2~ denotes the coupling between two MF states. (**b**) Equivalent auxiliary setup (Kitaev dimer) resulting from the mapping of the original system onto the system with nonlocal fermion residing in QD~2~. *t* is tunneling matrix element between the QDs 1 and 2, Δ is the binding energy of the Cooper pair delocalized between them.

Model {#Sec2}
=====

For theoretical treatment of the setup depicted in the Fig. [1(a)](#Fig1){ref-type="fig"}, we use the Hamiltonian proposed by Liu and Baranger^[@CR27]^:$$\documentclass[12pt]{minimal}
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                \begin{document}$${d}_{1}^{\dagger }$$\end{document}$ (*d*~1~) creates (annihilates) an electron in the state with the energy *ε*~1~. The energies of both electrons in the leads and QD are counted from the chemical potential *μ* (we consider only the limit of small source-drain bias, thus assuming that chemical potential is the same everywhere). *V* stands for the hybridization between the QD and the leads. The asymmetric coupling between the QD and MFs at the edges of the topological U-shaped Kitaev wire is described by the complex tunneling amplitudes *λ*~*A*~ and *λ*~*B*~. Introduction of an asymmetry in the couplings can account for the presence of the magnetic flux which can be introduced via Peierls phase shift^[@CR27]^. *ε*~2~ stands for the overlap between the MFs.
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                \begin{document}$${\varphi }_{B}=(n+\tfrac{1}{2})\pi $$\end{document}$ with integer *n* = 0, 1, 2, ... corresponding to the total flux through the ring of Fig. [1](#Fig1){ref-type="fig"}. This parameter is experimentally tunable by changing the external magnetic field. This fact gives certain advantages to our proposal with respect to the previous works with asymmetric couplings between a single QD and a pair of MFs at the ends of a topological Kitaev wire^[@CR28]--[@CR31]^. According to ref.^[@CR32]^ the parameter *ε*~2~ describing the overlap between the MFs depends on magnetic field in an oscillatory manner, the amplitudes $\documentclass[12pt]{minimal}
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We map the original Hamiltonian into one where the electronic states *d*~1~ and *d*~2~ are connected via normal tunneling *t* and bounded as delocalized Cooper pair, with binding energy Δ:$$\documentclass[12pt]{minimal}
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This expression represents a shortened version of the microscopic model for the Kitaev wire corresponding to the Kitaev dimer (see Fig. [1(b)](#Fig1){ref-type="fig"}). As it was shown in the refs^[@CR33]^ and^[@CR34]^ this model allows clear distinguishing between topologically trivial and Majorana-induced zero-bias peak in the conductance.
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Experimentally measurable thermoelectric coefficients can be expressed via $\documentclass[12pt]{minimal}
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We also investigate the violation of Wiedemann-Franz law, given by$$\documentclass[12pt]{minimal}
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For Eq. ([4](#Equ4){ref-type=""}), we use equation-of-motion (EOM) method^[@CR36]^ summarized as follows:$$\documentclass[12pt]{minimal}
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As our Hamiltonian given by Eqs ([1](#Equ1){ref-type=""}) and ([2](#Equ2){ref-type=""}) is quadratic, the set of the EOM for the single particle Green's functions can be closed without any truncation procedure^[@CR37]^. We find the following four coupled linear algebraic equations:$$\documentclass[12pt]{minimal}
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This gives the Green's function of the QD:$$\documentclass[12pt]{minimal}
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Importantly, for the low temperatures regime, the substitution of Eq. ([19](#Equ19){ref-type=""}) into Eq. ([3](#Equ3){ref-type=""}) and its decomposition into Sommerfeld series^[@CR23],[@CR26]^ allows to get analytical expressions for thermoelectric coefficients:$$\documentclass[12pt]{minimal}
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Comparison of the Eqs ([21](#Equ21){ref-type=""}) and ([22](#Equ22){ref-type=""}) allows us to conclude that the peak values of the electric conductance are reached when *S* = 0 for which $\documentclass[12pt]{minimal}
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As we will see below, fulfillment of this condition corresponds to the presence of an electron-hole symmetry in the system. Note that as *ε*~2~ enters in the denominator of the Eq. ([25](#Equ25){ref-type=""}), even slight differences between *t* and Δ will be enough to change drastically the position of the resonance if hybridization between the MFs is small.

Results and Discussion {#Sec3}
======================

In our further calculations, we scale the energy in units of the Anderson broadening $\documentclass[12pt]{minimal}
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We start our analysis from the case when only a single MF (*η*~*A*~) is coupled to the QD. In terms of the amplitudes *t*,Δ this corresponds to *t* = Δ. To be specific, we fix *t* = Δ = 4Γ. Looking at Eq. ([2](#Equ2){ref-type=""}), we see that the terms $\documentclass[12pt]{minimal}
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Figure [2(a)](#Fig2){ref-type="fig"} shows the electrical conductance $\documentclass[12pt]{minimal}
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                \begin{document}$$G={e}^{2}\,{ {\mathcal L} }_{0}$$\end{document}$ scaled in units of the conductance quantum *G*~0~ = *e*^2^/*h* as a function of the QD energy level *ε*~1~, for several coupling amplitudes *ε*~2~ between the MFs. Note that, if MFs are completely isolated from each other (*ε*~2~ = 0), the conductance reveals a plateau with *G* = *G*~0~/2 whatever the value of *ε*~1~ (black line), and similar trend is observed in the thermal conductance shown in the Fig. [2(b)](#Fig2){ref-type="fig"}. The effect is due to the leaking of the Majorana fermion state into the QD^[@CR38]^. The MF zero-mode becomes pinned at the Fermi level of the metallic leads, but within the QD electronic-structure. With increase of the coupling between the wire and the QD, the MF state of the Kitaev wire leaks into the QD. As a result, a peak at the Fermi energy emerges in the QD density of states (DOS), while in the DOS corresponding to the edge of the wire the corresponding peak becomes gradually suppressed. Consequently, the QD effectively becomes the new edge of the Kitaev wire. This scenario was reported experimentally in the ref.^[@CR9]^.Figure 2Electrical and thermal conductances of the system corresponding to SC-metallic boundary phase, *t* = Δ = 4Γ: (**a**) Electrical conductance as function of the QD energy level *ε*~1~ for several *ε*~2~ values of the couplings between MFs. (**b**) Corresponding thermal conductance. For both cases the resonance at the Fermi energy *ε*~1~ = 0 occurs if *ε*~2~ ≠ 0. For *ε*~2~ = 0 the conductance plateau is observed (see main text for the corresponding discussion). The inset shows the equivalent circuit with an auxiliary fermion *d*~2~ constructed from MFs *η*~*A*~ and *η*~*B*~ (red half-circles).

To get resonant response of the thermoelectric conductances one should consider the case *ε*~2~ ≠ 0, corresponding to the splitting of the MF zero-bias peak. The resonant behavior of *G* and *K* can be understood as arising from the presence of an auxiliary fermion *d*~2~, in the Hamiltonian \[Eq. ([2](#Equ2){ref-type=""})\], whose energy *ε*~2~ is now detuned from the Fermi level (see inset of Fig. [2(b)](#Fig2){ref-type="fig"}). In this case, the regular fermion state instead of the corresponding half-fermion provided by MF *η*~*A*~ gives the main contribution to the charge and heat current. In this scenario, filtering of the electricity and heat emerges: the maximal transmission occurs at *ε*~1~ = 0. Our Fig. [2(a,b)](#Fig2){ref-type="fig"} recover the findings of Fig. [5(a)](#Fig5){ref-type="fig"} in ref.^[@CR23]^. Our work, however, have an important novel dimension: we demonstrate that even small deviations of the system from the SC-metallic boundary phase which can be achieved by the control of the asymmetry of the couplings allows realization of the efficient tuners of electricity and heat. This effect is shown in the Fig. [3(a,b)](#Fig3){ref-type="fig"}. As one can see, even small detuning of the coefficient *t* from the value *t* = Δ leads to substantial blueshift (for the case *t* \> Δ) or redshift (for the case *t* \< Δ) of the conductance resonances. Such sensitivity is a direct consequence of the Eq. ([25](#Equ25){ref-type=""}) defining the position of the resonances.Figure 3Electrical and thermal conductances as functions of the QD energy level outside SC-metallic boundary phase. Slight deviations from the condition *t* = Δ result in the shift of the resonance peak for the electrical (panel (a)) and thermal (panel (b)) conductances. The corresponding resonances are blueshifted for *t* \> Δ and redshifted for *t* \< Δ as compared to the case of the SC-metallic boundary phase. Insets show the equivalent circuit with auxiliary fermion *d*~2~ constructed from MFs *η*~*A*~ and *η*~*B*~ (red half-circles).

To shed more light on the effect of the tuning of charge and heat transport in the system, we make a plot of the quantity $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathscr{T}}=-{\rm{\Gamma }}\text{Im}({\tilde{{\mathscr{G}}}}_{{d}_{1}{d}_{1}})$$\end{document}$ appearing in the Eqs ([3](#Equ3){ref-type=""}) and ([4](#Equ4){ref-type=""}), as function of *ε*~1~ and *ε*, see Fig. [4(a--d)](#Fig4){ref-type="fig"}. Figure [4(a)](#Fig4){ref-type="fig"} corresponds to the case *t* = Δ, *ε*~2~ = 0. One can recognize a "cat eye"-shaped central structure, corresponding to the vertical line at *ε* = 0. Everywhere along this line $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathscr{T}}={\rm{constant}}$$\end{document}$, which according to the Eq. ([21](#Equ21){ref-type=""}) means that changes in *ε*~1~ do not affect the conductance. This corresponds well to the conductance plateau in the Fig. [2](#Fig2){ref-type="fig"}. If *ε*~2~ is finite, the "cat eye" structure transforms into a double-fork profile as it is shown in the Fig. [4(b)](#Fig4){ref-type="fig"}. Note that in this case, movement along the vertical line corresponding to *ε* = 0 lead to the change of the function $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathscr{T}}$$\end{document}$, which according to the Eq. ([21](#Equ21){ref-type=""}) leads to the modulation of the conductance. The maximal value is achieved at the point *ε*~1~ = 0, which corresponds well to the resonant character of the curves shown in the Fig. [2](#Fig2){ref-type="fig"}. The introduction of the finite value of *ε*~2~ and the asymmetry of the coupling between the QD and MFs (*t* ≠ Δ) leads to the shifts of the double-fork structure either upwards by *ε*~1~ scale for *t* \> Δ (panel (c), blueshift of the resonant curves in the Fig. [3](#Fig3){ref-type="fig"}) or downwards by *ε*~1~ scale for *t* \< Δ (panel (d), redshift of the resonant curves in the Fig. [3](#Fig3){ref-type="fig"}). It should be noted that similar results to the transmittance were reported both theoretically (ref.^[@CR30]^) and experimentally (ref.^[@CR31]^) for the geometry of a linear Kitaev wire with a QD attached to one of its ends placed between source and drain metallic leads. Differently from the case considered in our work, the authors account for the spin degree of freedom and particularly for ref.^[@CR31]^, they evaluate the dependence of the conductance on the energy level of the QD and magnetic field, while we further analyze *ε* and asymmetry of couplings dependencies relevant for the understanding of the tuner regime. Despite the distinct geometry and spinless regime, our results and those reported in refs^[@CR30],[@CR31]^ are in good correspondence with each other, thus validating the mechanism pointed out in refs^[@CR30],[@CR32]^ of field-assisted overlapping between MFs and tunnel-couplings with the QD.Figure 4Transmittance $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathscr{T}}$$\end{document}$ spanned by the axes of *ε*~1~ and *ε*. Panels (a,b) show the regime corresponding to SC-metallic boundary phase with *t* = Δ, for *ε*~2~ = 0 and finite *ε*~2~, respectively. Panel (a) reveals characteristic "cat eye"-shaped central structure at the Fermi level responsible for the onset of the conductance plateau. Panel (b) exhibits a double-fork structure responsible for the resonant character of the conductance for *ε*~2~ ≠ 0. Introduction of the asymmetry of the QD to MFs coupling leads to the vertical shift of the double-fork feature resulting in the blueshift (panel (c)) or redshift (panel (d)) of the resonant conductance curve. The bright arcs visualized in all panels represent poles of the Green's function of the QD.

The possibility to tune electric and thermal conductances opens a way for tuning the thermopower (*S*), Wiedemann-Franz law (*WF*) and dimensionless figure of merit (*ZT*) as it is shown in the Fig. [5(a--c)](#Fig5){ref-type="fig"}. In the Fig. [5(a)](#Fig5){ref-type="fig"} the dependence of the thermopower on *ε*~1~ is demonstrated. If *t* \> Δ, at *ε*~1~ = 0, *S* \> 0 and the setup behaves as a tuner of holes. On the contrary, for *t* \< Δ, at *ε*~1~ = 0, *S* \< 0 and the setup behaves as a tuner of electrons. Figure [5(b,c)](#Fig5){ref-type="fig"} illustrate the violation of *WF* law and the behavior of the dimensionless thermoelectric *ZT*, respectively. Note that ZT does not reach pronounced amplitudes, i.e., *ZT* \< 1^[@CR26]^, even for finite values of *G* and *K* as dependence on *S*^2^ prevails if we take into account Eq. ([21](#Equ21){ref-type=""}) into Eq. ([10](#Equ10){ref-type=""}).Figure 5(**a**) Thermopower (*S*), (**b**) Wiedemann-Franz law (*WF*) and (**c**) the figure of merit (*ZT*) as function of the QD energy level *ε*~1~ for several *ε*~2~ values of the couplings between MFs. Deviation from the condition *t* = Δ leads to the shift of the curves.

Conclusions {#Sec4}
===========

In summary, we considered theoretically thermoelectric conductances for the device consisting of an individual QD coupled to both pair of MFs and metallic leads. The charge and heat conductances of this system as functions of an electron energy in the QD reveal resonant character. The position of the resonance can be tuned by changing the degree of asymmetry between the QD and the MFs, which allows us to propose the scheme of the tuner of heat and charge. Thermopower, Wiedemann-Franz law and the figure of merit are found to be sensitive to the asymmetry of the coupling as well. Our findings will pave way for the development of thermoelectric nanodevices based on MFs.
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