One form of natural user interaction with a personal computer is based on natural face movements. T his is especially helpful for users who cannot effectively use common input devices with their hands but have sufficient control of their heads. Using visionbased consumer devices makes such a user interface readily available and allo ws its use to be non-intrusive. This user interface presents some significant challenges particularly with accuracy and design. This research aims to investigate such problems and discover solutions to creating a usable an d robust face tracking user interface using currently available technology. Design requirements were set and different design options were implemented and evaluated.
INTRODUCTION
With all the advancement in computing hardware and technology over the years, the ubiquitous mouse and keyboard have remained largely unchanged, proving the usefulness of such simple handmanipulated input devices. T hese devices, however, do not cater to those who, for various reasons, do not have full control of their hands. While a number of other input modalities may be available to such users (e.g. voice or movement of other body parts), the modality covered by the user interface in this study is that of natural head and face movement captured by consumer imaging and/or depth sensing devices.
A primary problem of face tracking user interfaces is accurate translation to computer input. In the first place, natural face movement does not span a large region of interest on a 640x480 imaging sensor. At the same time many applications today are made for or are more effectively used in high resolution screens. To top it all off, feature detection and tracking algorithms are, by nature of the technology and for various reasons, not very accurate. This accuracy problem makes or breaks this user interface. It is important that the implementation for such an interface be robust because as a naturally learned one, erratic responses can quickly and easily make it unacceptable.
In the following sections, the implementation of various visionbased face tracking user interfaces is discussed as well as some statistical results obtained. Plans for upcoming usability tests are also discussed. T here is a great deal of research done, particularly in an application that depends on immense topics in multiple disciplines. While such review has been accomplished, an entire section on it cannot be included here because of prescribed limits but some will be mentioned throughout this paper. A few related works that will be noted now include similar research by Varona et al., the results and methodologies of which partially differ from those of this research. [2, 6] T he literature review done shows that this application has yet unresolved challenges. Advances in research and technology that address them are evaluated in this research.
IMPLEMENTATION

Design Requirements
To establish usability standards, the following de sign requirements were set to guide the implementation.
• For complete independence, aside from the initial hardware and software installation, normal usage should not require the intervention of a helper.
• Assuming an already running system, face movement controls the starting and stopping of the interface.
• Normal operation should be robust to some variance in the exact location of the user's face. Where necessary, calibration should be a utomatic or require only minimal effort.
• The interface input is completely controllable by natural face movements that do not require the movement of the torso.
• The face detection and tracking should be robust and accurate enough that it doesn' t require multiple or prolonged attempts to accomplish simple input operations.
Keyboard functionality will be provided by an on-screen keyboard. The keyboard can be turned on manually by having the face point to an area below the screen for a few seconds. Pointing to an area right (or left) of the screen for a few seconds turns the cursor control on and off. Where necessary, the sides of the screen will serve as calibrating edges should the calculated cursor points be moved to an awkward location relative to the user's face.
Development Framework
The target system of control is a personal computer running Windows 7. T he application was written in C++. A Kinect sensor was used where a depth sensor was needed. Development and testing were done on a machine with an Intel® Core™ i5-2500 (3.3 GHz) CPU and 8GB of memory. T ests done thus far have been with a user placed approximately 24" from a 23" screen (at a resolution of 1920x1080) where the sensor is also located.
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Implementation Options
The components of the input data flow in this interface can be organized as described in Figure 1 .
Figure 1. Input components by data flow
For each component, various options were considered and studied in regard to their ability to improve robustness and usability. A necessarily brief discussion for each follows.
For cursor control in the user input component, the major options studied are 1) "absolute pointing" where the 3D face location and pose determines the cursor point and 2) "location only", where the horizontal and vertical location of a face feature is projected onto a point on the screen.
For input technology, both regular imaging cameras and consumer depth sensors were used. T he use of color and depth images separately and on their own were studied which also confirmed that the use of both color images and depth provides the best of both worlds and compensates for the weaknesses of the other.
Various detection and tracking algorithms were studied for applicability in a face tracking user interface. [4, 8, 9] Some implementations also provided a library or a codebase that served as the main detection and tracking engine for the interface. T hese include SeeingMachine's faceAPI [5] , the recently released Microsoft Face Tracking SDK [3] , and the head pose estimation using random forests of Fanelli et al. [1] Another option currently being investigated is the tracking capabilities provided by the Iterative Closest Point algorithm in a similar way it wa s use d in a 3D modeling and animation application by Weise et al. [7] As expected, the retrieval of feature characteristics produce point estimates that tend to be noisy for various reasons. A few methods were studied that can help reduce this noise. The Kalman filter was found to be an appropriate and effective method in dealing with such noise, disagreeing with a previous work. [6] Computer input behavior determines how the cursor moves given the final calculation of feature data. T he two options studied include 1) placing the cursor at locations directly calculable from the feature data and 2) moving the cursor in the direction and with velocity that are calculable from the feature data. [2] Other techniques were also used that helped improve accuracy, but which are not discussed here for brevity.
EVALUATION
Much of the evaluation at the time of this writing has been from single user testing and statistical analysis. T he purpose of the latter is to obtain a quantifiable measure of the spread of the cursor points produced by a face that was stationary for 5 seconds using the different options discussed in Section 2.3. T he spread is an indication of usability because it is directly related to the user's ability to accurately target screen elements. Some of the results obtained are presented in Table 1 . Efforts are underway to organize formal usability tests with individuals who are in the target user group. The tests will have measures for the following:
• The speed at which certain normal computer-based activities can be accomplished. These activities include basic computer operations, sending an email, browsing a social media we bsite, and playing multimedia content.
•
The usability of the implemented interfaces compared to each other and to solutions currently used by the subjects.
CONCLUSION AND FUTURE WORK
Certain combinations of implementation options provided a sufficiently robust user interface that will be use d in upcoming usa bility tests. T he recentness of the release of the MS Face T racking SDK prevented its full investigation and inclusion in the study done thus far but which is currently being pursue d. T he work already accomplished provided crucial insights in the robust design of face tracking user interfaces using consumer devices.
