We study a certain type of wild harmonic bundles in relation with a Toda equation. We explain how to obtain a classification of the real valued solutions of the Toda equation in terms of their parabolic weights, from the viewpoint of the Kobayashi-Hitchin correspondence. Then, we study the associated integrable variation of twistor structure. In particular, we give a criterion for the existence of an integral structure. It follows from two results. One is the explicit computation of the Stokes factors of a certain meromorphic flat bundle. The other is an explicit description of the associated meromorphic flat bundle. We use the opposite filtration of the limit mixed twistor structure with an induced torus action.
Introduction
According to M. Guest and C.-S. Lin [13] , the following equation is called the Toda lattice with opposite sign: 2∂ z ∂ z w i − e 2(wi−wi−1) + e 2(wi+1−wi) = 0 (i = 1, . . . , r)
Here, we use the convention w r+i = w i (∀i), and w i are R-valued functions on C * . S. Cecotti and C. Vafa found that the equation (1) appeared from the tt * -equation for several significant models in physics [6] , [7] . Moreover, they observed that, if n = 2, the equation (1) can be reduced to a Painlevé III equation under some natural requirements. Based on the analysis in [24] and [25] , they mathematically verified the existence and uniqueness of the solutions adapted to the conditions required by the models. They found that the solutions have abundant information of the models, and called them magical solutions. Among their rich studies, they proposed a problem to classify the solutions of the equation whose associated ∞ 2 -variations of Hodge structure have Z-structure, which are expected to be significant in physics.
As far as the author knows, Guest and Lin are the first mathematicians who systematically studied such issues. They classified the R-valued global solutions of the equation (1) , by imposing an additional symmetry, if it is reduced to the equation for two unknown functions. Moreover, collaborating with A. Its, they studied the Stokes structure of the associated ∞ 2 -VHS, and they determined when it has a Z-structure. In this paper, we study the general case. We shall give a classification of the R-valued solutions in terms of the parabolic weights, and give a purely algebraic criterion for the existence of Z-structure.
As is well known, at least implicitly, the equation (1) is closely related to the Hitchin equation for Higgs bundles on curves. Indeed, the solutions of (1) are equivalent to Toda-like harmonic bundles. (See §3.2.2.) Hence, it is quite natural to study the problem from the viewpoint of the Kobayashi-Hitchin correspondence and the asymptotic behaviour of harmonic bundles. We prove that the solutions (1) are classified by the parabolic weights. (See Theorem 3.34 and the remark right after it.) We also describe their asymptotic behaviour and additional symmetry.
Remark 1.1
The harmonic bundles considered in this paper are close to cyclotomic harmonic bundles of C. Simpson in [46] . The author found a more related work due to D. Baraglia [2] , who clarified the relation of his cyclic harmonic bundles and affine Toda equations without poles on smooth compact Riemann surfaces. (See also [1] .) He has already used efficiently the idea to deduce the symmetry of a harmonic metric from the symmetry of the underlying Higgs bundle. Remark 1.2 There are many researches on the Toda equation. However, at this moment, the author does not know whether we can deduce the classification of R-valued solutions (1) from the previous results (for example [47] , [48] and [50] ). Because our method gives only the existence and uniqueness, it would be significant to obtain explicit descriptions of the solutions by another method.
As for Z-structure, our argument proceeds as follows. First, we closely study the Stokes structure of a certain meromorphic flat bundle (25) . In general, it is rather difficult to understand the Stokes structure of a given meromorphic flat bundle. But, in our case, it is not difficult. The Stokes factors are related to the monodromy in a simple way, and we obtain that the non-zero entries of the Stokes factors are described by the coefficients of the characteristic polynomial of the monodromy. In particular, we obtain that, the meromorphic flat bundle has a Z-structure, if and only if the coefficients of the characteristic polynomial are integers.
Second, to apply the result in the previous paragraph, we need to know the precise form of the meromorphic flat bundle associated to a Toda-like harmonic bundle. One of the important ingredients is the limit mixed twistor structure associated to the harmonic bundle with homogeneity. It is naturally equipped with a torus action, and hence it comes from a mixed Hodge structure. (The mixed Hodge structure seems to be related with that in [18] . See Remark 5.11.) Once it is obtained, we can apply an argument of M. Saito which is familiar in the construction of Frobenius manifold. ( [42] . See [10] , [38] , [39] .) Namely, by using the canonical decomposition of the mixed Hodge structure due to P. Deligne, we can find an opposite filtration to the Hodge filtration. Then, we can extend the associated meromorphic flat bundle to tr-TLE-structure in the sense of C. Hertling [17] . Then, it is not difficult to deduce the more precise form of the connection in the case of Toda-like harmonic bundle by using its high symmetry. Getting together the above two results, we obtain the desired criterion.
It is reasonable to divide this paper into two parts, Part I: the classification of R-valued solutions ( §2-3), and Part II: the study on the Stokes structure of the associated ∞ 2 -VHS ( §4-6). They are rather independent, although related, and we use rather different techniques.
In §2, we give a review of a general theory of filtered Higgs bundles and wild harmonic bundles on curves for the convenience of the readers. In §3, we apply it to a class of filtered Higgs bundles and harmonic bundles on (P 1 , {0, ∞}), and we explain how to deduce a classification of the R-valued solutions of the Toda lattice with opposite sign by parabolic weights.
In §4, after a review of Z-structure of a meromorphic flat bundle possibly with irregular singularity of pure slope, we will study the Stokes structure of a certain meromorphic flat bundle (25) . In particular, we give a criterion for the existence of a Z-structure on the meromorphic flat bundle or its pull back by a ramified covering. In §5, we describe a rather general theory of harmonic bundle with homogeneity and the associated integrable variation of twistor structure, which can be regarded as a variant of [17] , [31] , [41] and [45] . We would like to give details on the role of Euler field in our situation. We explain how a torus action is induced on the limit mixed twistor structure in some situation, and how we obtain a tr-TLE-structure. In §6, we apply the results in §4 and §5 to Toda-like harmonic bundles. In §6.1, we give a complement on the tr-TLE structure associated to a Toda-like harmonic bundle, in particular, around the irregular singular point ∞. We use it to obtain a precise description of the associated meromorphic flat bundle. Then, we obtain in §6.2 the criterion when they have Z-structure.
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Part I 2 Preliminary

Filtered Higgs bundle on a curve
Filtered Higgs bundle on a disc with a marked point
We give a review of filtered Higgs bundle on curves. We shall explain it in the case that X is a disc z ∈ C |z| < 1 with a point D = {0}.
Filtered bundle A filtered bundle on (X, D) is a locally free O X ( * D)-module V of finite rank with an increasing filtration by locally free O X -submodules P a V ⊂ V (a ∈ R) satisfying the following conditions, (i) P a V |X\D = V |X\D , (ii) P a V = b>a P b V, (iii) P a−1 V = P a V ⊗ O(−D) = zP a V. Let P * V denote the O X ( * D)-module V with the filtration P a V a ∈ R , and we call it a filtered bundle on (X, D). We say that V is the underlying O X ( * D)-module of P * V, and that P * V is a filtered bundle over the O X ( * D)-module V. The filtration is also denoted by P * V.
We set P <a V := c<a P c V and Gr P a (V) := P a V/P <a V. It is naturally regarded as a finite dimensional vector space over C. We set Par P * V := a ∈ R Gr P a (V) = 0 which is discrete in R. If a ∈ Par(P * V), then a + Z ⊂ Par(P * V).
The sheaf O X ( * D) is naturally a filtered bundle, i.e., A morphism of filtered bundles ψ : P * V 1 −→ P * V 2 is defined to be a morphism of O X ( * D)-modules ψ : V 1 −→ V 2 such that ψ P a V 1 ⊂ P a V 2 for any a ∈ R.
Let P * V i (i = 1, 2) be filtered bundles on (X, D). The direct sum P * V 1 ⊕ P * V 2 is defined as the O X ( * D)-module V 1 ⊕ V 2 with the filtration P a (V 1 ⊕ V 2 ) := P a V 1 ⊕ P a V 2 (a ∈ R). We naturally have Gr
. The tensor product P * V 1 ⊗ P * V 2 is defined as the O X ( * D)-module V 1 ⊗ V 2 with the filtration P a (V 1 ⊗ V 2 ) (a ∈ R):
We define Hom(P * V 1 , P * V 2 ) as the O X ( * D)-module Hom(V 1 , V 2 ) with the filtration P a Hom(V 1 , V 2 ) (a ∈ R):
As a special case, we have the dual P * V ∨ of P * V as Hom P * V, O X ( * D) .
Pull back, push-forward, descent We set X 1 := w ∈ C |w| < 1 and D 1 := {w = 0}, and let ϕ : X 1 −→ X be given by ϕ(w) = w m . Let P * V be a filtered bundle on (X, D). We have an induced filtered bundle ϕ * P * V, called the pull back of P * V by ϕ. It is the O X1 ( * D 1 )-module ϕ * V with the filtrations P a ϕ * V a ∈ R :
Let P * V 1 be a filtered bundle on (X 1 , D 1 ). We have an induced filtered bundle ϕ * P * V 1 on (X, D), called the push-forward of P * V 1 by ϕ. It is the O X ( * D)-module ϕ * V with the filtration P a (ϕ * V) a ∈ R , where P a (ϕ * V 1 ) = ϕ * P am V 1 .
Let Gal(ϕ) be the Galois group of the ramified covering ϕ. In this case, we have Gal(ϕ) = t ∈ C t m = 1 with the natural action ρ on X 1 given by ρ(t, w) = tw. If P * V 1 is Gal(ϕ)-equivariant, then ϕ * P * V 1 is equipped with an induced Gal(ϕ)-action. The invariant part is called the descent of P * V 1 .
If P * V is a filtered bundle on (X, D), the pull back ϕ * P * V is naturally Gal(ϕ)-equivariant, and the descent of ϕ * P * V is naturally isomorphic to P * V.
Subobject Let P * V be a filtered bundle on (X, D). A subobject of P * V is an O X ( * D)-submodule V ′ ⊂ V with a filtration {P a V ′ | a ∈ R} such that P a V ′ ⊂ P a V. It is called strict, if P a V ′ = P a V ∩V ′ for any a. Note that if we are given an O X ( * D)-submodule V ′ ⊂ V, it has an induced filtration {P a V ′ } given by P a V ′ := P a V ∩ V ′ , and such P * V ′ is strict. In practice, we have only to consider such strict subobjects.
Remark 2.1 Let P * V be a filtered bundle on (X, D). Let V = V i be a direct sum of O X ( * D)-modules. Then, we have the induced subobjects P * V i as above. In general, we may have P * V ≃ P * V i . If P * V ≃ P * V i , we say that the filtration P * V is compatible with the decomposition V = V i .
Filtered Higgs bundle Let P * V be a filtered bundle on (X, D). A Higgs field of a filtered bundle P * V is an
X . The pair (P * V, θ) is called a filtered Higgs bundle on (X, D). We say that (V, θ) is the underlying meromorphic Higgs bundle of (P * V, θ), and that (P * V, θ) is a filtered Higgs bundle over (V, θ).
A morphism of filtered Higgs bundles ψ : (P * V 1 , θ 1 ) −→ (P * V 2 , θ 2 ) is defined to be a morphism of filtered bundles ψ :
2) be filtered Higgs bundles on (X, D). We have the naturally induced Higgs fields of θ (1) , θ (2) and θ
In particular, we have the dual (P * V, θ) ∨ = (P * V, −θ ∨ ) of a filtered Higgs bundle (P * V, θ). Let ϕ : X 1 −→ X be a morphism given by ϕ(w) = w m . For a filtered Higgs bundle (P * V, θ) on (X, D), we have its pull back ϕ
Good filtered Higgs bundle and regular filtered Higgs bundle Let (P * V, θ) be a filtered Higgs bundle.
In that case, θ is called logarithmic. A filtered Higgs bundle (P * V, θ) is called unramifiedly good, if there exist a subset I ⊂ z −1 C[z −1 ] and a decomposition of filtered bundles P * V = a∈I P * V a on a neighbourhood U of D, such that the following holds for each a:
• θ(V a ) ⊂ V a . The restriction of θ to V a is denoted by θ a .
• θ a − da id Va is logarithmic with respect to P * V a .
A filtered Higgs bundle (P * V, θ) is called good, if there exists a ramified covering ϕ : (X 1 , D 1 ) −→ (X, D) given by ϕ(w) = w m such that ϕ * (P * V, θ) is unramifiedly good. The following lemma is easy to see.
Lemma 2.2 Let (P * V, θ) be a good filtered Higgs bundle on (X, D). Assume that θ is tame, i.e., for the expression θ = f dz/z, the coefficients of the characteristic polynomial of f are holomorphic at 0. Then, (P * V, θ) is regular.
Filtered Higgs bundles on a curve
Let X be a complex curve with a finite discrete subset D ⊂ X. The notions of filtered bundle and filtered Higgs bundle are naturally generalized in this global situation. We take small neighbourhoods U P of any P ∈ D. A filtered bundle P * V on (X, D) is a locally free O X ( * D)-module V of finite rank with the filtrations P (P ) * (V |UP ) = P (P ) a (V |UP ) a ∈ R by O UP ( * P )-modules for each P ∈ U P , such that P (P ) * (V |UP ) is a filtered bundle on (U P , P ). For each P ∈ D, we obtain the set Par(P * V, P ) := Par P
aP (V |UP ) for any P ∈ D. Obviously, the tuple {P a V | a ∈ R D } determines P * V. A filtered Higgs bundle (P * V, θ) is a filtered bundle P * V with a Higgs field θ of V.
Direct sum, tensor product and inner homomorphism, subobjects and morphisms are defined as in the case of filtered bundles on the disc. A filtered Higgs bundle (P * V, θ) is called logarithmic (resp. good) if (P * V, θ) |UP is logarithmic (resp. good) for each P ∈ D. The other operations are also naturally generalized in the global case.
Parabolic degree and stability condition
Let X be a projective curve with a finite subset D ⊂ X. Let P * V be a filtered bundle. Recall that the parabolic degree of P * V is given as follows:
c dim Gr
It is independent of the choice of a = (a P | P ∈ D) ∈ R D in (2). We define µ(P * V) := par-deg(P * V)/ rank V. Let (P * V, θ) be a filtered Higgs bundle on (X, D). It is called stable, if µ(P * V 1 ) < µ(P * V) holds for any subobject (P * V 1 , θ 1 ) ⊂ (P * V, θ) such that 0 < rank V 1 < rank V. It is called semistable, if the condition "µ(P * V 1 ) < µ(P * V)" is replaced with "µ(P * V 1 ) ≤ µ(P * V)". It is called poly-stable, if we have a decomposition (P * V, θ) = (P * V i , θ i ) such that each (P * V i , θ i ) is stable with µ(P * V i ) = µ(P * V). The following standard fact will be used implicitly.
Lemma 2.3 Suppose that (P * V i , θ i ) (i = 1, 2) are stable. The space of morphisms (P * V 1 , θ 1 ) −→ (P * V 2 , θ 2 ) is at most one dimensional, and any non-zero morphism is an isomorphism.
Harmonic bundles on curves
Let Y be a complex curve. Let (E, ∂ E ) be a holomorphic vector bundle on Y . Let θ be a Higgs field of (E, ∂ E ). Let h be a hermitian metric of E. We have the Chern connection, whose (1, 0)-part is denoted by ∂ E . Let θ † denote the adjoint of θ. The metric h is called harmonic, if the connection
In that case, (E, ∂ E , θ, h) is called a harmonic bundle. Note that (E, ∂ E , αθ, h) is also a harmonic bundle if α is a complex number with |α| = 1. If the base space is higher dimensional, such a metric is called pluri-harmonic.
Prolongation of a harmonic bundle on a punctured disc
Let X := z ∈ C |z| < 1 and D := {0}. Let us consider a harmonic bundle (E, ∂ E , θ, h) on X \ D. We have the expression θ = f dz/z where f is a holomorphic section of End(E). We have the characteristic polynomial P = det(t id E −f ) = a j (z)t j . The harmonic bundle is called tame if a j (z) are holomorphic on X, and it is called wild if a j (z) are meromorphic on X. It is called unramifiedly good wild, if there exist a subset I ⊂ z −1 C[z −1 ] and a decomposition (E, θ) = a∈I (E a , θ a ) such that θ a − da id Ea are tame for each
Let (E, ∂ E , θ, h) be a wild harmonic bundle on (X, D). For any a ∈ R, we have the O X -module P a E given as follows. Let U be an open subset of X. If 0 ∈ U , let P a E(U ) denote the space of holomorphic sections of E on U . If 0 ∈ U , let P a E(U ) denote the space of holomorphic sections f of E on U \ D such that |f | h = O(|z| −a−ǫ ) for any ǫ > 0. We define PE := a∈R P a E, which is an O X ( * D)-module. The following proposition was proved by Simpson [44] in the tame case, and by the author in the general case [36] . Proposition 2.4 (P * E, θ) is a good filtered Higgs bundle on (X, D). If the harmonic bundle is tame, (P * E, θ) is regular. If the harmonic bundle is unramifiedly good wild, then (P * E, θ) is unramifiedly good.
Let (P * V, θ) be a filtered Higgs bundle on (X, D). Let h be a harmonic metric of (E, θ) := (V, θ) |X\D . We obtain a filtered bundle P * E as above. If the identity E ≃ V |X\D on X \ D is extended to an isomorphism P * E ≃ P * V on (X, D), we say that h is adapted to the filtered bundle P * V.
Harmonic bundles on projective curves
Let X be a projective curve with a finite subset D ⊂ X. We take small neighbourhoods U P of any P ∈ D. Let (E, ∂ E , θ, h) be a harmonic bundle on X \ D. It is called tame (resp. wild, unramifiedly good wild) if (E, ∂ E , θ, h) |UP \P is tame (resp. wild, unramifiedly good wild) for any P ∈ D. By applying the procedure in §2.2.1 to each (E, ∂ E , θ, h) |UP \P , we obtain a good filtered Higgs bundle (P * E, θ) on (X, D).
Proposition 2.5 (P * E, θ) is polystable and satisfies par-deg(P * E) = 0.
Proof The tame case was proved by Simpson (Theorem 5 in [44] ). The general case can be shown similarly.
Proposition 2.6 Let (P * V, θ) be a filtered Higgs bundle on (X, D). Let h j (j = 1, 2) be two harmonic metrics of (E, θ) := (V, θ) |X\D adapted to P * V. Then, there exists a decomposition (P * V, θ) = i∈I (P * V i , θ i ) such that the following holds:
is orthogonal with respect to both of h j (j = 1, 2).
• There exist positive numbers a i such that h 1|Ei = a i h 2|Ei .
In particular, if (P * V, θ) is stable, the adapted harmonic metric is unique up to the multiplication of positive constants.
Proof The argument for the tame case is given in §2.2 of [30] , for example. The general case can be shown similarly.
Conversely, the following theorem holds. The tame case is due to Simpson [44] . The wild case is due to Biquard-Boalch [5] , although some inessential assumption is imposed on the residues. We may also prove it as in [36] where a similar statement is established for filtered flat bundles by directly using the method in [44] . We are planning to give more details elsewhere, including the higher dimensional case.
Theorem 2.7 Let (P * V, θ) be a µ-stable Higgs bundle on (X, D) with µ(P * V) = 0. Then, there exists a harmonic metric h of (E, θ) := (V, θ) |X\D such that P a E = P a V for any a ∈ R D . Such a metric is unique up to the multiplication of a positive constant.
We can apply it if the Higgs bundle is irreducible, for example.
Symmetry
By the uniqueness in Kobayashi-Hitchin correspondence, the symmetry of a filtered Higgs bundle is inherited to a harmonic bundle. For the explanation, we give a typical statement. Let X be a smooth projective curve with a finite subset D ⊂ X. Let f be a holomorphic automorphism of (X, D). Let (P * V, θ) be a stable good filtered Higgs bundle on (X, D), with an isomorphism f : f * P * V ≃ P * V. Suppose f * θ = αθ for a complex number α with |α| = 1 under the isomorphism. Proposition 2.8 There exists a > 0 such that f * h = a h under f .
Proof Put (E, θ) := (V, θ) |X\D . Because h and f * h are harmonic metrics of (E, ∂ E , αθ) adapted to P * V, we obtain f * h = a h by the uniqueness in Theorem 2.7.
We can obtain the number a by comparing det(h) and f * det(h).
3 Toda-like harmonic bundles 3.1 Toda-like filtered Higgs bundles on (P 1 , {0, ∞})
Meromorphic Higgs bundles
Let r and m be positive integers. Let q be a variable. Let K(r, m)(q) be the matrix whose (i, j)-entries K(r, m) i,j (q) are 1 if i = j + 1, q m if (i, j) = (1, r), or 0 otherwise. We may regard K(r, m) as a matrix-valued holomorphic function on C q = {q ∈ C}, which is meromorphic at q = ∞.
We set D := {0, ∞} ⊂ P 1 . Let V r be a free
Let θ r,m be the Higgs field determined by θ r,m e = e K(r, m) m dq/q, where e = (e 1 , . . . , e r ).
Remark 3.1 Let J be the r-square matrix whose (i, j)-entries are α i q ℓi if i − j ≡ 1 modulo r, or 0 otherwise. Let θ be the Higgs field of V r determined by θe = e J dq/q. If m = ℓ i > 0, (V r , θ) is transformed to (V r , θ r,m ) by an appropriate gauge transform and an appropriate coordinate change of P 1 .
Let τ = e 2π √ −1/r . Let σ be the endomorphism of V r determined by σ(e i ) = τ i e i . We have σ
Hence, σ induces an isomorphism of meromorphic Higgs bundles σ : (V r , θ r,m ) ≃ (V r , τ θ r,m ).
We have a C * -action C * × P 1 −→ P 1 given by (t, q) −→ t r q. The bundle V r is C * -equivariant by the isomorphism t : t * V r ≃ V r , t(t * e i ) = t im e i . We have t * θ = t m θ. Let ℓ be a factor of m. We set µ ℓ := {κ ∈ C | κ ℓ = 1}. We have a natural µ ℓ -action on P 1 given by (κ, q) −→ κq. Let κ : κ * V r ≃ V r be the isomorphism given by κ(κ * e i ) = e i . It induces a µ ℓ -action on (V r , θ). The descent is isomorphic to (V r , θ r,m/ℓ ).
Let ϕ : P 1 w −→ P 1 q be given by ϕ * (q) = w r . For j = 1, . . . , r, we set
We have the following formulas:
We also have the following:
We have a natural C * -action on P w given by (t, w) −→ tw. The morphism ϕ is C * -equivariant, and ϕ * V r is naturally C * -equivariant. We have t(t
We have the description of e k in terms of v j as follows:
Indeed,
Filtrations around 0
Let U 0 = P 1 \ {∞}. We shall consider filtered bundles on (U 0 , 0) over V := V r,m|U0 . The induced sections e i|U0 are denoted by e i for simplicity. If we are given a tuple of real numbers a = (a 1 , . . . , a r ) ∈ R r , V is equipped with the filtration P a * given by P
The filtration is compatible with the decomposition V = O U0 ( * 0)e i . Conversely, if a filtration P * is compatible with the decomposition, it is P a * for some a.
Lemma 3.2 Let P * V be a filtered bundle over V. The automorphism σ of V gives an automorphism of P * V, i.e., σ(P a V) ⊂ P a V, if and only if P * V ≃ P a * V for some a ∈ R r .
Proof The "if" part is clear. To prove the "only if" part, put a i := min a ∈ R e i ∈ P a V , and a := (a i ). We clearly have P a a V ⊂ P a V. A section f ∈ P a V has the expression f i e i . Because σ j (f ) = τ ij f i e i ∈ P a V, we obtain f i e i ∈ P a V. Hence, we obtain f i ∈ O([a − a i ]), which means f ∈ P a a V. The following lemma is clear by the construction of P a * .
Lemma 3.3
If the conditions in Lemma 3.2 hold, P * is C * -equivariant.
Note that, in general, the converse of the claim in Lemma 3.3 does not hold. For example, in the case r = m = 2 and 0 = a 1 = a 2 + 1, e 1 and q −1 e 2 are C * -invariant sections. By using any one dimensional subspace of e 1 , q −1 e 2 , we obtain a filtration P * V 2 such that it is homogeneous with respect to the C * -action, but it is not isomorphic to P a * V 2 . The following lemma is also clear by construction.
Lemma 3.4
If the conditions in Lemma 3.2 hold, P * is µ m -equivariant.
Let θ := θ r,m|U0 . We consider the condition such that θ is logarithmic with respect to the filtered bundle P * V. The following lemma is clear.
Lemma 3.5 Let P * V be a filtered bundle over V. We set a i := min{a | e i ∈ P a V}. If θ is logarithmic, then we have a i ≥ a i+1 (i = 1, . . . , r − 1) and a r ≥ a 1 − m. If P * V = P a * V for a = (a i ), the converse is also true. Lemma 3.6 Assume that (P * V, θ) is regular. After a canonical change of frame, we may assume that a r > a 1 − m.
Proof Assume that a r = a 1 − m. We have j such that a j > a j+1 = a r = a 1 − m. We set e Lemma 3.7 Assume that m = 1, and that (P * V, θ) is regular. Then, the conditions in Lemma 3.2 hold. In particular, P * V is C * -equivariant.
Proof Let us consider the case a r > a 1 − 1. Each e i gives a section of P ai V. The induced elements of Gr
We have only to prove that
Assume that u i (i ∈ S(c)) are linearly dependent in Gr P c (V), and we shall deduce a contradiction. Let i 0 := min{i ∈ S(c)} and i 1 := max{i ∈ S(c)}. We have Res(θ)u i = u i+1 for i 0 ≤ i < i 1 and Res(θ)u i1 = 0. By the assumption, we have a non-trivial linear relation α j u j = 0. We have i 2 such that α i2 = 0 and α j = 0 for j > i 2 . We may assume that u i (i = i 0 , . . . , i 2 − 1) are linearly independent. Then, because u i2 = i2−1 j=i0 β j u j , Res(θ) preserves the subspace H generated by u j (i 0 ≤ j < i 2 ). But, Res(θ) |H must have a non-zero eigenvalue. On the contrary, because the eigenvalues of K(r, 1) |q=0 are 0, Res(θ) is nilpotent on Gr P c (V) for any c ∈ R. Thus, we arrive at a contradiction. Hence, we obtain that u j (j ∈ S(c)) are linearly independent. Then, we can prove that they give a base of Gr P c , by using a1−1<c≤a1 dim Gr c = r. Let us consider the case a r = a 1 − 1. We use the frame e ′ as in the proof of Lemma 3.6. Then, by applying the result in the case a r > a 1 − 1, we obtain that P * V is compatible with the decomposition V = O U0 ( * 0)e i , i.e., P * V ≃ P a * V.
Corollary 3.8 Let (P * V, θ) be a filtered Higgs bundle over (V r , θ r,m ) |U0 . The conditions in Lemma 3.2 hold, if and only if P * V is µ m -equivariant.
Proof The "only if" part is clear. Let us prove the "if" part. We have the descent (P * V ′ , θ ′ ) of (P * V, θ) with respect to ϕ : U 0 −→ U 0 given by ϕ(q) = q m , which is a filtered Higgs bundle over (V r , θ r,1 ) |U0 . Hence, the condition in Lemma 3.2 holds for (
, the condition in Lemma 3.2 holds also for (P * V, θ).
Filtration around ∞
Let U ∞ := P 1 \ {0}. Let (P * V, θ) be a good filtered Higgs bundle on (U ∞ , ∞) over (V, θ) := (V r , θ r,m ) |U∞ . The morphism ϕ :
We have the induced filtered Higgs bundle ϕ * (P * V, θ). Because (P * V, θ) is good, the filtration of ϕ * V is compatible with the decomposition ϕ
Lemma 3.9 Let (P * V, θ) be a good filtered Higgs bundle on (U ∞ , ∞) over (V, θ). The following conditions are equivalent:
• The filtered bundle P * V is compatible with the decomposition V = O U∞ ( * ∞)e i .
• The automorphism σ of V gives an automorphism of P * V.
• The automorphism of σ of ϕ * V gives an automorphism of ϕ * P * V.
• b i are independent of i.
Proof The equivalence of the first and second conditions can be proved by the argument in the proof of Lemma 3.2. The equivalence of the second and third conditions follows from the construction of the pull back and the descent. The third condition imply the fourth condition due to (5) . The fourth condition implies the third condition, because ϕ * P * V is compatible with the decomposition V = O U∞ ( * ∞)v i by the assumption that (P * V, θ) is good.
The following lemma is easy to see.
Lemma 3.10 Let (P * V, θ) be a good filtered Higgs bundle on (U ∞ , ∞) over (V, θ). If the conditions in Lemma 3.9 hold, the filtration P * V is preserved by the C * -action.
Lemma 3.11
Assume that m and r are relatively prime. Let (P * V, θ) be a good filtered Higgs bundle on (U ∞ , ∞) over (V, θ). Then, the conditions in Lemma 3.9 hold.
Proof Because Gal(ϕ) acts on {v i } i=1,...,r transitively, b i are independent of i.
Lemma 3.12
The conditions in Lemma 3.9 hold, if and only if P * V is µ m -equivariant
Proof The "if" part is clear. Suppose that P * V is µ m -equivariant. By Lemma 3.11, the conditions in Lemma 3.9 hold for the descent. Hence, they hold for P * V. Proposition 3.13 The automorphism σ of V r gives an automorphism of P * V r , if and only if P * V r is compatible with the decomposition V r = O P 1 ( * D)e i . In that case, P * V r is C * -equivariant. Proof The first claim follows from Lemmas 3.7 and 3.9. Note that the equivariance with respect to the Galois covering w −→ w r ensures the 4-th condition in Lemma 3.9. The second claim follows from Corollary 3.8 and Lemma 3.12.
A Toda-like filtered Higgs bundle is a good filtered Higgs bundles (P * V r , θ r,m ) such that P * V r is σ-invariant. Let F (r, m) denote the set of such Toda-like filtered Higgs bundles over (V r , θ r,m ). Let ϕ m : P 1 −→ P 1 be given by ϕ m (q) = q m . We have the pull back ϕ * m : F (r, 1) −→ F (r, m). We obtain the following from Proposition 3.14.
Corollary 3.15 The map ϕ
Proof It is easily reduced to the case par-deg(P * V r ) = 0. Let (P * V r , θ r,m ) ∈ F (r, m). Because it is µ mequivariant, it is isomorphic to the pull back of some object (P * V r , θ r,1 ) in F (r, 1). Then, the claim follows from the Kobayashi-Hitchin correspondence. (See Theorem 2.7.) Let (P * V r , θ) ∈ F (r, m). The filtration around 0 (resp. ∞) is denoted by P (0) * (resp. P (∞) * ). Let ϕ : P 1 −→ P 1 be given by ϕ(q) = q r . Recall that the parabolic structure at ∞ is determined by
It is easy to observe that, if the condition par-deg(P * V) = 0 is imposed, b is uniquely determined by
c V} (i = 1, . . . , r). Indeed, by (6), we have the following for each k:
The condition par-deg(P * V) = 0 is equivalent to
Hence, we have par-deg(P * V) = 0 if and only if b = − a j + m(r − 1)/2. We have
Let F 0 (r, m) ⊂ F (r, m) be determined by the condition that the parabolic degree is 0. We obtain the following proposition by the above consideration. 
In the following, let P a * ∈ F 0 (r, m) denote the filtration corresponding to a ∈ R r,m .
Decomposition into the stable components
Let a = (a i ) ∈ R r,m . We set b i := ra i + mi. We define b ℓ for any ℓ ∈ Z by using the convention b r+ℓ = b ℓ . We set
Proof According to Proposition 3.16, it is polystable. Hence, we have only to show that any endomorphism of (P * V r , θ r,m ) is a scalar multiplication. Let ϕ :
We set u i := w −mi ϕ * e i for i = 1, . . . , r. We define u i for any i ∈ Z by the convention u i = u r+i . We have the parabolic structure P * on ϕ * V r obtained as the pull back of P
If F preserves the parabolic structure at ∞, then we obtain F j (w) ∈ C[w −1 ]. If it preserves the parabolic structure at 0, then each F j g j also preserves the parabolic structure at 0. Assume F j = 0 for some 1 ≤ j ≤ r − 1, and we shall derive a contradiction. Let ℓ = deg z −1 F j ≥ 0. We obtain that z −ℓ g j preserves the parabolic structure at 0. Then, we obtain b i ≥ b i+j + ℓ for any i, which implies that ℓ = 0 and that b i+j = b i for any i. Note that endomorphisms of (P a * V r , θ r,m ) bijectively correspond to endomorphisms F of ϕ * (P a * V r , θ r,m ) such that ι * τ F = F . Hence, we have mj ≡ 0 modulo r, which implies j ≡ 0 modulo r 1 , i.e., j is an element of S(a, m). It contradicts with S(a, m) = {r}. Thus, we obtain F j = 0 for any j = 0.
Let r 0 be the minimum of S(a, m). If we regard S(a, m) as a subset of µ r by j −→ e 2π √ −1j/r , then S(a, m) is a subgroup of µ r . Hence, r 0 is a divisor of any i ∈ S(a, m), in particular, a divisor of r. By construction, we have r 0 m ≡ 0 modulo r.
We put j 0 := r/r 0 ∈ Z and m 0 := m/j 0 = mr 0 /r ∈ Z. Let τ 0 be a primitive j 0 -th root of 1. For i = 1, . . . , r 0 and s = 0, . . . , j 0 − 1, we set x
1 mdq/q. It is easy to see that there is no common eigenvalues of θ (s) and θ
). By construction, we have the following lemma.
Lemma 3.19
The parabolic structure P a * V r is compatible with the decomposition V r = V (s) . The induced parabolic structure of V (s) is the same as P
For each s, we can choose a complex number β s such that ψ *
), where
By construction, we have S(a 0 , m 0 ) = {r 0 }. By Proposition 3.18 and the above remark, each (P a0 V (s) , θ (s) ) is stable. We also have the description of the endomorphisms. Proposition 3.20 Let f be as above, i.e., f e = eK(r, m). Then, the space of endomorphisms of (P a * V r , θ r,m ) is
Proof Let g be as in the proof of Proposition 3.18. We have g = w −m ϕ * f , and g r0 = ϕ * (q −m0 f r0 ). Then, the claim is clear from the proof of Proposition 3.18. 
Symmetric pairing
Let V ∨ r denote the dual of V r , i.e., Hom O P 1 ( * D) V r , O P 1 ( * D) . ItV r , θ r,m ) ≃ (V ∨ r , θ ∨ r,m ). Let f ∈ End(V r ) be determined by θ r,m = f (mdq/q). Let a ∈ R r,m . Let H(P a * V r , θ r,m ) denote the space of morphisms (P a * V r , θ r,m ) −→ (P a * V r ) ∨ , θ ∨ r,m .
Proposition 3.21
We have H(P a * V r , θ r,m ) = 0 if and only if there exist k 0 , ℓ ∈ Z with 0 ≤ k 0 ≤ r − 1 such that the following holds:
In that case, H(P
Proof We use the symbols V and θ instead of V r and θ r,m , respectively. We argue the "only if" part of the first claim. We put a ∨ i := −a r+1−i . They give a ∨ ∈ R r,m , and Ψ gives an isomorphism (P
has to be an isomorphism by Lemma 2.3 again. Hence, we obtain that there exists an integer ℓ such that any morphism is described as β q ℓ Ψ • f k0 for some β ∈ C, and moreover q ℓ Ψ • f k0 is an isomorphism. Then, we obtain (10), and thus the "only if" part in the case that (P a * V, θ) is stable. Let us consider the case that (P a * V, θ) is not necessarily stable. We have the decomposition (9) into the stable components. Any morphism (P
By using the "only if" part in the stable case, we obtain that there exist integers k 0 and ℓ 0 with 0 ≤ k 0 ≤ r 0 − 1 such that the following holds for 1 ≤ i, j ≤ r 0 :
If (11) holds, (10) holds for k 0 and ℓ = ℓ 0 + r − m 0 . Thus, the "only if" part is proved. Conversely, if (10) holds for k 0 and ℓ, we can easily check that q
Hence, we obtain the "if" part. Note that q ℓ Ψ • f k0 is an isomorphism. The second claim follows from Proposition 3.20.
The condition in Proposition 3.21 is equivalent to that the following holds for any s ∈ Z satisfying 0 ≤ k 0 + sr 0 ≤ r − 1:
It is also equivalent to that the following holds if i + j − 1 + k 0 ≡ 0 modulo r 0 :
Corollary 3. 22 We have H(P a * V r , θ r,m ) = 0, if and only if there exists a half-integer ν such that
for a half-integer ν. We put c i := a i + ν. We may assume that 0 ≥ c 1 ≥ · · · c r > −m by a successive use of the gauge transform and the inverse transform in the proof of Lemma 3.6. There exists s such that 0 = c 1 = · · · = c s > c s+1 . We have c s+j + c r+1−j = −m for j = 1, . . . , r − s. By Proposition 3.21, we have H(P a * V r , θ r,m ) = 0.
Corollary 3.23
We have P(P a * V r , θ r,m ) = 0, if and only if there exist integers k 0 and ℓ with 0 ≤ k 0 ≤ r − 1 such that (10) holds. In that case, (13) holds if i + j − 1 + k 0 ≡ 0 modulo r 0 , and we have
In particular, any C ∈ P(P a * V r , θ r,m ) satisfies t * C = t rℓ−m(r+1−k0) C.
Proof The first two claims follows from Proposition 3.21. The last claim can be checked directly.
Corollary 3.24 Suppose (P a * V r , θ r,m ) is stable. We have P(P a * V r , θ r,m ) = 0, if and only if there exist integers k 0 and ℓ with 0 ≤ k 0 ≤ r − 1 such that (10) holds. In that case, we have P(P a * V r , θ r,m ) = βq ℓ C k0 β ∈ C .
As remarked in Corollary 3.22, the existence of k 0 and ℓ as above can be replaced with the existence of a half-integer ν such that
3.2 Toda-like Harmonic bundle
Preliminaries
We set E r := V r|P 1 \D , which is equipped with the base e i|P 1 \D and the Higgs field θ r,m|P 1 \D . We will omit "|P 1 \ D". Let h be any harmonic metric of (E r , θ r,m ). Clearly, (E r , θ r,m , h) is tame at 0, and wild at ∞. We have the associated good filtered Higgs bundle denoted by (P h * E r , θ r,m ) and the meromorphic Higgs bundle (P h E r , θ r,m ). (We add the superscript h to emphasize the dependence on h.)
Toda-like harmonic metric
In this paper, a harmonic metric h of (E r , θ r,m ) is called Toda-like, if h(e i , e j ) = 0 for i = j. In that case, (E r , θ r,m , h) is called a Toda-like harmonic bundle. Clearly, the condition is equivalent to σ * h = h. The following lemma is clear.
Lemma 3.25
If h is a Toda-like harmonic metric of (E r , θ r,m ), then σ gives an automorphism of P h * E.
A Toda-like harmonic metric is uniquely determined by the parabolic structure in the sense of the following lemma.
Lemma 3.26 Let h i (i = 1, 2) be Toda-like harmonic metrics of (E r , θ r,m ) such that P h1 * E = P h2 * E. Then, h 1 = a h 2 for some a > 0.
Proof We have an automorphism g of (P h1 * E r , θ r,m ) such that (i) g is self-adjoint with respect to both of
We also have g • θ = θ • g. Then, it is easy to prove that g = a id Er .
Adaptedness
A harmonic metric h of (E r , θ r,m ) is called adapted to V r , if P h E r = V r . The case m = 1 is special.
Proposition 3.27 Any harmonic metric of (E r , θ r,1 ) adapted to V r is Toda-like.
Proof Because (E r , θ r,1 ) is irreducible, the filtered Higgs bundle (P h * E r , θ r,1 ) is stable. Because σ * θ = τ θ with |τ | = 1, σ * h is also a harmonic metric of (E r , θ r,1 ). By Proposition 3.14, we have P
h * E r . Hence, we have σ * h = a h for some a > 0 by the uniqueness in Theorem 2.7. Because we clearly have det(σ * h) = det(h), we obtain σ * h = h.
We give a complement. We set Ω := e 1 ∧ · · · ∧ e r .
Lemma 3.28 A harmonic metric h of (E r , θ r,m ) is adapted to V r , if and only if
N for some i and some N . Suppose moreover that h is Toda-like. Then, h is adapted to V r , if and only if
Proof If h is adapted, any e i are sections of P h E r , and hence we have
For the expression θ = f · m dq/q , f naturally gives an endomorphism of P h E r , according to [5] , [36] and [44] . Because e j = f j−1 (e 1 ) for j = 1, . . . , r, we obtain that e j are also sections of P h E r . Then, we obtain V r ⊂ P h E r , which implies V r = P h E r because both of them are O P 1 ( * D)-locally free. Because f (e i ) = e i+1 (i ≤ r − 1) and f (e r ) = q m e 1 , we may replace the role of e 1 with the other e i . Hence, we obtain the first claim.
Let us prove the second claim. The "only if" part is clear. Assume that h is Toda-like, and that
We obtain that h is adapted.
It is easy to see that, if h is adapted, we have Ω h = C|q| a for some C > 0 and a ∈ R. Indeed, Ω is a section of P det(E), and we have ∂ q ∂ q log |Ω| h = 0. Because the parabolic degree of P * det(E) is 0, there exists a ∈ R such that log |Ω| h − a log |q| is bounded from above on P 1 \ D. Then, we obtain that log |Ω| h − a log |q| is constant.
Corollary 3.29
Let (E r , θ r,m , h) be any Toda-like harmonic bundle. There exists a holomorphic function g on C * such that the Toda-like harmonic metric e Re g h of (E r , θ r,m ) is adapted to V r .
Proof We have a holomorphic function
We have an integer ℓ such that
We can find a holomorphic function g 2 on C * such that e g2 = g 1 q ℓ . We obtain that
Hence, e 2 Re(g2)/r h is adapted to V r , according to Lemma 3.28.
Homogeneity and µ m -equivariance
We have the symmetry of Toda-like harmonic bundles, inherited to the symmetry of the underlying filtered Higgs bundles. By the restriction of the C * -action ρ, we obtain the S 1 -action on E r , i.e., ρ : S 1 × C * −→ C * is given by (t, q) −→ t r q, and t : t * E r ≃ E r is given by t(t * e i ) = t im e i . We have t * θ = t m θ.
Lemma 3.30 Let h be a Toda-like harmonic metric of (E r , θ r,m ) adapted to V r . Then, t * h = h for t ∈ S 1 .
Proof According to Lemma 3.25, the conditions in Proposition 3.13 hold. In particular, P * E r is C * -equivariant. We clearly have det(t * h) = det(h) for any t ∈ S 1 . Because t * h is also Toda-like, the claim follows from Lemma 3.26.
We have the natural action of µ m on (E r , θ r,m ) given by κ(κ * e i ) = e i for κ ∈ µ m . The following lemma follows from Lemma 3.30, or it can be also proved easily by the argument in the proof of Lemma 3.30.
Lemma 3.31 Any Toda-like harmonic metric of (E r , θ r,m ) is µ m -equivariant, if it is adapted to V r .
Correspondence
Let a ∈ R. Let H r,m (a) be the set of Toda-like harmonic metrics of (E r , θ r,m ) such that
Thus, we obtain a map Φ r,m : H r,m (a) −→ R r,m (a).
Theorem 3.32 Φ r,m is bijective.
Proof It is injective by Lemma 3.26. Let us consider the case m = 1. Let a ∈ R r,1 (a). Let (P a * V r , θ r,1 ) be the associated filtered Higgs bundle. It is always stable. By the Kobayashi-Hitchin correspondence, we have a unique harmonic metric h of (E r , θ r,1 ) such that P h * E r ≃ P a * V r and |Ω| h = |q| −a . It is automatically Toda-like as remarked in Proposition 3.27. It means that Φ r,1 is a bijection.
Let us consider the general case. Let a ∈ R r,m (a). Let (P a * V, θ r,m ) be the associated filtered Higgs bundle. It is µ m -equivariant. Any Toda-like harmonic metrics are also µ m -equivariant as remarked in Lemma 3.31. Then, the bijectivity of Φ r,m follows from the bijectivity of Φ r,1 . Thus, we obtain Theorem 3.32.
Asymptotic behaviour around 0 and ∞ We have the norm estimate for wild harmonic bundles ( [5] , [31] , [36] , [44] ). In our situation, it is described as follows. Suppose that h ∈ H r,m (a) corresponds to a ∈ R r,m (a). We obtain the following around ∞ from (7) and (8):
Let us describe the asymptotic behaviour of log |e i | h around 0. For c ∈ R, we set S(a, c) = i | a i = c . First, let us consider the case a r > a 1 − m. For i, we define
Then, we have the following around 0:
Let us consider the case a r = a 1 − m. If a i = a j (j = 1, r), then the behaviour of log |e i | h around 0 is given by (16) . We have j 0 such that a j0 > a j0+1 = a r . We have j 1 such that a 1 = a j1 > a j1+1 . We put
Let ≤ ′ be the order given by j 0 + 1, j 0 + 2, . . . , r, 1, . . . , j 1 . For i ∈ S ′ (a, a 1 ), we put
Then, for i ∈ S ′ (a, a 1 ), we have the following around 0:
Additional symmetry
We use the notation in §3.1.5-3.1.6. Let a ∈ R r,m (a). Suppose P(P a * V r , θ r,m ) = 0. Let k 0 and ℓ be as in Proposition 3.21. See also the remark right after the proposition.
Proposition 3.33 Let h ∈ H r,m (a) be the adapted Toda-like harmonic metric of (P a * V r , θ r,m ). If i+j+k 0 −1 ≡ 0 modulo r 0 , then we have
Proof Let h ∨ denote the induced Toda-like harmonic metric of (E
. By the uniqueness of the Toda-like harmonic metric, Φ : (E r , h) −→ (E ∨ r , h ∨ ) is isometric up to the multiplication of the positive constant. We have det Φ(e 1 ∧ · · · ∧ e r ) = ±q b1 e
for some b 2 ∈ Z. Hence, we obtain that det Φ : det(E r , h) −→ det(E r , h) ∨ is an isometry, and thus Φ is an isometry. It implies
Thus, we obtain (18).
Toda lattice with opposite sign
According to [13] , the Toda lattice with opposite sign is the following equation for
Here, we use the convention w r+i := w i for any i. By the coordinate change z = rq, it is transformed to 2∂ q ∂ q w i − r 2 e 2(wi−wi−1) + r 2 e 2(wi+1−wi) = 0 (19) Recall that the solutions of the equation (19) naturally correspond to the Toda-like harmonic metrics of the Higgs bundle (E r , θ r,r ). Let h be a Toda-like harmonic metric of (E r , θ r,r ). We set u i := q −(i−1) e i . Note that θ is represented by A dq, where A ij = r if i − j ≡ 1 modulo r, and A ij = 0 otherwise. Let w i be the functions determined by e 2wi = h(u i , u i ). Then, it is direct to check that (w i | i = 1, . . . , r) satisfies the equation (19) . Conversely, if we are given a solution of (w i | i = 1, . . . , r) of (19), we define the metric h by h(u i , u i ) := e 2wi and h(u i , u j ) = 0 (i = j). Then, h is a Toda-like harmonic metric of (E r , θ r,r ).
Let S r (a) be the set of solutions w = (w i ) of (19) 
We obtain the following theorem from Theorem 3.32 and Lemma 3.30.
Theorem 3.34
We have a natural bijection S r (a) and R r,r (a). For any w ∈ S r (a), the functions w i depend only on |q|.
Let w = (w i ) be any solution of the equation (19) . Then, w i is an R-valued harmonic function on C * . Hence, it is described as A log |z| 2 + Re f for a real number A and a holomorphic function f . If we put w i := w i − Re(f )/r, then w i is a solution of (19) such that w i = A log |z| 2 . In this sense, Theorem 3.34 gives a classification of the R-valued solutions of (19) .
Asymptotic behaviour Let a ∈ R r,r (a). Let w ∈ S r (a) and h ∈ H r,r (a) corresponding to a. Let us describe the asymptotic behaviour of w. Note w i = log |u i | h = log |e i | h − (i − 1) log |q|. We obtain the following around q = ∞ from (14):
Let k i be as in (15) . Around q = 0, if a r > a 1 − r, we obtain the following for any i = 1, . . . , r:
If a r = a 1 − r, the numbers k i should be modified to k ′ i as in (17) .
Additional symmetry Let w ∈ S r (a) corresponding to a ∈ R r,r . Suppose that there exist integers k 0 and ℓ with 0 ≤ k 0 ≤ r − 1 such that the following holds:
We use the notation in §3.1.5-3.1.6.
Proof Let (E r , θ r,r , h) be the corresponding Toda-like harmonic bundle.
We state some special cases as corollaries.
Corollary 3.36 Assume that there exist an integer ℓ satisfying the following:
Then, we have w i + w j = 0 (i + j ≡ 2 + ℓ modulo r). In particular, if a i + a j = −r + 1 holds for (i, j) with i + j = r + 1, we have w i + w j = 0.
Part II 4 Stokes factor and integral structure 4.1 Preliminary
Stokes structure
Let us recall the concept of Stokes structure in the local and unramified case. Let X := z ∈ C |z| < 1 and D := {0}. Let (V, ∇) be a meromorphic flat bundle on (X, D). For simplicity, we assume that it is unramified, i.e., its formal completion (V,
where ∇ a − da are regular singular. We set
Remark 4.1 In general, according to the Hukuhara-Levelt-Turrittin theorem, we have such a decomposition of
In this paper, a sector S ⊂ X\D means a subset of the form z ∈ X\D 0 < |z| < R 0 , θ 0 ≤ arg(z) ≤ θ 1 . We set ∂S = {z ∈ S | arg(z) = θ 0 or θ 1 }. For each a, b ∈ I(V ) with a = b, put S(a, b) := z ∈ S Re(a−b)(z) = 0 . A sector S is called adapted to (V, ∇), if the following holds for each a, b ∈ I(V ) with a = b:
• S(a, b) is connected or empty, and we have S(a, b) ∩ ∂S = ∅.
Such a sector is called strictly adapted to (V, ∇), if moreover each S(a, b) is non-empty.
According to the classical asymptotic analysis for meromorphic flat bundles on curves, if S is adapted, then there exists a flat decomposition
which is asymptotic to (22) . If S is strictly adapted, then the decomposition (23) is unique. A flat frame y = (y i ) of (V, ∇) |S is called adapted, if it is compatible with a decomposition (23) in the sense that, for each y i , there exists a ∈ I(V ) such that y i ∈ V a,S . Let S (i) (i = 1, 2) be adapted sectors such that S (1) ∩S (2) = ∅. Suppose we are given adapted flat frames y (i) of (V, ∇) |S (i) . We obtain the matrix A determined by y (1) = y (2) A. The matrix A is called the Stokes matrix or Stokes factor with respect to
is not connected, we consider the matrix for each connected component.)
Remark 4.2 Although we fix a coordinate z, the above notions are independent of z. It is better to replace the index set z
Remark 4.3 For a general meromorphic flat bundle on (X, D), we take an appropriate ramified covering ϕ : (X, D) −→ (X, D) given by ϕ(z) = z e such that the pull back ϕ * (V, ∇) is unramified, for which the Stokes structure is considered as above.
Remark 4.4 Let C be a general complex curve with a discrete subset Z ⊂ C. Let (V, ∇) be a meromorphic flat bundle on (C, Z). We can consider the Stokes structure of (V, ∇) on a neighbourhood of each point of Z.
Lift of a formal frame Let (V, ∇) be an unramified meromorphic flat bundle with the decomposition (23). For each a ∈ I(V ), let r(a) := rank( V a ). We have a frame v a of V a with the following property:
Here, I a denote the r(a)-th identity matrix, and A a ∈ M r(a) (C). They give a frame v = ( v a | a ∈ I(V )) of
] for which we have ∇ v = v daI a + A a dz/z . Recall the following.
Lemma 4.5 Let S be an adapted sector. Take a flat decomposition (23) . We have a holomorphic frame v a,S of V a,S such that (i) v a,S is asymptotic to v a , (ii) ∇ a,S v a,S = v a,S (daI a + A a dz/z). Such v a,S is uniquely determined, once we fix the decomposition (23).
In particular, if S is strictly adapted, there uniquely exists a frame
If we choose a branch of log z on S, we obtain an adapted flat frame
Pure slope Let (V, ∇) be an unramified meromorphic flat bundle on (X, D) with the decomposition (23) . Let d be a positive integer. In this paper, we say that (V, ∇) has pure slope d,
We shall use the following lemma implicitly.
Lemma 4.6 Suppose that (V, ∇) has pure slope d. Let S be a sector adapted to (V, ∇) whose angle is larger than π/d. Then, S is strictly adapted. In particular, there exist strictly adapted sectors
Let (V, ∇) be a meromorphic flat bundle on (X, D), which is not necessarily unramified. Let µ be a positive rational number. In this paper, we say that (V, ∇) has pure slope µ, if there exists a ramified covering ϕ : (X, D) −→ (X, D), ϕ(z) = z e such that ϕ * (V, ∇) is unramified with pure slope eµ ∈ Z.
R-structure
Let X and D be as in §4.1.1. Let (V, ∇) be a meromorphic flat bundle on (X, D). Let L be the local system on X \ D associated to (V, ∇), i.e., it is the local system of flat sections of (V, ∇) |X\D . Let R be a subring of C. (We will be mainly interested in the cases that R is Z or Q.) An R-structure of (V, ∇) |X\D is an R-local system L R with an isomorphism L R ⊗ R C ≃ L. In this paper, an R-local system means a locally constant sheaf of finitely generated projective R-modules. We shall often regard L R as a subsheaf of L. We recall a compatibility condition of R-structure with Stokes structure in the case that (V, ∇) has pure slope.
Definition 4.7 Let (V, ∇) be a meromorphic flat bundle on (X, D) such that it is unramified with pure slope. We say that an R-structure of (V, ∇) |X\D is compatible with the Stokes structure, if the following holds:
• Let S be a sector strictly adapted to (V, ∇). Then the decomposition (23) of (V, ∇) |S is induced by a decomposition of L R|S .
In that case, the R-structure of (V, ∇) |X\D is called an R-structure of (V, ∇).
For each a ∈ I(∇), we can take a meromorphic flat bundle Gr
, where ( V a , ∇ a ) are as in (22) . Recall that an R-structure of (V, ∇) induces an R-structure of Gr • (V, ∇) has an R-structure L R such that the induced R-structure L a,R of Gr • We can associate an adapted flat frame v S of (V, ∇) |S to each strictly adapted sector S such that, if S ∩ S ′ = ∅, then the entries of the Stokes matrix with respect to v S and v S ′ are elements of R.
Proof The second condition implies the third. Suppose the third. By using the adapted flat frames v S for any strictly adapted sectors S, we can define an R-structure of the local system. It is clearly compatible with the Stokes structure by construction, i.e., the first condition is satisfied. Let us prove that the first condition implies the second. We take a holomorphic frame v a of Gr Let us consider the case where (V, ∇) is not necessarily unramified but has pure slope. We have an appropriate ramified covering ϕ :
is unramified with pure slope.
Definition 4.10
We say that an R-structure of (V, ∇) |X\D is an R-structure of (V, ∇), if the induced Rstructure of ϕ * (V, ∇) |X\D is an R-structure of ϕ * (V, ∇).
Proof Let S be any sector strictly adapted to (V, ∇). It is also adapted to each (V i , ∇ i ). The decomposition (23) is compatible with the R-structure of L R . Because (23) is a refinement of the decomposition V = V i , we obtain that L R is compatible with V = V i .
Let us give a remark on the uniqueness of R-structure in the case that R is a subfield of C. Let (V, ∇) be a meromorphic flat bundle on (X, D) with pure slope. Let L be the corresponding local system. Proposition 4.12 Suppose that (V, ∇) is irreducible, and that it has R-structures L Ri (i = 1, 2). Then, there exists a complex number α such that L R1 = α L R2 in L. The number α is well defined in C * /Q * , where k * denotes k \ {0} for a field k.
It has the R-structures ϕ −1 L Ri , which are compatible with the Stokes structure of ϕ 
By the irreducibility of (V, ∇), we have Hom
St (L, L) = C. The following naturally induced morphism is an isomorphism:
We take a non-zero element f ∈ Hom St (L R1 , L R2 ). Then, there exists a complex number β such that β f = id L . It implies the claim of the proposition.
Appendix: Stokes filtration
We also have a formulation of R-structure in terms of the Stokes filtrations, which works even in the case that (V, ∇) does not have pure slope, although we shall not use it in this paper. For an adapted sector S, which is not necessarily strictly adapted, the decomposition (23) is not uniquely determined. For simplicity, suppose (V, ∇) is unramified. We consider the filtration F S given by F S a (V |S ) = b≤Sa V b,S . Here, a ≤ S b is defined to be − Re(a) ≤ − Re(b) on S. The filtration is given also by a growth order of flat sections of (V, ∇). In particular, it is independent of the choice of the decomposition (23) . It is called the Stokes filtration of (V, ∇). It induces a filtration of L |S denoted by F S .
Remark 4.13 Suppose that (V, ∇) is unramified with pure slope. Then, (V, ∇) has an R-structure, if and only if the associated local system has an R-structure L R satisfying the following conditions:
• For each adapted sector S, the filtration
has a splitting. Indeed, the "only if " part is clear. We shall explain the "if " part elsewhere. The condition for the Stokes filtration makes sense, even if (V, ∇) does not have pure slope.
Integral structure of a certain meromorphic flat bundle
Statement
. . , a r ] denote the diagonal matrix whose (i, i)-entries are a i . We consider the following meromorphic connection ∇ a of V r :
It is irregular singular at ∞, and regular singular at 0. Let R be any subring of C, and let R * denote the set of the invertible elements in R.
Theorem 4.14 The meromorphic flat bundle (V r , ∇ a ) has an R-structure if and only if P a (T ) ∈ R[T ] and P a (0) ∈ R * . In that case, the induced R-structure on Gr 
. We may assume that R is finitely generated over Z. Take any f ∈ R such that L R ⊗ R R f is a locally constant sheaf of free R f -module. We have P a (T ) ∈ R f [T ], because the polynomial P a (T ) is the characteristic polynomial of the monodromy along the loop around q = 0 in the counter clock-wise direction. Because L R is a locally constant sheaf of finitely generated projective R-modules, we can take f i ∈ R (i = 1, . . . , N ) as above such that Spec(R) = Spec(R fi ). Hence, we have P a (T ) ∈ R[T ].
To prove the "if" part, we shall observe that the non-zero entries of the Stokes factors with respect to some natural frames can be described in terms of the coefficients of the polynomial P a (T ) (Proposition 4.21).
Before going to the proof, we shall give some consequences. over Z, Then, (V r , ∇ a ) has an R-structure.
Corollary 4.17 Suppose a ∈ Q r . Then, (V r , ∇ a ) has a Q-structure if and only if P a (T ) ∈ Z[T ]. In that case, (V r , ∇ a ) has a Z-structure.
Proof If (V r , ∇ a ) has a Q-structure, we have P a (T ) ∈ Q[T ]. Because e 2π √ −1ai are algebraic integers, we obtain P a (T ) ∈ Z[T ]. The converse is clear from Theorem 4.14.
Preliminary
In the following, ∇ a will be denoted by ∇. Let ϕ : P 1 w −→ P 1 q be the ramified covering given by ϕ(w) = w r . The pull back ϕ * (V r , ∇) is denoted by (V • , ∇ • ). We put τ := exp(2π √ −1/r). We set v j := i τ ij w −i+1 ϕ * e i .
Lemma 4.18 We have ∇
. . , τ −r ] r dw + B dw/w for some constant matrix B. For any i, the (i, i)-entry of B is b := − a j − (r − 1)/2.
Proof It can be checked by a direct computation. We give an indication. Let v ′ i := w −i+1 e i . Let C be a cyclic matrix such that the (i, j)-entry is 1 if i − j ≡ 1 modulo r, or 0 otherwise. Then, we have 
By a standard argument as in [27] , at the formal completion ∞, we have a formal frame p such that
In particular, we have I(∇ • ) = rτ −i w i = 1, . . . , r . We set a i := rτ −i w. We use the convention a i = a r+i . Let µ r := κ ∈ C κ r = 1 . It is regarded as the Galois group of the ramified covering ϕ with the action (κ, w) −→ κw. The meromorphic flat bundle (V • , ∇ • ) is naturally µ r -equivariant. We have the ambiguity of the choice of p, i.e., the scalar multiplication of each p i . We have (τ −1 ) * p j = ξ j p j+1 for some ξ j ∈ C * with respect to the action. We have ξ j = 1.
Flat frames
We consider the following sectors:
Here, ǫ is a sufficiently small positive number. We have τ (S 1 ) = S 2 . We put S = S 1 ∪ S 2 ∪ {arg(w) = 2π/r − ǫ}. The last term is necessary only in the case r = 2. It is easy to see that S i (i = 1, 2) are strictly adapted to the connection ∇ • . We have the following flat decompositions as in (23):
We set ω := e 2π √ −1b ∈ R * . Let C 1 = (C 1 ) ij be the r × r-matrix such that (C 1 ) ij = 1 if i − j = 1, (C 1 ) ij = ω if (i, j) = (r, 1), and (C 1 ) ij = 0 otherwise.
Lemma 4.19 There exist flat frames p
Proof We put ω 1 := e 2π √ −1b/r . Let p be a formal frame of V • at ∞ satisfying (26) . By adjusting the scalar multiplication, we may assume that p j = ω
1 . On any strictly adapted sector S, we have a unique holomorphic frame p S of V such that p S is asymptotic to p, and ∇p S = p S diag[τ −1 , . . . , τ −r ] r dw + diag[b, . . . , b]dw/w holds. We fix a branch of log w on S 1 ∪ S 2 .
If r = 2, we impose that it is analytic on S. We define
which gives a flat frame on S. Then, we have the following equalities:
Thus, the proof of Lemma 4.19 is finished.
To adjust the signature in the later formulas, we set
r).
We define y j,Si for any j ∈ Z by using the convention y j+ℓr,Si = y j,Si .
Lemma 4.20
If r = 2m, there exist complex numbers α j (j = 1, . . . , m − 1) and β j (j = 1, . . . , m) such that the following holds:
If r = 2m + 1, there exist complex numbers α j and β j (j = 1, . . . , m) such that the following holds:
Proof On the half line arg(w) = 0, we have
On the half line arg(w) = π/r, we have
On S 1 ∩ S 2 , we have Re(−τ −ℓ w) < Re(−τ ℓ w) and Re(−τ −ℓ w) < Re(−τ ℓ+1 w) for ℓ as above. Then, the claim of the lemma follows.
Stokes factor
We set x j,Si := y −[r/2]+j−1,Si and x Si = (x 1,Si , . . . , x r,Si ). By construction, we have
We can naturally regard x Si as tuples of flat sections on S. Let A be the matrix determined by x S1 = x S2 A. If r = 2m, we have the following:
If r = 2m + 1, we have the following:
For example, if r = 4, we have the following relations: 
The Stokes factor and the monodromy
The following proposition means that the non-zero entries of the Stokes factor A is described by the coefficients of the polynomial P a (T ).
Proposition 4.21
We have the following formula:
Proof We naturally regard x S1 and (τ −1 ) * x S1 as tuples of flat sections of (V
The monodromy of (V r , ∇) along the loop in C * q around 0 in the counter-clockwise direction is the relation between x S1 and (τ −1 ) * x S1 , and it is expressed by the matrix M determined by x S1 = (τ −1 ) * x S1 M . The characteristic polynomial of M is P a (T ). By the definition of A and the relation (30), we obtain M = C 1 A is equal to P a (T ). It is elementary to prove the following formulas:
If α j = 0 and β j = 0 for any j, we have P C 
End of the proof of Theorem 4.14
. We obtain that the entries of A are elements of R by Proposition 4.21. We also have ω ∈ R * . We set S 3/2 := w arg(w) − (π/2 + π/r − ǫ) < π/2 . It is standard to construct an adapted flat frame x S 3/2 by using the factorization of the matrix A. Let A (1) and A (2) be the matrix as follows:
We set x S 3/2 := x S2 A (2) . Then, we have x S1 = x S 3/2 A (1) . The entries of A (i) and (A (i) ) −1 are integers. For ℓ = j + 1 or j + 3/2 (j = 0, . . . , r − 1), we set S ℓ := τ j (S ℓ−j ). They are strictly adapted to (V • , ∇ • ). We have adapted frames 
Let K ⊂ C be an algebraic number field. Let R be the ring of integers in K.
a ) is irreducible, the following conditions are equivalent.
•
a ) has an R-structure.
a ) has a K-structure.
• There exists γ ∈ C * such that (i)
Proof The first condition clearly implies the second. Let us show that the second condition implies the first. Let K ⊂ C be a sufficiently large algebraic number field which contains K and e has an R-structure.
a ) in the second condition. By Proposition 4.12, we may assume
a ) by using the following lemma.
Lemma 4.23 Let V K be a finite dimensional K-vector space. Suppose that we are given an R-lattice V R of
Proof If we regard V R as an R-module by R ⊂ R, then it is finitely generated over the Noetherian ring R. Because V R is naturally an R-submodule of V R , it is finitely generated over R. It is torsion-free. Because R is a one dimensional regular ring, V R is projective. Let j : V R −→ V K be the natural inclusion. The induced morphism j K : V R ⊗ R K −→ V K is injective. For any f ∈ V K , there exists an integer n f such that n f ι(f ) ∈ V R . Hence, j K is surjective. Thus, we obtain the first claim. We can easily obtain the second claim by using the first claim. Thus, Lemma 4.23 is proved.
Let us show the equivalence of the second and third conditions in Theorem 4.22. We put κ := exp(2π √ −1/m) and µ m := κ j | j = 0, 1, . . . , m − 1 . We consider the µ m -action on P 1 given by (κ j , q) −→ κ j q. We have a µ m -action on V r given by κ * e i ←→ e i . The connection ∇ (m) a is equivariant with respect to the action. For any ν ∈ C, let L(ν) be the meromorphic flat bundle O P 1 ( * D) y ν with ∇y ν = y ν νdq/q. The multi-valued flat section is given by ρ ν := y ν exp(−ν log q). We consider a µ m -action on L(ν) given by κ * y ν = y ν . The tensor
is equipped with an induced µ m -action. Its descent with respect to the µ m -action is isomorphic to (V, ∇ ′ ), where ∇ ′ is given as follows:
Suppose the second condition. Let L K be a K-structure of (V r , ∇ (m) a ). By Proposition 4.12, there exists a γ ∈ C * such that (κ −1 )
, we obtain a K-structure of (V r , ∇ ′ ). Applying Theorem 4.14, we obtain
, i.e., the third condition holds.
Suppose the third condition. We take ν ∈ C such that exp(−2π √ −1ν/m) = γ. By Theorem 4.14, (V r , ∇ ′ ) has a K-structure. It induces a K-structure on (V r , ∇ We have a special case of Theorem 4.22.
Corollary 4.24
Suppose that a ∈ Q r . Then, the following conditions are equivalent.
a ) has a Z-structure.
a ) has a Q-structure.
• There exists γ ∈ C * such that
Examples
Let us consider the conditions in the case that r = m is a prime number, and that K = Q and R = Z. We begin with a preliminary. Take γ ∈ R >0 \ Q such that γ r ∈ Q. Let P be the minimal polynomial of η := γe • If r is an odd prime, P = T r ± γ r .
• If r = 2, we have P = T 2 ± γ 2 unless (u, m) = (1, 3), (3, 2).
• If r = 2 and (u, m) = (1, 3), we have γ ∈ √ 2Q >0 and P (T ) ∈ T 2 + 2bT + 2b 2 b ∈ Q .
• If r = 2 and (u, m) = (3, 2), we have γ ∈ √ 3Q >0 and P (T ) ∈ T 2 + 3bT + 3b 2 b ∈ Q .
Proof We set K := Q(η). If m ≤ 1, we have γe 2π √ −1t/r ∈ K for some integer t. Recall that T r − γ r is irreducible in Q[T ]. Let Q be an algebraic closure of Q, and let f : Q −→ Q be an automorphism of the field over Q such that f (γe
We obtain u = 1, 2, and η = ±γe 2π √ −1v/r . Then, its minimal polynomial is T r ± γ r .
Let us consider the case r = 2. If m = 0, we have γ ∈ K and e 2π √ −1v/u ∈ K. Hence, we have K = Q(γ), and e 2π √ −1v/u ∈ Q(γ) ⊂ R. We obtain η = ±γ, and hence
, we have u = 1 or 3.
In the case u = 1, we have m = 3, because e 
T − √ 3aζ
Thus, we obtain Lemma 4.25
If r is an odd prime, we have no exceptional cases in the following sense.
a ) has a Z-structure, if and only if there exists a half-integer ℓ such that
Proof By Theorem 4.22, (V r , ∇ (r) a ) has a Z-structure, if and only if there exist γ ∈ R >0 and a half-integer ℓ such that (i) γ r ∈ Q, (ii)
. Suppose γ ∈ Q. By using Lemma 4.25, we obtain
. Hence, we obtain the proposition.
If r = 2, we obtain the following proposition from Lemma 4.25. We have the exceptional cases.
) has a Z-structure if and only if there exists an integer n such that one of the following holds:
• {a 1 , a 2 } = {−1/8 + n/4, −7/8 + n/4}
• {a 1 , a 2 } = {−1/12 + n/4, −11/12 + n/4} or {−5/12 + n/4, −7/12 + n/4}.
Let us compute Stokes matrices in a case. The other cases can be computed similarly. Let (a 1 , a 2 ) = (−1/8, −7/8). We have γ = √ 2 and
We have b = −(a 1 + a 2 ) − (r − 1)/2 = 1/2. We take a formal frame p = ( p 1 , p 2 ) compatible with the HukuharaLevelt-Turrittin decomposition such that
We put p ′ := ( p 2 , p 1 ). Let S 1 := −ǫ < arg q < π + ǫ and S 2 := −π − ǫ < arg q < ǫ . We put T 1 := {π − ǫ < arg q < π + ǫ} and T 2 := {−ǫ < arg q < ǫ}. We have S 1 ∩ S 2 = T 1 ⊔ T 2 . We take flat frames p Si , which are lifts of p. On T 1 , we have
Let M be the monodromy matrix given by p S1 = (−1) * p S1 . Then, we have
We obtain T 2 − 2T + 2 = (T − 2α)T + 2 and hence α = 1.
Let p ′
Si be the lift of p ′ . On T 2 , we have
Let M ′ be the monodromy matrix given by p
We obtain T 2 − 2T + 2 = (T + β)T + 2 and hence β = −2.
5 Harmonic bundle with homogeneity 5.1 Preliminary
Holomorphic vector fields
Let X be a complex manifold. The tangent bundle T X is equipped with a complex structure, i.e., an automorphism J with J 2 = −1. We have the canonical decomposition T X ⊗ R C = T 1,0 X ⊕ T 0,1 X, i.e., T 1,0 X and T 0,1 X denote the eigen spaces of J corresponding to √ −1 and − √ −1. The bundle T 1,0 X is naturally a holomorphic vector bundle on X, and T 0,1 X is naturally a holomorphic vector bundle on the conjugate X † . For the natural conjugation on T X ⊗ C, we have
If we are given a local coordinate (z 1 , . . . , z n ), we have the expression v = (f i ∂ zi + f i ∂ zi ). It is holomorphic if and only if f i are holomorphic. • The vector field v is holomorphic.
• 
Then, we obtain the second. Clearly, the third and the fourth are equivalent.
An action on vector bundle
Let E be a C ∞ -vector bundle on X. We identify it with the sheaf of C ∞ -sections. Let v be a vector field on X.
Suppose that E is a holomorphic vector bundle, and that v is holomorphic. An action
for local sections f ∈ O X and s ∈ E hol . Conversely, such a C-linear map on E hol induces a holomorphic action of v on E.
Homogeneous harmonic bundle and integrable variation of twistor structure
Let X be a complex manifold with a holomorphic vector field v. A harmonic bundle (E, ∂ E , θ, h) is called homogeneous of degree m ∈ R, with respect to v, if E is equipped with a v-action
In the following, we impose that m = 0, and we shall observe that the associated variation of twistor structure is naturally integrable, if m = 0.
. Then, the local structure of the harmonic bundle is easy. See Proposition 5.8 below. Hence, we exclude the case.
The associated meromorphic flat connection
We set X := C λ × X and X λ := {λ} × X. Let p λ : X −→ X denote the projection. We have the holomorphic vector bundle E = p −1 λ E with the holomorphic structure ∂ E + λθ † + ∂ λ . It is equipped with the relative flat connections
given by
, ∂ E ] = 0. We can check by an elementary computation that E has a unique meromorphic flat connection
Conjugate
Let X † denote the conjugate of X. We set
It is equipped with the relative flat connection
Note that v naturally gives a holomorphic vector field on X † . The harmonic bundle (E, ∂ E , θ † , h) is homogeneous of degree −m with respect to v. By the same procedure, we obtain a meromorphic connection
We identify C * λ and C * µ by λ = µ −1 . We have a natural identifications
Proof We have only to prove that
. By the constructions, we have the equalities
. Because the dλ-parts are the same, we obtain
Polarized integrable variation of pure twistor structure
Let p : P 1 × X −→ X be the projection. Due to Simpson [45] , we have the polarized variation of pure twistor structure (p −1 (E), D △ ) of weight 0, associated to (E, ∂ E , θ, h). (See [33] for a review.) Lemma 5.4 implies that the operators ∇ and ∇ † gives a T T E-structure D △ of p −1 (E). ( [17] . See §2.1 of [33] for a review of T T E-structure.) Hence, we obtain an integrable variation of pure twistor structure (p −1 (E), D △ ), which is an enrichment of (p −1 (E), D △ ).
Let σ :
taking values in the trivial line bundle on P 1 × X, satisfying some conditions. In this case, it is given by S h (u, σ * v) := h(u, σ * v) for sections u and v of p −1 (E) on U and σ(U), respectively, where U is any open subset of P 1 × X.
Lemma 5.5
The polarization is compatible with the integrability, i.e., for local sections u, v of p −1 (E), we have
, and hence
i.e., we obtain (35)
Equivalence
, we explained that a harmonic bundle with homogeneity of degree m with respect to v induces a polarized integrable variation of pure twistor structure of weight 0 which is homogeneous of degree m with respect to v. The construction gives an equivalence, which is a variant of the fundamental result due to C. Simpson [45] . (See [17] and [41] for the TERP case and the integrable case.)
is pure of weight 0 and equipped with a polarization S. Then, the corresponding harmonic bundle is naturally homogeneous of degree m with respect to v. The constructions are mutually converse.
Proof Let p : P 1 ×X = X −→ X denote the projection. Let (E, ∂ E , θ, h) be the harmonic bundle corresponding to the polarized variation of pure twistor structure of weight 0. Let D △ and D △ P 1 denote the restriction of D △ to the X-direction and
and 
we obtain L E v h = 0. It is clear that the constructions are mutually converse.
Appendix
Let (E, ∂ E , θ, h) be a harmonic bundle on X. Suppose that E is equipped with an action of a holomorphic
Proof For each point of P ∈ X, there exists ǫ > 0, such that (E, ∂ E , e sα θ, h) are harmonic bundles for any −ǫ < s < ǫ on a neighbourhood X P of P . We obtain [∂ E , ∂ E ] + e 2s Re(α) [θ, θ † ] = 0. Then, the claim of the lemma follows.
Proposition 5.8 Let P be any point of X. There exist a simply connected neighbourhood X P of P , holomorphic functions a i (i = 1, . . . , ℓ) and an orthogonal decomposition (E, θ) |XP = (E i , da i id Ei ).
Proof The Higgs bundle (E, θ) naturally induces a coherent O T * X -module. Its support with the reduced structure is called the spectral variety of the Higgs bundle, and denoted by Σ E,θ . We say that a point Q ∈ X is generic with respect to (E, θ), if the projection Σ E,θ −→ X is unramified over Q.
Suppose that P is generic with respect to (E, θ). We take a holomorphic coordinate (z 1 , . . . , z n ) around P . We have the description θ = n i=1 f i dz i . Let f † i denote the adjoint of f i with respect to h. Because [f i , f † j ] = 0 for any i and j according to Lemma 5.7, we have an orthogonal decomposition E |P = α∈C n E α such that f i|P = α α i id Eα and f † i|P = α α i id Eα , where α i denotes the i-th component of α. On a small neighbourhood X P ∋ P , we have a unique holomorphic decomposition
Because P is supposed to be generic with respect to (E, θ), there exists a holomorphic function β α,i such that
Hence, we are done in the case that P is generic. Note that the decomposition E |XP = E ′ α is orthogonal, and hence flat with respect to the Chern connection
Let us consider the case that P is not necessarily generic. Let X P be a simply connected small neighbourhood of P . There exists a point Q ∈ X P which is generic with respect to (E, θ). On a small neighbourhood X Q ∋ Q in X P , we have holomorphic functions a i and an orthogonal decomposition (E, θ) |XQ = (E i , da i id Ei ). Because the decomposition is flat with respect to ∂ E +∂ E , we can uniquely extend it to a flat decomposition E |XP = E ′ i , which is orthogonal with respect to h. It is easy to deduce that θ(E 5.3 Semi-infinite variation of Hodge structure 5.3.1 Real structure and semi-infinite variation of Hodge structure Let X be a complex manifold. Let (E, ∂ E , θ, h) be a harmonic bundle on X. The dual vector bundle E ∨ is naturally equipped with a Higgs field θ ∨ and a hermitian metric h E ∨ , so that (E ∨ , ∂ E ∨ , θ ∨ , h ∨ ) is a harmonic bundle. Let C be a non-degenerate symmetric pairing of (E, ∂ E ), such that the induced map Φ C : E −→ E ∨ gives an isomorphism of harmonic bundles, i.e., it is an isometric with respect to h and h ∨ , and θ is symmetric with respect to C. We have
Because Φ C is an isometry, we have
Hence, we obtain
Let j : X −→ X be given by j(λ, x) = (−λ, x). According to (36) and (37), C naturally gives a ∇ λ -flat pairing E ⊗ j * E −→ O X * .
Let n be an integer. Suppose moreover that C is homogeneous of degree √ −1nm with respect to v, i.e., L E v C = √ −1nmC. We have the induced pairing C : E ⊗ j * E −→ O X . We set P := λ −n C. The following lemma is clear by construction. The pairing P and the polarization S h induce a real structure of the local system on C * × X corresponding to (E, ∇). (See §5.3.2 below.) Thus, it gives a variation of pure polarized TERP-structure. Because we are given an "Euler field" v such that vE ⊂ E, it is graded ∞ 2 -VHS with real structure which is pure and polarized. (See [23] . The formulation here is slightly changed.) If the base space is a punctured disc, it is related with a Sabbah orbit or Hertling-Sevenheck orbit, ("nilpotent orbit" in the sense of Hertling and Sevenheck) studied in [18] .
Symmetric pairing Let V be a finite dimensional C-vector space. The natural pairing
v). It is symmetric if and only if the dual Φ
C , if C is non-degenerate and symmetric. Indeed,
Conjugate Let V be the vector space such that V = V as a Z-module, and that the scalar multiplication of α ∈ C is given by α • u = α u. Let v denote the element of V corresponding to an element v ∈ V . Then, α v = (αv). We may regard (·) as a C-linear isomorphism V ≃ V .
We have a natural anti-C-linear map Ψ :
We have the natural pairing V ∨ × V −→ C. Under the identifications, we have f , v = f, v .
Hermitian pairing Let h : V ×V −→ C be a bilinear map, which is equivalent to a linear map Φ h :
v). It is hermitian, if and only if (Φ
If h is non-degenerate and hermitian, we have the induced hermitian pairing h ∨ and h ∨ on V ∨ and V ∨ , respectively. We have Φ h
Compatibility Let C be a non-degenerate symmetric pairing of V . Let h be a non-degenerate hermitian pairing of V . We say that C and h are compatible, if
In that case, the following diagram is commutative:
The left hand side is equal to Φ h ∨ Φ C (u), f , and the right hand side is equal to Φ h (u),
Hence, κ gives a real structure of the vector space V . In this case, we have the relation h(u, v) = C(u, κ(v)).
Induced vector bundle with real structure on C * Let V be a C-vector space with a non-degenerate hermitian pairing h and a non-degenerate symmetric pairing C. Assume that they are compatible.
Let σ, γ and j be the involutions of C * λ , given by σ(λ) = −λ −1 , γ(λ) = λ −1 and j(λ) = −λ, respectively.
The pairing S h satisfies the symmetry σ * S h (σ * u, v) = S h (v, σ * u). The pairing S C satisfies the symmetry j
We have the following commutativity by the compatibility of h and C:
If we set P = λ −n S C , then we have the following (−1) n -symmetry:
We have
. Hence, the following diagram is commutative:
Hence, it also gives a real structure.
Assume that V is equipped with a connection ∇ such that the pairings S h and P are ∇-flat. Then, κ is also flat. As in [17] , it determines a real structure of the corresponding local system. See §2 of [33] for a review.
The prolongation of the action
Let X be a complex manifold with a simply normal crossing hypersurface D. Let D = i∈Λ D i denote the irreducible decomposition. Let v be a holomorphic vector field on X \ D such that v 1,0 ∈ Θ X (log D). Let (E, ∂ E , θ, h) be a good wild harmonic bundle on X \ D which is homogeneous of degree m with respect to v.
We set X := C λ × X and D := C λ × D. As explained in §5.2, we have the holomorphic vector bundle E on X with a meromorphic flat connection ∇. According to [31] and [36] (see [33] for a review), E is naturally extended to a filtered vector bundle Q * E = Q a E a ∈ R Λ on (X , D). Let QE denote the locally free O X ( * D)-module a Q a E. According to [19] in the tame case and [33] in the wild case, ∇ gives a meromorphic flat connection of QE:
Here,
Proof We have only to consider the case X = (z 1 , . . . , z n ) |z i | < 1 and
, where D i = {z i = 0}. Let us consider the case that the harmonic bundle (E, ∂ E , θ, h) is unramifiedly good wild. Let O denote the origin (0, . . . , 0). We have a good set I ⊂ O X ( * D)/O X and a formal decomposition 
By using the Hartogs property, we obtain L QE v Q a E ⊂ Q a E on X . Let us consider the case that (E, ∂ E , θ, h) is not necessarily unramified. We set X ′ = {(ζ 1 , . . . , ζ n ) |ζ i | < 1}
and
5.5 tr-TLE structure 5.5.1 Limit mixed twistor structure
) be a tame harmonic bundle on X \ D which is homogeneous of degree √ −1m with respect to v. For any a ∈ R ℓ , we have the limit mixed twistor structure S can a (E), N . (See [31] . See [33] for a review.) Let us briefly recall the construction. We have the following coherent O-module on
for any i and b = a. According to [31] , Gr Q a (E) is locally free. Hence, we have the vector bundle G a (E) := Gr Q a (E) |C λ ×{O} on C λ . They are equipped with the morphisms N i : G a (E) −→ λ −1 G a (E) obtained as the nilpotent part of the residues Res zi ( ∇). We also obtain the vector bundle G † −a (E) on C µ with the morphisms
We have an isomorphism Φ a : [33] for a review of the construction.) Thus, we obtain a vector bundle S can a (E) on P 1 with morphisms (2) . Let W denote the weight filtration of ℓ i=1 N i . According to [31] , (S can a (E), W ) is a mixed twistor structure, i.e., Gr W n S can a (E) are isomorphic to a direct sum of O P 1 (n). Because the harmonic bundle is homogeneous, the associated polarized variation of pure twistor structure is integrable ( §5.2). As explained in [19] (see [33] for a review), S can a (E) is equipped with the induced meromorphic connection a ∇ in the case of polarized integrable variation of twistor structure. Let u := √ −1(λ∂ λ − λ∂ λ ). We also have an action L 
Mixed Hodge structure
Note that u is the fundamental vector field of the S 1 -action on P 1 given by (t, λ) −→ tλ. For our purpose in §6, it is reasonable to suppose the following.
Assumption For any a ∈ R ℓ , the u-action on S can a (E) is lifted to an S 1 -action.
It is naturally extended to a C * -action. (See Lemma 5.17 below.) The connection a ∇ and the morphisms N i are C * -invariant. In particular, the weight filtration is also C * -equivariant. Hence, (S can a (E), W ) comes from a complex mixed Hodge structure (H, F, G, W ) with morphisms N i , by the Rees construction. ( [45] . See also [31] .)
Recall that, by using the canonical decomposition of mixed Hodge structure by Deligne, we obtain a decreasing filtration F op such that (i) it is 0-opposite to F , (ii) 
give morphisms from (H, F, G, W ) to its (−1)-Tate twist, we obtain that
q+1 by using the functoriality.
Applying the Rees construction to two filtrations F and F op , we obtain a vector bundle R a on P 1 , which is pure twistor structure of weight 0. It satisfies R a|C λ = S can a|C λ . We have induced morphisms
The bundle R a is equipped with a C * -action, which induces an action L Ra mu of mu. Because we have
The residue of a ∇ at ∞ is semisimple.
Remark 5.11 Hertling and Sevenheck [18] obtained a mixed Hodge structure from their Sabbah orbit based on the above theorem that (S can a (E), N ) are mixed twistor structure in [31] . It seems related with the above mixed Hodge structure in the case that n = ℓ = m = 1 and v = √ −1(z∂ z − z∂ z ). But, the construction in this paper is slightly different from theirs, at least apparently. Namely, we construct a mixed Hodge structure on the L uequivariant sections, and they constructed a mixed Hodge structure on the space of multi-valued sections which are flat with respect to a ∇. Their construction seems to have its origin in Singularity theory. Our construction might be natural from the view point of "Simpson's Meta theorem" [45] . We postpone to clarify the precise relation.
tr-TLE structure
We set X := P 1 × X and D := P 1 × D. We set X ∞ := {∞} × X. From (Q 0 E, ∇), we obtain an O X * X ∞ -module
Q 0 E such that ∇ is regular singular along X ∞ . We continue to suppose the assumption in §5.5.2. We regard
which is the simultaneous generalized eigen decomposition of Res zi ( ∇) (i = 1, . . . , ℓ). We naturally
Lemma 5.12 R is a pure twistor structure of weight 0.
Proof For any −1 < b ≤ 0, let b i ∈ R ℓ denote the element whose j-th entry is b if j = i, or 0 otherwise. We have the naturally defined map
F ai . According to [31] , we have an isomorphism
and we have a splitting
F of R, and we have an isomorphism
In other words, for some N > 0, we can order a 1 , . . . , a N and we can take a filtration F j (j = 1, . . . , N ) of R such that F j /F j−1 ≃ R a j . Because R a are pure twistor structure of weight 0, by construction, we obtain that R is also a pure twistor structure of weight 0.
Proposition 5.13
We have a locally free O X -submodule
Proof It follows from the correspondence between regular filtered flat bundles and filtered local systems ( [44] , [32] ). It is also obtained by successive use of the elementary transforms. We shall give an outline of the latter argument. We have a meromorphic flat bundle ( QE, ∇) such that (i)
We have only to construct a submodule of V := QE |Cµ×X with the desired property. Let M be the Deligne lattice of (V, ∇). We have M |C It is also equipped with an induced logarithmic flat connection ∇ 1 , i.e., for a holomorphic local section s of V 1 , take a holomorphic local section s of V such that s |Y1 = s, and
is equipped with the induced logarithmic connection. Let H ⊂ V 1 be a subbundle, which is invariant with respect to Res w1 (∇) and ∇ 1 . We obtain a holomorphic vector bundles V Hi (i = 1, 2) by the following exact sequences of O Y -modules:
It is easy to see that V Hi have induced logarithmic flat connections ∇. They are called the elementary transforms of V along H of type (38) and (39), respectively. The kernel of the surjective morphisms
Let us return to the proof of Proposition 5.13. We have locally free
More precisely, H i are direct sums of some generalized eigen spaces of Res(∇ U ). We have the endomorphisms F i of R induced by Res i ( ∇). By an induction, R i are equipped with induced endomorphisms F i , and H i are F i -invariant.
We have either one of the morphisms R i /µR i −→ H i in the case (38) (39) . The kernel is denoted by K i . They are invariant with respect to F i and Res(∇ U ), and we obtain R i−1 from R i by applying an elementary transform along K i of type (39) or (38) , respectively.
We set M N := M . We have a logarithmic connection ∇ ′ on M By Lemma 5.12, there exists a neighbourhood U ⊂ X of O such that, for each P ∈ U , the restriction Q 0 E |P 1 λ ×{P } is pure twistor structure of weight 0. We state it as a proposition.
Proposition 5.14 There exists a neighbourhood U ⊂ X of O such that (Q 0 E, ∇) |C λ ×(U\D) is extended to a tr-TLE structure (Q 0 E, ∇) |C λ ×(U\D) in the sense of Hertling [17] . Let β ∈ C, and let v 1 := βv 1,0 + βv 0,1 . We set v 1 := β v 1,0 + β v 0,1 . Let P be any point of U \ D, and let γ t be an integral curve of v 1 starting from P such that γ 0 = P . The holomorphic vector field induces an isomorphism P for any β ∈ C.
S
1 -action and C * -action (Appendix)
We will be mainly interested in the case that the vector field v is obtained as the fundamental vector field of an S 1 -action. So, as an appendix, we give a remark that an S 1 -action on a holomorphic vector bundle is extended to a C * -action. Let Y be a complex manifold equipped with a holomorphic C * -action ρ. The restriction of ρ to S 1 is denoted by ρ 1 . Let E be a holomorphic vector bundle on Y with an S 1 -action ρ E1 such that (i) (E, ρ E1 ) is an S 1 -equivariant vector bundle over (Y, ρ 1 ), (ii) the fundamental vector field of the action ρ E1 is holomorphic. In this subsection, we shall identify T Y and T 1,0 Y .
Lemma 5.17
The S 1 -action ρ E1 is uniquely extended to a holomorphic C * -action ρ E on E such that (E, ρ E ) is a C * -vector bundle on (Y, ρ).
Proof Let P E denote the projective completion of E. The S 1 -action ρ E1 on E is uniquely extended to an S 1 -action of ρ E2 on P E , whose fundamental vector field V is also holomorphic. We obtain the holomorphic vector field √ −1V , and we have [V, √ −1V ] = 0. Let ν be the R-action on Y given by ν(t, Q) = ρ(e −t , Q). Let V 1 denote the fundamental vector field of ν. Let π : P E −→ Y denote the projection. Let T P π : T P P E −→ T π(P ) Y denote its derivative. Then, T P π( √ −1V |P ) = V 1|Q for any P ∈ π −1 (Q). Assume that V 1|Q = 0. By using the properness of π, there exist ǫ > 0 and C ∞ -map F : (−ǫ, ǫ)× π −1 (Q) −→ P E such that F (t, P ) is an integral curve γ(t) of √ −1V such that γ(0) = P . For each t ∈ (−ǫ, ǫ), F (t, •) gives a diffeomorphism of π −1 (Q) ≃ π −1 (ν(t, Q)). Then, it is easy to prove that an integral curve of √ −1V through any point of P E can be defined over R. Hence, we have an R-action ν PE on P E whose fundamental vector field is √ −1V . Because it preserves P E \ E, we obtain an R-action ν E on E. It commutes with ρ E1 , and satisfies φ • ν E (t, P ) = ν(t, π 1 (P )), where π 1 : E −→ Y . Hence, we obtain a holomorphic C * -action ρ E such that π 1 is equivariant with respect to ρ E and ρ. Let α 1 , α 2 ∈ C and v 1 , v 2 ∈ E |Q for Q ∈ Y . We have ρ E (t, α 1 v 1 + α 2 v 2 ) = α 1 ρ E (t, v 1 ) + α 2 ρ E (t, v 2 ) for t ∈ S 1 . Hence, it holds for t ∈ C * , i.e., (E, ρ E ) is a C * -equivariant bundle over (Y, ρ). We set v := √ −1r(q∂ q − q∂ q ), which is the fundamental vector field of the S 1 -action on P 1 given by (t, q) −→ t r q. We set X := C λ × X and X := P 1 × X. We use the notation D, D, etc., in similar meanings. We set X λ := {λ} × X ⊂ X for λ ∈ P 1 . Because t * θ = t m θ and t * h = h, the harmonic bundle (E, θ, h) := (E r , θ r,m , h a ) on X \ D is homogeneous of degree m with respect to v. As explained in §5.2 and §5.4, we have the locally free O X ( * D)-module QE with the meromorphic flat connection ∇. We have the O X ( * D ∞ )-submodule Q 0 E ⊂ QE. The connection ∇ is logarithmic along D 0 .
Lemma 6.1 QE is uniquely extended to a locally free O X * (D ∪ X ∞ ) -module QE such that ∇ gives a meromorphic flat connection of QE which is regular singular at any point of X ∞ \ D ∞ .
Proof Note that the harmonic bundle is not tame at ∞. We have only to consider the issue locally around (λ, q) = (∞, ∞). We use the Riemann-Hilbert correspondence between meromorphic flat bundles and local systems with Stokes structure, studied in §4 of [36] . See [35] for a review. By using the descent and pull back, we may assume m = r. Then, the eigenvalues of θ r,r are of the form α dq (α ∈ C). Hence, the irregular values of (QE, ∇) along q = ∞ are of the form αλ −1 q (α ∈ C).
It is clear that QE is extended along X ∞ \{(∞, ∞)} in a regular singular way. We take a blow up ϕ : Z −→ X at (∞, ∞). Then, the pole and the zero of the function ϕ −1 (λ −1 q) are separated. The pole of ϕ −1 (λ −1 q) is the strict transform of P . Let Q ∈ π −1 (P ). For a local coordinate (u, v) around P such that q = uv and µ = v, the irregular values are of the form α u −1 (α ∈ C). We can take a point Q ′ ∈ π −1 (D ′ 2 \ P ) such that (i) Q ′ is sufficiently close to Q, (ii) the orders ≤ Q ′ and ≤ Q are the same on the set of the irregular values of (QE, ∇). We have a natural isomorphism L Q ≃ L Q ′ . Hence, we obtain a filtration of L Q induced by the Stokes filtration of L Q ′ . Thus, we obtain the Stokes structure of L. By using the Riemann-Hilbert correspondence, we obtain a good meromorphic flat bundle on Z. Its push-forward to X gives the desired extension of (QE, ∇).
Remark 6.2 The first claim of the previous lemma holds in a more general situation, which will be argued elsewhere.
We have a locally free O X ( * D ∞ )-module Q 0 E ⊂ QE. ℓ (E, θ, h) is homogeneous of degree ℓm with respect to v. Then, it is easy to observe that the meromorphic flat bundle associated to ϕ −1 ℓ (E, θ, h) is naturally isomorphic to ϕ * ℓ (QE, ∇), where the induced map X −→ X , (λ, q) −→ (λ, q ℓ ) is also denoted by ϕ ℓ .
6.1.2 Refinement for tr-TLE structure Proposition 6. 4 We have a locally free O X ( * D ∞ )-submodule Q 0 E ⊂ QE such that (Q 0 E, ∇) is tr-TLE structure in the sense of Hertling [17] , i.e., (i) ∇ is logarithmic with respect to Q 0 E along X ∞ , (ii) Q 0 E |P 1 ×{Q} is a pure twistor structure of weight 0 for each Q ∈ X \ D ∞ .
Proof We have only to consider the case m = 1 by the remark given in the last of §6.1.1. Let σ 0 be an automorphism of X given by σ 0 (λ, q) = (τ λ, q), where τ is the primitive r-the root. We have the C * -action on X given by t(λ, q) = (tλ, t r q). The automorphism σ of V r induces an automorphism σ of p * V r over σ 0 . The C * -action on V r induces the action on p * V r . Then, λ −1 θ and ∇ are σ-equivariant and C * -equivariant. Hence, ∇ 1 is also σ-equivariant and C * -equivariant. Let V r,i := O P 1 ( * D)e i . Then, ∇ 1 preserves the decomposition V r = V r,i , and it is expressed as ∇ 0 − b i id Vr,i dq/q, where b i ∈ C. The numbers b i must be equal to the parabolic weights. (Recall the dependence of the parabolic weights and the eigenvalues of the residues Res(∇ λ ) on λ in [18] , [31] , [44] .)
Explicit description
Let us give an explicit description of ∇ under the isomorphism QE ≃ p * V r in Proposition 6.5. For given complex numbers γ 1 , . . . , γ r , let diag[γ 1 , . . . , γ r ] denote the diagonal matrix whose (j, j)-entries are γ j . By the construction of C * -action and ∇, we have ∇ mλ∂ λ +rq∂q e = e diag[m, 2m, . . . , rm]. According to Proposition 6.6, we have q ∇ q e = e − diag[a 1 , . . . , a r ] + m λ K(r, m) .
Hence, we obtain λ ∇ λ e = e diag[1, 2, . . . , r] + r m diag[a 1 , . . . , a r ] − r λ K(r, m) .
The formulas (40) and (41) 
Let C r be the matrix whose (i, j)-th entry is 1 if i ≡ j + 1 modulo r, or 0 otherwise. Then, by specializing (43) to q = 1, we obtain λ ∇ λ e |q=1 = e |q=1 diag[1, 2, . . . , r] + diag[a 1 , . . . , a r ] − r λ C r .
By specializing (42) to λ = 1, we obtain q ∇ q e |λ=1 = e |λ=1 − diag[a 1 , . . . , a r ] + rK(r, r) .
We set v i := q −i e i . Then, we obtain In particular, we obtain the following:
Corollary 6.7 We have an isomorphism ( QE, ∇) |X 1 and ( QE, ∇) |P 1 λ ×{1} . Remark 6.8 We can also obtain the isomorphism in Corollary 6.7 by using the homogeneity without explicit computations.
