Abstract-The problem of modulating the value of a parameter onto a band-limited signal to be transmitted over a continuoustime, additive white Gaussian noise (AWGN) channel, and estimating this parameter at the receiver, is considered. The performance is measured by the mean power-α error (MPαE), which is defined as the worst-case αth order moment of the absolute estimation error. The optimal exponential decay rate of the MPαE as a function of the transmission time, is investigated. Two upper (converse) bounds on the MPαE exponent are derived, on the basis of known bounds for the AWGN channel of inputs with unlimited bandwidth. The bounds are computed for typical values of the error moment and the signal-to-noise ratio (SNR), and the SNR asymptotics of the different bounds are analyzed. The new bounds are compared to known converse and achievability bounds, which were derived from channel coding considerations.
I. INTRODUCTION
Consider the problem of waveform communication [9, Ch. 8] : A modulator maps a parameter 1 u ∈ [0, 1) to a signal {s (t, u) , 0 ≤ t ≤ T }, which satisfies a power constraint P . This signal is transmitted over the continuous-time AWGN channel, with two-sided spectral noise density N0 2 . At the output of the channel, an estimator processes the received signal, {y(t) = s(t, u) + z(t), 0 ≤ t ≤ T }, to obtain an estimate of the parameter.
The estimation performance is usually evaluated by the αth order moment of the absolute estimation error, which we term the mean power-α error (MPαE). Most commonly, the mean square error (MSE) is used (α = 2). A natural question for such modulation-estimation systems, is how small can the MPαE be made when using transmission time T ? Since the MPαE can decay exponentially with T , for a careful design of the modulator and estimator, the optimal exponential decay rate of the MPαE was investigated, in the same spirit that the optimal exponential decay of the error probability was studied for the problem of channel coding (e.g., [5, Ch. 5] ).
Most of the previous research has focused on the AWGN channel without bandwidth constraints on the input signals, and the goal of this paper is to develop bounds on the MPαE for band-limited input signals, with emphasis on lower 1 It can be shown that taking the range of the parameter to be [0, 1) is possible with no essential loss of generality. bounds (i.e., converse bounds). 2 For achievability results, both a frequency position modulation system and a pulse position modulation were shown [9, Ch. 8 ] to achieve an exponential decrease of the MSE according to exp(− P 3N0 T ), using a bandwidth that increases exponentially with T . More recently, the same exponent was achieved, using a modulation scheme that employs uniform quantization of u, followed by an optimal channel code for AWGN channel [6, Introduction] ). A similar system will be discussed in Section III.
For converse bounds, one can view the parameter as a random information source, i.e., U is a random variable distributed, say, uniformly over [0, 1). The estimateÛ is then chosen to minimize the average distortion, under the αth order moment of the absolute error distortion measure. The MPαE is the average distortion D of this joint source-channel coding system. So, in principle, the data processing theorem (DPT) [4, Sec. 7 .13] can be harnessed to obtain a converse bound of the form D ≥ R −1 (C), where R(D) is the rate-distortion function of the source, and C is the channel capacity. In the unlimited-bandwidth case, the channel capacity is C = P N0 , and the DPT lends itself to obtain a lower bound on the MSE of the form,
However, this bound may be too optimistic, since to achieve it using a separation-based system, the source should be compressed at a rate close to its rate-distortion function, which is impossible when there is merely a single source symbol (scalar quantization).
In [3] , Cohn has obtained an improved lower bound of exp(− P 2.89·N0 T ) for the MSE (α = 2), by analyzing the channel coding system introduced above (quantization followed by a channel code). Later on, Burnashev [1] , [2] has revisited and generalized Cohn's arguments, and obtained, among other results, the lower exponential bound of the exponential order of exp(− P 3N0 T ) for α = 2 [2, Th. 3]. As this converse bound coincides exponentially with the achievability bound, then the optimal exponent is precisely characterized for the unlimitedbandwidth AWGN channel.
Further, in [7] , a converse bound and an achievability bound on exponent of the MPαE were derived, for a discrete memoryless channel (DMC) in discrete-time, rather than the AWGN channel in continuous-time. However, the problem of characterizing the maximal achievable exponent of the MPαE for the AWGN channel fed by a band-limited input, to the best of our knowledge, was not explicitly addressed before.
As a simple benchmark, the DPT bound mentioned above can be adapted to input signals band-limited to W , by simply replacing the capacity of the unlimited-bandwidth case with the capacity of AWGN channel with band-limited inputs, i.e., C = W log(1 + P N0W ), where W is the bandwidth, and, here and throughout, logarithms are taken to the natural base. The resulting lower bound on the MPαE has exponential order of
Thus, unlike the unlimited-bandwidth case, for which the MPαE scales linearly with P N0 , for the band-limited case, it only scales logarithmically with P N0 . Following the problem formulation in Section II, we improve on the converse bound of (2) using two different mechanisms. In the first, channel coding considerations, as the ones used in the converse bound of [7] , are adapted to derive a converse bound to the problem at hand. In the second method, we relate the MPαE of a band-limited system to the MPαE of a different system, and then utilize the results of the unlimited-bandwidth case from [1] - [3] on the new system (even if it is band-limited). This way, we obtain bounds on the MPαE of the original, band-limited, system. Two new bounds will be derived from this general methodology in Section III. From the results shown in Section IV, it is evident that none of the three converse bounds mentioned above dominates the other two, and for each of these bounds, there exists a region in the plane of α and SNR, such that this is the best bound out of the three. To assess the tightness of the converse bounds, we will briefly discuss an adaptation of the achievability bound of [7] to the AWGN channel. Due to the space limitation, details and full proofs are omitted, but can be found in [8] .
II. SYSTEM MODEL AND BACKGROUND Let u ∈ [0, 1) be a parameter and consider the continuoustime AWGN channel
where s(t, u) and y(t) are the channel input and output, respectively, at time t, and {z(t)} is a sample function of a white Gaussian noise process with two-sided spectral density
A modulation-estimation system S T of time duration T is defined by a modulator and an estimator. The modulator maps a parameter value u to a signal {s(t, u), 0 ≤ t ≤ T }, where s(t, u) = 0 for t < 0 and t > T, and where the mapping u → s(t, u) is assumed measurable. The estimator maps the received signal {y(t), 0 ≤ t ≤ T } to an estimated parameter, u. The system S T is power-limited to P if
For the purpose of converse bounds, it can be assumed, without loss of generality, that (4) 
where Y (t) is the random process obtained in (3) for a random process Z(t), and E u [·] is expectation under u ∈ [0, 1). We say that E is an achievable MPαE exponent if there exists a family {S T } of modulation-estimation systems, such that
The objective of the paper is to derive converse bounds on the largest achievable MPαE exponent, defined as
where the inner maximization is over systems S T which satisfy the power constraint P , the bandwidth constraint W , and operate over an AWGN channel with noise spectral density
where F α (Γ) is a certain function. The same comment applies to the converse and achievability bounds that will be encountered along this work. So, henceforth, we will be interested in F α (Γ), the MPαE exponent per unit bandwidth.
To review the known converse bounds for the unlimitedbandwidth case, we begin by formulating the appropriate scaling of their MPαE exponent. Writing (8) as
and noting that as W → ∞ then Γ → 0, we can define unlimited-bandwidth MPαE exponent as
So, for large bandwidth W ,
Fα(Γ) Γ
≈ γ α , and
Thus, for W → ∞, (11) has the same form as (8) , with the exponent per unit bandwidth being a linear function of the SNR, as γ α Γ. By contrast, as we shall see in Section III, and as was mentioned earlier, for band-limited signals, F α (Γ) scales logarithmically with Γ.
The 
where α 0 is the unique root of the equation
In fact, for α ≥ 2 this is the exact value of γ α as there are schemes that achieve it (e.g., [1, Th. 1]).
III. EXPONENTIAL BOUNDS ON THE MPαE In this section, we present three converse bounds on the MPαE exponent, and an achievability bound. The first converse bound, referred to as the channel coding converse bound, is an adaptation of the converse bound of [7] , originally derived for DMCs. The two additional converse bounds, namely, the spherical cap bound and the spectrum replication bound, are the main results of this paper. They are derived by converting the unlimited-bandwidth bound to the band-limited case. An appealing property of these bounds is that their proof is only based on the value of the unlimited-bandwidth converse bound, and not on the way it was derived. Thus, there is no need to repeat the intricate proofs of the unlimited-bandwidth bound in order to derive the new bounds. Further, any future improvement of the bound (12) will immediately lead to a corresponding improvement of our band-limited bounds. Finally, an achievability bound is also described, which is also again an adaptation of the achievability bound of [7] .
To state the channel coding converse bound, we define Gallager's random coding function [5, p. 339, eq. (7.4.24)]
where [5, p. 339, eq. (7.4.28)]
Proposition 1 (Channel coding converse bound). The MPαE exponent per unit bandwidth is upper bounded as
This bound can be proved using the proof methods of [7] . The spherical cap bound is given by the following theorem. The proof is based on the following idea. The signals of any power-limited and band-limited system S T reside on the surface of an N -dimensional sphere (N = 2W T ) of radius √ P T , centered at the origin. A measuring argument, similar to [10, pp. 293-294], shows that for any given θ, there exists a spherical cap of angle θ in the surface of this sphere, such that the signal vectors confined to this spherical cap satisfy the following: They pertain to a portion of the signal set locus larger than the surface area of the cap divided by the surface area of the sphere (see Fig. 1 ). Then, a new system can be constructed, which is based only on signals which lie in this spherical cap, first, by joining the subset of parameters values pertaining to signals within the spherical cap to the left, and then, rescaling the resulting interval back to [0, 1). While this new system is still band-limited, its exponent must obviously obey the unlimited converse bound (12). By relating the MPαE of the constructed system with the MPαE of S T , a bound on the MPαE of S T is obtained. After an optimization of the angle θ of the spherical cap, the theorem is obtained.
Theorem 2 (Spherical cap bound). The MPαE exponent per unit bandwidth is upper bounded as
To state the spectrum replication bound, we need the fol-
and also define
Theorem 3 (Spectrum replication bound). The MPαE exponent per unit bandwidth is upper bounded as
The proof of the spectrum replication bound is based on creating many replicas of the signal set of a given bandlimited modulation system in higher frequency bands. This results in a new system, where the value of the modulated parameter determines both which of the frequency bands will be active, and which signal will be transmitted within the band. Specifically, suppose that a system S T whose signals are band-limited to [0, W ) is given. We duplicate its signal set by a simple frequency shifts, from the frequency band [0, W ) to all the frequency bands [mW, (m + 1)W ) for 0 ≤ m ≤ M − 1, where M ∈ N, thus obtaining a new signal set for a new systemS T . To modulate u using the replicated signals, it can first be quantized to a binary codeword by a uniform quantizer, and then: (i) the most significant bits determine the frequency band index m, and (ii) the least significant bits determine the signal within the band, which is simply a frequency translation of a signal from S T . The spectrum of the signals of S T andS T is illustrated in Fig.  2 . At the receiver, first the active frequency band is decoded using a non-coherent decoder, then signal is demodulated to baseband (assuming a correct decoding at the first stage), and finally the estimator of S T is used to choose the signal within the decoded band. On the one hand, the MPαE exponent of the new systemS T can be lower bounded by an expression which depends on the MPαE exponent of S T , i.e., F α (Γ), and the probability of correct frequency band decoding. On the other hand, the signals ofS T occupy the frequency band [0, MW ), and since, as can be shown, M should be chosen to exponentially increase with T , then M 1, and these signals have a much larger bandwidth than the original system. Thus, it is proper to upper bound the MPαE exponent of the new systemS T by the unlimited-bandwidth bound (12). Using these relations, a bound on F α (Γ) can be readily obtained.
As both bounds of (17) and (21) are monotonically increasing with γ α , any upper bound on γ α can be used in the range where γ α is not known exactly (0 < α < 2), and, in particular, the bound in (12).
We conclude this section with an achievability bound, which is obtained by analyzing a system which quantizes u and then uses a channel code for its quantized value. To state the bound, we need the definition in (14), as well as Gallager's expurgated function [5, p. 341, eq. (7.4.43)]
where [5, p. 342, eq. (7.4.45) ]
Proposition 4 (Achievability bound). The MPαE exponent per unit bandwidth is lower bounded as
This bound can be proved using the proof methods of [7] . This bound was shown in [7] to be tight for α → 0 and α → ∞. However, in our case, while the achievability and converse bound are tight for a given Γ, as α → 0 and α → ∞, it is not so for a given 0 < α < ∞, as Γ is swapped. 
IV. RESULTS AND COMPARISON AMONG THE BOUNDS
In Figs. 3-6 , the cases α = 0.1, 1, 2, 10 are considered, and the various bounds are plotted. Evidently, for α = 0.1 the channel coding converse bound dominates all other bounds; for α = 1 the channel coding converse bound is the best for most SNRs; for α = 2 the spectrum replication bound is the best for most SNRs; and, for α = 10 the spherical cap bound dominates all other bounds. The DPT based bound (2) is not displayed as it is worse than the best all other converse bounds.
To investigate the behavior of the bounds for different values of α, we explore the high and low SNR regimes. At high SNR, Γ → ∞, it turns out that the all the converse bounds have the same asymptotic form α log(Γ)+c α +o(Γ), for some c α . Thus, the various upper bounds differ by their additive constant c α . The next proposition gives the value of the constant c α . 7 shows c α versus α. As can be seen, from this perspective, the channel coding converse bound is best for 0 < α ≤ 1.34, the spherical cap bound is best for 1.34 < α < 2 and α ≥ 3, and the spectrum replication bound is best for 2 < α ≤ 3. Regarding the achievability bound, we have: 
Proposition 5. The converse bounds at Γ → ∞ are given by
F α (Γ) ≤ α log(Γ) + c α + o(Γ)(25
Proposition 6. The achievability bound of Prop. 4 is given by
At low SNR (Γ → 0), it is apparent that just like in channel coding, the bandwidth constraint is immaterial, and the performance of band-limited systems approaches that of unlimited-bandwidth systems. In this regime, the additional dimensions offered by a possible increase of the bandwidth do not improve the exponent, because the increase in the MPαE exponent due to the additional dimensions is lower than the decrease in the exponent due to energy reduction in the original dimensions. Prop. 7 describes the behavior of the channel coding achievability bound for small Γ.
Proposition 7. The channel coding achievability bound of Prop. 4 is given by
Thus, at low SNR and α ≥ 2, the channel coding achievability bound is linear in Γ, and has the same slope as the unlimited-bandwidth converse bound γ α Γ (see (12)). For α < 2, however, there is still a gap. Nevertheless, as the SNR increases, the band-limited exponent should be strictly less than the unlimited-bandwidth exponent. From this aspect, an interesting figure merit for a bound is the minimal SNR for which the bound deviates from the unlimited-bandwidth bound. For the spherical cap bound, this SNR is clearly Γ sc α γα . For the channel coding converse bound, such an SNR Γ cc exists, but it is difficult to find it analytically. Indeed, as Γ → 0, we get β 0 → 1 and the channel coding converse bound reads F α (Γ) ≤ α 1+α Γ + Θ(Γ 2 ). As evident from (12), the minimization in (16) is dominated by the term γ α Γ. For the spectrum replication bound, the minimal SNR Γ sp for which the bound deviates from the unlimited-bandwidth bound is also difficult to find analytically. Thus, numerical results are displayed in Fig. 8 . From this aspect, it is seen that the spherical cap bound is usually better than the two other bounds, except for very low values of α.
Interestingly, for a given Γ, all bounds tend to zero as α → 0. For α → ∞ the spectrum replication bound is useless, whereas the channel coding and spherical cap bounds tend to Γ 2 ; the latter being the channel capacity of the unlimitedbandwidth channel (per unit time per unit bandwidth).
