Micro-simulation travel demand and land use models require a synthetic population, which consists of a set of agents characterized by demographic and socio-economic attributes. Two main families of population synthesis techniques can be distinguished: (a) fitting methods (iterative proportional fitting, updating) and (b) combinatorial optimization methods. During the last few years, a third outperforming family of population synthesis procedures has emerged, i.e., Markov process-based methods such as Monte Carlo Markov Chain (MCMC) simulations. In this paper, an extended Hidden Markov model (HMM)-based approach is presented, which can serve as a better alternative than the existing methods. The approach is characterized by a great flexibility and efficiency in terms of data preparation and model training. The HMM is able to reproduce the structural configuration of a given population from an unlimited number of micro-samples and a marginal distribution. Only one marginal distribution of the considered population can be used as a boundary condition to "guide" the synthesis of the whole population. Model training and testing are performed using the Survey on the Workforce of 2013 and the Belgian National Household Travel Survey of 2010. Results indicate that the HMM method captures the complete heterogeneity of the micro-data contrary to standard fitting approaches. The method provides accurate results as it is able to reproduce the marginal distributions and their corresponding multivariate joint distributions with an acceptable error rate (i.e., SRSME=0.54 for 6 synthesized attributes). Furthermore, the HMM outperforms IPF for small sample sizes, even though the amount of input data is less than that for IPF. Finally, simulations show that the HMM can merge information provided by multiple data sources to allow good population estimates.
Introduction
terms of NFC, NFT and PFC over 100 runs.
126
To overcome the limitations of standard fitting techniques, Barthelemy and Toint (2013) presented a 127 synthetic reconstruction method following three steps: (i) the generation of individuals, (ii) the estima-128 tion of household joint distributions, and (iii) the generation of households by grouping the individuals. 
Process-based methods (MPBM). This technique overcomes the shortcomings related to the previous

Problem formulation and notations
151
For a given spatial area and a period of time, a true population δ(X) exists that includes a certain 152 number of agents. Every agent is associated with a set of specific attributes X = {X 1 , X 2 , ..., X i , ..., X N },
153
where N is the number of attributes to be synthesized (e.g., age, income, etc.). In this paper, the challenge 154 consists of building the joint distribution δ(X) by generating a set of sequences of observations from a 155 HMM describing the structure of the true population through available micro-samples and an initial 156 aggregate marginal distribution. The synthetic population generation process is regarded as a variant of 157 the standard decoding problem. In the standard decoding problem, the state sequences are supposed to 158 be unknown. In this regard, the Maximum Likelihood (ML) estimators related to the transition states age could have 100 states to emit 1, 2, . . . , 100; gender has two states to emit 1 or 2, etc.); T = {t ij } is 170 a set of state-transition probabilities, where t ij represents the probability to move from state h i to state 171 h j ; Z = {ξ h i (µ k )} represents the observation probabilities, where ξ h i (µ k ) is the probability of emission 172 of µ k at state h i with k ∈ Ω h i , a set of possible symbols within h i ; and Π = {π i } is the initial set of 173 probabilities before generating sequences of attributes. Based on this distribution, the starting state can 174 be selected. where N is the length of the hidden Markov chain is given by
where P (h 1 ) ≡ π i , P (m i | h i ) ≡ ξ h i (µ k ) and P (h i | h i−1 ) ≡ t ij are, respectively ,the initial, emission 176 and transition probabilities.
177
The parameters of the HMM can be written in a compact form: θ = (T, Z, Π). Following this 178 mathematical formalism, the objective is to determine the parameters θ = (T, Z, Π) of the HMM from 179 the observed data sets such that the probability P [h, m|θ] of generating the sequence of hidden states h 180 and the corresponding observation sequence m for the given parameters θ is maximized. With respect to 181 the synthetic population framework, the ML problem can be translated into the following mathematical 182 formulation:
3.2. Extension for a higher-order HMM categories/levels. For categorical variables, the number of levels is equal to the number of states.
188
(1,1)
Figure 2: Graphical representation of the higher-order HMM structure representation, all 100 different states can be considered (Fig. 3c) . However, if required, the marginal 196 distribution could be aggregated using a fixed number of bins ( Fig. 3a-b) . In this case, within each bin,
197
the emission probability matrix M E could be used to indicate the sub-distribution, instead of randomly
198
selecting values in between these intervals for synthesizing the considered attribute. transition probabilities that should be defined is determined as follows:
where n is the number of attributes, X i is the attribute i, and is the number of transition probabilities 204 to be determined. φ is an operator that provides the number of categories of an attribute. The key point 205 of the modeling process is the design of the transition probability M T and the emission probability M E 206 matrices.
Elements of the transition probability matrix M T are defined using the following formula:
where t ij is the transition probability between the category i of the left-side attribute and the category j
209
of the right-side attribute, e ij is the emission probability 1 of symbol j within state i, is the number of 210 states, γ is the number of levels of the attribute containing the highest number of levels, p ij is the number 211 of transitions occurring between state i of an attribute and state j of the directly following attribute, and
212
N is the total number of transitions starting from state i.
213
As a second input, a matrix for emission probabilities is required by the HMM to indicate the prob-214 ability of emission of symbols at a given state. Note that in this case, we consider that each state emits
215
only one symbol such that the probability emission is equal to 1. Additionally, the columns of M E are 216 subjected to the following constraint:
As a result, the emission probability matrix is the identity matrix. 
where is the total number of states and γ is the highest possible number of symbols emitted by one of horizontal distribution of the symbols. Based on these two matrices, the HMM will be able to generate
222
any individual sequence of attributes as generated from the synthesized joint distribution δ(X).
223
Note that we proposed to set M E as an identity matrix to obtain the most disaggregated synthetic is to present a new methodology and its application, we prefer to avoid adding data imputation issues.
254
As shown in Fig. 5 , the data set is split into two parts. The first, called the training data set, is used to 255 set the parameters of the HMM. Generally, depending on the sample size and the nature of the problem,
256
we chose to set p equal to a value between 70-80%. The second part is used to validate the synthesized 257 population. One can refer to Section 4 to know more about the validation issues. One should ensure that 258 the variable classification is performed according to the descending order of the number of categories. In 259 this regard, highly disaggregate continuous variables are generally placed at the beginning of the chain.
260
By referring to the notations in Figure 2 , the constraint that should be respected to maintain the best 261 approximation of the synthetic population is the following:
The following step consists of determining the values of M T and M E following the guidelines pro-263 vided previously. Using Equ. 7, a routine can be implemented to determine the transition probabilities of
264
M T . M E should be an identity matrix in order to obtain the most representative and accurate population,
265
as outlined in Section 3.
266
Once the HMM is calibrated, a sequence of agent attributes can be generated from the model depend-
267
ing on the size n of the population. cause problems for population synthesis because all the initial probabilities will be systematically located 279 within the first level of the first attribute. Thus, only a small portion of the population will be synthesized.
280
In this regard, a dummy state should be added before the first attribute, whose transition probabilities will 
where 0 is a 1 × ( − N ) vector of null values. In parallel, the matrix M E is extended into the following form ( + 1) × γ, where the emission probability of the new dummy state is specified:
Subsequently, the function hmmgenerate(arg) can be used to generate the full synthetic popu- it can be derived that the total number of states considered by the HMM is 105 (=101-15+1+16+2).
335
Based on the training data set, the M T matrix was built step by step (as an image of the structure of the 336 population) using Eqs. 6 and 7. As soon as M T and M E are defined, the calibrated HMM can generate 337 any number of attribute sequences.
338
In this simulation, we propose to generate a set of 100,000 agents from SP3, SP4, SP5 and SP6 using distributions related to the synthesized attributes (Fig. 6) . Moreover, Fig. 7 indicates a quasi-perfect fit 342 between the synthesized and the true population in terms of the slopes and R². The spread of the synthetic population is supposed to be more visible when a higher number of at- Note that when the number of synthesized attributes increases, the slope of the joint distribution 364 formed by the most distant attributes (Municipalities × Status and Municipalities × Gender) decreases
365
( Fig. A.14) . within the matrix. In other terms, it is the total product of the dimensions of J ijk... .
378
To our knowledge, none of the existing studies has statistically investigated the effects of scalability 379 in the context of population synthesis. In this regard, we propose to investigate scalability by successively 380 increasing the number of synthesized attributes (from 3 to 6) for a constant number of generated agents.
381
First, experiments show as expected that every time a new variable is introduced in the population syn-382 thesis, a relative deviation appear in the SRMSE. We can observe from 
421
From comparing the multivariate joint distributions of the HMM approach (Fig. 10a ) and the IPF 422 approach (Fig. 10b ), it appears that IPF is less capable of reproducing the complete heterogeneity present 423 in the true population. This is especially the case for small proportions. Moreover, R 2 is slightly better 424 for the HMM approach. A further analysis based on the SRSME, displayed in sets. In such situations, IPF fails in synthesizing these attributes, unless more elaborate approaches con-
432
sisting of multiple sub-models that incorporate IPF are considered. In this section, we illustrate that the
433
HMM approach is particularly useful for synthesizing variables stemming from different micro-samples.
434
Suppose that the EFT data set represents the full population; 2 sub-samples are drawn from this full 435 population, for which the variables are indicated in Table 4 . In total, 6 attributes are included in the two 436 sub-samples, each sub-sample containing 2 variables that are not available in the others. Moreover, the 437 sub-samples are drawn from the full population with different sampling rates (i.e., 15% and 10% 
where h t is the vector of states at time t and P is the conditional probability. According to Equ. 14, it
480
can be concluded that an attribute depends exclusively on the related previous attribute. 
