A new methodology is presented for the construction of control variates to reduce the variance of additive functionals of Markov Chain Monte Carlo (MCMC) samplers. Our control variates are defined as linear combinations of functions whose coefficients are obtained by minimizing a proxy for the asymptotic variance. The construction is theoretically justified by two new results. We first show that the asymptotic variances of some well-known MCMC algorithms, including the Random Walk Metropolis and the (Metropolis) Unadjusted/Adjusted Langevin Algorithm, are close to the asymptotic variance of the Langevin diffusion. Second, we provide an explicit representation of the optimal coefficients minimizing the asymptotic variance of the Langevin diffusion. Several examples of Bayesian inference problems demonstrate that the corresponding reduction in the variance is significant, and that in some cases it can be dramatic.
Introduction
Let U : R d → R be a measurable function on (R d , B(R d )) such that R d e −U (x) dx < ∞. This function is associated to a probability measure π on (R d , B(R d )) defined for all A ∈ B(R d ) by π(A) def = A e −U (x) dx/ R d e −U (x) dx. We are interested in approximating π(f ) def = f (x)π(dx), where f is a π-integrable function. The classical Monte Carlo solution to this problem is to simulate i.i.d. random variables (X k ) k∈N with distribution π, and then to estimate π(f ) by the sample mean π n (f ) = n −1 n−1 i=0 f (X i ) .
(1)
In most applications, sampling from π is not an option. Markov Chain Monte Carlo (MCMC) methods amount to sample a Markov chain (X k ) k∈N from a Markov kernel R with (unique) invariant distribution π. Under weak additional conditions [MT09,  Chapter 17], the estimatorπ n (f ) defined by (1) satisfies for any initial distribution a Central Limit Theorem (CLT)
where N (m, σ 2 ) denotes a Gaussian distribution with mean m and variance σ 2 , andf d is a solution of the Poisson equation
(3)
Reducing the variance of Monte Carlo estimators is a very active research domain: see e.g. [RC04, Chapter 4] , [Liu08, Section 2.3], and [RK17, Chapter 5] for an overview of the main methods. In this paper, we use control variates, i.e. π-integrable functions h = (h 1 , . . . , h p ) : R d → R p satisfying π(h i ) = 0 for i ∈ {1, . . . , p} and then choose θ ∈ R p such that σ 2 ∞,d (f + θ T h) ≤ σ 2 ∞,d (f ). [Hen97] and [Mey08, Section 11 .5] proposed control variates of the form (R − Id)θ T ψ where ψ = (ψ 1 , . . . , ψ p ) are known π-integrable functions. The parameter θ ∈ R p is obtained by minimizing the asymptotic variance
noting that (−θ T ψ) is a solution of the Poisson equation associated to (R−Id)θ T ψ andf d is defined in (3). The method suggested in [Mey08, Section 11 .5] to minimize (4) requires estimates of the solutionf d of the Poisson equation. Temporal Difference learning is a possible candidate, but this method is complex and suffers from high variance. [DK12] noticed that if R is reversible w.r.t. π, it is possible to optimize the limiting variance (4) without computing explicitly the Poisson solutionf d . Reversibility will play an important role in this paper as well.
Each of the algorithms in the aforementioned literature requires computation of Rψ i for each i ∈ {1, . . . , p}, which is in general a computational challenge. In [Hen97; Mey08] this is addressed by restricting to kernels for which R(x, · ) has finite support for each x, and in [DK12] the authors restrict mainly to Gibbs samplers in their numerical examples.
In this paper an alternative class of control variates is used to avoid this computational barrier. This approach follows [AC99] (applications to quantum Monte Carlo calculations) and [MSI13; PMG14] (Bayesian statistics): assume that U is continuously differentiable, and for any twice continuously differentiable function ϕ, define L ϕ by L ϕ = − ∇U, ∇ϕ + ∆ϕ .
Under mild conditions on ϕ, it may be shown that π(L ϕ) = 0. [MSI13] suggested to use L (θ T ψ) with ψ = (ψ 1 , . . . , ψ p ) as control variates and choose θ by minimizing θ → π({f −π(f )+L θ T ψ} 2 ). This approach has triggered numerous work, among others [OGC16] , [OG16] and [Oat+18] which introduce control functionals; a nonparametric extension of control variates. A drawback of this method stems from the fact that the optimization criterion π({f − π(f ) + L θ T ψ} 2 ) is only theoretically justified if (X k ) k∈N is i.i.d. and might significantly differ from the asymptotic variance σ 2 ∞,d (f + L (θ T ψ)) defined in (1).
In this paper, we propose a new method to construct control variates. Analysis and motivation are based on the overdamped Langevin diffusion defined for t ≥ 0 by
where (B t ) t≥0 is a d-dimensional Brownian motion. If ∇U is Lipschitz, the Stochastic Differential Equation (SDE) (6) has a unique strong solution (Y t ) t≥0 for every initial condition x ∈ R d . Denote by (P t ) t≥0 the semigroup associated to the SDE (6) defined
where f is bounded measurable and (Y t ) t≥0 is a solution of (6) started at x. Under mild additional conditions (see e.g.
[RT96]), π is invariant for the semigroup (P t ) t≥0 , i.e. πP t = π for all t ≥ 0. In addition, under smoothness and 'tail' conditions on f and ∇U , the following CLT holds for any initial condition (see [Bha82; CCG12] )
wheref : R d → R is a solution of the (continuous-time) Poisson equation
The main contribution of this paper is the introduction of a new class of control variates based on the expression of the asymptotic variance σ 2 ∞ (f ) given in (7) . Since π(L (θ T ψ)) = 0 for any θ ∈ R d , we consider the control variate L (θ * (f ) T ψ) where θ * (f ) is chosen by minimizing θ → σ 2 ∞ (f + L (θ T ψ)) .
Although L (θ * (f ) T ψ) is a control variate for the Langevin diffusion associated with f , the choice of this optimization criterion is motivated by the fact that for some MCMC algorithms, the asymptotic variance σ 2 ∞,d (f ) defined in (2) is (up to a scaling factor) a good approximation of the asymptotic variance of the Langevin diffusion σ 2 ∞ (f ) defined in (7) . Moreover, the minimization of (9) admits a unique solution θ * (f ), which is in general easy to estimate. It is worthwhile to note that it is not required to know the Poisson solutionf to minimize (9).
The construction of control variates for MCMC and the related problem of approximating solutions of Poisson equations are very active fields of research. It is impossible to give credit for all the contributions undertaken in this area; see [DK12] , [PMG14] and references therein for further background.
Amongst recent studies on this subject, [MV15] approximate directly the solution f d of the Poisson equation by subdividing the state space. Close to the methodology presented in the present paper, [MV17] uses the scaling limit of the RWM algorithm when the dimension d of the state space R d goes to infinity to implement a control variates based on a solution of the Poisson equation for the Langevin diffusion. This approach uses a strong assumption on the stationary distribution which is assumed to be in product form. It is difficult to predict the performance of this methodology when this assumption is not met. Concerning the link between σ 2 ∞,d (f ) and σ 2 ∞ (f ), an analogous result associated to the error estimates for the Green-Kubo formula can be found in [LS16, Theorem 5.6].
The remainder paper is organized as follows. In Section 2, we present our methodology to compute the minimizer θ * (f ) of (9) and the construction of control variates for some MCMC algorithms. In Section 3, we state our main result which guarantees that the asymptotic variance σ 2 ∞,d (f ) defined in (2) and associated with a given MCMC method is close (up to a scaling factor) to the asymptotic variance of the Langevin diffusion σ 2 ∞ (f ) defined in (7). We provide a CLT and we show that under appropriate conditions on U , the Unadjusted Langevin Algorithm (ULA) fits the framework of our methodology. In Section 4, a Monte Carlo experiment illustrating the performance of our method is presented. In Section 5, we establish conditions under which the results of Sections 2 and 3 can be applied to the Random Walk Metropolis (RWM) and the Metropolis Adjusted Langevin Algorithm (MALA). The proofs are postponed to Section 6 and to the Appendix.
Notation
be a measurable function. The V -total variation distance between two probability measures µ and ν on (R d , B(R d )) is defined as µ − ν V = sup |f |≤V |µ(f ) − ν(f )|. If V = 1, then · V is the total variation denoted by · TV . For a measurable function f :
) and a + = a ∨ 0. For a ∈ R + , a and a denote respectively the floor and ceil functions evaluated in a. We take the convention that for n, p ∈ N, n < p then n p = 0, n p = 1 and {p, . . . , n} = ∅. Define for t ∈ R,
For k ∈ N, m, m ∈ N * and Ω, Ω two open sets of R m , R m respectively, denote by C k (Ω, Ω ), the set of k-times continuously differentiable functions. For f ∈ C 2 (R d , R), denote by ∇f the gradient of f and by ∆f the Laplacian of f . For k ∈ N and f ∈ C k (R d , R), denote by D i f the i-th order differential of f for i ∈ {0, . . . , k}. For
For k, p ∈ N and f ∈ C k (R d , R), define the norm f k,p = sup
2 Langevin-based control variates for MCMC methods Before introducing our new methodology based on the Langevin diffusion (6), we need to briefly recall some of its properties; this requires 'tail' and regularity assumptions on U . Let k ≥ 2.
Proposition 1. Assume H1(k) for k ≥ 2.
(i) The semigroup (P t ) t≥0 associated to (6) admits π as the unique invariant probability measure and for all p ∈ N,
Langevin diffusion (6) satisfies the CLT (7).
Proof. All these results are classical. A sketch of proof together with relevant references is postponed to Appendix C.1.
Proposition 1-(iii) ensures the existence and regularity of a solution of the Poisson equation (8) for any f ∈ C k−1 poly (R d , R) and k ∈ N, k ≥ 2. Proposition 1-(iv) is a classical "carré du champ" identity, see for example [BGL14, Section 1.6.2, formula 1.6.3]. It means in particular that the generator L is (formally) self-adjoint in L 2 (π) which plays a key role in the construction of our control variates.
A straightforward consequence of (10) (setting f = 1) is that for any function g ∈ C 2 poly (R d , R), π(L g) = 0. This suggests taking as a class of control variates for π the family of functions
and an appropriate choice for the parameter θ ∈ R p is given by a minimizer of θ → σ 2 ∞ (f + L (θ T ψ)) defined in (7) . We now show that this minimization problem has a unique solution which can be computed explicitly.
By Proposition 1-(iii), for any f ∈ C 1
Using the expression (7) of the asymptotic variance and π(L (θ T ψ)) = 0, we get for all
Now by Proposition 1-(iv) and since Lf = π(f ) − f , we obtain
Plugging this identity in (11) and using Proposition 1-(iv) imply for all θ ∈ R p ,
where H ∈ R p×p is given for any i, j ∈ {1, . . . , p} by
is a quadratic function and has a unique minimizer if and only if H is symmetric positive definite and this minimizer is given by
Note that H is by definition a symmetric semi-positive definite matrix. It is easily seen that if (1, ψ 1 , . . . , ψ p ) is linearly independent in C(R d , R), then H is full rank and the minimizer of σ 2 ∞ (f + L (θ T ψ)) is given by (13). To sum up, constructing control variates of the form L (θ T ψ) for the Langevin diffusion is straightforward and the optimal parameter θ * (f ) minimizing the asymptotic variance has an explicit expression (13) that does not involve the (usually unknown) solutionf of the Poisson equation Lf = π(f ) − f .
Implications for MCMC The continuous-time setting has mainly theoretical interest. The main contribution of this paper is to show that the optimal control variate for the diffusion remains nearly optimal for many classes of discrete-time MCMC algorithms.
One example is the Markov kernel associated with the Unadjusted Langevin Algorithm (ULA). A diffusion approximation is to be expected since the ULA algorithm is the Euler discretization scheme associated to the Langevin SDE (6):
where γ > 0 is the step size and (Z k ) k∈N is an i.i.d. sequence of standard Gaussian d-dimensional random vectors. The idea of using the Markov chain (X k ) k∈N to sample approximately from π has been first introduced in the physics literature by [Par81] and popularized in the computational statistics community by [Gre83] and [GM94] . Other examples include the Metropolis Adjusted Langevin Algorithm (MALA) algorithm, and the Random Walk Metropolis algorithm (RWM).
Each of these MCMC algorithms define a family of Markov kernels {R γ , γ ∈ (0,γ]}, indexed by the step-size parameter γ ∈ (0,γ], forγ > 0. For any initial distribution ξ on (R d , B(R d )) and γ ∈ (0,γ], denote by P ξ,γ and E ξ,γ the probability and the expectation respectively on the canonical space of a Markov chain with initial distribution ξ and of transition kernel R γ . By convention, we set E x,γ = E δx,γ for all x ∈ R d . We denote by (X k ) k≥0 the canonical process. Under P ξ,γ , (X k ) k≥0 is a Markov chain with initial distribution ξ and Markov kernel R γ . The following assumptions are imposed here. General criteria to justify (I)-(III) are postponed to Section 3.
(I) For each γ ∈ (0,γ], R γ is a positive Harris Markov kernel with invariant distribution π γ satisfying π γ (|f |) < ∞ for any f ∈ C poly (R d , R).
(II) For any initial condition X 0 , each f ∈ C poly (R d , R) and γ ∈ (0,γ],
whereπ n (f ) is defined by (1), and σ 2 ∞,γ (f ) ≥ 0 is the asymptotic variance associated with f defined by (2) relatively to R γ .
(III) For any functions f, g sufficiently smooth and satisfying growth conditions,
where σ 2 ∞ (f ) is defined in (7) and for γ ↓ 0 + . The standard conditions (I)-(II) are in particular satisfied if R γ is V -uniformly geometrically ergodic, see e.g. [MT09] . Let V : R d → [1, +∞) be a measurable function. We say that R γ , γ ∈ (0,γ] is V -uniformly geometrically ergodic if it admits an invariant probability measure π γ such that π γ (V ) < +∞ and there exist C ≥ 0 and ρ ∈ [0, 1) such that for any probability measure ξ on (R d , B(R d )) and n ∈ N,
The approximation result (III) requires more sophisticated arguments given in Section 3. Based on (I)-(III) and (13), the estimator of π(f ) we suggest is given for n ∈ N * by
andθ * n (f ) is an estimator of θ * (f ) defined in (13) given bŷ
where H + n is the Moore-Penrose pseudoinverse of H n ∈ R p×p defined for all i, j ∈ {1, . . . , p} by
We sketch informally the arguments required to justify (17). Since, under (I), for any γ ∈ (0,γ], the Markov kernel R γ is positive Harris, by the strong law of large numbers, π n (ψ {f −π n (f )}) and H n converge P ξ,γ -almost surely for any initial probability measure
If (1, ψ 1 , . . . , ψ p ) is linearly independent in C(R d , R) and π γ admits a positive density w.r.t. the Lebesgue measure, H γ is a symmetric positive definite matrix. Hence, the sequence (θ * n (f )) n≥0 converges P ξ,γ -almost surely to
Under (II), using standard arguments, see Proposition 15, the following central limit theorem holds
for γ ↓ 0 + . Therefore for any γ ∈ (0,γ], we get
showing that the optimal control variate for the Langevin diffusion L (θ * (f ) T ψ) is asymptotically optimal as γ ↓ 0 + for the considered MCMC algorithm. Note that (24) also displays the existence of a bias term π γ (f + L (θ * γ (f ) T ψ)) − π(f ) which vanishes when π γ = π. As shown in Section 3, we may get rid of the bias term by letting the step size γ depend on the number of samples n.
Asymptotic expansion for the asymptotic variance of MCMC algorithms
In this Section, we justify (III). Letγ > 0, V : R d → [1, +∞) and k ∈ N. Consider the following assumptions:
Moreover, there exists ε ∈ (0, 1] such that for all γ ∈ (0,γ] and x, x ∈ {V ≤ M },
where
A2 (γ, k). There exist α ≥ 3/2 and a family of operators
We show below and in Section 5 that these conditions are satisfied for the Metropolis Adjusted / Unadjusted Langevin Algorithm (MALA and ULA) algorithms (in which case γ is the stepsize in the Euler discretization of the Langevin diffusion) and also by the Random Walk Metropolis algorithm (RWM) (in which case γ is the variance of the increment distribution). In the following result, we establish the V -uniform geometric ergodicity of R γ for γ ∈ (0,γ].
. For all γ ∈ (0,γ], R γ has a unique invariant measure π γ . There exist C > 0 and ρ ∈ (0, 1) such that for all γ ∈ (0,γ], x ∈ R d and n ∈ N,
Proof. The proof is postponed to Section 6.1.
Note that under A 1(V,γ), iterating the drift condition (25), using Lemma 2 and
We next give an upper bound on the bias between π γ and π, i.e. |π γ (ϕ) − π(ϕ)| for ϕ smooth enough and π γ = π.
Proof. The proof is postponed to Section 6.2.
We now state the main theorem of this Section.
. Proof. The proof is postponed to Section 6.3.
Bias and confidence intervals
In the CLT given in (24), the bias
To obtain asymptotically valid confidence intervals for π(f ), we let the step size γ depend on the total number of iterations n.
Let (γ n ) n∈N * be a positive sequence and π CV n,γn (f ) be defined in (17) where (X k ) k∈N is associated to the kernel R γn . We show that, for an appropriate sequence (γ n ) n∈N * , π CV n,γn (f ) targets π(f ) and a CLT holds with an asymptotic variance equal to σ 2 ∞ (f + L (θ * (f ) T ψ)). The optimal control variates for the Langevin diffusion L (θ * (f ) T ψ) is then also optimal for the MCMC algorithm of kernel R γn in the limit n → +∞.
be a fixed sieve of functions such that (1, ψ 1 , . . . , ψ p ) is linearly independent in C(R d , R) and for all i ∈ {1, . . . , p}, ψ i ∈ C 11 poly (R d , R). Let (γ n ) n∈N * be a positive sequence satisfying lim n→+∞ (nγ n ) −1 +γ n = 0,f be a solution of the Poisson equation Lf = π(f ) − f , θ * (f ) be defined in (13) and ξ be a probability measure such that ξ(V ) < +∞. Then,
where π CV n,γn (f ) and σ 2 ∞ (f ) are defined in (17) and (7), respectively.
Proof. The proof is postponed to [Bro+18, Section B] .
Note that if the invariant distribution of R γ is π for all γ ∈ (0,γ] (e.g. the case of MALA or RWM), we have under A2(γ, 0) and by the dominated convergence theorem, π(A 0 (f − θ * (f ) T ψ)) = 0 and (i) always holds.
The ULA algorithm The Markov kernel R ULA γ associated to the ULA algorithm is
Based on the results of [DM17] and [DM16] , the following lemmas enable to check A 1(V,γ) and A2(γ, k), k ∈ N, for the ULA algorithm. Analysis of the MALA and RWM algorithms is postponed to Section 5. Consider the following assumptions on U .
H 4. U is convex and admits a minimizer x ∈ arg min U .
For simplicity we have assumed that ∇U is Lipschitz but following [Bro+17] , this assumption can be relaxed. Note that under H 4, by [Bra+14, Lemma 2.2.1], there exist η > 0 and M η ≥ 0 such that for all
and U satisfies H2 and H3 or H4, then H1(k) holds. (ii) Assume H2 and H3 or H4.
Proof. The proof is postponed to Appendix C.2.
Taking the expectation in (33), we obtain
Taking the limit γ ↓ 0 + in (34), we get for any ϕ ∈ C 4
(35) Summarizing this discussion, it is easy to show that Lemma 7. Assume that U ∈ C 7 poly (R d , R).
If U ∈ C 7 poly (R d , R), under H2 and H3 or H4, by Lemma 6 and Lemma 7, A1(V, L −1 ) and A2(L −1 , 6) with α = 2 are satisfied; Theorem 4 and Theorem 5 then hold.
Numerical experiments
We illustrate the proposed control variates method on Bayesian logistic and probit regressions, see [Gel+14, Chapter 16] , [MR07, Chapter 4] . The examples and the data sets are taken from [PMG14] . The code used to run the experiments is available at https://github.com/nbrosse/controlvariates. Let Y = (Y 1 , . . . , Y n ) ∈ {0, 1} N be a vector of binary response variables, x ∈ R d be the regression coefficients, and X ∈ R N ×d be a design matrix. The log-likelihood for the logistic and probit regressions are given respectively by
For both models, a Gaussian prior of mean 0 and variance ς 2 Id is assumed for x where ς 2 = 100. The posterior probability distributions π log and π pro for the logistic and probit regressions are proportional for all
In the following lemma, we check the assumptions on U log and U pro in order to apply Theorem 4 and Theorem 5 for the ULA, MALA and RWM algorithms. Note that H5 and H 6 are two additional conditions on U given in Section 5, introduced to check A1(exp(U/2),γ) and A2(γ, 6), for the RWM algorithm.
Lemma 8. U log and U pro satisfy H1(k) for any k ∈ N * , H2, H4, H5 and H6.
Proof. The proof is postponed to Appendix C.3.
Following [PMG14, Section 2.1], we compare two bases for the construction of a control variate, based on first and second degree polynomials. Define ψ 1st = (ψ 1st 1 , . . . , ψ 1st d ) given for i ∈ {1, . . . , d} and x = (x 1 , . . . ,
ψ 1st and ψ 2nd are in C ∞ poly (R d , R) and are linearly independent in C(R d , R). The estimators associated to ψ 1st and ψ 2nd are referred to as CV-1 and CV-2, respectively.
For the ULA, MALA and RWM algorithms, we make a run of n = 10 6 samples with a burn-in period of 10 5 samples, started at the mode of the posterior. The step size is set equal to 10 −2 for ULA and to 5 × 10 −2 for MALA and RWM, the acceptance ratio in the stationary regime being close to 0.23 for RWM and 0.57 for MALA, see
. . , 2d}, we compute the empirical averagê π n (f k ) and the control variate estimator π CV n,γn (f k ) defined in (1) and (17) respectively. For comparison purposes, the zero-variance estimators of [PMG14] using the same bases of functions ψ 1st , ψ 2nd are also computed and are referred to as ZV-1 for ψ 1st and ZV-2 for ψ 2nd . We run 100 independent Markov chains for ULA, MALA, RWM algorithms. The boxplots for the logistic example are displayed in Figure 2 for x 1 and x 2 1 . Note the impressive decrease in the variance using the control variates for each algorithm ULA, MALA and RWM. It is worthwhile to note that for ULA, the bias |π(f ) − π γ (f )| is reduced dramatically using the CV-2 estimator. It can be explained by the fact that for n large enough, θ * n (f ) T ψ 2nd is an efficient approximation of the solutionf of the Poisson equation Lf = −(f − π(f )). We then get
where π CV n,γn (f ) is defined in (17). To have a more quantitative estimate of the variance reduction, we compute for each algorithm and test function f ∈ C poly (R d , R), the spectral estimatorσ 2 n (f ) of the asymptotic variance with a Tukey-Hanning window, see [FJ10] , given bŷ
We compute the average of these estimatorsσ 2 n (f ) over the 100 independent runs of the Markov chains and the values for the logistic regression are given in Table 1 . The Variance Reduction Factor (VRF) is defined as the ratio of the asymptotic variances obtained by the ordinary empirical average and the control variate (or zero-variance) estimator. We again observe the considerable decrease of the asymptotic variances using control variates. In this example, our approach produces slightly larger VRFs compared to the zero-variance estimators. We obtain similar results for the probit regression; see Appendix D.
The RWM and MALA algorithms
In this Section, we establish the assumptions of Theorem 4 and Theorem 5 for the RWM and MALA algorithms. For γ > 0, the Markov kernel R RWM γ of the RWM algorithm with a Gaussian proposal of mean 0 and variance 2γ is given for For all x ∈ R d and γ > 0, define the acceptance region
and denote by ∂A RWM x,γ the boundaries of the connected components of A RWM x,γ .
H 5. For all x ∈ R d and γ > 0, ∂A RWM x,γ is a Lebesgue null set.
Set for all γ > 0,
If U ∈ C 2 poly (R d , R), define for any ϕ ∈ C 2 poly (R d , R) and x, z ∈ R d ,
where Z is a standard d-dimensional Gaussian vector. Proof. This result follows from [BDM18] .
We now proceed to check the drift condition (25). In that purpose, consider the following additional assumption on U .
and lim x →+∞ D 2 U (x) / ∇U (x) 2 = 0.
Lemma 10. Assume that U ∈ C 3 poly (R d , R) and H 6. There existsγ > 0 such that for all γ ∈ (0,γ], R RWM γ satisfies the drift condition (25) with V = exp(U/2).
Proof. This result follows from [BDM18] .
We now consider the MALA algorithm. The Markov kernel R MALA γ of the MALA algorithm, see [RT96], is given for γ > 0, x ∈ R d , and A ∈ B(R d ) by
For all x ∈ R d and γ > 0, define the acceptance region Under this assumption, the following Lemma shows that A2(γ, k) is satisfied for the MALA algorithm for anyγ > 0 and k ∈ N. Set for all γ > 0,
and define for all ϕ ∈ C 4
where Z is a standard d-dimensional Gaussian vector and A ULA 0 ϕ is given in (35). 
Proof of Proposition 3
Under H1(4), by Proposition 1-(iii) with k = 4, there exist q 1 ∈ N and C ≥ 0 such that for all ϕ ∈ C 3 poly (R d , R),φ ∈ C 4 poly (R d , R) where Lφ = π(ϕ) − ϕ and φ 4,q 1 ≤ C ϕ 3,p . Under A2(γ, 0), we have for all γ ∈ (0,γ],
By Proposition 1-(iii), A2(γ, 0) and (29), there exist q 2 ∈ N and C ≥ 0 such that for all γ ∈ (0,γ],
Integrating (46) w.r.t. π γ and using Lφ = π(ϕ) − ϕ, we obtain that π γ (ϕ) − π(ϕ) = γ α−1 π γ (A γφ ). Combining this result with (47) concludes the proof.
Proof of Theorem 4
The proof is divided into two parts. In the first part, we derive some elementary bounds on the first and second order moments of the estimatorπ n (f ) defined in (1) and where (X k ) k∈N is a Markov chain of kernel R γ , see Lemma 12 below. The arguments are based solely on the study of R γ and rely on A1(V,γ) and Lemma 2. We also provide an upper
, see Lemma 13. In a second part, we compare the discrete-time Markov chain (X k ) k∈N and the Langevin diffusion (Y t ) t≥0 , see Lemma 14. The proof of Theorem 4 is then derived by a bootstrap argument based on Lemma 14. In the sequel, C is a non-negative constant independent of γ > 0 which may take different values at each appearance. Note that if (25) holds, we obtain by Jensen's inequality and using
Lemma 12. Let V : R d → [1, +∞) andγ > 0. Assume A 1(V,γ). There exists C > 0 such that for all γ ∈ (0,γ], x ∈ R d , n ∈ N * and f ∈ C poly (R d , R),
Proof. By (48), A 1(V 1/2 ,γ) is satisfied and using Lemma 2 with V 1/2 , and 1 − ρ γ ≥ γ ln(1/ρ)ρ γ , we obtain for all γ ∈ (0,γ] and
which gives (49). For all γ ∈ (0,γ], definef γ : . We get for all n ∈ N * ,
and
Combining this result with (54), we obtain (50).
Lemma 13. Letγ > 0 and k ∈ N. Assume that U ∈ C k+1 poly (R d , R) and A 2(γ, k). For any p ∈ N, there exist q ∈ N and C ≥ 0 such that for all γ ∈ (0,γ] and f ∈ C k+4
Proof. Let p ∈ N. By A2(γ, k) , for all f ∈ C k+4
Besides, for all γ ∈ (0,γ] and x ∈ R d , 
where σ 2 ∞ (f ) is defined in (7) and
α, A γ are given in A2(γ, 0), andf is a solution of Lf = − {f − π(f )}. Moreover,
Proof. Under H1(4) and by Proposition 1-(iii), letf ∈ C 4 poly (R d , R) be a solution of the Poisson equation Lf = − {f − π(f )}. Under A2(γ, 0), we get for all γ ∈ (0,γ],
Since Lf = − {f − π(f )}, we have for all n ∈ N * and γ ∈ (0,γ],
Consider the following decomposition
where A f 1 (x, n, γ) is given in (58),
and by Cauchy-Schwarz inequality,
We show below that max i∈{1,...,4} A f i (x, n, γ) < +∞ for any f ∈ C 3 poly (R d , R). By Proposition 1-(iii), there exists q 1 ∈ N such that f 4,q 1 ≤ C f 3,p and combining it with A1(V,γ) and (29), we obtain for all x ∈ R d , γ ∈ (0,γ] and n ∈ N * ,
For all γ ∈ (0,γ] and
. By Proposition 1-(iii)
and Lemma 13 with k = 0, g γ ∈ C poly (R d , R) and for all γ ∈ (0,γ], g γ V ≤ Cγ f 2 3,p . Since ( n−1 k=0f (X k+1 ) − R γf (X k )) k∈N is a P x,γ -square integrable martingale, for all x ∈ R d , n ∈ N * and γ ∈ (0,γ], we have by the Markov property
By Lemma 12, eq. (49), we have for all x ∈ R d , γ ∈ (0,γ] and n ∈ N * ,
We now show that π γ (g γ ) is approximately equal to γσ 2 ∞ (f ). Observe that
We have by (60)
In the next step, we consider separately the cases π γ = π and π γ = π.
• If π = π γ , −π γ (f Lf ) = (1/2)σ 2 ∞ (f ).
• If π γ = π, (−Lf )f ∈ C 3 poly (R d , R) and by Proposition 3, for all γ ∈ (0,γ],
In both cases, using A2(γ, 0), (29) and π γ (f A γf ) ≤ C f 2 3,p , (70) becomes
By A2(γ, 0), (29) and (60),
Combining this result, (68) and (71),
Combining it with (67), for all x ∈ R d , γ ∈ (0,γ] and n ∈ N * ,
Combining (62), (64), (65) and (73) give (57). For any γ ∈ (0,γ], by (60), π γ (A γf ) = γ 1−α {π γ (f ) − π(f )}. Hence, by Lemma 12 and A2(γ, 0), there exists q 3 ∈ N such that for all x ∈ R d and n ∈ N * ,
which gives (59). Finally, for any f ∈ C 3 poly (R d , R), there exists p f ∈ N such that f 3,p f < +∞, and by (64), (65), (73) and (74), max i∈{1,...,4} A f i (x, n, γ) < +∞.
of Theorem 4. To get the result, we use a bootstrap argument based on Lemma 14. Letf ∈ C 7 poly (R d , R) be given by Proposition 1-(iii). We first apply Lemma 14 to the function A γf ∈ C 3 poly (R d , R). Note that by Proposition 1-(iii), A2(γ, 3) and (59), there exist q 1 , q 2 ∈ N such that for all γ ∈ (0,γ], x ∈ R d and n ∈ N * ,
By Lemma 14 applied to the function A γf , (57) and using π γ (A γf ) = γ 1−α {π γ (f ) − π(f )}, we obtain for all x ∈ R d , γ ∈ (0,γ] and n ∈ N *
Combining Lemma 14 applied to the function f ∈ C 6 poly (R d , R), (57) and the upper bound (75) give
Note that by Young's inequality, we get for all x ∈ R d , γ ∈ (0,γ] and n ∈ N * ,
Combining it with the fact that for all α ≥ 3/2 and γ ∈ (0,γ],
concludes the proof.
[RT96]
G. O. Roberts and R. L. Tweedie. "Exponential convergence of Langevin distributions and their discrete approximations". In: Bernoulli 2.4 (1996), pp. 341-363.
A Strong Law of Large Numbers and Central Limit Theorem for the control variates estimator 1(V,γ) and that π γ admits a positive density w.r.t. the Lebesgue measure for all γ ∈ (0,γ]. Let f ∈ C poly (R d , R), ψ = (ψ 1 , . . . , ψ p ) : R d → R p , p ∈ N * be a fixed sieve of functions such that (1, ψ 1 , . . . , ψ p ) is linearly independent in C(R d , R) and for all i ∈ {1, . . . , p}, ψ i ∈ C 2 poly (R d , R). Then, for any initial probability measure ξ on
whereθ * n (f ) and θ * γ (f ) are defined in (18) and (21) respectively. Moreover, the following CLT holds for π CV n (f ) defined in (17),
. Proof. By [Dou+18, Proposition 5.2.14],π n (ψ {f −π n (f )}) and H n converges P ξ,γalmost surely to π γ ({f − π γ (f )} ψ) and H γ where H γ is a symmetric positive definite matrix defined in (20), and we obtain (77). Denote W γ,n ∈ R p+1 for n ∈ N * and γ ∈ (0,γ] by W γ,n = √ n (π n (f ) − π γ (f ),π n (L ψ) − π γ (L ψ)) .
By [Dou+18, Proposition 21.1.3 and Theorem 21.2.11], ((1, θ) T W γ,n ) n∈N * converges P ξ,γweakly, for every θ ∈ R p and any initial probability measure ξ, to a one-dimensional Gaussian variable of mean 0 and variance σ 2 ∞,γ (f + L (θ T ψ)). By the Cramér-Wold theorem, (W γ,n ) n∈N * converges P ξ,γ -weakly to a (p + 1)-dimensional Gaussian vector W γ for any initial probability measure ξ, of mean 0 and covariance matrix
wheref γ and L ψ γ are solutions of the Poisson equations
By Slutsky's theorem, (θ * n (f ), W γ,n ) n∈N * converges P ξ,γ -weakly to (θ * γ (f ), W γ ) and we obtain (78).
Note that for the MALA and RWM algorithms, π γ = π and π has a positive density w.r.t. Leb (where Leb denotes the Lebesgue measure on R d ). For ULA, since R ULA γ is Leb-irreducible for γ > 0 , Leb is absolutely continuous w.r.t. π γ . Indeed, π γ is a maximal irreducibility measure and then Leb π γ .
B Law of Large Numbers and Central Limit Theorem for a step size γ n function of the number of samples n
In this Section, we move away from the formalism of the canonical space to construct iteratively an array of Markov chains on the same filtered probability space, which allows us to give a precise meaning to the convergence in law of Theorem 5. Note first that every homogeneous Markov chain (X k ) k∈N with values in R d can be represented as a random iterative sequence, i.e. X k+1 = F (X k , ζ k+1 ), where (ζ k ) k∈N * is an i.i.d. sequence of uniform random variables on [0, 1], X 0 is independent of (ζ k ) k∈N * and F is a measurable function. Let (ζ k ) k∈N * be an i.i.d. sequence of uniform random variables on [0, 1] and Ξ be a random variable distributed according to the initial probability measure ξ, defined on the same probability space (Ω, F, P). Consider the filtration (F k ) k∈N defined for all k ∈ N by F k = σ(Ξ, ζ 1 , . . . , ζ k ). Let (γ n ) n∈N * be a positive sequence. By the preceding discussion, for all n ∈ N * , there exists a Borel measurable function F γn : R d × [0, 1] → R d such that the process (X n k ) k∈N defined for all k ∈ N by
is a Markov chain on (Ω, (F k ) k∈N ) associated with the Markov kernel R γn . In the sequel, C is a non-negative constant independent of n ∈ N * which may take different values at each appearance. We first derive a Law of Large Numbers for the array {(X n k ) k∈{0,...,n−1} , n ∈ N} in Lemma 16. As an application, we show in Lemma 17 thatθ * n (f ) converges in probability to θ * (f ) for a smooth f : R d → R, whereθ * n (f ) and θ * (f ) are defined in (18) and (13), relatively to (X n k ) k∈N . A Central Limit Theorem is provided in Proposition 18. Combining these results, we obtain the proof of Theorem 5.
Lemma 16. Let V : R d → [1, +∞),γ > 0. Assume H 1(4), A 1(V,γ), and A2(γ, 0). Let {(X n k ) k∈{0,...,n−1} , n ∈ N} be defined in (79) and assume that ξ(V ) < +∞. Let f ∈ C 3 poly (R d , R), (γ n ) n∈N * be a positive sequence such that γ n ≤γ for all n ∈ N * , and lim n→+∞ (nγ n ) −1 + γ n = 0. Then,
Proof. Let f ∈ C 3 poly (R d , R) and p ∈ N such that f 3,p < +∞. By Proposition 1-(iii), there existsf ∈ C 4 poly (R d , R) such that Lf = −(f − π(f )). By (61), we have for all n ∈ N * ,
.
By
Lemma 13 with k = 0, g γn ∈ C 0 poly (R d , R) and there exists q 1 ∈ N such that for all n ∈ N * , g γn 0,q 1 ≤ Cγ n f 2 3,p . By the Markov property and (29), we obtain for all n ∈ N * ,
and lim n→+∞ E T f 2 (n) 2 = 0 by assumption on (γ n ) n∈N * . By A2(γ, 0), there exists q 2 such that for all n ∈ N * , A γnf 0,q 2 ≤ C f 3,p and we get
and lim n→+∞ E T f 3 (n) 2 = 0 by assumption on (γ n ) n∈N * , which concludes the proof.
Lemma 17. Let V : R d → [1, +∞),γ > 0. Assume H 1(4), A 1(V,γ), and A2(γ, 0). Let {(X n k ) k∈{0,...,n−1} , n ∈ N} be defined in (79) and assume that ξ(V ) < +∞. Let f ∈ C 3 poly (R d , R), ψ = (ψ 1 , . . . , ψ p ) : R d → R p , p ∈ N * be a fixed sieve of functions such that (1, ψ 1 , . . . , ψ p ) is linearly independent in C(R d , R) and for all i ∈ {1, . . . , p}, ψ i ∈ C 5 poly (R d , R). Let (γ n ) n∈N * be a positive sequence such that γ n ≤γ for all n ∈ N * , lim n→+∞ (nγ n ) −1 + γ n = 0. Then,
whereθ * n (f ) and θ * (f ) are defined in (18) and (13), respectively, relatively to (X n k ) k∈N . Proof. For all n ∈ N * ,
By Lemma 16,π n (ψ(f −π n (f ))) − π (ψ(f − π(f )))
and it is enough to show that
to conclude the proof. Let > 0 and consider the following decomposition:
where · denotes the operator norm. Since by Lemma 16, 
which gives the result.
Assume H 1(10), A 1(V,γ), and A2(γ, 6). Let {(X n k ) k∈{0,...,n−1} , n ∈ N} be defined in (79) and assume that ξ(V ) < +∞. Let f ∈ C 9 poly (R d , R), (γ n ) n∈N * be a positive sequence satisfying lim n→+∞ (nγ n ) −1 + γ n = 0 andf be a solution of the Poisson equation Lf = π(f ) − f . Then,
We now consider B f 2 (n) for n ∈ N * . For k ∈ {0, . . . , n − 1}, denote by
By [HH14, Corollary 3.1, Chapter 3], B f 2 (n) converges in law to a Gaussian random variable of mean 0 and variance σ 2
. By Lemma 13 with k = 6, g γn ∈ C 6 poly (R d , R) and there exists q 2 ∈ N such that for all n ∈ N * g γn 6,q 2 ≤ Cγ n f 2 9,p .
By Proposition 1-(iii), for all n ∈ N * , there existsĝ γn ∈ C 7 poly (R d , R) such that Lĝ γn = −(g γn − π γn (g γn )). By the Markov property and (61), we have for all n ∈ N *
A γnĝγn (X n k ) − γ 1−α n (π γn (ĝ γn ) − π(ĝ γn )) .
By (29),
lim n→+∞ E B f 22 (n) = 0, and B f 22 (n) converges in probability to 0 as n → +∞. By (29), (82), the Markov property and Lemma 13 with k = 0, we get for all n ∈ N *
and lim n→+∞ E B f 23 (n) 2 = 0. We can decompose B f 24 (n) as,
where,
By A 2(γ, 6) and Proposition 1-(iii), there exists q 3 ∈ N such that for all n ∈ N * , A γnĝγn 3,q 3 ≤ C g γn 6,q 2 . By Lemma 14, (59), (82) and using that ξ(V ) < +∞,
Combining it with (83), we obtain lim n→+∞ E B f 24 (n) 2 = 0. For B f 21 (n), we have by (72) and (82) for all n ∈ N * , γ −1 n π γn (g γn ) − σ 2 ∞ (f ) ≤ C g γn 2 3,q 2 γ α∧2 n γ −1 n ≤ C f 4 9,p γ n γ α∧2 n , and lim n→+∞ γ −1 n π γn (g γn ) = σ 2 ∞ (f ). This gives (80). For (81), we have for k ∈ {0, . . . , n − 1}
. By Cauchy-Schwarz inequality and Lemma 13, there exists q 4 ∈ N such that for all n ∈ N * , h γn 0,q 4 ≤ Cγ 2 n f 4 3,p . By (29), we obtain for all n ∈ N *
and (81) is satisfied. For B f 4 (n), we only have to show that lim n→+∞ π γn (A γnf ) = π(A 0f ). Using Proposition 3, we have for all n ∈ N * ,
Combining it with A 2(γ, 6) and the dominated convergence theorem, we obtain the result, which concludes the proof.
of Theorem 5. We consider the case lim n→+∞ n 1/2 γ α−1/2 n = γ ∞ ∈ [0, +∞), and we de-
can be handled in a similar way. Denote W n ∈ R p+1 for n ∈ N * by W n = n 1/2 γ 1/2 n (π n (f ) − π(f ),π n (L ψ)) .
By Proposition 18, ((1, θ) T W n ) n∈N * converges P-weakly, for every θ ∈ R p , to a onedimensional Gaussian variable of mean µ CV f and variance σ 2 ∞ (f + L (θ T ψ)). By the Cramér-Wold theorem, (W n ) n∈N * converges P-weakly to a (p + 1)-dimensional Gaussian vector W of mean γ ∞ π(A 0f ), −π(A 0 ψ) and covariance matrix
By Lemma 17 and Slutsky's theorem, (θ * n (f ), W n ) n∈N * converges P-weakly to (θ * (f ), W ), which concludes the proof. (ii) is given by [GM96, Theorem 4 .4] using that (P t ) t≥0 is V -uniformly geometrically ergodic; see also see [Bha82] and [CCG12] .
(iii) follows from [PV01, Theorem 1].
(iv) Let f, g ∈ C 2 poly (R d , R) and M > 0. We split π(f (−L )g) into I 1 + I 2 where
By the dominated convergence theorem, lim M →+∞ I 2 = 0. For all i ∈ {1, . . . , d}, a ∈ R and x ∈ R d , denote by x a −i = (x 1 , . . . , x i−1 , a, x i+1 , . . . , x d ) and by x −i = (x 1 , . . . , x i−1 , x i+1 , . . . , x d ). By integrations by parts,
and lim M →+∞ I 1 = π( ∇f, ∇g ) which concludes the proof.
C.2 Proof of Lemma 6
By [DM16, Theorem 32], we have for x, y ∈ R d and γ > 0 
C.3 Proof of Lemma 8
We have for all
Using for all i ∈ {1, . . . , N } and x ∈ R d that 0 < e −X T i x /(1 + e −X T i x ) 2 ≤ 1/4, U log is strongly convex, gradient Lipschitz and satisfies H2, H4, H1(k) for all k ∈ N * , H5 and H6.
For U pro , define h : R → R − for all t ∈ R by h(t) = ln(Φ(t)). We have for all t ∈ R,
By an integration by parts, we have for all t < 0 Using that Φ (t) = (2π) −1/2 e −t 2 /2 for all t ∈ R, we get asymptotically for t → −∞ and s = −t → +∞,
and lim t→−∞ h (t) = −1. There exists then C > 0 such that for all t ∈ R, −C ≤ h (t) ≤ 0. U pro is then strongly convex, gradient Lipschitz and satisfies H2, H4, H1(k) for all k ∈ N and H 5. By (84), we have for t → −∞ and s = −t → +∞, h (3) (t) = O(s −1 ). U pro satisfies then H6.
C.4 Proof of Lemma 11
The proof is adapted from [ given in (34). The assertion (ii) follows from taking the limit γ ↓ 0 + in (89) and the dominated convergence theorem. 
D Numerical experiments -additional results
We provide additional plots for the logistic regression, see Figure 2 and Figure 3 , and the results for the Bayesian probit regression presented in Section 4, see Table 2 , Figure 4 and Figure 5 . They are similar to the results obtained for the Bayesian logistic regression. Figure 5: Boxplots of x 2 1 , x 2 2 , x 2 3 using the ULA, MALA and RWM algorithms for the probit regression. The compared estimators are the ordinary empirical average (O), our estimator with a control variate (17) using first (CV-1) or second (CV-2) order polynomials for ψ, and the zero-variance estimator of [PMG14] using a first (ZV-1) or second (ZV-2) order polynomial basis.
