Multi-path routing is a technique that can improve the performance of networks in general, mobile ad hoc networks included. One of the main benefits of multi-path routing in MANET environments is that it provokes traffic dispersion, which provides load-balancing, reduces the energy consumed by nodes, and difficults traffic analysis. In this work we study the impact of traffic dispersion on both UDP and TCP data streams by designing and comparing the multipath version of two reactive protocols: DYMO and DSR. We analyze the actual degree of traffic dispersion due to the different route discovery and route selection algorithms adopted by each protocol, and we compute the impact of this parameter on the performance results.
INTRODUCTION
A Mobile Ad Hoc Network (MANET) is a wireless network composed by a group of computing devices that communicate without any sort of infrastructure or centralized management. A MANET node is characterized by moderate to high degrees of mobility, scarce resources (e.g., energy, CPU, memory), and a limited wireless transmission Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. range. Hence, multiple hops are typically required to exchange information between two MANET nodes. Due to the aforementioned properties of these nodes, routes are typically unreliable and short-lived. A critical problem recently addressed in the literature is the frequent link breakage due to mobility, see for example [4, 7, 9, 13] . Multipath routing solutions can be used to cope with the instability of routes, thereby increasing performance and introducing load-balancing. Multi-path routing also alleviates the hidden terminal problem by spreading packets on different available paths.
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With respect to traffic, a separate analysis is required for the UDP and TCP transport protocols in the presence of multiple paths due to their heterogeneity. While UDP streams are barely affected by the route instability, typical of MANET environments, TCP is quite more sensitive to route breakages. When link breakages occur there are packet losses, causing TCP to reduce the transmission window and progressively increase the retransmission timeout (RTO), which results in a low throughput. A solution would be to detect link failures and to save the TCP state until a new path is re-established. However, if link failures happen frequently, TCP would switch to this state very frequently, and it will basically wait for the discovery of a new path without sending any new data.
If several paths to the destination can be maintained simultaneously, the probability of delivering packets to the destination when one path fails is improved, which is interesting from the point of view of UDP data streams. Hence, multi-path routing is considered to be useful to solve the link breakage problem.
For TCP traffic, the use of multi-path paths avoids large loss bursts when one of the routes is lost, which helps at maintaining throughput values steadier. Nevertheless, unordered delivery under normal conditions may cause the destination to erroneously interpret network conditions as congestion, which causes a reduction on throughput.
In this work we compare the performance of TCP and UDP traffic when using either single-path and multi-path routing.
With that purpose we picked two reactive routing protocols, DSR and DYMO, along with their multi-path versions. After describing how we modified the original versions of the protocols to support multiple paths, we show that, since the DSR protocol finds more alternative routes, the traffic dispersion is greater than with DYMO protocol. Moreover, we evidence that a DSR source node has much more control of the route being used since it can define the whole path.
With DYMO the source node is limited to discrimination among different next hops on the path.
The rest of the paper is structured as follows: in the follow section we briefly refer to other studies that focus on multipath data delivery in MANETs. In section 3 we introduce the DSR routing protocol, along with the modifications we made to support multi-path routing. Similarly, in section 4, we introduce the DYMO routing protocol, and we then describe the modifications made to support multi-path traffic dispersion. Experimental results showing the impact of multi-path routing on both UDP and TCP traffic are presented in section 5. Finally, we present the conclusions to this work in section 6.
RELATED WORK
The use of multiple routes in MANETs has recently become an area under intensive research.
In [10] Wang et al. use a probing technique is used in order to assess the quality of available routes, so that the traffic is forwarded based on the delay of each route. Their objective was also to achieve load distribution as well as improved throughput, end-to-end delay and queue utilization. Nasipuri et al. [3] proposed a strategy for quick route recovery through packet re-direction in intermediate nodes to reduce the frequency of query floods. Their solution aims at reducing the number of lost route messages, as well as performing fewer route discoveries. However, the source is unaware of any extra routes, which means that their solution does not aid in the task of splitting traffic through disjoint routes. Calafate et al. [4] propose enhancements to both the route discovery and the traffic forwarding mechanims of DSR to improve the performance of multimedia delivery in MANETs by reducing communication gaps to a minimum. Wu [14] proposes a more selective route discovery procedure to DSR to increase the degree of disjointness of routes found without introducing extra overhead. It allows the source to find a maximum of only two paths (node disjoint paths) per destination. In [8] Lee and Gerla show that the paths found by DSR's route discovery mechanism are mainly overlapped, and so they propose an extension to find more paths. In [11] the AODV protocol has been extended in order to provide multi-path capabilities, though no new route discovery mechanism was proposed. Both node disjoint and link disjoint approaches are presented. In their work there is no traffic splitting. Finally, in [16] the authors use multiple node disjoint routes as a basis for reliable routing through the deployment of reliable nodes.
In this work we compare the impact of multi-path routing on both UDP and TCP traffic using both source routing and distance vector-based routing protocols.
THE DSR ROUTING PROTOCOL
The Dynamic Source Routing (DSR) protocol [6] is a high performance protocol for MANETs. Its route discovery process is on-demand, which means that routes are only built when needed; route maintenance also depends on the existence of traffic. Therefore, when there is no traffic flowing the routing traffic is effectively reduced to zero.
When initiating a route discovery, the source broadcasts a route request (RREQ) packet, which is successively broadcasted by other nodes until the destination is reached. When relying on IEEE 802.11 for transmission, packet broadcasting suffers from noise and collisions; this means that there is no assurance that the best route will be discovered, or that a request will arrive to the destination at all. Route replies, on the other hand, are unicast packets and, when using IEEE 802.11, this means that they are acknowledged so communication is more reliable. DSR employs source routing, which means that the entire route traversed by packets is determined at the source and carried within an extension field in the IP header of every data packet.
Multi-path enhancements to DSR
When a route discovery phase takes place several route replies arrive to the source, and so it fills-in its route cache with these alternative routes to the destination. Such route availability enables extending the path selection algorithm to make traffic dispersion possible.
Our interest is to split traffic through several node disjoint routes, though in general only few such routes are found. It is nevertheless important to differentiate among routes so as to maximize their degree of disjointness. This means that, if after a route discovery cycle the route cache is not able to offer different node disjoint routes to disperse traffic, it is still preferable to pick routes which are, only partially node disjoint rather than relying on a single path.
Our enhancements to DSR's route selection mechanism introduces a configurable parameter -N -which indicates the maximum number of different routes to be used at a time. The modified route selection mechanism is the following: we compare the shortest route (chosen by default) with all the other available routes for a given destination, and the first disjoint route found is selected. Next, we compare the two selected routes with the rest of the list and, again, the first disjoint route with respect to the two previous ones is selected; this process continues until we have stored N routes in an auxiliary table. If no more disjoint routes are available and we have registered less than N routes, we select, from the rest of the list, those routes with the least number of nodes in common with respect to the previously selected ones. Routes are obtained according to the route selection algorithm described for each data packet.
THE DYMO ROUTING PROTOCOL
The Dynamic MANET On-demand (DYMO) protocol [5] is a reactive routing protocol developed within IETF's MANET working group. It is basically an enhancement of the AODV protocol [12] and, similarly to AODV, every node records solely the next hop for each destination.
Typically, all reactive routing protocols rely on the quick propagation of route request packets throughout the MANET to find routes between source and destination. While this process typically relies on broadcasting, route reply messages that are returned to the source can be either broadcasted (AODV) or unicasted (DYMO and DSR).
With respect to DSR, the main advantage of DYMO is that it reduces the overhead by avoiding that packets carry route information. The main disadvantage is that it does not provide the source with the same degree of flexibility on route selection as DSR does.
Multi-path enhancements to DYMO
With DYMO source nodes only record one possible next hop to every destination. Therefore, modifications to the route discovery process are mandatory in order to implement a multi-path routing strategy.
For a multi-path route discovery process to take place, if several route replies arrive to the source through different neighbor nodes, and with different path identifiers, the DYMO agent registers these nodes as possible next hops in the destination entry of its route table. Such enhancement enables extending the path selection algorithm to make traffic dispersion possible. It is nevertheless important to differentiate among routes so as to maximize their degree of disjointness. Since we have to indicate the type of path disjointness before starting the discovery process and, in general, only few node disjoint routes are found, we decided to search for link disjoint routes by default. We based our changes to DYMO on the route discovery process proposed for the AOMDV protocol [11] . In that paper the authors introduced the advertised hop count to prevent loops, along with a header extension (the last hop field) to identify the path. In the scope of their work "last hop" refers to a destination neighbor. A path is unequivocally identified with the pair next-hop/last-hop. This method presents the route cut-off problem solved in [15] for the AODV protocol.
We solved this problem for the DYMO protocol in a simpler way. During the request phase, every intermediate node has to save the path to the request packet's originator in order to send the corresponding reply message to it. So, every intermediate node registers all the paths with different last hops though they may arrive through the same neighbor (next hop in the path registry). When Destination node (D) receives a route request, it sends the reply back through the neighbor node from which it received the packet; the last hop value is the same one contained in the request packet. The first path used by each intermediate node with this last hop value is the valid path, determining its next hop; the node removes the other paths with the same next hop, although with a different last hop. This way we are able to solve the route cutoff problem. After the route discovery process, every node will have one or more routes to every possible destination. They must therefore decide how to select them. Our enhancements to DYMO's route selection mechanism also include the configurable parameter N : the maximum number of different routes to be used at a time. Parameter N directly affects the discovery phase since nodes are not allowed to save more than N routes to each destination. Our route selection mechanism works in this way: for each data packet, the node always chooses the route with the lowest timeout value. It then updates the timeout of this route so that it becomes the route with the largest timeout value. Afterwards, the route with the lowest timeout will be a different one, and so routes are selected cyclically, in a round-robin fashion.
Determining the optimal maximum number of requests for DYMO
As shown in [4] , extensions to the route discovery mechanism of reactive routing protocols is prone to cause significant broadcast storms if there is no limit to the number of Route Request messages propagated per node. In the case of multi-path DYMO, a preliminary simulation study in typical mobile ad hoc network environments showed a significant increase in terms of routing overhead and end-to-end delay. So, we decided to determine the optimal number of route requests retransmitted (MAXREQF) by every node in order to improve its performance while retaining the protocol's traffic dispersion capabilities.
In Figure 1 we show the results when we change this parameter (MAXREQF) using CBR/UDP traffic. As expected, the number of routing packets decreases as we decrease the number of route requests messages retransmitted, and this decrease is reflected in terms of end-to-end delay also. Notice that both the packet delivery rate and the number of hops also increase as the MAXREQF decreases. These results evidence how important is it to limit the number of RREQ messages propagated in avoiding network collapse.
Similar results are obtained with TCP traffic (see figure  2) . As we decrease the MAXREQF parameter the throughput increases, the number of routing packets decreases and the average number of hops slightly increases. As for UDP traffic, we observe important gains by limiting RREQ message propagation.
For both types of traffic, we observe the best results are achieved when the MAXREQF parameter value is set to 2. Concerning the average number of routes found by each source node, figure 3 shows that by limiting the number of RREQs propagated, even to a relatively large number of messages (5), causes a significant decrease of the average number of routes found. With limited RREQ propagation we find that the average number of routes decreases very slightly as MAXREQF decreases.
IMPACT OF MULTI-PATH ROUTING ON TCP AND UDP TRAFFIC
In this section we present the experimental results that allows us to assess the impact of multi-path routing techniques on both TCP and UDP traffic.
For our study we used the well-known ns-2 simulator[2], version 2.29. We simulate a mobile ad hoc network composed by 60 nodes that move within a 1000 x 1000 m area according to the random waypoint mobility model. Maximum node speed is set to 10 m/s, and the pause time is set to zero. The radio transmission range of nodes is 250 m, and the MAC/PHY parameters are configured to simulate IEEE 802.11g technology at maximum transmission rate (54 Mbit/s).
For DSR we have used the implementation that comes bundled with the ns-2 simulator; the multi-path version of DSR is an extension of that code. For DYMO we have used the implementation by Ros et. al [1] (DYMOUM), and the multi-path version is an extension of that code.
The traffic is generated by six distinct source-destination pairs that send packets with a size of 512 bytes, and at a constant bit rate of 10 packets/second when the UDP transport protocol is used. Simulation time is 600 s, though traffic is only started after the first 100 seconds to allow the mobility model to converge. Since we are interested in comparing the performance of UDP and TCP when using multi-path routing protocols we study the impact of traffic dispersion in terms of throughput, delay, number of hops and overhead introduced.
All the results depicted in this section are averaged over 10 simulation runs, obtained with 10 different scenarios.
Results for UDP traffic
We first obtain the results of single path versions, and so we determine the reference values for both routing pro- tocols. If we compare single-path DSR with single-path DYMO when the traffic on the network is CBR/UDP, we observe a slight difference (less than 4%) in terms of packet delivery rate and a difference relative to end-to-end delay and average number of hops less than 10%, but a strong increase in terms of routing overhead (DSR routing overhead only represents 25% of total DYMO routing messages). These results are shown in figure 4 .
With respect to the multi-path versions of the routing protocols under analysis, we reached the following conclusions:
1. The packet delivery rate decreases around 5% for DYMO relative to its results using single-path routing. DSR's results do not get worse. So, multi-path DYMO is less efficient than multi-path DSR in terms of packet delivery rate.
2. In terms of end-to-end delay, DYMO's results are also worse: delay results for multi-path routing doubles the single-path delay values, while again DSR is able to maintain its end-to-end delay values.
3. With DYMO, the average number of hops is slightly greater than with single path; the increase in terms of average number of hops is similar for both multi-path counterparts.
4. The number of routing messages for multi-path DSR increases as the route set size increases (6-50-60-80%), while DYMO maintains the number of routing messages for multi-path version about 40% higher than single-path DYMO. In absolute terms, DSR's overhead is much lower than DYMO's overhead for both single and multi-path versions.
Results for TCP traffic
Regarding TCP traffic, we proceed in a similar way as for UDP traffic. We first obtain reference values for the single path versions of DSR and DYMO, and we then proceed to obtain the results for their multi-path counterparts. All the results obtained are shown in figure 5 .
Comparing single-path DSR with single-path DYMO we observe a slight difference (around 5%) in terms of throughput and average number of hops; for end-to-end delay there is a difference of about 20%, and a strong increase in terms of routing overhead (DSR routing overhead represents around 50% of total DYMO routing messages).
With respect to the results obtained when multi-path routing is used, we reached the following conclusions:
1. In terms of throughput, the multi-path version of DSR offers lower throughput values than multi-path DYMO. Actually, we find that DYMO's throughput decay is in the order of 5-10%, while for DSR the throughput decay is quite higher (between 25 and 40%). This is due to the fact that DYMO is able to find fewer routes, as confirmed by the results shown in figure 6 , and so the number of unordered TCP packets delivered is higher for DSR, which explains the throughput decay.
2. With respect to end-to-end delay values, the delay for single-path DSR is greater than that for single-path DYMO (about 20%). For the multi-path version of DSR the delay decreases by about 50% due to load balancing and reduced throughput, although the routing overhead and the average number of hops do increase. DYMO delay experiences a smaller variation (maximum of 25%) with respect to its single-path version since the number of routes found is lower, and so also the traffic dispersion is also reduced. Notice that we modified the route discovery process of DYMO to support multi-path routing, which adds an additional delay, while for DSR we only changed the route selection algorithm, maintaining the default route discovery mechanism.
3. Multi-path DYMO is not able to find as many routes as multi-path DSR since DYMO is only able to find link disjoint routes, and so the average number of hops is almost unchanged with respect to the single path value (variation of about 6%); DSR may use any route in its cache (disjoint or not), and so the average route length is higher (26-40%).
4. Concerning routing overhead, in absolute terms, the DSR protocol required a smaller number of routing messages, despite an increase of about 30-50% for its multi-path version. The multi-path version of DYMO maintains the same number of routing packets as its single-path counterpart.
To conclude, we determine the number of routes found by source nodes in order to know the real number of routes available to disperse the data packets. We observe that the number of routes found by DSR is greater than for DYMO since, as referred before, DYMO is only able to find link disjoint routes, while DSR adds all the routes discovered to its cache (disjoint or not).
CONCLUSIONS
In this work we focused on the performance of TCP and UDP traffic in mobile ad hoc networks when multi-path routing is used. For our experiments we have picked two well-known reactive routing protocols for MANETs, DSR and DYMO, and we modified their functionality to support multi-path data delivery.
While for DSR a simple extension to the route selection mechanism at the source was enough to support multiple paths, for DYMO an extension to the route discovery mechanism was required, so that both source and intermediate hops are able to maintain more that one node as their nexthop to a certain destination.
Experimental results showed that, since the DSR protocol is able to find more routes, the degree of traffic dispersion achieved is greater than for the DYMO protocol. This is expected since DSR source nodes have full control of the route being used, while with multi-path DYMO source nodes can only discriminate routes by picking different next hops, which usually are only a few nodes.
With respect to UDP data transmission we find that, in general, multi-path DSR is able to offer better performance than DSR, DYMO and multi-path DYMO, reducing the end-to-end delay and increasing the packet delivery rate, offering a better overall performance; the routing overhead generated is also maintained at very low values.
In terms of TCP data transmission, we find that it is highly affected by packet reordering, and so both multipath routing protocols offer a poorer performance than their single-path counterparts. In fact, experimental results show a direct relationship between the number of available routes for traffic splitting and the decay in terms of throughput. This confirms the fact that multi-path routing techniques do not make TCP transmission more robust in mobile ad hoc networks.
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