This paper provides a solution for the multiple changepoint detection problems in financial time series prediction without knowing the number and location of changepoints. The proposed approach is a Sequential Monte Carlo (SMC) method for estimating GARCH based volatility models which are subject to an unknown number of changepoints. Recent Auxiliary Particle Filtering (APF) techniques are used to calculate the posterior densities and forecasts in real-time. This approach also automatically deals with the common path dependence problem of these type volatility models. We studied on simulated volatility data using GARCH model and have shown that the proposed approach works well with the generated data. For the non-linearity multiple changepoint detection problem, APF is investigated over the simulated volatility to model the switching regimes. In this study, a full structural changepoint specification is defined in which all parameters of the conditional variance of GARCH are subject to change respectively.
Introduction
Our previous studies were based on applications of Artificial Neural Networks [1] , Support Vector Regression [2] and Sequential Monte Carlo (SMC) approaches to perform online prediction based on joint probability distribution in hidden Markov Model (HMM) for time series prediction problems in non-linearity and non-Gaussian scenarios. SMC methods, a general class of Monte Carlo methods, are mostly used for sampling from sequences of distributions. Simple examples of these algorithms are extensively used in the tracking and signal processing literature. Recent developments indicate that these techniques have much more general applicability, and can be applied to statistical inference problems. The main target of this paper is to address challenges in estimating of volatility models such as GARCH or EGARCH models subjects to structural regime switches by using a Bayesian SMC approach.
For most real-world problems, the optimal Bayesian inference using recursions is intractable and approximate solutions must be used. Within the space of approximate solutions, the extended Kalman filter (EKF) has become one of the most widely used algorithms with applications in state, parameter and dual estimation. Van der Merwe extended these algorithms to a family of Sigma Point Kalman Filters (SPKF) [3] . Matsumoto attempts to construct a model from time-series data and make an online prediction when the linear assumption is not valid. The problem is formulated within a Bayesian framework implemented by the SMC method [4] . Previous studies on changepoint detection have the roots of Chib's approach. Chib (1998) proposes a convenient state-space formulation of structural break models in which a discrete latent state variable drives structural breaks and follows a constrained Markov chain. An efficient Markov Chain Monte Carlo (MCMC) algorithm for estimation and computing Bayes factors for the purpose of model selection is provided in [5] . Chopin (2007) has developed a particle filtering algorithm for estimating structural break models in which the fixed model parameters are formulated as part of the state variables [6] . Chopin (2007) proposed a different particle filtering approach for estimating structural breaks in which the fixed model parameters are formulated as a part of the latent variables. He and Maheu proposed a SMC method for estimating GARCH models subject to an unknown number of structural breaks. They applied their model to daily NASDAQ returns and followed Chib's formulation of structural breaks [7] . Turner et al. proposed an adaptive sequential approach for Bayesian Change Point Detection using BOCPD of Mackay by introducing an Underlying Predictive Model (UPM) and a hazard function [8] . Tsay et al. reviewed SMC methods (particle filters (PF)) with special emphasis on its potential applications in financial time. They analyzed Liu-West filter (2001), Storvik filter (2002) and particle learning (PL) of Carvalho, Johannes, Lopes and Polson (2010) and the Auxiliary Particle Filter (APF) of Pitt and Shephard (1999) [9] . Eckley and Fearnhead analyzed different type of change point models in time series problems including single change point models and multiple change point models. They compared Bayesian based and other approaches in change point modeling [10] . In empirical Bayesian change point detection, Paquet build an online algorithm of Adams and Mackay (2006) , who cast the product partition into a Bayesian graphical model. Adams and Mackay computed the probability distribution of the length of the current "run," or time since the last change point, using a simple message-passing algorithm [11] . This model enables an infinite number of hidden states and change points in observations and with this property it has an advantage over Chib' s HMM based approach where the number of change points have to specified previously [12] .
A particle filter is a class of SMC filtering methods that approximate the posterior distribution of the latent state variables by a set of particles and associated probability weights. One approach to learning about fixed parameters is the mixture kernel smoothing method of Liu and West (2001) . This paper addresses the challenges in estimating the unknown number of changepoints in GARCH volatility models using Bayesian Inference and SMC approaches. A particle filtering approach based on APF to sequential estimation is built on top of the changepoint model of Chib (1998) . The unknown number of changepoints and the regime parameters are estimated jointly.
The objective of this research is to investigate the use of recent SMC approaches for the Multiple Changepoint Detection (MCD) problems in financial time series prediction problems without knowing the number and location of changepoints. Financial time series, esp. stock market time series show non-linearity and stochasticity. In order to solve this, GARCH based volatility models are used. The proposed approach is a SMC method for estimating GARCH based volatility models which are subject to an unknown number of changepoints. Recent APF techniques are used to calculate the posterior densities and forecasts in real-time. This approach also automatically deals with the common path dependence problem of these type volatility models.
The rest of the paper is organized as follows. In section 2 and 3, volatility models and state space representation are presented. SMC approaches are introduced in Section 4. Section 5 presents the proposed approach of APF based MCD model in GARCH volatility models. Section 6 presents experiments and results on a synthetic data set and concluding remarks are given in the last section. The originality of this paper lies on the proposed approach that combines APF based SMC methods and Kernel Smoothing based parameter learning in Multiple Changepoint Detection in volatility models.
Volatility Models
Stock prices vary with changes in volatilities of the underlying risk factor and as a consequence, accurate prediction of future stock prices requires a forecast of asset return's volatility. Financial time series exhibit time dependent heteroskedastic variance known as the conditional variance (volatility) that is not a directly observable feature.
GARCH (Generalized Auto Regressive Conditional
Heteroskedastic) is a mechanism that includes past variances in the explanation of future variances. More specifically, GARCH is a time series modeling technique that uses past variances and past variance forecasts to forecast future variances [13] .
Specifically, a GARCH(1,1) model is the following:
Where ‫,ݓ‬ ߙ ܽ݊݀ ߚ > 0 ܽ݊݀ ߙ + ߚ < 1.
State Space Representation
State Space Model (SSM) of a time series is usually defined as ‫ݔ‬ and ‫ݕ‬ which are the latent state variables and the observations respectively. We here define the density of the observations as ‫ݕ(‬ ‫ݕ|‬ ଵ:ିଵ , ߠ ) where ߠ is the set of parameters at time k. The idea behind the model is the formulation of the changepoint model in terms of a latent variable that indicates the regime from which a particular observation has been drawn. The regimes of the process is defined first and the parameters ߠ are drawn by an unknown state variable ‫ݔ‬ where ‫ݔ‬ = ݉, ݉ ∈ ሺ1, 2, … , ‫ܯ‬ሻ and ߠ = ߠ which means the parameters ߠ at each time k are equal and same as the ݉ ௧ regime ߠ . The latent variable is a discrete Markov process ‫ݔ‬ with the transition probabilities P limited so that the state variable can either stay in the same regime or jump to a new regime [5] .
ܲ =
Bayesian filtering approach will help us to approximate changepoint models using SMC methods. The optimal solution to recursively update the posterior density as new observations arrive is applying the recursive Bayesian estimation algorithm.
‫ݔ(‬ ‫ݕ|‬
This recursive solution is usually only tractable for linear, Gaussian models in which exact inference is well known with Kalman Filter. For real world problems such as financial time series prediction, this solution is not tractable and for this reason this paper implies Monte Carlo sampling and approximation techniques.
Sequential Monte Carlo (SMC) Methods
Previous state space model studies were on the estimation of linear and Gaussian based state-space models. But, most of the real world problems require non-linear, nonGaussian distributions. HMM and LDS systems fail into providing tractable filtering solutions. Generally, in nonlinear and non-Gaussian models, computational complexity is high and exact inference is intractable. In this study, a probabilistic time series modeling and changepoint detection approach for stock market time series using non-linear and non-Gaussian noise scenarios is introduced.
The particle filter is a SMC method used for Bayesian filtering [15] . Particles with corresponding weights are used to form an approximation of a probability density function (PDF). The particles are propagated over time by Monte Carlo simulation to obtain new particles and weights (usually as new information are received), hence forming a series of PDF approximations over time [16, 17] . SMC methods, particle filtering is based on a nonlinear state space representation and is a method used for state estimation. Particle filtering is a technique for implementing for recursive Bayesian filtering by using Monte Carlo based sampling techniques. The idea is to represent the posterior density by a set of random particles associated with weights. After defining these particles using a proposal distribution the posterior density estimates are computed which are based on these particle samples and weights.
SMC methods and Bayesian Filtering
For prediction, it is need to estimate the posterior distribution. For calculating the posterior distribution, we need to estimate the unknown state ‫ݔ‬ based on a sequence of observation ‫ݕ‬ ଵ: . In order to calculate the estimation recursive Bayesian filtering technique and update and propagate steps will be used. We will first apply filtering to calculate the Filtering Density using Bayes Rules as follows:
Then predict the next state and calculate the Prediction Density by integrating transition probability and filtering density.
In summary Particle Filtering can be seen as a two steps process. This study first represents the posterior distribution expressed as a mixture distribution of particles ‫ݔ‬ () with corresponding weights ‫ݓ‬ () . When a new observation occur a set of new N samples from the distribution and the new observation is used to evaluate the new weights ‫ݓ‬ ାଵ () using ‫ݕ(‬ ାଵ ‫ݔ|‬ ାଵ () ).
Sequential Importance Sampling (SIS) & Resampling (SIR)
Sequential Importance Sampling is the basis of the SMC methods. The idea is to first update filtering density using Bayesian filtering and then compute integrals using importance sampling. Here in this study, the prior as the proposal distribution is used. But, the SIS algorithm has some limitations. The variance of the importance weights increase stochastically over time [18] . This variance increase poses problems because the proposal density is preferred to be as close as to the posterior density. To address this degeneracy problem of SIS, a selection, resampling process is used to eliminate particles with low weights and multiply the particles with high important weights. There are different sampling approaches including residual, systematic, multinomial resampling and stratified sampling. In SIR, particles are replicated in proportion to their weights and produce N new samples all with equal weights 1/N.
Particle Filtering Algorithm
The particle filtering algorithm includes SIS and SIR steps recursively. The probability density function is approximated using particles and weights using the given equation. Each point is a particle and each particle has a positive weight assigned to it (Eq.3.1). First samples are generated to represent the initial probability (Eq. 3.2) and then in the time update step the next state is predicted using prior equations (Eq. 3.3). In the measurement update state weights are adjusted using the measurement update process (Eq. 3.4) and then the weights are normalized. Resampling is applied in order to remove the degeneracy problems. After this step, new particles are selected and weights are equalized. When a new measurement arrives the algorithm is recursively iterated starting from time and process update steps. Finally, the estimation is computed as follows
Auxiliary Particle Filtering (APF)
SIR approach often wastes a lot of computation time on generating particles that have small weights. In order to solve this weight degeneracy problem, we can alternatively incorporate other information which will put more mass on relevant particles. This should improve how our algorithm performs. This is the motivation for auxiliary particle filters (APF), developed by Pitt and Sheppard (1999).
Instead of applying a blind approach, it is aimed to update the most promising particles. The idea here is to use some form predictive power such as the likelihood in form ‫ݕ‪൫‬‬ ାଵ หߤ ାଵ ൯ in particle selection process to remove the weight degeneracy problem. We setup a ߤ ାଵ () as an estimate of the mode of new state ‫ݔ‬ ାଵ , the mode of the transition density ‫ݔ(‬ ାଵ ‫ݔ|‬ () ) for each particle. i=1, 2, 3 ... N. The quality of the estimate is evaluated by the auxiliary weights:
A large auxiliary weight indicates better representation power for the related particles in accordance to the underlying process. For particle selection, auxiliary weights are normalized and they are replaced by new samples with probabilities proportional to ߜ ାଵ () where {j} is the new indices and ܰ ᇱ represents the size of the new particle set. We kept the size of the sample set constant {ܰ ᇱ } as the size of the particle set size {N} throughout this study and will use N as the new particle set size as well but it is also possible to change the size of the sample set at each time point. The generated set of indices {j} represents the set of most likely paths the GARCH process will take given the arrival of the new observation ‫ݕ‬ ାଵ . We will use the new selected sample set to generate the new particles ‫ݔ‬ ାଵ () ~ ‫ݔ(‬ ାଵ ‫ݔ|‬ ሺሻ ) . New auxiliary weights are evaluated as follows:
Mixture Kernel Smoothing Based Parameter Filtering
State filtering problem is turned into a general joint state and parameter filtering problem. 
Where ܰ(ߠ|݉, ܸ) is a multivariate normal distribution with mean vector m and covariance matrix V. Kernel smoothing method approximates the poster density for ߠ by a mixture of multivariate normal distributions and the weights that comes from the particles. ܾ ଶ is the kernel shrinkage parameter in Liu and West (2001) and is usually chosen to be (0,1) and usually decreases slowly as the particle set size increases so that all the parameter estimates are concentrated closer to the mean. ܸ is the particle set variance and ߠ ̅ is the particle set mean and they are computed as follows: 
Auxiliary Particle Filtering based Multiple Changepoint Detection in GARCH Models
In this study, APF is combined with kernel smoothing to design a SMC approach for MCD problems in financial time series. The proposed method is an APF based Bayesian inference approach to the MCD in financial time series using volatility models of GARCH.
The parameters ߠ are re-parameterized to take values on the real line since they will be sampled through a mixture of normal kernels. The repameterization approach is explained in the experiments sections in details. ߠ will be used for the re-parameterized parameter values. the number of regimes and changepoints in the series is not known as we are dealing with the problem of estimating GARCH based volatility models which are subject to an unknown number of changepoints using SMC methods. A maximum number, an upper bound for the number of changepoints is defined which also represents the number of states, ‫ܯ‬ ഥ . In this paper the full changepoint models is presented with GARCH models as the volatility processes of the time series.
First volatility is calculated by GARCH [13] . Residuals and volatility is used in the process model and measurement model equations. Measurement and process model equations are adapted to GARCH models. SMC methods are implemented using the measurement and process model equations below. 
Auxiliary Particle Filtering based Multiple Changepoint Detection Algorithm
The proposed approach is used to approximate ‫ݔ‪ሺ‬‬ , ‫ݕ|ߠ‬ ଵ: ሻ given a set of particles ቄ‫ݔ‬ () , ߠ 
Results & Experiments
To analyze the performance of the proposed approach, the algorithm is evaluated on a generated synthetic time series using GARCH model as a full changepoint model where all the parameters of GARCH are changing in different regimes. First the maximum limit for the number of changepoints (the number of regimes) is defined. This will not be the number of the exact number of changepoints but will be defined as the maximum number of changepoint limit that the algorithm can reach. Four different regime parameters are defined for each regime, ߠ ൌ ሾ‫ݓ‬ , ߙ , ߚ ܽ݊݀ ܲሿ. The upper bound for the states is defined as M=5. State transition probabilities are defined as P instead of ܲ . The prior parameters for each regime is randomly generated as ‫ݓ‬ ~‫ܩ‬ ܽሺ1,0.5ሻ, ݇ ൌ 1,2, … , ‫,ܭ‬ ߙ , with ‫݁ܤ‬ሺ4,1ሻ and ߚ ‫݄ݐ݅ݓ‬ ‫݁ܤ‬ሺ4,1ሻ * ሺ1 െ ߙ ሻ for each regime. We repamaterize ‫,ݓ‬ ߙ, ߚ as below:
The state transition matrix is initialized using ܰሺ2,1ሻ normal distribution. This results with probabilities close to 1 which means a higher probability for not changing the states. We tried several alternatives regarding the parameters to see the results of the algorithm. In the simulated data set several alternative delta parameters are evaluated such as 0.25, 0.5, 0.75 and 0.99 and selected the best in this paper. We selected a 150 time step simulated series with a particle size of 1000 and 5000. Plot of the Monte Carlo parameters are given below for each state and the weighted and mode of states are compared to the actual states. Figure 1 shows the evolution of volatility parameters for different states. Each row represents a state and includes
Figure 1 Evolution of Monte Carlo Parameters
It is expected that the parameters should gain more information according to the nature of the proposed APF based MCD method and it is expected that the parameters shows versatility among different regimes. We can easily identify the difference between α ୱ ౡ and β ୱ ౡ parameters of the GARCH based volatility model in switching regimes. It is found that the parameters deviate more when the delta parameter is low and the particle set size is low. Figure 2 Poor representation with a low particle set size
In Figure 2 , we reported that when the particle set size is defined low, the algorithm cannot find the correct number and locations of the switching states.
State prediction is a critical part of this analysis. Whereas many papers focus entirely on state prediction, assuming parameters are known, this study has the additional complication of estimating these parameters and using them to predict states. A weighted mean and a mode (largest weight) are introduced as two different measurements of the predicted state.
This paper proposes a solution for the MCD problems in financial time series prediction problems without knowing the number and location of changepoints. So the problem here is not just to predict the states by Bayesian filtering.
We also do not know prior regarding the parameters, ߠ ାଵ ሺሻ of the switching regimes. We first try to estimate the parameters by the help of kernel based smoothing and then apply APF based MCD to estimate the states. We include two measurement definitions for state ‫ݏ‬ ାଵ ሺሻ estimation, one is the weighted mean and second one is the mode of state, the selected state which shows the one which has the maximum weight among others. Most of our observations have shown that the plot of the weighted mean is similar to the plot of the mode state. This is because of the sensitivity to priors where when the transition probabilities are high (e.g. generated from ‫ܽܩ‬ሺ2,1ሻ) causes the algorithm to move frequently from one state to another. Figure 3 shows auxiliary weights, weighted mean and mode of the states compared to the actual true states in the synthetic data process. It is easily identified that weights closely match up with the hidden states. Weight continues to increase before the the regime changes informing us about a switching regime. When the weight gets enough representative power, the mode of the state changes and when compared to the true state, it states a regime change. The model had a fluctuation once giving false signals, but the proposed algorithm performs correctly. We have seen that parameter selection, stratified sampling and APF approaches are critical in the success of the proposed approach.
Conclusion & Future Work
In this paper we tried to address the challenges in estimating the unknown number and location of changepoints in GARCH volatility models using Bayesian Inference, Sequential Monte Carlo (SMC) approaches. The proposed approach is a SMC method for estimating GARCH based volatility models which are subject to an unknown number of changepoints. We previously studied on Hidden Markov Models and modeled our observation densities as mixture multivariate Gaussian distributions.
In real-world we face with non-linear and non-Gaussian structures especially for financial time series prediction problems. Recent Auxiliary Particle Filtering techniques are used to calculate the posterior densities and forecasts in real-time. It is found that APF based MCD in GARCH Models is able to accurately predict the occurrence of regime switches in GARCH based processes. This algorithm is highly sensitive to the given prior values and needs optimization in terms of kernel smoothing parameters.
It is considered to use an emerging market financial time series, Istanbul Stock Exchange ISE 100 index data for future studies. Both GARCH & EGARCH based volatility models will be considered in ISE 100. Also partial changepoint models will be introduced where not all the parameters are subject to change and also performance benchmarks are going to be considered including Bayesian Factors to compare proposed models.
