This article presents a methodological approach for controller gain tuning of wind turbines using global optimization algorithms. For this purpose, the wind turbine structural and aerodynamic modeling are first described and a complete model for a 5 MW wind turbine is developed as a case study based on a systematic modeling approach. The turbine control requirements are then described and classified using its power curve to generate an appropriate control structure for satisfying all turbine control modes simultaneously. Next, the controller gain tuning procedure is formulated as an engineering optimization problem where the command tracking error and minimum response time are defined as objective function indices and physical limitations (overspeed and oscillatory response) are considered as penalty functions. Taking the nonlinear nature of the turbine model and its controller into account, two meta-heuristic global optimization algorithms (Imperialist Competitive Algorithm and Differential Evolution) are used to deal with the defined objective functions where the mechanism of interaction between the defined problem and the used algorithms are presented in a flowchart feature. The results confirm that the proposed approach is satisfactory and both algorithms are able to achieve the optimized controller for the wind turbine.
Introduction
Energy extraction has been always a challenging issue in industrial consumptions. Due to problems such as pollution, lack of resources, mining problems, high fuel costs, and to name but a few, use of renewable energy has played an important role in recent decade. Among different kinds of renewable energy resource, wind energy is an attractive field (Soriano et al., 2013) . Wind turbines with rudimentary control systems that aim to minimize cost and maintenance of the installation have predominated for a long time (Pozo et al., 2013) . More recently, the increasing size of the turbines and the greater penetration of wind energy into the utility networks of leading countries have encouraged the use of electronic converters and mechanical actuators (Bianchi et al., 2006) . Consequently, in order to decrease wind energy cost, it seems that design and implementation of optimized control systems play an important role. An appropriate control strategy can improve energy capture and reduce dynamic loads in wind turbines (Erlich et al., 2013) .
In order to design a successful controller, a reliable precise model of the wind turbine is required at the first step. There are several studies on modeling of a wind turbine. Some of them are based on aerodynamic approaches in which the kinetic energy obtained by the blades is transformed into mechanical torque (Bolik, 2004; Heier, 2014; Michalke and Hansen, 2010; Ofualagba and Ubeku, 2008) . Other studies use simplified mechanical model of the powertrain to predict the wind turbine behavior (Muyeen et al., 2008; Rolan et al., 2009; Stuart et al., 1997) . In this article, a combination of both aerodynamic and structural modeling approaches is used for developing an algorithmic procedure to achieve a detailed precise model for a wind turbine. This approach is used in detail by Resor for a 5MW/61.5m wind turbine blade to create a blade model via NuMAD (Numerical Manufacturing And Design Tool) as well as to analyze the blade structural performance (Ressor, 2013) .
In addition, there are many studies on wind turbine aerodynamic and speed control in order to satisfy the turbine control modes. These control objectives usually are as follows: capturing the wind power as possible as it can (Pierce and Fingersh, 1998) , maximizing the wind harvested power in partial load (Munteanu et al., 2008) , meeting strict power quality standards (Holley, 2003) , achieving the desired rotor speed (van Baars and Peter, 1992) , and preventing the turbine from physical limitations (Darrow, 2009; Jason et al., 2009) . To achieve the above-mentioned objectives, both classical control strategies (proportional-integral (PI), proportional-integral-derivative (PID), Cascade control) (Dunnea et al., 2011; Horiuchi and Kawahito, 2001; Malinga et al., 2003; Muyeen et al., 2009 ) and advanced control strategies (predictive control, fuzzy control, sliding mode, etc.) (Beltran et al., 2007; Chiu, 1994; Senjyu et al., 2006; Utkin, 1992) are proposed by the researchers successfully.
However, taking the complicated and nonlinear nature of the real-world engineering systems into account, all of the above-mentioned control algorithms suffer from a good gain tuning procedure in order to catch the optimized wind turbine performance (Stol et al., 2006) . Recently, the use of global optimization (GO) algorithms for dealing with real-world engineering optimization problems is widely considered. Several huge projects focusing on the use of GO methods in wellknown industrial applications like aerospace engineering (Celis et al., 2015) , propulsion systems (Wanis, 2013 (Wanis, [2012 ), and so on (ETH Zurich, Institute for Operations Research (n.d.); Imperial College London, Department of Computing, Quantitative Analysis and Decision Science (n.d.)) are funded in recent years as well. In this article, application of GO algorithms for gain tuning of the wind turbine controllers is proposed as a methodological approach for the first time (to the best knowledge of the authors). The tuning process can be defined as an engineering optimization problem which should be solved using a model independent approach because the analytical optimization algorithms may trapped in local optimum. The Imperialist Competitive Algorithm (ICA) as a newly established GO algorithm (Atashpaz-Gargari and Lucas, 2007) and the Differential Evolution (DE) (Storn and Price, 1997) are used in order to cope with the controller design of wind turbines. These algorithms are widely used in system structure design (Safari et al., 2013) , controller structure design (Behera et al., 2013) , controller gain tuning and performance optimization (Saad et al., 2012) , advanced controller (Shuai and Wei, 2014) and technology design (Goudos et al., 2010) , and in many other applications and their ability to deal with nonlinear real-world complex problems with huge number of parameters are confirmed.
For this purpose, wind turbine advanced modeling is described in section "Wind turbine modeling" explaining different parts of the wind turbine (structural and aerodynamic). These sub-models are combined and the wind turbine model is generated. Controller design procedure including classical control strategy and modern control approaches is then explained in section "Wind turbine control." An industrial control strategy is also developed for the designed model. A computer simulation program is also created in MATLAB/Simulink environment to predict the dynamic behavior of the turbine and controller. Next, the used meta-heuristic algorithms are described in section "Application of meta-heuristic global optimization algorithms in wind turbine controller gain tuning." This section includes objective function formulation with complete details of the indices and the penalty functions, the used optimization algorithms (ICA and DE) and the mechanism of its interaction with the defined objective function. In section "Optimization results and analysis," optimization results and effect of optimization on the wind turbine performance is presented in order to confirm the effectiveness of the proposed approach. Finally, the conclusion remarks are presented in chapter "Conclusion."
Wind turbine modeling
In order to model a wind turbine, different kinds of knowledge are required. Two general parts are considered in modeling of wind turbine: structural dynamics and aerodynamics. Without loss of generality, a horizontal axis wind turbine with three blades and 5 MW capacities is selected as the case study in this article, where information of this case is provided by the National Renewable Energy Laboratory (NREL) institute. General characteristics of the wind turbine blades have been shown in Table 1 . (Jasniewicz and Geyler, 2011; Jonkman et al., 2009 Schematic diagram of a wind turbine model is shown in Figure 1 . As shown in this figure, for start-up the wind turbine, aerodynamics and dynamics should be coupled. So, both substructures are described, respectively, in the next sections.
Structural dynamics of wind turbine
Structural dynamics constituents are tower, nacelle, and blades. The modeling of each part is described in this section:
• • Tower modeling. The tower has been modeled like a rigid beam which is connected to the ground. So there are not any movement in connection point to the nacelle. • • Nacelle modeling. Nacelle is composed from generator set and the drivetrain. In this set, rotor hub speed is transmit to low speed shaft. This speed is transmitted by the gearbox to the high speed shaft and generator to produce electricity. Thus, the generator torque control is one of the purposes of this article. • • Blades modeling. The blade model includes several linear systems. The blades are divided into 17 sections and the information of each sections are available in Jonkman et al. (2009) . The geometrical and structural properties (bending stiffness, torsion stiffness, damping, density, geometrical pitch angle) are constant in each element and would be a function of their distance from the root. These systems involved the rigid beam shape elements which are connected to each other by special connections (Figure 2 ).
Aerodynamic model
The aerodynamics blade shapes significantly play an important role in generating power and the efficiency of system. Modern wind turbines have complex aerodynamic blade shapes with different properties for each point of blades. The blades of the in-hand wind turbine have three different types of airfoils, which are thickness, geometrical pitch angle, and taper ratio changed by distance from blade root. The sections that are near to the roots are modeled as a cylinder. These sections do not have any lift coefficient and Drag. The other ones are modeled with six different airfoils. Geometrical characteristics of all 17 sections are given in Table 2 . Using information of Tables 1 and 2 , an in-house MATLAB code is developed to generate the distribution of C L and C D for each section based on extrapolation. Extrapolated functions are shown in Figure 3 . These values are validated with Jonkman et al. (2009) .
The blade element momentum (BEM) theory is used for aerodynamic modeling. Based on this theory, lift and drag coefficients of the blade sections are determined by the angle of attack by combination of the momentum conservation law and the Glauert blade element theory in which the airfoil's angle of attack (α) is obtained by considering the effect of wind speed (V), the induced velocity ( ) V aV in = , impeller rotational speed (Ω), and the initial torsion angle ( ) β . Different steps of the BEM theory follow the flowchart shown in Figure 4 .
To generate the model using this algorithm, the initial value of a and ′ a considered arbitrary for starting the moment calculation's loop and this will continue while the difference between a and ′ a converges to specific value. Each section of the blade has a unique pitch angle and geometry, moments of rotor, and aerodynamic characteristics. Finally, the total moment is obtained by summation of each element's moment. As shown in Figure 4 , to calculate the local loads on the segment of the blades, aerodynamic variables such as C L , C D , C n , and C t are required. The aerodynamic and structural equations should be used simultaneously to generate these variables. As mentioned on structural considerations, it is assumed that the system involved the rigid beam shape elements. Also, the overall blade mass of the reference turbine blade was matched based on Ressor (2013).
Wind turbine control
The wind turbine control structure design (CSD) is explained in this section based on the turbine power curve and different operating regions.
Wind turbine power curve
In order to identify the wind turbine control modes, the operating condition of the turbine is divided into three distinct regions:
1. Region I. If the wind speed is less than cut-in speed, typically between 3 and 4 m/s, the turbine does not start rotating and generate power. 2. Region II. If the wind speed is between the cut-in speed and the rated speed, blade-pitch angle remains at a constant value and generator torque is controlled in order to reach the maximum value of energy. This region in that the wind speed is a variable and is known as region II ( Figure 5 ). The torque of generator changes linearly in a part of this region (region II1/2). 3. Region III. Wind speed is more than the rated speed in this region, so the generator's torque should be constant and blade-pitch control should maintain rated power and rotor speed by shedding excess aerodynamic power. This region is shown in Figure 5 . Demanded torque τ in regions II and III is calculated as follows (van Baars and Peter, 1992) 
where ω is generator's speed and (Jonkman et al., 2009) .
where C p,max is the maximum power coefficient, ρ is the air density, R is the blade radius, and λ is the optimum rated speed of wing tips (tip speed ratio (TSR)).
Controller design and structure
The main objective of wind turbine control is to satisfy all of its control modes simultaneously. An optimized controller would effectively deal with the turbine control modes with simplest and most accurate possible feature in a reasonable response time. In general, wind turbine control modes could be summarized as follows:
• • Reduce the dynamic loads on the rotor shaft, the blade root, and powertrain systems;
• • Control of the generated electrical power based on wide range of wind speeds to try to control the electrical power in a steady value; • • Controlling unwanted loads.
All of the above-mentioned control modes (except unwanted load attenuation) are functions of the turbine rotational speed. So, the aim of this study is to design a controller so that we can reach an optimum speed rotor. In order to achieve the desired rotor speed, collective pitch angle should be controlled. Change in pitch angles causes to achieve torque proportional to desired rotor speed by changing the lift and drag coefficient. The control structure would then be like Figure 6 .
Control law design and tuning is one of the most challenging parts of the wind turbine design and implementation procedure. Effective control strategy and control law should be set up in order to satisfy all of wind turbine control modes in minimum time response and with maximum energy absorption. Generally, both classical and modern control strategies are used in the literature:
Classical control strategies. In classic design, the control strategy of a wind turbine consists of two control loops in general: blade pitch control loop and torque control loop. The former is often programmed by a simple PI based collective blade pitch controller, which receives its input signal from the error in generator speed. Individual pitch control for reducing loads on the wind turbine structure has also been investigated in Darrow (2009) and van Baars and Peter (1992) , even though this solution requires careful gain tuning procedure. In order to avoid pitch controllers from interfering with the torque control system of the plant, the torque control is usually a gain scheduling loop.
Consequently, one single-input single-output system (SISO) controller is design for the pitch control of the wind turbine and another SISO controller is designed for torque control accomplishment. After that, these controllers are combined with each other to complete the control strategy of the wind turbine. It is worthwhile to mention that because of the cascade nature of this type of control strategy, the controller gains of all loops should be tuned simultaneously in an optimized manner to achieve the best possible performance for the turbine. Moreover, the controller gains should be changed in different regions of the turbine working conditions. More details about the control strategy and industrial cascade control design could be found in Luo et al. (2014) , Montazeri-Gh (2011), Åström and Hägglund (1995) , Jafari et al. (2014 ), National Instrument (2008 , and Montazeri-Gh et al. (2010) .
Modern control approaches. Modern control approaches like robust control and optimal control are also used for wind turbines recently (Beltran et al., 2007; Chiu, 1994; Montazeri-Gh et al., 2010; Pierce and Fingersh, 1998; Senjyu et al. 2006; Utkin, 1992) . The main advantage of these approaches is its high performance and accuracy. In other words, control and performance optimization of wind turbine are easier in modern approach than the classical strategy. But, on the contrary, implementation and debugging of controllers implemented with these approaches are more expensive and complicated. However, the gain tuning procedure is also a major problem in these algorithms that should be addressed successfully to achieve the optimized performance of the turbine. CSD. As mentioned above, both classical and modern control strategy of wind turbine are facing with the issue of gain tuning problem. This issue would be addressed here using GO algorithms for the first time. For this purpose, the procedure of controller gain tuning for a wind turbine is formulated as an engineering optimization problem which should be solved by meta-heuristic optimization algorithms respect to the nonlinear behavior of the wind turbine and control structure. Without loss of generality, a classical control structure is used as a case study.
For this purpose, a PID controller for a pitch control and a gain scheduling controller for torque control of the wind turbine are designed. The generated MATLAB/Simulink turbine blade model and the designed controller are shown in Figure 7 .
A PID controller with a specific strategy has been used in this study to control blades pitch angle in which the difference of blades pitch angle with the latest step can be calculated by following equations
where Dr k is the error of speed in comparison with the desired speed ∆r r r
The subscript k denotes the discrete time step, r is the filtered rotor speed, r * is the desired rotor speed, Dr k is the error between the actual and desired rotor speed, Db is the change in pitch from each time period to the next, b is the pitch angle, and k k k
, , are the proportional, integral, and derivative gains, respectively. The (max) function allows the controller to run throughout all three operating regions (described in section "Wind turbine power curve") by saturating the pitch angle to a value of 1.4°. The generator torque is also regulated by a gain scheduling controller using equations (1) and (2). As shown in Figure 7 , the output of the pitch controller output should be crossed from a low-pass filter in order to avoid fluctuations in the control output. Consequently, there are five control variables that should be tuned in this problem: So, we are facing with a five-dimensional (5D) engineering optimization problem. It is clear that using analytical algorithms for this problem is not affordable (note that the dimension of the problem and so the complexity would be increased by using more industrial/modern control approaches). This controller gain tuning problem will be formulated and solved in the next sections.
Application of meta-heuristic GO algorithms in wind turbine controller gain tuning
In this section, application of two different meta-heuristic algorithms for optimization of the previously described controllers is explained. For this purpose, the controller gain tuning procedure is first formulated as an engineering optimization problem. An overview of the used methods is then presented and the interaction mechanism between the algorithms and the objective function is described in a flowchart feature. The optimization methods are applied to the problem and the results are analyzed as well.
Objective function formulation
As mentioned earlier, there are five different parameters to tune in the designed controller (K p , K i , K d , K, Taw). In other words, the objective of the wind turbine controller is to drive the six-dimensional (6D) optimization problems (five parameters and time) in order to achieve the best output of the fitness function. The fitness function in this article is formulated based on the following: The response also should change safely (without any overshoot and overspeed) and smoothly (without fluctuation) and in order to protect the turbine from malfunction and structural issues. These terms are defined as penalty functions for the objective. Therefore, the objective function is formulated as follows is the time in which the turbine rotational speed will reach the 95% of the desired value for the first time; γ i is the dimensionless weighting coefficients; D i is the dimensionless penalty factors; and P i is the penalty functions.
In equation (6), the performance indices are normalized first using the maximum value for each index (the maximum rotational speed and the total simulation time) and then weighted according to their importance by the dimensionless coefficients of γ i between 0 and 1. The first term guarantees the rotor speed tracking with minimum possible error. The second index minimizes the rise time and guarantee the fast response of the turbine.
The penalty functions are also the turbine overspeed (overshoot or under-shoot more than 5%) as well as smooth response in order to satisfy the physical limitations control mode. So, the penalty function has two indices as well
The first index is to limit the turbine overshoot/under-shoot to protect the system from physical damages. The P 1 is the maximum over-shoot (percentage) of the rotational speed during the simulation. In order to ensure that this penalty definition does not eliminate potential solutions, a graduated scale of penalty factor (D 1 ) proportional to the magnitude of the constraint violation is used as shown in Figure 8 .
The second index in the penalty function formula is to confirm the smooth change in the controller output in order to protect the turbine from malfunction. In order to define this index, the solutions with fluctuation in controller output are penalized as follows 
The value of 5 is tuned manually to guarantee the omitting of the oscillatory solutions. It is also worth mentioning that the suggested method could be used for other performance indices with different penalty functions in all turbine working regions. In addition, the design optimization variables are the controllers loop gains including, K p , K i , K d , K, Taw as shown in Figure 7 . In other words, these five variables are going to be tuned using ICA and DE in order to minimize the objective function of equation (6).
Optimization problem formulation
In this article, the ICA as a relatively new-established evolutionary algorithm and the DE as a well-established optimization method are used for the problem solution for the first time. The next sections describe the methodology of these algorithms and its interaction with the defined objective function briefly.
DE. DE, completely related to genetic algorithm (GA), is a direct search GO algorithm. It also has some common concepts with particle swarm optimization (PSO) (Castaignet et al., 2011) . The main idea of the DE is to start with a population of candidate solutions (with the number of NP). These agents are then moved around in the search-space by using algorithm operators (mutation (with the mutation factor of F), recombination (crossover with the probability of CR), and selection (using a simple one-to-one survivor selection method)) to find improved position. The process is repeated until the stopping criterion is met. So, the DE's control parameters should be selected precisely in order to get promising results. Fortunately, there are several rules in this regard, which were advised by Storn (1996) , Price et al. (2005) , and Liu and Lampinen (2002) : (e.g. 0.5, 0.6, 0.7, 0.8, 0.4, 0.45, 0.47 ) and the best results were achieved for F = 0.47.
The flowchart of the interaction of the DE algorithm and the wind turbine controllers' gains tuning problem is presented in Figure 9 . ICA. Imperialist Competition Algorithm is an evolutionary optimization method starts with an initial population (N) which is called country, which be of, type being colonized ( ) N c or being imperialist ( ) N i (Liu and Lampinen, 2002) . The colonies of each empire get closer to the imperialist state (using assimilation rate and assimilation angle factor) and new space search is considered with the sudden random changes in the position of some of the countries in the search-space (using revolution rate). During these assimilations and revolutions, a colony might reach a better position than its imperialist and grab the imperialist position. Then, weak empires would collapse during the algorithm procedure and powerful ones take passion of their colonies. Imperialist competition converges to a state in which there exists only one empire and colonies have the same cost function value as the imperialist.
The ICA's control parameters are set using the following rules (Atashpaz-Gargari and Lucas, 2007; Nazari- Shirkouhi et al., 2010) for the in-hand problem:
1. The number of initial population is set to 50 (10D). 2. The number of imperialists is usually set as 4%-6% for all countries (N i = 3). So, N c = − = 50 3 47. 3. The assimilation rate, the assimilation angle, and the revolution rate are set to 1.8, 0.5, and 0.2, respectively, with respect to the promising results and advices in Atashpaz-Gargari and Lucas (2007) and Nazari -Shirkouhi et al. (2010) .
It is worthwhile to mention that some other values for algorithm factors are also tested for the ICA algorithm. But, the above-mentioned coefficients gave the best results for the in-hand problem.
The ICA algorithm is applied to the wind turbine problem as follows.
Optimization results and analysis
In this section, the results obtained from the gain tuning approaches (figures) are studied in order to confirm the effectiveness of the proposed method for the optimization of the wind turbine performance. Moreover, the wind turbine model with the optimized controller is simulated to analyze the results.
ICA and DE results
In order to satisfy the reliability criterion, the optimization was run 15 times, and the average of the results are shown in this section. Moreover, the weight factors γ i = 0 5 . are selected for the objective function terms in equation (6). It means that the importance of the objectives is equal in the optimization process. Optimization is terminated in the pre-specified number of generations/decades. In addition, the population size, the number of objective function evaluation, and stopping criterion are set to the same values in DE and ICA in order to compare the two approaches fairly. Figure 9 shows the static convergence of the ICA algorithm where the mean solution is the average value of the fitness function evaluation by all population individuals in each decade and the best solution is the minimum of the objective function value achieved by the population in each decade. As shown in this figure, the ICA finds the optimized result of the problem in a reasonable manner and the algorithm is converged in nine decades. Moreover, the similar runs are carried on with the DE algorithm and its results are compared with those of ICA. This comparison is shown in Figure 10 . As shown in this figure, the DE can also find the best solution for the in-hand problem. Figure 10 also shows that the ICA exceeds DE in the term of static convergence rate for this problem as the DE converges in 15 generations. The obtained gains from both algorithms are shown in Table 3 . This table illustrates the ability of both algorithms in optimization of wind turbine controller gains. Figure 11 compares the dynamic convergence rate of the ICA with that of DE. For this purpose, the standard deviation of the population in each generation/decade is saved and then plotted as a function of generation/decade. This procedure is done for a typical run. As shown in Figure 11 , dynamic convergence of the ICA method is better than that of DE because of the smoother changing in standard deviation of the population via generation variations. It is because of the different operators used in the algorithms and the nature of the algorithms as well. Computational effort comparison. The computational effort of these algorithms for the in-hand problem is presented in Table 4 . This table states that the DE performs faster and therefore has a better computational effort index in this problem.
Static convergence comparison.

Dynamic convergence comparison.
Effect of optimization on the wind turbine performance
In order to illustrate the effectiveness of the used optimization algorithms in minimizing the rise time and the steady-state error of the wind turbine response, the developed model with the optimized controller is simulated in this section. For this purpose, the initial gains reported in Jonkman et al. (2009) are simulated first. Then, the optimal gains calculated by the procedures of Figures 12 and 13 (which are presented in Table 3 ) are substituted in Simulink program (Figure 7 ) and the results are compared. Figure 14 shows the results of simulation of wind turbine model with the initial and the ICA/ DE optimized controller. As shown in this figure, the optimized controller achieves noticeably better rise time and also omits the small steady-state error than the initial controller has. In addition, the wind turbine reached to the desired output smoothly and without any overshoot (overspeed) in the response. So, the physical limitation control mode of the wind turbine is also satisfied by the optimization procedure. 
Conclusion
A methodological approach for the controller gain tuning problem in wind turbines is presented in this article. For this purpose, the procedure of controller gain tuning was formulated as an engineering optimization problem in which minimizing the designer command tracking error and the turbine rise time created the objective function indices. Moreover, the physical limitations and considerations (overspeed and smooth control input) were added to define penalty function parts. The weighting factors and the penalty function coefficients were selected based on the designer priority and keeping potential solutions. In addition, taking the nonlinear behavior of the wind turbine and controller into account, metaheuristic optimization algorithms were used to deal with the objective function. Application of the used algorithms in the defined problem was presented in a step-by-step flowchart feature. The results obtained from the ICA and DE in this article showed the ability and effectiveness of the used methods in successful gain tuning procedure of the wind turbine controller. Both methods were able to deliver an optimized controller that tracked the desired turbine rotor speed without any steady-state error in a reasonable response time. Both methods also satisfied the turbine physical limitations control mode (e.g. overspeed and oscillatory response). The results obtained from the used algorithms showed that DE overcomes ICA from computational effort point of view, whereas ICA is better than DE in both static and dynamic convergence criteria.
Declaration of conflicting interests
The author(s) declared no potential conflicts of interest with respect to the research, authorship, and/or publication of this article.
Funding
The author(s) received no financial support for the research, authorship, and/or publication of this article. 
ORCID iD
