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Abstract
Standard results on asymptotic integration of systems of linear differential equations give sufficient
conditions which imply that a system is strongly asymptotically equivalent to its principal diagonal part.
These involve certain dichotomy conditions on the diagonal part as well as growth conditions on the off-
diagonal perturbation terms. Here, we study perturbations with a triangularly-induced structure and see
that growth conditions can be substantially weakened. In addition, we give results for not necessarily tri-
angular perturbations which in some sense “interpolate” between the classical theorems of Levinson and
Hartman–Wintner. Some analogous results for systems of linear difference equations are also given.
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1. Introduction
We call two systems of linear differential equations x′ = A(t)x and y′ = B(t)y strongly as-
ymptotically equivalent (as t → ∞) if there exist corresponding fundamental matrices X(t) and
Y(t) satisfying
Y(t) = [I + o(1)]X(t) as t → ∞.
✩ Part of the work was done while both authors were visiting Universität Ulm, Germany.
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A and B are continuous on some common interval t  t0 (or in the class of just invertible matrices
that are C1 almost everywhere if A and B would be only locally integrable). Natural questions
therefore are to determine a priori (in terms of easily checked properties of A and B) whether
two systems are in the same equivalence class and also to identify a simple representative X(t)
in the class of fundamental matrices. In the case that A(t) = Λ(t) is a diagonal matrix satisfying
a mild dichotomy condition, and B(t) = A(t)+R(t) where ∫∞
t0
|R(t)|dt < +∞, a fundamental
result of Levinson (see, e.g., [4] or [11]) implies that the two systems are strongly asymptotically
equivalent.
It follows immediately from the definition that
y′ = [Λ(t)+ V (t)]y (1)
is strongly asymptotically equivalent to
x′ = Λ(t)x, (2)
if and only if there exists a matrix Q(t) = o(1) (as t → ∞) satisfying the equation
[I +Q]−1[Λ+ V ][I +Q] − [I +Q]−1Q′ = Λ, (3)
or, equivalently, that
ΛQ−QΛ+ V + VQ−Q′ = 0. (4)
Solving such a two-sided differential equation exactly for Q = o(1) is both difficult as well as
unnecessary. Levinson’s result allows one to solve (3) approximately for Q = o(1) where the
right-hand side is replaced by Λ + R and R ∈ L1[t0,∞). Depending upon additional properties
of the pair (Λ,V ), one can obtain extensions to Levinson’s basic result by considering different
types of approximations of (4).
Here we are interested in treating a class of systems
y′ = [Λ(t)+ V (t)+R(t)]y, t  t0, (5)
where Λ is diagonal, V is strictly triangular, and R is an L1-perturbation. Hsieh and Xie [9,10]
first considered such systems and studied, depending upon the “strength” of the dichotomy con-
dition on Λ, which classes of perturbations V (t) can be allowed to imply asymptotic equivalence
to (2). For example, if Λ satisfies the Hartman–Wintner exponential dichotomy condition, then
all that is required of V is that it satisfies V (t) = o(1) as t → ∞. Introducing somewhat weaker
exponential type dichotomies parameterized by a constant α (0 α < 1), they also showed that if
V (t) approaches zero at a faster rate (depending on α), asymptotic equivalence is still preserved.
In a certain sense, as α → 1− and the dichotomy approaches Levinson’s dichotomy condition,
the corresponding condition on V is strengthened accordingly and “approaches” Levinson’s con-
dition that V ∈ L1[t0,∞). We will describe this phenomenon more precisely with examples of
dichotomies that are progressively weakened.
Our method is based on a finite iteration of approximate equations to (4) and this leads to a
more transparent treatment than that in Hsieh and Xie, who used successive approximations and
detailed estimates. Our assumptions are simpler, weaker and appear to be more natural.
Finally, we consider systems of linear difference equations in Section 4, where analogues of
the Levinson and Hartman–Wintner type theorems on asymptotic equivalence are known (see,
e.g., [2,5]). We show that for systems of the form y(n + 1) = [Λ(n) + V (n) + R(n)]y(n) some
similar results can be obtained. We conclude with examples in Section 5.
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We consider (5) on a half-ray t  t0, where Λ is diagonal matrix satisfying a dichotomy con-
dition, V is, up to a permutation symmetry, a strictly upper triangular matrix, and R ∈ L1[t0,∞),
i.e.
∫∞
t0
‖R(t)‖dt < ∞. The case that V is a strictly lower triangular matrix can be treated sim-
ilarly. If V is not strictly triangular, but triangular, its diagonal entries need to be embedded
in Λ. The dichotomy condition is linked to the magnitude of the perturbation V which will be
described by a scalar majorant ϕ. Throughout this section, we will assume the continuity of all
coefficient matrices to have existence and uniqueness of solutions. As usual, we could also just
require that coefficient matrices are locally integrable which would lead to almost everywhere
differentiable solution matrices.
Theorem 1. Let Λ and V be continuous (N ×N)-matrices for all t  t0. Assume
Λ(t) = diag{λ1(t), . . . , λN(t)} for all t  t0.
Let V (t) be a strictly upper triangular matrix
(V )ij = vij = 0 for i  j,
and suppose that there exists a continuous scalar function
ϕ(t)
∣∣vij (t)∣∣ for all 1 i < j N,
such that the following hold: For all 1 i < j N
either lim
t→∞
t∫
t0
exp
[
Re
t∫
s
{
λi(τ )− λj (τ )
}
dτ
]
ϕ(s) ds = 0 (6)
or
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
∞∫
t
exp
[
Re
t∫
s
{
λi(τ )− λj (τ )
}
dτ
]
ϕ(s) ds is well defined ∀t  t0, and
lim
t→∞
∞∫
t
exp
[
Re
t∫
s
{
λi(τ )− λj (τ )
}
dτ
]
ϕ(s) ds = 0.
(7)
Then (1) is strongly asymptotically equivalent to (2).
Proof. In (1), we make the transformation
y(t) = [I +Q(t)]z(t),
where Q is a strictly upper triangular matrix satisfying
Q′ = ΛQ−QΛ+ V,
i.e.
q ′ij (t) =
[
λi(t)− λj (t)
]
qij + vij (t) for 1 i < j N. (8)
If the ordered pair (ij) satisfies (6), choose a solution qij (t) of (8) of the form
qij (t) =
t∫
exp
[ t∫ [
λi(τ )− λj (τ )
]
dτ
]
vij (s) ds. (9)t0 s
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qij (t) = −
∞∫
t
exp
[ t∫
s
[
λi(τ )− λj (τ )
]
dτ
]
vij (s) ds. (10)
By hypotheses (6) and (7), Q is well defined and satisfies Q(t) = o(1) as t → ∞ and hence
I +Q(t) is invertible for all t sufficiently large. For such t it follows that
z′ = [Λ+ (I +Q)−1VQ]z.
The key observation is that the product of two strictly upper triangular matrices results in a matrix
of “smaller size.” More precisely, it is again a strictly upper triangular matrix with additional
zeros on the first super-diagonal. Moreover, it has a majorant |(VQ)ij | cϕ(t)‖Q(t)‖ for some
norm of the bounded matrix Q and some constant c > 0. Finally, [I + Q]−1 is upper triangular
with ones on the main diagonal and bounded and we put
V1 := (I +Q)−1VQ.
It follows that
z′ = [Λ(t)+ V1(t)]z,
where V1 is a strictly upper triangular matrix with additional zeros on the first super-diagonal
having a majorant∣∣(V1)ij ∣∣ ϕ1(t) c1ϕ(t) ∀t  t0, 1 i < j N,
for some c1 > 0. Hence, for every index pair 1 i < j N , (6) or (7) still hold with ϕ replaced
by ϕ1.
In the next step, we put z(t) = [I + Q1(t)]z1(t), where Q′1 = ΛQ1 − Q1Λ + V1 and Q1 is
strictly upper triangular with additional zeros on the first super-diagonal. Proceeding as before,
this leads to a system
z′1 =
[
Λ(t)+ V2(t)
]
z1,
where V2 = (I + Q1)−1V1Q1. Observe that V1Q1 is strictly upper triangular with two more
additional super-diagonals of zeros and so is V2. An induction argument shows that there exists
a positive integer L, 1 L<N , such that
VL = (I +QL−1)−1VL−1QL−1 = 0
and
z′L =
[
Λ(t)
]
zL.
Hence a fundamental matrix is given by ZL = exp[
∫ t
Λ(τ) dτ ] and taking the preliminary
Q-transformations into account completes the proof. 
We continue by extending our result to allow additional absolutely integrable perturbations.
This is a direct consequence of Levinson’s Theorem (see, e.g., [4, Theorem 1.3.1]) and we omit
a proof.
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(N ×N)-matrix satisfying
∞∫
t0
∥∥R(t)∥∥dt < ∞. (11)
Assume that, in addition to the assumptions of Theorem 1, the following two-part condition holds:
For each pair of integers 1 i 	= j N and for all t0  s  t
either
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
t∫
t0
Re
{
λi(τ )− λj (τ )
}
dτ → −∞ (t → ∞), and
t∫
s
Re
{
λi(τ )− λj (τ )
}
dτ K1
(12)
or
t∫
s
Re
{
λi(τ )− λj (τ )
}
dτ K2, (13)
where Kν are constants (ν = 1,2). Then (5) is strongly asymptotically equivalent to (2).
Remark 3. Conditions (12) and (13) are known as Levinson’s dichotomy conditions. They do not
necessarily imply (6) and (7) as can be seen in a 2-dimensional example with λ1 − λ2 = i and
v12(t) = t−1  ϕ(t) or, more general, ϕ not absolutely integrable. On the other hand, the follow-
ing example demonstrates that conditions (6) and (7) do not necessarily imply (12) and (13). For
that purpose, consider
y′ =
(− sin t v(t)
0 t cos t
)
y.
Then
Re
t∫
1
{
λ1(τ )− λ2(τ )
}
dτ = −t sin t + sin 1,
which does not satisfy (12) or (13). Suppose that v(t) = e−t sin t e−2t (2t −1). Thus v(t) is positive
for all t and we can choose ϕ(t) = v(t). Note that the integer pair (1,2) satisfies hypothesis (7)
as t → ∞ since
∞∫
t
eRe
∫ t
s {λ1(τ )−λ2(τ )}dτ ϕ(s) ds = e−t sin t
∞∫
t
e−2s(2s − 1) ds = te−t (2+sin t) → 0.
We next give sufficient conditions for hypotheses (6) and (7) as well as Levinson’s dichotomy
conditions (12) and (13) to hold. For that purpose, we impose a monotonicity condition for the
dichotomy condition for the entries of Λ. Following the theorem, we will give several exam-
ples in the form of corollaries to demonstrate the usefulness of this concept for wide classes of
differential systems.
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Λ(t) = diag{λ1(t), . . . , λN(t)} ∀t  t0.
Suppose that there exist a positive constant κ and an increasing C1 function ψ : [t0,∞) →R,
lim
t→∞ψ(t) = ∞, ψ
′(t) 0, (14)
such that for each pair of integers 1 i 	= j N
either Re
t∫
s
{
λi(τ )− λj (τ )
}
dτ  κ −ψ(t)+ψ(s) ∀t0  s  t, (15)
or Re
t∫
s
{
λi(τ )− λj (τ )
}
dτ  κ −ψ(s)+ψ(t) ∀t0  t  s. (16)
Let V (t) be a strictly upper triangular matrix
(V )ij = vij = 0 for i  j,
and suppose that there exists a continuous scalar function
ϕ(t)
∣∣vij (t)∣∣ for all 1 i < j N,
satisfying
ϕ(t) = o(ψ ′(t)) as t → ∞. (17)
Finally, assume that R is absolutely integrable, i.e. R satisfies (11). Then (5) is strongly asymp-
totically equivalent to (2).
Proof. Put
ϕ(t) = ρ(t)ψ ′(t),
hence by (17) and the assumption that ϕ is non-negative, it follows that 0 ρ(t) → 0 as t → ∞.
We will first show that (15) and (16) imply (6) and (7), respectively. If the ordered pair (i, j)
satisfies (15), observe that
t∫
t0
exp
[
Re
t∫
s
{
λi(τ )− λj (τ )
}
dτ
]
ϕ(s) ds  eκ
t∫
t0
e−ψ(t)+ψ(s)ρ(s)ψ ′(s) ds.
Fix  > 0, and fix t1 > t0 such that ρ(t) < /2 for t  t1. Also, pick M > 0 such that ρ(t)M
for t0  t  t1. Hence for t  t1
t∫
t0
e−ψ(t)+ψ(s)ρ(s)ψ ′(s) ds  e−ψ(t)
[
M
t1∫
t0
eψ(s)ψ ′(s) ds + 
2
t∫
t1
eψ(s)ψ ′(s) ds
]
 e−ψ(t)Meψ(t1) + 
2
.
By (14), e−ψ(t)Meψ(t1) < /2 for all t sufficiently large and (6) holds.
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∞∫
t
exp
[
Re
t∫
s
{
λi(τ )− λj (τ )
}
dτ
]
ϕ(s) ds  eψ(t)eκ
∞∫
t
ρ(s)e−ψ(s)ψ ′(s) ds,
hence both improper integrals are well defined for all t . Given  > 0, let t be sufficiently large
such that ρ(s) < /eκ for all s  t . Then
∞∫
t
exp
[
Re
t∫
s
{
λi(τ )− λj (τ )
}
dτ
]
ϕ(s) ds   eψ(t)
∞∫
t
e−ψ(s)ψ ′(s) ds = ,
and (7) follows.
It is easy to see that (15) and (16) together with (14) satisfy (12) and (13), respectively, which
completes the proof. 
We now give special cases of this theorem in the form of corollaries.
Corollary 5. In (5), assume that there exist constants δ > 0, K  1 and α < 1 such that for each
pair of indices (i, j) with 1 i 	= j N , the entries of Λ(t) satisfy
either exp
[
Re
t∫
s
{
λi(τ )− λj (τ )
}
dτ
]
Ke−δ(t1−α−s1−α), t0  s  t, (18)
or exp
[
Re
t∫
s
{
λi(τ )− λj (τ )
}
dτ
]
Ke−δ(s1−α−t1−α), t0  t  s, (19)
and suppose that the strictly triangular perturbation has a majorant
ϕ(t) = o(t−α) as t → ∞. (20)
Then (5) is strongly asymptotically equivalent to (2).
Proof. Here ψ(t) = δt1−α , hence ϕ(t) = o(ψ ′(t)) as t → ∞ and the result follows from Theo-
rem 4. 
We would like to emphasize that in the case α = 0 (i.e. an exponential dichotomy), the strictly
triangular perturbation is required to have a majorant
ϕ(t) = o(1), t → ∞.
We invite the reader to compare this result with the “averaged” Hartman–Wintner Theorem (see
Theorem 10).
Remark 6. This corollary improves the main result in [9], where the method of successive ap-
proximations is used in the proof. Our method using the Q-transformation relaxes the hypotheses
and simplifies the proof significantly. It also extends the set of values of α for which Corollary 5
is valid, as negative values of α are permissible. For example, the dichotomy in the case α = −1
is so strong that it allows perturbations V (t) of order o(t) (as t → ∞). Also see Remark 14.
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nential decay with decay by some power. As to be expected, the requirements on the size of the
perturbation are more restrictive, although it is not required to be absolutely integrable.
Corollary 7. In (5), assume that there exist β > 0 and K  1 such that for each pair of indices
(i, j) with 1 i 	= j N
either exp
[
Re
t∫
s
{
λi(τ )− λj (τ )
}
dτ
]
K
(
s
t
)β
, t0  s  t,
or exp
[
Re
t∫
s
{
λi(τ )− λj (τ )
}
dτ
]
K
(
t
s
)β
, t0  t  s,
and that
ϕ(t) = o
(
1
t
)
as t → ∞.
Then (5) is strongly asymptotically equivalent to (2).
Proof. Here ψ(t) = β ln t , hence ϕ(t) = o(ψ ′(t)) as t → ∞, and the result follows from Theo-
rem 4. 
Remark 8. This corollary strengthens the main result in [10], where the method of successive
approximations was again used. Our proof allows us to weaken the hypotheses (for example, to
relax their condition β > 1 to β > 0) and to simplify their proof. In particular, this shows that
assumption (1.9) in [10] can be simplified and the artificial dependence on the dimension of the
system is eliminated.
One could continue the list of examples, e.g., ψ(t) = ln(ln t) and a corresponding ϕ(t) =
o(1/(t ln t)).
Remark 9. We also remark that Elias and Gingold [6] have considered problems involving strong
asymptotic equivalence and have given conditions on Λ and V which are sufficient. Their condi-
tions involve single and double (also proper and improper) integrals which should tend to zero.
The example
y′ =
⎡
⎢⎣
⎛
⎝1/t 0
2/t
⎞
⎠+
⎛
⎜⎝
0 1
t
√
ln t
0
0 1
t
√
ln t
0
⎞
⎟⎠
⎤
⎥⎦y,
satisfies the conditions of our Corollary 7, but not conditions (3.2) in [6] for appropriate choices
of their parameters.
3. General perturbations of differential systems
We give in this section two results on not necessarily strictly triangular perturbations. We start
with a theorem that could be called an “averaged Hartman–Wintner” and has not been published
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was published in [3, Theorem 5]). It should be emphasized that although the hypotheses on Λ in
this averaged version are weakened compared to the usual Hartman–Wintner Theorem [8], the
proof by Harris and Lutz [7, p. 577] still holds. We give an outline of the proof for completeness’
sake.
Theorem 10 (Averaged Hartman–Wintner). Let Λ and Vˆ be continuous (N × N)-matrices
for all t  t0. Assume that Λ(t) = diag{λ1(t), . . . , λN(t)} and assume its entries satisfy for
1 i 	= j N the exponential dichotomy condition (with K and δ positive constants)
either exp
[
Re
t∫
s
{
λi(τ )− λj (τ )
}
dτ
]
Ke−δ(t−s), t0  s  t, (21)
or exp
[
Re
t∫
s
{
λi(τ )− λj (τ )
}
dτ
]
Ke−δ(s−t), t0  t  s. (22)
Assume that there exists a constant p, 1 <p  2, such that Vˆ ∈ Lp[t0,∞), i.e.
∞∫
t0
∥∥Vˆ (t)∥∥p dt < ∞.
Then
y′(t) = [Λ(t)+ Vˆ (t)]y (23)
is strongly asymptotically equivalent to
x′ = [Λ(t)+ diag Vˆ (t)]x. (24)
Proof. In (23), we set y = [I + Q(t)]x, where diagQ(t) ≡ 0 and the off-diagonal elements of
Q will be chosen as appropriate solutions of
Q′ = ΛQ−QΛ+ Vˆ − diag Vˆ .
If the ordered pair (i, j), i 	= j , satisfies (21) or (22), we choose a solution of form (9) or (10),
respectively. Exactly as in [7, p. 576], it can be shown that Q ∈ Lp[t0,∞) and Q(t) → 0 as
t → ∞. Now (23) implies that
x′ =
[
Λ+ diag Vˆ + (I +Q)−1[Vˆ Q−Qdiag Vˆ ]︸ ︷︷ ︸
Rˆ(t)
]
x,
and the properties of Q assure that Rˆ(t) is well defined for sufficiently large t . Moreover, Rˆ is
absolutely integrable as can be seen by using Hölder’s inequality and noting that Q ∈ Lp′ [t0,∞)
(1/p+ 1/p′ = 1) as it is in Lp[t0,∞) and bounded. Again, as in [7, p. 577], it can be shown that
Λ + diag Vˆ satisfies Levinson’s dichotomy condition, and applying Levinson’s Theorem (see,
e.g., [4, Theorem 1.3.1]) now gives the result. 
Remark 11. In (23), it is in general not possible to combine this result with Corollary 5 (with
α = 0) and consider adding a strictly triangular matrix tending to zero as t → ∞. This is because
the (I +Q)-transformation removing the triangular matrix could change the diagonal part of Vˆ .
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condition of Corollary 5. This dichotomy condition could be interpreted as an “interpolation” of
the dichotomy conditions of Levinson and Hartman–Wintner.
Theorem 12. Let Λ and Vˆ be continuous (N × N)-matrices for all t  t0. Assume that Λ(t) =
diag{λ1(t), . . . , λN(t)} whose entries satisfy the dichotomy conditions (18), (19) for some α < 1.
Assume Vˆ (t) satisfies that
∞∫
tα(p−1)
∥∥Vˆ (t)∥∥p dt < ∞ for some 1 <p  2. (25)
Then (23) is strongly asymptotically equivalent to (24).
Proof. The change of the independent variable u = t1−α and setting y(t) = y˜(u) transforms (23)
into
dy˜(u)
du
= u
α/(1−α)
1 − α
[
Λ
(
u
1
1−α
)+ Vˆ (u 11−α )]y˜(u) = [Λ˜(u)+ V˜ (u)]y˜(u).
It can be shown that the entries of Λ˜(u) satisfy the exponential dichotomy condition (21), (22)
and that
∫∞ ‖V˜ (u)‖p du < ∞. Now Theorem 10 implies that there exists a fundamental matrix
satisfying, as u → ∞,
Y˜ (u) = [I + o(1)] exp
[ u∫ {
Λ˜(σ )+ diag V˜ (σ )}dσ
]
which in turn implies the result. 
Note that a sufficient condition on Vˆ (t) to satisfy (25) is that ∃ > 0 such that ‖Vˆ (t)‖ =
O(t−α−
1
p
(1−α)−
) as t → ∞, which is more restrictive than (20).
Remark 13. Behncke and Remling [1] have considered even more general dichotomy condi-
tions which involve not just a uniform α, but αij depending upon each Re[λi(t) − λj (t)] for
i 	= j . Their asymptotic integration result [1, Theorem 2.1] is more general, but also necessarily
technically more complicated to prove. We have included Theorem 12, because its proof is an
immediate consequence of Theorem 10 and also because it does not seem to have been explicitly
stated before.
Remark 14. We wish to emphasize that this result is compatible with the classical results of the
so-called irregular singular case (see, e.g., [12, Chapter IV]) with the singularity at infinity,
x′ =
[
tqΛ+
q+1∑
r=1
Ar
tr−q︸ ︷︷ ︸
V (t)
+
∞∑
r=2+q
Ar
tr−q︸ ︷︷ ︸
R(t)
]
x, q ∈ {0,1,2, . . .}, (26)
where Λ is a diagonal matrix with distinct entries (not necessarily distinct real parts) and R ∈
L1[t0,∞). It is easy to see that (25) (with α = −q by the dichotomy condition) implies that
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transformation
x =
[
I + Q
tr0
]
z
changes the system into one of the same form with Ar0 replaced by Ar0 + ΛQ − QΛ and it is
important to observe that all the other terms (up to absolutely integrable ones) are invariant. Then
choosing Q to diagonalize Ar0 replaces Ar0 by its diagonal part in (26). Repeating this argument
for the other leading terms yields the result. However, without (25), system (26) could have an
asymptotic solution with a different exponential polynomial.
4. Systems of difference equations
In this section, we give similar results for systems of linear difference equations. We treat
only the invertible case, i.e. we assume that the N × N coefficient matrices for the unperturbed
as well as perturbed system are invertible. We give the proof for the case that V (n) is a strictly
upper triangular matrix. Of course, V (n) could also be strictly lower triangular. We modify the
presentation of results slightly and start with a theorem that is a discrete version of Theorems 1
and 2 combined.
Theorem 15. Consider
y(n+ 1) = [Λ(n)+ V (n)+R(n)]y(n), n n0, (27)
where
det
[
Λ(n)+ V (n)+R(n)] 	= 0 for all n n0.
Let Λ(n) be a diagonal matrix
Λ(n) = diag{λ1(n), . . . , λN(n)}, detΛ(n) 	= 0 for all n n0,
which satisfies the following two-part condition: For each pair of integers 1 i 	= j N and for
all n0  n1  n2
either
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
n∏
l=n0
∣∣∣∣ λi(l)λj (l)
∣∣∣∣→ 0 (n → ∞), and
n2∏
l=n1
∣∣∣∣ λi(l)λj (l)
∣∣∣∣K1
(28)
or
n2∏
l=n1
∣∣∣∣ λi(l)λj (l)
∣∣∣∣K2 > 0, (29)
where Kν are constants (ν = 1,2). Let V (n) be a strictly upper triangular matrix(
V (n)
)
ij
= vij (n) = 0 for i  j and for all n n0,
and supposed that there exists a scalar sequence
ϕ(n)
∣∣∣∣vij (n)
∣∣∣∣ for all 1 i < j N, 1 k N,λk(n)
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either lim
n→∞
n−1∑
m=n0
ϕ(m)
n−1∏
l=m
∣∣∣∣ λi(l)λj (l)
∣∣∣∣= 0 (30)
or
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∞∑
m=n
ϕ(m)
m∏
l=n
∣∣∣∣λj (l)λi(l)
∣∣∣∣ is well defined for all n n0, and
lim
n→∞
∞∑
m=n
ϕ(m)
m∏
l=n
∣∣∣∣λj (l)λi(l)
∣∣∣∣= 0.
(31)
Finally, suppose that
∞∑
n=n0
‖R(n)‖
|λi(n)| < ∞ for all 1 i N. (32)
Then (27) has a fundamental matrix satisfying, as n → ∞,
Y(n) = [I + o(1)] n−1∏
m=n0
Λ(m). (33)
Proof. In (27), we make the transformation
y(n) = [I +Q(n)]z(n), (34)
where Q is a strictly upper triangular matrix satisfying
Λ(n)Q(n)−Q(n+ 1)Λ(n)+ V (n) = 0,
i.e.
λi(n)qij (n)− qij (n+ 1)λj (n)+ vij (n) = 0 for 1 i < j N. (35)
If the ordered pair (i, j) satisfies (30), choose a solution qij (n) of (35) of the form
qij (n) =
n−1∑
m=n0
vij (m)
λi(m)
n−1∏
l=m
λi(l)
λj (l)
.
If the ordered pair (i, j) satisfies (31), choose a solution qij (n) of (35) of the form
qij (n) = −
∞∑
m=n
vij (m)
λj (m)
m∏
l=n
λj (l)
λi(l)
.
By hypotheses (30) and (31), Q is well defined for all n  n0 and satisfies Q(n) = o(1) as
n → ∞. Hence I +Q(n) is invertible for all n sufficiently large, say for all n n0. For such n it
follows that
z(n+ 1) = (Λ(n)+ [I +Q(n+ 1)]−1[V (n)Q(n)+R(n){I +Q(n)}])z(n).
Arguing as in the proof of Theorem 2, the strictly upper triangular format of V and Q implies
that
V1(n) :=
[
I +Q(n+ 1)]−1V (n)Q(n)
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z(n+ 1) = [Λ(n)+ V1(n)+R1(n)]z(n),
where R1(n) = [I + Q(n + 1)]−1R(n)[I + Q(n)]. By the boundedness of Q, R1 satisfies (32),
and each entry of V1 is bounded in modulus by a linear combination of the moduli of entries
of V . Hence there exists a positive constant c1 such that∣∣∣∣ (V1)ij (n)λk(n)
∣∣∣∣ c1ϕ(n) = ϕ1(n) ∀n n0, 1 i < j N, 1 k N.
Hence, for every index pair i 	= j , (30) or (31) still holds with ϕ replaced by ϕ1.
Put z(n) = [I + Q1(n)]z1(n), where Λ(n)Q1(n) − Q1(n + 1)Λ(n) + V1(n) = 0 and Q1 is
strictly upper triangular matrix with additional zeros on the first super-diagonal. Continuing as in
the proof of Theorem 2, an induction argument shows that in a finite number of steps, the system
can be reduced in this way to
zL(n) =
[
Λ(n)+RL(n)
]
zL(n),
where RL satisfies (32). Since the entries of Λ satisfy (28) and (29), the discrete version of
Levinson’s Fundamental Theorem applies as established by Benzaid and Lutz [2, Lemma 2.1]
and yields the existence of a fundamental matrix satisfying, as n → ∞
ZL(n) =
[
I + o(1)] n−1∏
m=n0
Λ(m).
Since the product of all the Q-transformations can be incorporated into the (I + o(1))-term, (27)
also has a fundamental solution matrix of form (33), and the proof is complete. 
We illustrate the applicability of Theorem 15 with the following two corollaries:
Corollary 16. In (27), assume that there exist constants q ∈ (0,1) and K > 0 such that for each
pair of indices (i, j) with 1 i 	= j N
either
n2−1∏
l=n1
∣∣∣∣ λi(l)λj (l)
∣∣∣∣Kqn2−n1 , n0  n1 < n2, (36)
or
n2∏
l=n1
∣∣∣∣λj (l)λi(l)
∣∣∣∣Kqn2−n1, n0  n1  n2, (37)
and that
ϕ(n) = o(1) as n → ∞.
Then (27) has a fundamental matrix of form (33).
Proof. Clearly, any pair (i, j) (i 	= j) satisfies (28) or (29). To show that it also satisfies (30) or
(31), fix an arbitrary  > 0. Also fix an integer n1  n0 such that ϕ(n) < (1−q)2K for n n1, and
pick M > 0 such that ϕ(n) <M for n0  n n1. If an index pair (i, j) satisfies (37), then in (31)
it follows for n n1 that
∞∑
ϕ(m)
m∏∣∣∣∣λj (l)λi(l)
∣∣∣∣< (1 − q)2
∞∑
qm−n < .m=n l=n m=n
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n−1∑
m=n0
ϕ(m)
n−1∏
l=m
∣∣∣∣ λi(l)λj (l)
∣∣∣∣KM
n1−1∑
m=n0
qn−m + (1 − q)
2
n−1∑
m=n1
qn−m  KM
1 − q q
n−n1 + 
2
,
which is less than  for all n sufficiently large, and Theorem 15 gives the desired result. 
Corollary 17. In (27), assume that there exist constants β > 0 and K > 0 such that for each pair
of indices (i, j) with 1 i 	= j N
either
n2−1∏
l=n1
∣∣∣∣ λi(l)λj (l)
∣∣∣∣K
(
n1
n2
)β
, n0  n1 < n2, (38)
or
n2∏
l=n1
∣∣∣∣λj (l)λi(l)
∣∣∣∣K
(
n1
n2
)β
, n0  n1  n2, (39)
and that
ϕ(n) = o
(
1
n
)
as n → ∞.
Then (27) has a fundamental matrix of form (33).
Proof. Clearly, any pair (i, j) (i 	= j) satisfies (28) or (29). To show that it also satisfies (30) or
(31), fix an arbitrary  > 0. Also fix n1  n0 such that ϕ(n) < β2Kn for n n1, and pick M > 0
such that ϕ(n) < M
n
for n0  n n1. If an index pair (i, j) satisfies (39), then in (31) it follows
for n n1 that
∞∑
m=n
ϕ(m)
m∏
l=n
∣∣∣∣λj (l)λi(l)
∣∣∣∣ βnβ2
∞∑
m=n
1
mβ+1
 βn
β
2
1
β
1
(n− 1)β < ,
for all n sufficiently large. If (i, j) satisfies (38), we split up the sum in (30) and note that for
m n1
n−1∑
m=n0
ϕ(m)
n−1∏
l=m
∣∣∣∣ λi(l)λj (l)
∣∣∣∣ KMnβ
n1−1∑
m=n0
mβ−1 + β
2nβ
n−1∑
m=n1
mβ−1
 KM
nβ
n
β
1
β
+ β
nβ2
nβ
β
< 
for sufficiently large n, and Theorem 15 establishes our claim. 
5. Examples
(1) Consider
y′ =
⎡
⎢⎣
t2 tln t
√
t
1
t3/2
−2t 1
sin t3 1 0
⎤
⎥⎦y.t2 t ln2 t
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Λ =
[
t2 0 0
0 −2t 0
0 0 0
]
, V =
⎡
⎣0 tln t
√
t
0 0 1
0 0 0
⎤
⎦ , R =
⎡
⎣ 0 0 01
t3/2
0 0
sin t3
t2
1
t ln2 t 0
⎤
⎦ .
Hence the hypotheses of Corollary 5 are satisfied with α = −1 for all sufficiently large t , and
there exists a fundamental solution matrix of the form Y = [I + o(1) exp[∫ tΛ(τ) dτ ].
(2) Consider
y′ =
⎡
⎢⎣
1√
t
1
t ln t + 1t2 1t ln(ln t)
ln t
t3/2
0 1
t2
sin t
t1.1
1
t ln(ln t) − 12t
⎤
⎥⎦y.
While the diagonal entries satisfy the dichotomy condition of Corollary 7 with β = 12 for suffi-
ciently large t , the terms of order o(1) that are not absolutely integrable are given by⎡
⎣0
1
t ln t
1
t ln(ln t)
0 0 0
0 1
t ln(ln t) 0
⎤
⎦ ,
hence not strictly triangular. However, permuting the second and third rows and columns results
in a system where Corollary 7 can be applied.
(3) We conclude with an example that shows that in Corollary 5 (with the parameter α = 0),
conditions (18) and (19) cannot be replaced by the weaker Levinson dichotomy conditions (12)
and (13). Consider
y′ =
[(
0
i
)
+
( 0 0
eit
t1/2
0
)
+
(
0 e−it
t3/2
0 0
)]
y = [Λ+ V +R]y. (40)
Setting
y = diag{1,√teit}w,
it follows that
w′ = 1
t
(0 1
1 − 12
)
w
with eigenvalues λ1 = (−1+
√
17 )/4 > 0 and λ2 = (−1−
√
17 )/4 < 0. Diagonalization implies
that there exists a fundamental matrix
Y(t) =
(
1 0
0
√
t eit
)(
1 1
λ1 λ2
)(
tλ1 0
0 tλ2
)
=
(
tλ1 tλ2
λ1eit t
λ1+ 12 λ2eit tλ2+
1
2
)
,
but this is not strongly asymptotically equivalent to x′ = Λx. Note, however, if the oscillatory
terms e±it in (40) would be replaced by constants, then V ′ ∈ L1[t0,∞) and the system is strongly
asymptotically equivalent to its diagonal part.
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