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Resumo
Neste trabalho são desenvolvidos modelos matemáticos e estratégias numéricas que visam
descrever a iniciação e propagação de fraturas em materiais elastoplásticos sob a hipótese
de pequenas e grandes deformações. Os modelos aqui desenvolvidos utilizam a metodologia
de campos de fase para inserir transições difusas na descrição da fratura. Isso permite
caracterizar a nucleação e subsequente propagação de trincas com geometrias complexas
sem que haja qualquer tratamento numérico adicional. Além disso, ela permite o desenvol-
vimento de modelos não-isotérmicos e termodinamicamente consistentes pela utilização
de funcionais de energia livre e de dissipação associados à regularização da fratura. Para
tal, é empregado o princípio das potências virtuais, balanço de energia e a segunda lei da
termodinâmica na forma da desigualdade de entropia de Clausius-Duhem. A metodologia
utilizada nesse trabalho conduz a modelos termodinamicamente consistentes mais gerais
incluindo contribuições não usualmente consideradas na literatura. As funções de degrada-
ção de energia, associadas aos processos de dano, são estudadas e uma nova função de
degradação é proposta como alternativa às clássicas. Essa nova função possibilita retardar
o processo de amolecimento até que haja a falha. As equações não-lineares resultantes dos
modelos apresentados são resolvidas numericamente de maneira sistemática em cada passo
de tempo por um método implícito apropriado conjuntamente com o método clássico de
Newton-Raphson (movimento, dano e temperatura). A discretização e linearização de cada
equação é detalhada, incluindo a obtenção numericamente exata do módulo tangente para
densidades de energia livre gerais. Os resultados numéricos, que incluem testes de tensão,
cisalhamento e flexão, mostram que os modelos desenvolvidos são hábeis em reproduzir
qualitativa e quantitativamente as fraturas frágil e dúctil.
Palavras-chave: dano, fratura, campos de fase, plasticidade.
Abstract
This study presents the development of mathematical models and numerical strategies
to describe the initialization and crack propagation in elasto-plastic materials under the
hypothesis of small and large strains. The developed models use the phase field methodol-
ogy to introduce diffuse transitions in the fracture description. It allows describing the
nucleation and subsequent propagation of cracks with complex geometries without any
additional numerical treatment. Moreover, it leads to non-isothermal thermodynamically
consistent models by considering the dissipative and free-energy potentials associated with
the fracture regularization. Employing the principle of virtual powers, energy balance and
the second law of thermodynamics in the form of the Clausius-Duhem entropy inequal-
ity, this methodology leads to general thermodynamically consistent models including
contributions not usually considered in the literature. The energy degradation functions
associated with damage processes are studied and a new degradation function is proposed
alternatively to the classical expressions. This new function delays the softening process
until the failure. The nonlinear equations resulting from the developed models are solved
numerically and systematically, at each time step, by adopting an appropriated implicit
method together with the classical Newton-Raphson method (motion, damage, and tem-
perature). The discretization and linearization of each equation are detailed, including an
accurate numerical evaluation of the tangent modulus for general free-energy densities.
Numerical results, including tensile, shear and bending tests, show that these models can
reproduce qualitative and quantitative fragile and ductile fractures.
Keywords: damage, fracture, phase field, plasticity.
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Introduction
The accurate prediction of material failure plays a crucial role in many science
fields. Several studies have contributed over the years for this important research topic
(KANNINEN; POPELAR, 1985; ANDERSON, 2005; LEMAITRE, 2012). However, classi-
cal models present some difficulties as in the description of crack initialization, fatigue,
and temperature, which are of the major challenge to handle especially when they occur
in complex geometries. The introduction of a diffuse transition methodology by using the
phase field is an alternative to overcome these issues.
A simple concept of phase field
Let us consider a process of alloy melting with both solid and liquid states.
We expect a state of mixed solid/liquid in the transition of these states once the alloy’s
components have different melting levels. A natural choice to describe this intermediate
layer is to adopt a continuum variable (or more than one) in addition to the conventional
physical laws. This simple observation is the base for introducing the phase field concept,
which consists of a powerful tool used for modeling structural and chemical non-uniformities
in the micro, meso and macro-scale levels as a continuum field.
In order to define mathematically this concept, let us consider a general physical
process occurring in a domain B  Rn (n  1, 2, 3) over the time interval T  r0, T s. The
usual phase field methodology, given in its simplest form, consists into introducing a scalar
function
ϕ :
#
B  T Ñ R
px, tq ÞÑ ϕ px, tq , (1)
in terms of the spatial position x P B and time t P T , as an additional unknown variable
in the model. Also called order parameter or kinetic descriptor (depending on the context
being considered), the phase field function ϕ indicates the phase by using a diffuse
transition in the interface instead of a sharp one (see Figure 1). This diffuse transition
allows that the material properties vary continuously between the phases. For this reason,
this methodology is also called a diffuse-interface approach. We emphasize that the phase
field variable may have physical or nonphysical meaning and its derivation depends on
this nature.
According to Boldrini (2018), the phase field theory allows deriving thermody-
namically consistent models for several important physical phenomena in a standard way.
This is an advantage, once such inclusion may become much more hard in the methodol-
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Figure 1 – Diffuse and sharp transitions between the phases.
(a) Diffuse interface. (b) Sharp interface.
Source: Author’s production based on Moelans, Blanpain and Wollants (2008, pg.270).
ogy of sharp interfaces. Moreover, the frameworks based on phase field are suitable for
describing complex geometries once their transitions layers are localized by specific level
sets and, due to this, the evolution of complex interfaces geometries can be obtained rather
easily. The advantages of the phase field approach also include numerical aspects due to
its property of regularizing non-uniformities, as discussed ahead in the context of fracture.
Historical context
Theoretical studies with interfaces are dated back to the 19th century. At this
time, the phases were considered homogeneous until their common interfaces possibiliting
the existence of a single intermediate layer.
As the pioneer in the use of a diffuse interface, van der Waals modeled a liquid-
gas system using a density function varying continuously in the interface (ROWLINSON,
1979). Approximately 70 years ago, Ginzburg and Landau (1950) formulated a super-fluid
theory introducing the order parameter concept to describe phase transitions. The phase
field methodology was initially developed to model the separation of the fluids by Cahn and
Hilliard (1958). The resulting fourth-order nonlinear conservative Cahn-Hilliard equation
(CHE) uses the order parameter ϕ to describe the concentration of one of the two mixture
fluids. Figure 2 illustrates an evolution process to separate the fluids A and B using the
CHE. Some years later, Allen and Cahn (1972) developed the second-order nonlinear
non-conservative Allen-Cahn equation (ACE) that describes the phase separation in iron
alloys. Both CHE and ACE are based on the Ginzburg-Landau free-energy potential
developed years before. After that, the phase field technique has gained large attention
from the scientific community due to successful simulating processes with the appearance
and evolution of several kinds of interfaces.
There are three phase field approaches developed in the literature, namely, dif-
fusification, energetic variational and entropy approach. Models based on the diffusification
approach may adopt the phase field as an additional variable to generate convenient diffuse
approximations of the sharp interface models. The second one is the most disseminated in
the literature. It introduces the phase field variable by an energetic variational approach
using the previous ideas of Cahn, Hilliard, and Allen. The last one, referred to as the
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Figure 2 – Concentration evolution. Phases of fluid A (red) and B (blue) and the diffuse
region between them.
(a) Initial distribution. (b) Intermediate state. (c) Steady state.
Source: Zheng et al. (2015, pg.62).
entropy approach, consists of a physically sound approach in which the standard physical
principles, including the second law of thermodynamics, must be satisfied. To point out,
the phase field model to be developed in this thesis uses this last idea. Details concerning
these approaches can be found in Appendix A.
Based on the previous strategies, the phase field concept was extended to
hundreds of applications in physics, engineering, and biological fields. Among them, we
can cite the grain and dendritic crystal growth (CHEN; YANG, 1994; LEE et al., 1996),
dislocation dynamics (WANG et al., 2001), solidification (BOETTINGER et al., 2002),
phase (ice-water) transition (FABRIZIO; GIORGI; MORRO, 2006), electromigration
(BHATE; KUMAR; BOWER, 2000), micro-structural evolution in thin films (LI; HU;
LIU, 2001; MOELANS; BLANPAIN; WOLLANTS, 2008), vesicle membranes (DU; LIU;
WANG, 2006) and tumor growth (SILVA, 2009).
Dealing with the emerging use of the phase field modeling for fatigue, Amendola,
Fabrizio and Golden (2016) extended the previous ideas to include this phenomenon by
an a-priori defined functional, making difficult the generalization for complex situations.
In Boldrini et al. (2016), the fatigue is considered an internal variable whose evolution
equation is obtained from the thermodynamic consistency condition. Recently, Alessi,
Vidoli and Lorenzis (2018) proposed a variational phase field model also including fatigue
effects. This is done decreasing the fracture energy by introducing a suitable potential of
dissipation that depends explicitly on the strain history. In the same context, Carrara et
al. (2018) modeled fatigue by introducing a degradation function that reduces the fracture
toughness into the free-energy potential. According to this author, it allows reproducing
the principal features related to this phenomenon in brittle materials.
A brief literature review of the main phase field methods developed to describe
damage and fracture are presented in the sequence. The detailed description related to
this subject is provided in Appendix B.
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Damage and fracture phase field models
Particularly, the concept of phase field has gained importance as a versatile
and elegant way to deal with material damage and fracture modeling. Its use seems to
be natural since damage and fracture generate structural non-uniformities in the form of
small voids due to the accumulation of atomic bounding rupture.
According to Nguyen et al. (2016), the advantage of this approach, when
compared to the classical Griffith theory, is the ability to describe the crack nucleation and
the subsequent propagation in complex crack topologies, including branching and merging,
without additional treatments. Additionally, this methodology offers new viewpoints in
relation to the computational modeling of cracks. In sharp fracture modeling, the finite
element numerical implementations must consider element enrichment strategies, or even
the elements reordering so that the crack propagates among them. In contrast, the phase
field approach avoids the modeling of discontinuities enabling their implementation in
a straightforward manner in finite element solvers, requiring no remeshing or additional
treatment. Furthermore, this approach overcomes the difficulties in modeling coupled
thermal and deformation processes and enables to archive thermodynamic consistency
(FABRIZIO; GIORGI; MORRO, 2006; CAPUTO; FABRIZIO, 2015; SHANTHRAJ et al.,
2016; AMENDOLA; FABRIZIO; GOLDEN, 2016).
The phase field models for crack propagation in brittle elastic solids were
developed into the physic and mechanic fields by Aranson, Kalatsky and Vinokur (2000)
and Bourdin, Francfort and Marigo (2000), respectively. The first author combined a
standard dynamic equation with a non-conservative Allen-Cahn-type order parameter
ϕ equation to account for the defects. On the other hand, the last one developed a
regularized version of a quasi-static brittle fracture model, close to the classical Griffith
theory, proposed years before by Francfort and Marigo (1998). This regularization was done
by introducing a continuous phase field variable ϕ indicating the crack and a parameter
 ¡ 0 describing the phase layer width. In the following years, several modifications of these
early models were proposed to improve the fracture description (KARMA; KESSLER;
LEVINE, 2001; EASTGATE et al., 2002; HENRY; LEVINE, 2004; MARCONI; JAGLA,
2005; KUHN; MÜELLER, 2008; AMOR; MARIGO; MAURINI, 2009). A decade ago,
Miehe, Welschinger and Hofacker (2010) outlined a framework with impressive numerical
results. Among them, the asymmetric three-point bending benchmark experimentally
analyzed by Bittencourt et al. (1996). A high-order phase field model was proposed
by Borden et al. (2014), whose developed theory provides increased regularity for the
exact solution of the phase field equation. Boldrini et al. (2016) proposed a general
thermodynamically consistent non-isothermal model for damage, fracture and fatigue
descriptions in brittle materials under the hypothesis of small strains. This methodology
considers the behavior of particular materials by adopting their correspondent free-energy
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and dissipation potentials. Particularly, the resulting framework is most general and fully
recovers the model proposed previously by Miehe and co-workers.
The phase field models for damage and fracture in ductile materials are, when
compared to the brittle ones, a relatively recent topic in the phase field community with
the work proposed by Ulmer, Hofacker and Miehe (2013). However, decades before, in the
continuum damage mechanics theoretical branch, Lemaitre (1985) developed a ductile
damage model by using a continuum damage variable ϕ, without mention of the “phase
field” term, representing the density of cracks. After the study of Ulmer and co-workers,
Duda et al. (2015) developed a phase field model for brittle fracture in elasto-plastic
materials. In this work, the plastic energy density is assumed to have no influence on the
phase field evolution. Miehe et al. (2015) outlined a generalization of their continuum
phase field model from brittle to ductile fracture by considering thermo-plasticity coupling
at finite strains. In order to obtain an irreversible crack propagation, its previous functional
history restriction is modified to include an equivalent plastic strain measure. In the same
year, Ambati, Gerasimov and Lorenzis (2015a) presented a model for ductile fracture in
elasto-plastic materials under a quasi-static linear regime. This is done by introducing a
dependence on the plastic strain state into the elastic degradation function. Its extension
for a finite strain setting was presented by Ambati, Kruse and Lorenzis (2016). Borden et
al. (2016) presented several contributions for phase field fracture models in elasto-plastic
solids. This study introduced a special cubic degradation function, a triaxiality treatment
and a modified return mapping algorithm with contributions of the elastic and plastic
degradation functions.
We emphasize that, although several of the previous models are presented
as thermodynamically consistent, in the sense that the first and second laws of thermo-
dynamics are satisfied, the respective works do not present clear arguments to prove it.
Moreover, many of them are restricted only to the isothermal case. Additionally, there
are important points in the developments that need further attention, as the inclusion
of degradation functions, used to couple the phase field to the elastic energy and affects
the stress. A detailed literature review of the main phase field methods developed to
describe damage and fracture in elastic and elasto-plastic solids is provided in Appendix
B. The limitations previously cited are easily identified, including the absence of the full
degradation function dependencies and the ambiguous arguments used to consider the
thermodynamical consistency.
Motivation and objectives
Motivated by the advantages of the phase field methodology and the current
limitations of the already developed models, in this study we present three novel thermo-
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dynamically consistent non-isothermal phase field models to describe damage and fracture
in elasto-plastic solids. Based on the framework proposed in Boldrini et al. (2016), these
models are written in Eulerian and Lagrangian coordinates and subject to the hypotheses
of small and finite strains. They are rather general and enable to recover several other
models of the literature by adopting convenient simplifying hypotheses.
Based on that, the main objectives of this work are:
• Conduct a literature review of the phase field methods, establishing the necessary
historical background to present the original contributions related to this subject;
• Conduct thermodynamically consistent modeling to describe damage and fracture in
elasto-plastic materials;
• Employ suitable algorithms to solve the developed models;
• Compare the numerical results with correlated works and experimental data.
Employed methodology
Following Boldrini et al. (2016), the adopted modeling methodology is grounded
on the use of the principle of virtual power (PVP), the balance of energy and the second
law of thermodynamics in the form of a Clausius-Duhem inequality of entropy. A phase
field variable ϕ P r0, 1s describes meso/macro-cracks representing the volumetric fraction of
damaged material. It is considered a continuous dynamic variable whose evolution equation
is obtained by applying the PVP. The plastic phenomenon is introduced by using the
second law of thermodynamics and dissipative potentials. The action of the damage on the
elastic and plastic energies, as well as on the thermal conductivity, occurs by the inclusion
of appropriate degradation functions. These functions are included in a thermodynamically
consistent way, resulting in unusual contributions in the stress responsible for driving
the plastic flow and the hardening thermodynamic force. Although plasticity is a well-
established subject, it is very difficult to find information for the Lagrangian version of
the plastic flow rule. The derivations developed here aim to fill this gap.
In this study, we also propose the use of a semi-explicit-implicit time integration
scheme (SEITIS) that successfully solves the resulting system of equations maintaining
reasonable accuracy with the reduction of computational time. It consists of solving each
equation separately and sequentially by the Newton-Raphson iterative procedure using
the most appropriate time integration method. The spatial approximation is performed by
using the finite element method under the hypothesis of the plane strain state. The exact
linearization of the equations is possible due to the proposed numerical scheme based
on the complex derivative which enables accurate evaluation of the symmetric tangent
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modulus considering general free-energy densities. The return mapping algorithms are
presented including the degradation function effects.
The developed solver is used to simulate the fracture modes I and II in tensile,
shear and bending tests. By adopting different conditions for the degradation functions,
both ductile and brittle crack paths are recovered with qualitative and quantitative
agreement with the literature results.
Outline of this study
Chapter 1 presents a summary of the main concepts related to continuum
mechanics and thermodynamics used in the development of this study. Chapter 2 describes
a thermodynamically consistent phase field model for elasto-plastic materials written in
Eulerian coordinates subject to small strains. The classical exponent and cubic degradation
functions are generalized by assuming several dependencies and a new expression that
has the feature of delaying the damage effects is proposed. Several aspects concerning
energy degradation functions are investigated. Chapter 3 presents a simple extension
of the first model to the finite strain regime. Chapter 4 presents a thermodynamically
consistent Lagrangian version of the damage phase field model for elasto-plastic materials.
The resulting governing equations are summarized and the discretization of each equation
by adopting the semi-implicit strategy is presented in the respective chapters. Chapter
5 presents the results for the I-shaped, the single notched tensile/shear, the symmetric
three-point bending and the asymmetric notched tensile test for several combinations of
degradation functions. Qualitative and quantitative analyses are performed.
Main contributions of this study
The main contributions of this study are listed below.
• In this study we present a comprehensive review of the main studies concerning
damage and fracture phase field models in elasto-plastic materials. The contributions
of each work are chronologically raised, presenting the development of the phase
field methodology for this application.
• We conduct thermodynamically consistent modeling to describe damage and fracture
in elasto-plastic materials. Carried out in Eulerian and Lagrangian descriptions for
both small and finite strains, the three resulting models are presented in a clear
sequence of physical and mathematical arguments. In contrast with other models in
the literature, our models include additional terms of physical relevance and can be
applied to more general situations.
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• The phenomenon of plasticity is included in a thermodynamically way by adopting
the classical approach. Although this phenomenon is a well-established subject, the
Lagrangian version of the plastic flow rule is not usual and few scant information of
its derivation is found in the literature. In this concern, this text presents in detail
all related derivations.
• The classical degradation functions, responsible for reducing the system energy as the
damage grows, are generalized. Moreover, we propose a new combined degradation
function with the feature of damage delay. This function is attractive in situations
where it is desirable to delays the softening of the material.
• The degradation functions are included in the models in an unusual but physically
coherent way. This approach is called thermodynamically consistent inclusion and
considers all degradation function dependences. This consideration leads to additional
terms in the stress tensor and hardening thermodynamical force.
• We propose a numerical scheme called SEITIS that solves the system of equations
with a reduction in the computational effort maintaining reasonable accuracy. An
original contribution is done presenting an evaluation numerically exact of the
symmetric tangent module for free-energy densities written explicitly in terms of the
gradient of deformation.
• The SEITIS is implemented in the phpq2FEM (C++) software1. In this concern, the
contributions include the introduction of two new solvers based on the SEITIS, a
new class of plastic materials and the tangent module for small and finite strain
code versions evaluated numerically by complex derivatives.
Published works
The theme of this study leaded to published papers and presentations in
conferences that are summarized below.
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p. 1542-1564, 2017.
1 A brief discussion about this software is done in Section 2.8.2.
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1 Concepts on continuum mechanics and
thermodynamics
In this chapter we summarize the main concepts related to continuum mechanics
and thermodynamics that are used in this study. Here, we present the approaches used
to describe the motion in a continuum medium, the definition of displacement and the
main strain and stress tensors, among other related definitions (SIMO; HUGHES, 1998;
BONET; WOOD, 2008; ODEN, 2011; NETO; PERIC; OWEN, 2011; CHAVES, 2013). In
the sequence, we describe the fundamental laws of thermodynamics for both Eulerian and
Lagrangian coordinates from micro to macro-structural description (GERMAIN, 1973;
FRÉMOND, 2013).
1.1 Motion description
Let us consider a body that at time t occupies a domain Bt  R3 with Dt
denoting an arbitrary regular sub-domain of Bt moving with the body. We denote by B¯t
the closure of Bt. The Lagrangian (material) points p P B¯0 (in the initial configuration B0)
are mapped into Eulerian (spatial) positions x P B¯t (in the current configuration Bt) by a
smooth vector valuated mapping
x  χ pp, tq .
The mapping χ is called the motion of the body, and must be differentiable, injective, and
orientation preserving.
The displacement vector field u of the material point p is defined by
u pp, tq  χ pp, tq  p. (1.1)
Considering by x  χ pp, tq the motion of p at time t, enable us to define the velocity and
acceleration vector fields, respectively, by
Btx  Btx pp, tq  Btχ pp, tq and Bttx  Bttx pp, tq  Bttχ pp, tq .
By using the bijectivity of map, we can describe the velocity vector field in terms of the
spatial description by
v  v px, tq  Btx
 
χ1 px, tq , t .
There are two different ways to view rates of change based on the previous
definitions: in the material description, where the functions are defined on material points
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p; and in the spatial description, where the functions are defined on the spatial places
x. When the equations of continuum mechanics are written in terms of the material
description they are referred to as the Lagrangian formulation of equations. Otherwise,
the term Eulerian formulation is adopted.
Let us distinguish the gradient and divergence of the fields in Lagrangian and
Eulerian formulations using Einstein’s index notation1. For this, we adopt z  zppp, tq
and z  zxpx, tq smooth general fields of order 0, 1, 2    given, respectively, in terms of
material and spatial coordinates and let zi its index representation. The spatial gradient
and divergence of the general field z  zx, denoted respectively by ∇z and div pzq, are
defined by
∇z  BziBxj and div pzq 
Bzj
Bxj .
The material gradient and divergence of the field z  zp, denoted respectively by ∇pz
and divp pzq, are defined by
∇pz  BziBpj and divp pzq 
Bzj
Bpj .
The rates of change emerge differently in the Lagrangian and Eulerian formula-
tions. They are given, respectively, by
9z  Btz and 9z  Btz   v ∇z. (1.4-1.5)
The expression (1.5) is referred in the literature as the material time derivative. The
subscript dot is used to represent the total time derivative of the quantity. From (1.4-1.5),
other important relations which relates the derivatives 9∇pz and ∇p 9z (or 9∇z and ∇ 9z) can
be derived. They are given in the Lagrangian and Eulerian formulations, respectively, by
9∇pz  ∇p 9z and 9∇z  ∇ 9z  p∇vqT∇z. (1.6-1.7)
To simplify the notation, henceforward the explicit dependence of the quantities
on time t is omitted throughout the text.
1.2 Deformation gradient
The deformation gradient F , also called the Jacobian matrix, is a fundamental
measure that arises in all equations which relate quantities before to after deformation.
This measure is defined by
F ppq  ∇pχ ppq  dx
dp
ñ dx  F dp, (1.8)
1 The Einstein’s index notation is a convention that implies summation over a set of equal indices. For
the sake of simplicity, in this study, only Cartesian components are adopted when representing tensorial
indices.
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whose determinant J  detpF q represents the volumetric variation of the transformation.
From (1.1), we can express F according to
F  I  ∇pu, (1.9)
where I is the second-order identity tensor and ∇pu the displacement gradient.
By applying the polar decomposition theorem, the deformation gradient F can
be decomposed in a only way by the product of a rotation tensor R and a symmetric
positive definite right (left) stretch tensor U (V ) as (ODEN, 2011, pg.19):
F  RU  V R. (1.10)
The deformation gradient F can be also decomposed multiplicatively in a
purely volumetric Fvol and an isochoric (volume-preserving) F¯ deformation components as
F  FvolF¯  F¯ Fvol,
where
Fvol  J 13I and F¯  J 13F . (1.11-1.12)
Note that the isochoric component satisfies the condition det
 
F¯
  1.
The explicit use of F in constitutive stress-strain relations is avoided since it
carries information of both rotation and deformation leading to stresses by rigid body
motions. However, there are several deformation measures for the finite strain setting that
do not have this issue (BONET; WOOD, 2008). In the next section, we present the main
measures used in this study. Particular measures for plastic deformations are explained
accordingly in the next chapters.
1.3 Strain and deformation measures
Relating the elementary vectors dx and dp given, respectively, in the current
and the reference configurations, and by using the deformation gradient definition (1.8)
we obtain
dxTdx  dpTCdp and 12
 
dxTdx dpTdp  dpT p2Eq dp
where
C  F TF and E  12 pC  Iq , (1.15-1.16)
are the right Cauchy-Green deformation tensor and the Green-Lagrange (or Green-St.
Venant) strain tensor, respectively. They are measures of the Lagrangian configuration.
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Similarly, now assuming dp  F1dx, we can obtain alternative measures in
the Eulerian configuration, as the left Cauchy-Green deformation tensor and the Almansi-
Hamel strain tensor given, respectively, by
B  FF T and e  12
 
I  b1 . (1.17-1.18)
The polar decomposition (1.10) enable us to rewrite the previous measures in
terms of the stretches U and V by
C  U 2, E  12
 
U 2  I , B  V 2 and e  12  I  V 2 .
Different measures can be defined by generalizing (1.22) according to
εh  1
h
 
I  V h .
By taking taking hÑ 0 and using (1.21), the Eulerian logarithm (or Henky) strain tensor
is obtained
ε  12 ln pBq , (1.23)
where ln pq denotes the natural logarithm.
Adopting the isochoric component of the deformation gradient (1.12) we can
define strain measures with the volume-preserving feature. For instance, the isochoric
component of the right and left Cauchy-Green deformation tensors, and the Green-Lagrange
strain tensor are given, respectively, by
C¯  F¯ T F¯  J 23C, B¯  F¯ F¯ T  J 23B and E¯  12
 
C¯  I . (1.24-1.26)
In the small strain theory, the displacement gradient ∇pu is considered small
such that the powers of ∇pu, larger than one, are negligible. This hypothesis also leads to
the relation ∇pu  ∇u. Consequently, the previous deformation measures converge to the
same measure, obtained disregarding the non-linear contribution. Then, from (1.9) and
(1.16) we obtain the called infinitesimal or engineering strain tensor
ε  12
 ∇pu ∇puT   E. (1.27)
Although the notation of the Eulerian logarithm (1.23) and the infinitesimal strain tensor
(1.27) be the same, the context of finite and small strains makes clear the adopted measure.
Hereafter, we introduce
sym pMq  12
 
M  MT  and skew pMq  12  M MT  ,
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to account for the symmetric and skew-symmetric components of any second-order tensor
M , respectively. Moreover, we define the symmetric gradient according to
∇sppq  sym r∇ppqs and ∇spq  sym r∇pqs ,
enabling to represent the infinitesimal strain tensor (1.27) by
ε  ∇spu  sym p∇puq . (1.30)
Due to the hypothesis of small strains, we also have ε  ∇su.
1.4 Stress measures
In this section, we describe the inclusion of the forces in the context of continuum
mechanics. According to Neto, Peric and Owen (2011, pg.61), there are three categories of
forces associated with the mechanical description namely, body forces, boundary forces
and internal interactions between adjacent parts of a body. The boundary forces and
the interactions between different parts of the body are essentially of the same type,
denominated surface forces. The surface forces are quantified mathematically by adopting
the concept of stress.
The Cauchy theorem establishes that the surface force t  tpx,nq (force per
unit of area), so-called Cauchy stress vector, upon the unit normal n is linear, in the sense
that there is a symmetric second-order tensor field σ  σpxq such that the Cauchy stress
vector is given by
t  σn.
The tensor σ is known as Cauchy stress tensor, so-called true stress tensor or simply stress
tensor. Details about the Cauchy theorem can be found in Oden (2011, pg.36).
The traction vector field t measures the force that acts across a material
surface per unit of deformed area. It is often convenient to obtain the traction vector
field t0  t0 pp,n0q that measure the force exerted in the surface with normal n in the
deformed configuration per unit of reference area. Following the derivation provided in
Neto, Peric and Owen (2011, pg.65), this force is given by
t0  Pn0,
where
P  JσFT , (1.31)
is the first Piola-Kirchhoff stress tensor and n0 is the unit normal to the surface at p.
Contrary to the Cauchy stress tensor, the first Piola-Kirchhoff stress tensor is generally
unsymmetric.
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Other relevant quantities of stress are the symmetric Kirschhoff τ and the
symmetric second Piola-Kirchhoff S stress tensors defined, respectively, by
τ  Jσ and S  JF1σFT . (1.32-1.33)
Note that the previous stress tensors can be related according to
τ  Jσ  FSF T  PF T .
For modeling convenience, we can adopt the deviatoric and volumetric split
of the strain of stress tensors. The deviatoric operator in the current and reference
configurations are defined following Simo (1988, pg.212), respectively, by
devpq  pq  13trpq and DEVpq  pq 
1
3 rC : pqsC
1, (1.34-1.35)
where they are related according to
FDEVpqF T  dev  F pqF T  .
In this case, we denote the right-hand side as the push-forward of DEVpq.
1.5 Fundamental laws of thermodynamics
This section describes the fundamental laws in the Eulerian and Lagrangian
coordinates. They are used as basic governing equations in the present study.
1.5.1 Fundamental laws in Eulerian coordinates
In the text that follows, we present the fundamental physical laws written in
Eulerian coordinates. Details on the derivation are presented in the Appendix C.
1.5.1.1 Mass conservation
The first physical law is the conservation of mass. It is expressed by the
continuity equation, properly derived in Appendix C.1, for the material density ρ as
9ρ  ρdiv pvq  0, (1.36)
where v is the velocity vector field.
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1.5.1.2 Dynamic equations
The dynamic equations, associated with the macro and micro-motions, are
obtained following closely the arguments of Frémond (2013) and Boldrini et al. (2016).
This derivation uses the PVP considering several kinds of loads. We denote by δvM
any admissible macroscopic virtual velocity and δvm any admissible microscopic virtual
velocity.
The virtual power of the interior loads is expressed according to Frémond (2013,
pg.3) by
Pint 
»
Dt
σ : ∇sδvM dVloooooooooomoooooooooon
classical stress power
 
»
Dt
pbδvm   h ∇δvmq dVloooooooooooooooomoooooooooooooooon
generalized interior load power
@ pDt, δvM , δvmq , (1.37)
where σ is the Cauchy stress tensor, b is the volumetric density of energy exchanged by
variation of a unit of ϕ (scalar microforce) and h is the flux of energy associated to the
spatial variation of a unit of ϕ (micro-stress vector field). The first term in the right-hand
side corresponds to the classical stress power. The last two terms are the powers of the
generalized interior loads associated to microscopic motions related to the phase field ϕ.
The virtual power of the exterior loads is given by
Pext pDt, δvM , δvmq 
»
Dt
ρf  δvM dV  
»
Dt
ρaδvm dVloooooooooooooooooooomoooooooooooooooooooon
power of actions at distance
 
»
BDt
t  δvM dS  
»
BDt
thδvm dSlooooooooooooooooooomooooooooooooooooooon
power of contact forces
@ pDt, δvM , δvmq .
(1.38)
Herein, f is the specific (per unit of mass) body force vector field, a is the specific density
of energy supplied to the material from the exterior acting on the microscopic level2, t is
the macroscopic surface force and th is the superficial density of energy supplied to the
material by the flux h (surface micro-force by unit of area). The first two integrals in Pext
are related to the virtual power of actions at a distance, while the last two are associated
to the virtual powers of the contact forces.
The virtual power of inertia (so-called acceleration) loads is described by
Pacc 
»
Dt
ρ 9v  δvM dV @ pDt, δvM , δvmq . (1.39)
The inertia forces associated to the phase field are assumed null.
2 Supposing that the phase field ϕ is used to describe the material damage, then a could be the energy
from external irradiation, electrical or chemical actions modifying the microscopic bounds.
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Remark 1. It is the usual hypothesis to assume that the inertia forces associated to the
phase field are null. However, as pointed by Frémond (2013, pg.5) and Boldrini (2018,
pg.18), in some cases is necessary to consider the forces of the microscopic motions. In
these cases, an additional term given by
Pacc 
»
Dt
ρˆ 9vmδvm dV @ pDt, δvM , δvmq ,
must also be considered in (1.39). Here, ρˆ is a parameter associated with the inertia of the
structure and may assume, as instance, the mass of the bounds. Moreover, vm refers to
the microscopic velocity, where its material derivative 9vm  :ϕ is the acceleration of ϕ.
The PVP states that the balance of internal, external and inertia powers is
zero for any virtual velocities δvM and δvm. Therefore,
Pint   Pacc  Pext  0 @ pDt, δvM , δvmq . (1.40)
From the PVP, following the derivation presented in Appendix C.2, we obtain#
ρ 9v  div pσq   ρf inDt
σn  t in BDt
and
#
0  div phq  b  ρa in Dt
h  n  th in BDt
. (1.41-1.42)
Expression (1.41) is the conventional linear balance equation associated to the macroscopic
equilibrium. Equation (1.42) may be considered, following the ideas of Miehe, Welschinger
and Hofacker (2010), a micro-balance equation associated with the phase field.
1.5.1.3 First principle of thermodynamics
The first principle of thermodynamics, also called energy balance, postulates
the balance of energy in the system as
d
dt
»
Dt
ρe dVloooooomoooooon
rate of internal energy
  d
dt
K pDt,vqlooooomooooon
rate of kinetic energy
 Pext pDt,v, 9ϕqlooooooomooooooon
external power
 
»
Dt
ρr dVloooomoooon
domain heating

»
BDt
q  n dSloooooomoooooon
surface heat flux
,
where
K pDt,vq 
»
Dt
1
2ρ|v|
2 dV,
is the kinetic energy, e is the specific internal energy density, r is the specific heat
source/sink density and q is the heat flux vector field.
According to the derivation presented in Appendix C.3, the local form of the
first principle is obtained by using the previous non-local form and the Reynolds transport
theorem leading to
ρ 9e  σ : D   b 9ϕ  h ∇ 9ϕ div pqq   ρr in Dt, (1.43)
where D  ∇sv denotes the rate of strain tensor field.
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1.5.1.4 Second principle of thermodynamics
The second law of thermodynamics is considered by using the Clausius-Duhem
inequality given in differential form3, also called entropy inequality. Based on the arguments
presented in Fabrizio, Giorgi and Morro (2006) and Boldrini et al. (2016), this principle is
described as
ρ 9η ¥ div pΦq   ρs in Dt, (1.44)
where η, Φ and s are, respectively, the specific entropy density, the entropy flux and the
specific entropy production term.
The entropy flux and the entropy production terms are assumed in their classical
forms and are given, respectively, by
Φ  q
θ
and s  r
θ
, (1.45-1.46)
where θ ¡ 0 is the absolute temperature.
Remark 2. In nonlocal theories, both entropy flux and the entropy production terms may
not correspond to the previous definitions. For instance, when considering the fatigue
phenomenon, Boldrini et al. (2016) assumed such expressions as
Φ  q
θ
  k and s  r
θ
  ω,
where k and ω are, respectively, possible entropy flux and specific entropy production
correction terms that arise due to the microscopic evolution.
1.5.1.5 Basic governing problem written in Eulerian coordinates
In this section, we collect the previous governing equations written in Eulerian
coordinates which define the base of the developed phase field models in the same system of
coordinates. They are called basic governing equations and originate the initial-boundary
value problem (IBVP) wherewith we want to find on Bt, at time t, the density ρ, the
displacement u and velocity v fields, the phase field ϕ and the specific internal energy e
according to $''''''&''''''%
9ρ  ρ div pvq  0,
9u  v,
ρ 9v  div pσq   ρf ,
0  div phq  b  ρa,
ρ 9e  σ : D   b 9ϕ  h ∇ 9ϕ div pqq   ρr,
(1.49)
3 In this principle, the inequality (1.44) must hold for each point x P Dt and time t P R for all involved
fields compatible with the balance equations.
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where body force vector field f , the specific density of energy a and the specific heat
source/sink density r are given. We also consider the entropy inequality
ρ 9η ¥ div
q
θ
	
  ρ
r
θ
	
, (1.50)
as an additional constraint to be ensured. The boundary and initial conditions of this
problem are given, respectively, by
$''''&''''%
u  0 on BBD0t
u  u¯ on BBDut
σn  t on BBNσt
h  n  th on BBNht
and
$''''''&''''''%
ρ  ρppq in B0 at t  0
v  vppq in B0 at t  0
9v  9vppq in B0 at t  0
ϕ  ϕppq in B0 at t  0
e  eppq in B0 at t  0
, (1.51-1.52)
where u  0 and u  u¯  0 denotes the prescribed displacements on the Dirichlet
boundaries BBD0t and BBDut , respectively. Additionally, t and th denotes the macro and
micro-traction prescribed on the Neumann boundaries BBNσt and BBNht , respectively. These
boundaries are such that BD0t Y BBDut Y BBNσt  BBt and BD0t X BBDut X BBNσt  H.
The Cauchy stress tensor σ, the volumetric density of energy b, the flux of
energy h and the heat flux vector field q are quantities, whose equations are constitutive
relations obtained by thermodynamical consistency from the entropy inequality (1.50).
These relations are depending on the ρ, u, v, ϕ and e fields. In particular, the absolute
temperature θ can be obtained from the specific internal energy e and the specific Helmholtz
free-energy potential, as discussed in the next chapters.
1.5.2 Fundamental laws in Lagrangian coordinates
In this section, we summarize the fundamental physical laws written in La-
grangian coordinates. Their derivations are detailed in Appendix D. In contrast with the
Section 1.5.1, several terms that arise in this step, as b, h, etc, are now measured in the
reference configuration. Therefore, we introduce the subscript pq0 to distinguish the terms
in the Lagrangian coordinate, while their physical meanings remain unchanged.
1.5.2.1 Mass conservation
The conservation of mass is expressed by the continuity equation for the
material density of the reference configuration ρ0  ρ0 ppq (see Appendix D.1) by
9ρ0  0. (1.53)
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1.5.2.2 Dynamic equations
The dynamic equations are obtained making use of the PVP. Based on the
derivation detailed in Appendix D.2, we obtain the following sets of equations:#
ρ0 9v  divp pP q   ρ0f0 inD0
Pn0  t0 in BD0
, (1.54)
and #
0  divp ph0q  b0   ρ0a0 in D0
h0  n0  th0 in BD0
, (1.55)
where P is the first Piola-Kirchhorff stress tensor, f0 is the specific body force vector,
n0 is the unit external normal to D0, h0 is the micro-stress vector field, b0 is a scalar
micro-force, a0 is the specific density of energy supplied to the material from the exterior,
and t0 and th0 are the surface macro- and micro-force by unit of area.
1.5.2.3 First principle of thermodynamics
The first principle of thermodynamics can be expressed, according to the
derivation presented in Appendix D.3, by the equation
ρ0 9e0  12S :
9C   b0 9ϕ  h0 ∇p 9ϕ divp pq0q   ρ0r0, (1.56)
where e0 is the specific internal density, S is the second Piola-Kirchhoff stress tensor, C is
the right Cauchy-Green deformation tensor, q0 is the heat flux vector field and r0 is the
specific heat source/sink density.
1.5.2.4 Second principle of thermodynamics
The second principle of thermodynamics is considered by the Clausius-Duhem
differential form:
ρ0 9η0 ¥ divp pΦq   ρ0s0 inD0, (1.57)
where η0, Φ and s0 are, respectively, the specific entropy density, the entropy flux and the
specific entropy production term, given in their classical forms by
Φ  q0
θ
and s0  r0
θ
,
where θ ¡ 0 the absolute temperature.
1.5.2.5 Basic governing problem written in Lagrangian coordinates
In this section, we recapitulate the previous governing equations to define the
base of the developed phase field models in the Lagrangian coordinates. They give rise to
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the IBVP wherewith we want to find on B0, at time t, the displacement u and velocity v
fields, the phase field ϕ and the specific internal energy e according to$'''''''&'''''''%
9ρ0  0,
9u  v,
ρ0 9v  divp pFSq   ρ0f0,
0  divp ph0q  b0   ρ0a0,
ρ0 9e0  12S :
9C   b0 9ϕ  h0 ∇p 9ϕ divp pq0q   ρ0r0,
(1.60)
where the body force vector field f0, the specific density of energy a0 and the specific heat
source/sink density r0 are given. We also consider that the entropy inequality
ρ0 9η0 ¥ divp
q0
θ
	
  ρ0
r0
θ
	
, (1.61)
must be ensured. The boundary and initial conditions of this problem are given, respectively,
by
$''''&''''%
u  0 on BBD0t
u  u¯ on BBDut
Pn0  t0 on BBNσt
h0  n0  th0 on BBNht
and
$''''''&''''''%
ρ  ρppq in B0 at t  0
v  vppq in B0 at t  0
9v  9vppq in B0 at t  0
ϕ  ϕppq in B0 at t  0
e  eppq in B0 at t  0
, (1.62-1.63)
where u  0 and u  u¯  0 denotes the prescribed displacements on the Dirichlet
boundaries, t and th0 denotes, respectively, the macro and micro-traction prescribed on
the Neumann boundaries. These boundaries are such that BD0t Y BBDut Y BBNσt  BBt and
BD0t X BBDut X BBNσt  H.
The second Piola-Kirchhoff stress tensor S, the volumetric density of energy
b0, the flux of energy h0 and the heat flux vector field q0 are quantities, whose expressions
are constitutive relations obtained by thermodynamical consistency from (1.61). The
constitutive relations are depending on the u, v, ϕ and e fields. The absolute temperature
θ can be obtained from the specific internal energy e and the specific Helmholtz free-energy
potential. These aspects are presented in the next chapters.
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2 First model: A small strain Eulerian version
This chapter presents a general thermodynamically consistent non-isothermal
phase field model for evolution of damage and fracture. This model is an extension of the
framework described in Boldrini et al. (2016) to the plastic regime. It is written in Eulerian
coordinates and developed for elasto-plastic materials under hypothesis of small strain.
This development details the model presented in Haveroth et al. (2020), disregarding
fatigue effects. The employed methodology is based on the use of the principle of virtual
power (PVP), balance of energy and second law of thermodynamics in the form of the
Clausius-Duhem inequality for the entropy.
Throughout this study, we use potential and pseudo-potential terms to describe
a certain quantity. The potential is a functional with physical meaning, and leads to
relations for the stresses, strains, among others. On the other hand, the pseudo-potential
is generally built to ensure the physical laws and its meaning is not clear as the potential.
2.1 Basic hypothesis concerning damage and plasticity
The damage state of the material is described adopting a phase field variable
ϕ  ϕ px, tq. It is considered a dynamic-type variable, whose governing equation is obtained
from the PVP. This choice allows the possibility of including sources of damage from the
external environment, like radiation effects, which may be important for certain classes of
materials. However, these external actions are disregarded in this study.
We assume that the infinitesimal strain tensor ε defined in (1.27) is additively
decomposed in the elastic εe and plastic εp strain tensors as
ε  εe   εp. (2.1)
Moreover, hardening is associated to the variable set α.
2.2 General constitutive relations
In this section, we obtain thermodynamically consistent constitutive relations,
which are responsible to correlate the variables presented on the set of basic governing
equations summarized in Section 1.5.1.5. We consider that these constitutive relations are
written in terms of a specific Helmholtz free-energy potential
ψ  e θη, (2.2)
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where
ψ  ψ pΓq with Γ  tρ, θ, ϕ,∇ρ,∇θ,∇ϕ, ε, εp,αu . (2.3)
The specific free-energy potential is generally expressed in terms of the elastic εe and
plastic εp strain tensors. However, for the following mathematical computations, it is more
convenient to consider this potential in terms of the total ε and plastic εp strain tensors.
By using the additive decomposition of ε in (2.1) is possible to express ψ in terms of εe
and εp. Details can be seen in Remark 3.
The entropy inequality (1.44) can be expressed in terms of the specific free-
energy potential ψ given in (2.2) and the balance of energy (1.43) as
0 ¤ ρ

9ψ   η 9θ
	
  σ : D   b 9ϕ  h ∇ 9ϕ 1
θ
q ∇θ. (2.4)
As in Frémond (2013), the terms σ, b, h and q are decomposed in their reversible (non-
dissipative) and irreversible (dissipative) components indicated, respectively, by pqprq and
pqpirq. Therefore, its is assumed
σ  σprq   σpirq, b  bprq   bpirq, h  hprq   hpirq and q  qprq   qpirq, (2.5-2.8)
where σprq and σpirq are symmetric tensors. The reversible and irreversible parts may in
general depend on the variables Γ in (2.3). Additionally, the irreversible parts may also
depend on the time derivatives of the variables in Γ. However, the arguments that follow
will imply in a specific dependence on such time derivatives.
As usual, the expressions (2.5-2.8) must be found such that the entropy condition
(2.4) be satisfied for any admissible process. In order to do that, we apply the chain rule
for ψ in (2.3) by using (1.36) and the derivatives (1.5-1.6), obtaining the expression
0 ¤ ρ pη   Bθψq 9θ  
 
bprq  ρBϕψ

9ϕ  ρ2B∇ρψ ∇ pdiv pvqq  ρB∇θψ  9∇θ
  σprq  ρBεψ   ρ2BρψI  ∇ϕb hprq : ∇v  1
θ
qprq ∇θ
  ρB∇ϕψ  hprq  9∇ϕ  ρB∇ρψ  div pvq I   p∇vqT	∇ρ
 bpirq 9ϕ  σpirq : ∇v  ρBεpψ : 9εp  ρBαψ  9α 1
θ
qpirq ∇θ
 hpirq 

p∇vqT∇ϕ  9∇ϕ
	
  ρBεψ : p∇vqT∇su. (2.9)
Herein, the superscript s, related to the symmetric part of the velocity gradient, was
omitted once Bεψ, σpirq and σprq are symmetric tensors. Moreover, under the hypothesis
of small strains (∇su ! 1), the last term in the inequality (2.9) can be disregarded.
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The reversible terms of (2.9) must be chosen such that there is not entropy
increasing for any admissible process, that is,
0  ρ pη   Bθψq 9θ  
 
bprq  ρBϕψ

9ϕ  ρ2B∇ρψ ∇ pdiv pvqq  ρB∇θψ  9∇θ
  σprq  ρBεψ   ρ2BρψI  ∇ϕb hprq : ∇v  1
θ
qprq ∇θ
  ρB∇ϕψ  hprq  9∇ϕ  ρB∇ρψ  div pvq I   p∇vqT	∇ρ. (2.10)
This equality can be ensured taking each additive term as zero. Once the quantities 9θ, 9ϕ,
∇ pdiv pvqq, 9∇θ, ∇v, ∇θ and 9∇ϕ can be given arbitrary values, their respective coefficients
must be zero. Then, in order to (2.10) be valid, we must have
B∇θψ  0 and B∇ρψ  0. (2.11-2.12)
Moreover, the specific entropy density is expressed by
η  Bθψ,
and the reversible parts of σ, b, h and q, respectively, by
σprq  ρBεψ  ρ2BρψI ∇ϕb hprq, (2.13)
bprq  ρBϕψ, (2.14)
hprq  ρB∇ϕψ, (2.15)
qprq  0. (2.16)
From (2.13) and (2.15), and using the fact that σprq, Bεψ and BρψI are symmetric tensors,
σprq can be rewritten as
σprq  ρBεψ  ρ2BρψI  ρ sym p∇ϕb B∇ϕψq ,
with the following restriction
skew p∇ϕb B∇ϕψq  0. (2.17)
Due to the terms in (2.11-2.12), the arguments of ψ may be restated as
ψ  ψ  Γ˜ with Γ˜  tρ, θ, ϕ,∇ϕ, ε, εp,αu . (2.18)
Considering now the irreversible terms of (2.9) and recalling that σpirq is a
symmetric tensor, the following inequality is obtained:
0 ¤ bpirq 9ϕ σpirq : DρBεpψ : 9εpρBαψ  9α 1
θ
qpirq ∇θ hpirq 

p∇vqT∇ϕ  9∇ϕ
	
. (2.19)
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Following Frémond (2013, pg.27), it is assumed that the flux of energy h is purely reversible,
that is, hpirq  0, resulting in
h  hprq  ρB∇ϕψ. (2.20)
This flux is associated with the micro-stresses acting on the body and, once its irreversible
part is zero, only reversible micro-stresses are allowed. Then, (2.19) can be rewritten as
0 ¤ bpirq 9ϕ  σpirq : D  ρBεpψ : 9εp  ρBαψ  9α 1
θ
qpirq ∇θ.
Its positiveness is imposed by requiring separated positiveness of the non-plastic
and plastic processes, that is,
0 ¤ bpirq 9ϕ  σpirq : D  1
θ
qpirq ∇θ, (2.21)
0 ¤ ρBεpψ : 9εp  ρBαψ  9α. (2.22)
In the next two sections, the concept of pseudo-potential of dissipation is
adopted to satisfy the above inequalities.
2.2.1 Non-plastic dissipation
The constitutive relations of b, σ and q must guarantee that the inequality
(2.21) holds. Then, we employ the concept of pseudo-potential of dissipation that is given
by the functional
ψnd  ψnd
 
9ϕ,D,∇θ, Γ˜ ,
which is convex with respect to the variables 9ϕ, D, ∇θ and satisfies ψnd
 
0,0,0, Γ˜
  0
and ψnd pq ¥ 0. Then, it is enough to take bpirq, σpirq and qpirq{θ as the derivatives of
ψnd pq respectively with respect to 9ϕ, D and ∇θ, that is,
B
9ϕψ
n
d  bpirq, BDψnd  σpirq and B∇θψnd  
qpirq
θ
.
By using the previous results, the expressions for b, σ and q are given by
b  ρBϕψ   B 9ϕψnd , (2.23)
σ  ρBεψ  ρ2BρψI  ρ sym p∇ϕb B∇ϕψq   BDψnd , (2.24)
q  θB∇θψnd . (2.25)
2.2.2 Plastic dissipation: plastic flow rule and hardening law
According to Neto, Peric and Owen (2011, pg.150), the plastic strain tensor εp
and the hardening parameter set α are internal variables that must satisfy
9εp  9βG1 and 9α  9βG2, (2.26-2.27)
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where 9β ¥ 0 is called plastic multiplier. Suitable expressions for G1 and G2 are obtained
from thermodynamical consistency.
The previous postulated constitutive relations enable to rewrite the plastic
dissipation inequality (2.22) as
0 ¤ σc : G1 A G2, (2.28)
where
σc  ρBεpψ and A  ρBαψ, (2.29-2.30)
are the thermodynamical forces responsible for driving the plastic flow and the hardening,
respectively.
The idea is to satisfy (2.28) by introducing the plastic pseudo-potential of
dissipation as in Neto, Peric and Owen (2011, pg.151):
ψpd  ψpd
 
σc,A, Γ˜

,
where the flow vector and the generalized hardening modulus are given, respectively, by
G1  Bσcψpd and G2  BAψpd. (2.31-2.32)
By using (2.26-2.27) and (2.31-2.32), we obtain the plastic flow and hardening laws
9εp  9βBσcψpd and 9α   9βBAψpd. (2.33-2.34)
Remark 3. In many situations, the specific free-energy potential is expressed in terms
of the elastic strain εe tensor and the plastic strain εp tensor does not appear explicitly.
Then, we have the following arguments for the specific free-energy potential ψˆ:
ψˆ  ψˆ pρ, θ, ϕ,∇ρ,∇θ,∇ϕ, εe,αq .
In these cases, we can express the specific free-energy potential similarly as in (2.3) simply
using εe  ε εp. Therefore,
ψ pρ, θ, ϕ,∇ρ,∇θ,∇ϕ, ε, εp,αq  ψˆ pρ, θ, ϕ,∇ρ,∇θ,∇ϕ, εe,αq ,
enabling to relate the fields written in ψ and ψˆ. For example, we can express the stress
tensor as σc  ρBεpψ  ρBεeψˆ.
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2.2.3 The yield criterion
The yield criterion establishes when the plastic flow may occur. This principle
can be expressed by a yield function that is negative only when elastic strains are possible
and reaches zero when there is a possibility of plastic flow.
In order to present the yield criterion, we introduce the yield function Φ by
Φ  Φ  σc,A, Γ˜ . (2.35)
where σc, A and Γ˜ are defined, respectively, by (2.29-2.30) and (2.18). At any state, no
stress levels are allowed above the current yield function. Then, any admissible stress must
satisfy the restriction Φ ¤ 0. For stress levels corresponding to the elastic domain, that
is, Φ   0, there is no plastic flow and 9β  0. On the other hand, for stress levels on the
boundary (the yield limit) of the yield function Φ  0, we must have 9β ¥ 0. In this case,
9β  0 for elastic unloading and 9β ¡ 0 for plastic loading. This corresponds to loading and
unloading conditions governed by the following Karush-Kuhn-Tucker (KKT) conditions:
Φ ¤ 0, 9β ¥ 0, 9βΦ  0.
According to Neto, Peric and Owen (2011, pg.152), in many plasticity models
(particularly for ductile metals) is common to assume the plastic pseudo-potential of
dissipation as the yield function, that is,
ψpd
 
σc,A, Γ˜
  Φ  σc,A, Γ˜ . (2.36)
These models are called associative plasticity models (see Remark 4) and they can be
seen as a consequence of the principle of maximum plastic dissipation (details about this
principle can be found in Section 4.2.3).
Remark 4. It is important to remark that, due to the equality (2.36), the yield function Φ
must be convex, Φ
 
0,0, Γ˜
  0 and Φ ¥ 0. The first two conditions are satisfied due to the
yield function choice, here assumed being of the von-Mises type (see (2.53)). Regarding the
last condition Φ ¥ 0, we observe that there is plastic flow, and therefore plastic dissipation,
only in the situation in which 9β ¡ 0 and Φ  0. Then, naturally this is satisfied.
2.3 Governing problem in Eulerian coordinates under the hypothe-
sis of small strains written in terms of the specific free-energy
potential and pseudo-potentials of dissipation
In this section, we replace the constitutive relations (2.20), (2.23-2.25), and
(2.33-2.34) obtained under the hypothesis of small strains, into the basic governing system
Chapter 2. First model: A small strain Eulerian version 46
of equations (1.49) and into the boundary conditions (1.51) written in Eulerian coordinates.
This enable us to rewrite them in terms of the specific free-energy potential and pseudo-
potentials of dissipation and allows defining the governing initial-boundary value problem
(IBVP) described below.
Given the body force vector field f , the specific density of energy a and the
specific heat source/sink density r we want to find on B0 (for small strain hypothesis we
have B0  Bt), at time t, the density ρ, the displacement u and velocity v fields, the phase
field ϕ, the specific internal energy e and the plastic state of the material, comprising
the plastic strain tensor εp and hardening parameter set α satisfying the yield criterion,
according to$'''''''''''''''''''&'''''''''''''''''''%
9ρ  ρ div pvq  0,
9u  v,
ρ 9v  div pσq   ρf ,
σ  ρ Bεψ  ρ2BρψI  ρ sym p∇ϕb B∇ϕψq   BDψnd ,
B
9ϕψ
n
d  div pρB∇ϕψq  ρBϕψ   ρa,
ρ 9e  div pθB∇θψnd q   σ : D   pρBϕψ   B 9ϕψnd q 9ϕ  ρB∇ϕψ ∇ 9ϕ  ρr,
e  ψ  θBθψ,
σc  ρBεpψ, A  ρBαψ,
Φ ¤ 0, 9β ¥ 0, 9βΦ  0,
9εp  9βBσcψpd, 9α   9βBAψpd,
(2.37)
along the boundary and initial conditions given, respectively, by
$''''&''''%
u  0 on BBD00
u  u¯ on BBDu0
σn  t on BBNσ0
ρB∇ϕψ  n  th on BBNh0
and
$'''''''''''&'''''''''''%
ρ  ρppq in B0 at t  0
v  vppq in B0 at t  0
9v  9vppq in B0 at t  0
ϕ  ϕppq in B0 at t  0
e  eppq in B0 at t  0
εp  εpppq in B0 at t  0
α  αppq in B0 at t  0
. (2.38-2.39)
Herein, u  0 and u  u¯  0 denotes the prescribed displacements on the Dirichlet
boundaries, as well as t and th denotes the macro and micro-traction prescribed on the
Neumann boundaries.
In particular, the energy equation (2.37)(vi) can be rewritten in terms of the
temperature using the specific Helmholtz free-energy potential (2.37)(vii), resulting in the
temperature equation (see details in Appendix E):
ρθBθθψ 9θ  div pθB∇θψnd q   ρ2θBθρψdiv pvq  pρθBθεψ   BDψnd q : D  ρr
 ρθ p∇ϕb Bθ∇ϕψq : ∇v  pρθBθϕψ   B 9ϕψdq 9ϕ ρθBθ∇ϕψ ∇ 9ϕ
 ρ pBεpψ  θBθεpψq : 9εp   ρ pBαψ  θBθαψq  9α, (2.40)
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left in terms of 9ϕ, 9εp and 9α, whose expressions can be obtained from (2.37).
Note that all relevant physical terms are rather general and, by using suitable
specific free-energy potential ψ and the non-plastic and plastic pseudo-potential of dissipa-
tions, respectively, ψnd and ψ
p
d, it is possible to obtain thermodynamic consistent fracture
model for many types of materials. Moreover, it is important to emphasize that until now
the phase field variable ϕ has no meaning of damage. Appropriate free-energy potential
will give meaning to this variable, as will be seen in the next section.
Hereafter, we assume that the system is incompressible (div pvq  0), that
is, the material density remains constant. Consequently, the mass conservation equation
(2.37)(i) is dropped out from the system of equations (2.37).
2.4 Specialization: A simple model for elasto-plastic material
This section specializes the governing equations (2.37) for a simple isotropic
elasto-plastic material. We follow the arguments described in Haveroth et al. (2020), based
on the previous studies of Miehe, Welschinger and Hofacker (2010), Miehe, Hofacker and
Welschinger (2010), Ambati, Gerasimov and Lorenzis (2015a).
2.4.1 Free-energy potential
Let us define the free-energy potential used in this specialization. First of all,
remember that in Section 2.3 we considered an incompressible system. Then, for the virgin1
incompressible material, with constant density
ρ px, tq  ρ0,
the volumetric free-energy density for the elasto-plastic virgin material is given according
to the sum
ρ0ψ0 pθ, ε, εp, αq  E0 pε, εpq   I0 pθq  H0 pαq .
The virgin elastic energy density is given by
E0 pε, εpq  12 pε ε
pq : Ce : pε εpq
 12 ε
e : Ce : εe, (2.41)
where Ce is the symmetric fourth-order elasticity tensor with components Ceijkl  λδijδkl  
µpδikδjl  δilδjkq given in terms of the Lamé constants λ and µ and the Kronecker delta δij .
1 In the present context, we use virgin to define a basic and unprocessed quantity, for instance, a material
or energy that has never been previously used.
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The caloric energy density is assumed, according to Frémond (2013, pg.27), as
ψθ pθq  I0 pθq  cV θln pθq , (2.42)
where cV ¡ 0 is the volumetric heat capacity of the material.
The virgin plastic energy density is defined for a linear isotropic hardening, as
in Ambati, Gerasimov and Lorenzis (2015a), by
H0 pαq  σyα   12hα
2, (2.43)
where σy is the yield stress and h is the hardening modulus. Alternatively, we can adopt a
virgin plastic energy density to correspond, as instance, to the Voce hardening law (JAIN;
LLOYD; MACEWEN, 1996), with material parameters rp and sp. Therefore,
H0 pαq  σyα   rp

α   1
sp
exp tspαu

, (2.44)
where exp tu denotes the natural exponential function. Along this chapter we have assumed
that α is a set of internal hardening variables. Due to the adopted plastic model, this set
has just one component α namely, the accumulated plastic strain.
The damage phase field ϕ acquires physical meaning due to the choice of the
free-energy potential. We assume that the damage degrades the actual elastic response
of the material as in Bourdin, Francfort and Marigo (2000) and the plastic energy using
the ideas presented in Borden et al. (2016). Then, the complete free-energy density for
the damaged material ρ0ψ is taken as the sum of the elastic energy density ψe, the caloric
energy density ψθ, the plastic energy density ψp and the energy density related to the
damage ψϕ, as
ρ0ψ pθ, ϕ,∇ϕ, ε, εp, αq  ψe pε, εp,Γϕq   ψθ pθq   ψp pα,Γϕq   ψϕ pϕ,∇ϕq , (2.45)
where Γϕ is the set of variables that represents the dependence of the degradation functions.
For the sake of simplicity, the potential (2.45) is assumed explicitly independent of ρ.
The elastic energy density of the material subject to damage and plastic flow
is assumed as
ψe pε, εp,Γϕq  ge pΓϕq E0 pε, εpq , (2.46)
where E0 pq is the density of elastic energy of the virgin material given in (2.41) and ge pq
is the degradation function of the elastic energy. This function may depend on the damage
ϕ and/or other variables related to the effects of plastic flow, implying in the corresponding
functional dependencies to the degraded elastic energy ψe pq. Several possibilities for ge pq
are described later on. To have a more realistic situation, the elastic energy density can be
degraded differently in both tractive and compressive states as detailed in Section 2.6.
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Similarly, the plastic energy density of the material subject to damage and
plastic flow is
ψp pα,Γϕq  gp pΓϕqH0 pαq , (2.47)
where H0 pq is the density of plastic energy of the virgin material expressed in (2.43) and
gp pq is the degradation function of the plastic energy. As before, the degradation function
gp pq may also depend on the damage ϕ and/or other variables related to the effects of
plastic flow, implying in the corresponding functional dependencies to the degraded plastic
energy H0 pq. Possibilities for the expression of gp pq are also described later on.
The contribution of the damage to the free-energy density is introduced in the
last term of (2.45). By using the ideas of Miehe, Welschinger and Hofacker (2010), this
energy is given by
ψϕ pϕ,∇ϕq  Gc

1
2ϕ
2   2 |∇ϕ|
2


, (2.48)
where  is the phase layer width and Gc is the critical Griffith fracture energy parameter,
both positive constants. A situation assuming Gc non-constant may be considered using
the ideas of Ulmer, Hofacker and Miehe (2013) as presented in Appendix B.2.2.
2.4.2 Non-plastic pseudo-potential of dissipation
In this study, we assume the non-plastic pseudo-potential of dissipation for
degraded materials given according to
ψnd 
1
2 λ˜
 
Γ˜
 | 9ϕ|2   12 b˜d  Γ˜ |D|2   12gθ pΓϕq c˜θ  Γ˜ |∇θ|2, (2.49)
where Γ˜ is the set of variables defined in (2.18) and the non-negative coefficients λ˜, b˜d and
c˜θ depend on the material. Herein, the coefficients b˜d and c˜θ are related to the viscous
dissipation and thermal conductivity, respectively. The coefficient λ˜ and the degradation
function gθpq need further explanation.
According to the discussion provided by Boldrini et al. (2016, pg.206), the
inverse of the material parameter λ˜ is related to the rate of damage change. A general
suitable choice for this parameter is
1
λ˜
 c˜p1  δ  ϕqς , (2.50)
where c˜ and ς are positive parameters depending on the material and δ is a small positive
constant used to avoid singularity.
The thermal conductivity is directly affected by the voids generated in the
damage process. Therefore, we assume that the coefficient c˜θ also suffers the action of the
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damage by adopting a degradation function gθpq depending only on the damage variable
ϕ, as used by Perkowski (2008). The simplest choice for this function is
gθ pϕq  1 ϕηθ, (2.51)
where ηθ P r0, 1s is a parameter used to describe the minimum value for gθ p1q  1  ηθ,
avoiding the total loss of thermal conductivity. This allows to consider the thermal
conductivity through the cracks, for instance by contact or radiation.
Remark 5 (Damage irreversibility). By substituting the previous expressions of the free-
energy density (2.45) and the pseudo-potentials of dissipation in (2.37)(v), is possible to
verify that this model does not guarantee that 9ϕ ¥ 0. This allows the possibility of healing
of meso and macro-cracks, as verified in some materials (HAYES et al., 2007; LI, 2014).
However, the model can be adapted in order to prevent healing. From the theoretical point
of view, one possibility is to add an extended multi-valued convex functional of the form
Ir p 9ϕq in the non-plastic pseudo-potential of dissipation (2.49), where Ir pzq  r0, 8q for
z   0 and Ir pzq  0 for z ¥ 0, as commented in Boldrini et al. (2016). This irreversibility
procedure is done numerically by using penalty arguments. Alternatively, an approach
using the history of elastic energy is also adopted in the literature (MIEHE; HOFACKER;
WELSCHINGER, 2010).
2.4.3 Plastic pseudo-potential of dissipation and elasto-plastic rules
From the governing equations (2.37) and the free-energy density introduced in
(2.45), the stress responsible for driving the plastic flow and the hardening thermodynamical
force are given, respectively, by
σc  ge pΓϕqCe : εe  Bεpge pΓϕq E0 pε, εpq  Bεpgp pΓϕqH0 pαq ,
and
A  Bαge pΓϕq E0 pε, εpq   gp pΓϕq BαH0 pαq   Bαgp pΓϕqH0 pαq .
Here, we adopt an associative plastic model, as discussed in Section 2.2.3. Then,
the plastic pseudo-potential of dissipation of the material is the same as the yield function,
that is,
ψpd
 
σc,A, Γ˜
  Φ pσc,Aq . (2.52)
The yield function Φ is of von Mises-type, taken as
Φpσc,Aq 
a
3J2 pdevpσcqq A, (2.53)
where J2 pdevpσcqq is the second invariant of the deviatoric stress tensor. Note that Φ is
considered independent of the variables Γ˜.
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The plastic flow and the hardening rule are given from (2.37), respectively, by
9εp  9β
c
3
2
devpσcq
}devpσcq} and 9α 
9β.
For numerical purposes, the previous expressions are written in terms of the elastic strain.
From the additive decomposition (2.1), we have
9εe  9ε 9εp. (2.54)
Let us consider that the elastic strain tensor εe pt0q, the plastic strain tensor
εp pt0q and the hardening internal variable α pt0q are known at a material point p in a
given instant t0. The elasto-plastic constitutive initial value problem (IVP) at p consists in
finding the elastic strain tensor εe ptq, the hardening internal variable α ptq and the plastic
multiplier 9β ptq that satisfies, for each t P rt0, T s, the equations:
9εe ptq  9ε ptq  9εp ptq , (2.55)
9α ptq  9β ptq , (2.56)
Φ pσc ptq ,A ptqq ¤ 0, 9β ptq ¥ 0 and 9β ptqΦ pσc ptq ,A ptqq  0. (2.57)
This IVP will leads to the return mapping algorithm (RMA) described in Appendix I.1.
Some of the constitutive relations, as the stress and hardening thermodynamic
force, are given in terms of the degradation functions ge pΓϕq and gp pΓϕq. These functions
deserve special attention because they couple the elastic, plastic and damage effects. The
next section is specially dedicated to this subject.
2.5 Degradation functions
Here, we present different possibilities for the degradation functions. Section
2.5.1 describes the degradation functions in terms of α by using an external calibrating
field. Section 2.5.2 presents a thermodynamically consistent alternative of degradation
functions that depends on ϕ, εp and α.
2.5.1 Degradation functions by an external calibrating field
Consider the elastic ge pΓϕq and plastic gp pΓϕq degradation functions given,
respectively, by
ge  ge pϕ, pq and gp  gp pϕ, pq with Γϕ  tϕ, pu ,
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where p is an auxiliary external calibrating field2 that embodies the effects of the plastic
flow. This variable is responsible for accumulation and localization of plastic strains due
to the damage. According to Ambati and Lorenzis (2016), such field can be defined as
p  α
αcrit
,
where α is the hardening variable, representing the accumulated plastic strain, and αcrit is
a threshold value.
2.5.1.1 Governing problem in Eulerian coordinates under the hypothesis of small strains:
specialized version for degradation functions by an external calibrating field
In this section, we particularize the governing system of equations (2.37) and
(2.40), and the boundary and initial conditions (2.38-2.39) adopting the free-energy density
(2.45) and the pseudo-potentials of dissipation given in (2.49) and (2.52), respectively.
Additionally, we consider a  0, r  0 and the degradation functions included by an
external calibrating field. Based on these considerations, the specialized IBVP for a
non-isothermal situation can be described below.
Given the body force vector field f and the material density ρ0, we want to
find on B0, at time t, the displacement u and velocity v fields, the phase field ϕ, the
absolute temperature θ and the plastic state of the material, that is, plastic strain tensor
εp and the accumulated plastic strain α satisfying the yield criterion, according to$''''''''''''''''''&''''''''''''''''''%
9u  v,
9v  1
ρ0
div pσq   f with σ  σc   σϕ   σd,
9ϕ  Gc
λ˜
∆ϕ 1
λ˜
BϕgeE0  1
λ˜
BϕgpH0  Gc
λ˜
ϕ,
9θ  1
cV
div pgθc˜θθ∇θq   b˜d
cV
|D|2   λ˜
cV
| 9ϕ|2   1
cV
σc : 9εp  1
cV
A 9α,
Φ 
a
3J2 pdevpσcqq A,
Φ ¤ 0, 9β ¥ 0, 9βΦ  0,
9εp  9β
c
3
2
devpσcq
}devpσcq} , 9α 
9β.
(2.58)
where
σc  geCe : εe, σϕ  Gc∇ϕb∇ϕ, σd  b˜dD and A  gpBαH0,
2 An external calibrating field is one that is to be chosen after the model equations are derived to
fine-tune with different material behaviors.
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along the boundary and initial conditions given, respectively, by
$''''&''''%
u  0 on BBD00
u  u¯ on BBDu0
σn  t on BBNσ0
∇ϕ  n  th on BBNh0
and
$'''''''''&'''''''''%
v  vppq in B0 at t  0
9v  9vppq in B0 at t  0
ϕ  ϕppq in B0 at t  0
θ  θppq in B0 at t  0
εp  εpppq in B0 at t  0
α  αppq in B0 at t  0
, (2.59-2.60)
where u  0 and u  u¯  0 denotes the prescribed displacements on the Dirichlet
boundaries, t and th denote, respectively, the macro and micro-traction prescribed on the
Neumann boundaries. Herein, the dependence on the degradation functions are omitted.
The thermal conductivity degradation function gθ is defined in (2.51). Furthermore, the
case where the plastic degradation not occur is obtained simply by assuming gp  1.
The governing equations for the isothermal situation can be easily obtained
disregarding (2.58)(v) and assuming a constant value of θ  θ0 ¡ 0.
2.5.1.2 External calibrating field
Here, we present some possibilities for the degradation functions described
in terms of the external calibrating field p. We adopt a general degradation function g
representing both ge and gp. The expression defined as
g pϕ, pq  p1 ϕqexp with exp  η1pm   η2, (2.61-2.62)
written in terms of the parameters η1, η2 and m, generalizes some cases considered in the
literature. Among them, there are the studies of Bourdin, Francfort and Marigo (2000),
Aranson, Kalatsky and Vinokur (2000), Miehe, Welschinger and Hofacker (2010), Ambati,
Gerasimov and Lorenzis (2015a) and Boldrini et al. (2016).
For instance, when we assume η1  0, the function g is independent of p and
the material is considered brittle. In this case, by taking η2  2, the degradation function
reduces to
g pϕ, pq  p1 ϕq2,
which is exactly the expression considered in Miehe, Welschinger and Hofacker (2010) and
Boldrini et al. (2016). Otherwise, if η1  0, the material is considered ductile. In this case,
by taking for instance η1  η2  2 and m  1, we have
g pϕ, pq  p1 ϕq2p 2,
depending explicitly on the variable p, which in turn depends on the accumulated plastic
strain. Another possibility is to assume η1  2 and η2  0, obtaining the expression used
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by Ambati, Kruse and Lorenzis (2016, pg.153) :
g pϕ, pq  p1 ϕq2pm .
Remark 6. It is important to remark that, generally a small non-negative constant η ¡ 0
is added to the elastic degradation function to avoid the total loss of stiffness when solving
the motion (kinematic) equations (2.37)(i-ii). Moreover, in order to avoid numerical
difficulties when solving the return mapping algorithm, this small non-negative constant is
also added to the plastic degradation function. Although it does not appear in the elastic
and plastic degradation functions, this parameter is assumed to be η  106 along of this
study.
The behavior of the degradation function defined in (2.61) for different exponent
values is illustrated in Figure 3. Smaller exponents delay the degradation with increasing
damage, reversing to larger ones.
Figure 3 – Exponent degradation function (2.61).
Source: Modified from Haveroth et al. (2020, pg.16).
As observed by Miehe, Hofacker and Welschinger (2010, pg.1285), the present
model also requires that Bϕge p1, pq  Bϕgp p1, pq  0, ensuring that the driving force,
associated to the elastic and plastic interactions, that appear in the evolution equation of
damage, converges to a final value if the damage converges to the fully broken state with
ϕ  1. Observe that such requeriment is not satisfied for exp ¤ 1, which may occur, for
example, when p is small, unless the parameters η1, η2 and m be appropriately chosen.
Alternative degradation functions that share this feature are presented in the next section.
Additional functions are also proposed by Kuhn, Schlüter and Müller (2015).
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2.5.2 Thermodynamically consistent inclusion of the degradation functions
depending on ϕ, εp and α
In this section, a thermodynamically consistent approach is used to include
the degradation function depending on ϕ, εp and α instead of taking it depending on
an external calibrating field p. The governing equations are obtained by assuming the
complete functional dependence of the degradation functions.
We assume a generic degradation function g representing both ge and gp.
Moreover, we assume that g depends on the damage ϕ, the plastic strain εp and the
hardening internal variable α as
g  g pΓϕq with Γϕ  tϕ, εp, αu .
2.5.2.1 Governing problem in Eulerian coordinates under the hypothesis of small strains:
specialized version for thermodynamically consistent inclusion of the degradation
functions
Similarly to the Section 2.5.1.1, we particularize the governing system of equa-
tions (2.37) and (2.40), and the boundary and initial conditions (2.38-2.39) adopting the
free-energy density (2.45) and the pseudo-potentials of dissipation given in (2.49) and
(2.52), respectively. Additionally, we consider a  0, r  0 and adopt the thermodynami-
cally consistent inclusion of the degradation functions. Based on these considerations, the
specialized IBVP for a non-isothermal situation reduces to a similar problem to that given
in (2.58-4.65), but with σc and A replaced by
σc  geCe : εe  BεpgeE0  BεpgpH0 and A  BαgeE0   gpBαH0   BαgpH0.
Different combinations of the functions ge and gp can be used in the governing
equations. The next sections present some alternatives for the generic function g.
2.5.2.2 Exponent degradation function
A first alternative is the exponent degradation function given by
g pΓϕq  p1 ϕqfbpε
p,αq, (2.63)
where fb pεp, αq is an expression depending on the material to be defined.
As a particular case, we can consider the function
fb pεp, αq  κ1α with κ1 P R .
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2.5.2.3 Cubic degradation function
Another possibility is the parametrized cubic degradation function proposed
by Borden et al. (2016):
g pϕq  fb
p1 ϕq3  p1 ϕq2  3p1 ϕq2  2p1 ϕq3, (2.64)
with the parameter fb P r0, 3s in order to obtain g P r0, 1s. Note that when this parameter
is constant, g has slope of fb at ϕ  0. Moreover, this function satisfies the condition
Bϕg p1q  0 for any fb (see discussion in Section 2.5.1). Figure 4 illustrates this function
for different values of fb. Note that, for fb  2 and fb  3, the resulting expressions
corresponds to the exponent function g  p1 ϕq2 and g  p1 ϕq3, respectively. This
function has a feature of avoiding a pronounced degradation for small values of ϕ.
Figure 4 – Cubic degradation function (2.64).
Source: Haveroth et al. (2020, pg.16).
This degradation function can be generalized assuming fb pεp, αq P r0, 3s as
g pΓϕq  fb pεp, αq
p1 ϕq3  p1 ϕq2  3p1 ϕq2  2p1 ϕq3. (2.65)
A simple possibility for (2.65) is to consider
fb pεp, αq  2 p3 κ2q
pi
arctan pκ1αq   κ2 with κ1 ¥ 0 and κ2 P r0, 3s. (2.66)
This choice allows that fb varies continuously from κ2 to 3 when α increases. Variations of
the parameters κ1 and κ2 are illustrated in Figure 5.
2.5.2.4 Combined degradation function
A new degradation function that has interesting features is proposed in this
section. It is called combined degradation function and is defined as
g pΓϕq  ωgHg pΓϕq   p1 ωgqFg pΓϕq , (2.67)
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Figure 5 – Behavior of fb defined in (2.66).
(a) Behavior for κ2  0. (b) Behavior for κ1  5.
Source: Haveroth et al. (2020, pg.18).
where Hg pΓϕq is the cubic degradation function (2.65), Fg pΓϕq is defined by
Fg pΓϕq 

1 ϕp82fbq3, (2.68)
with fb  fb pεp, αq P r0, 3s and ωg P r0, 1s a fixed value used to weight between Hg and Fg.
As before, a simple choice is to consider (2.66).
The function g in (2.67) is designed to share the properties gpϕ  0q  1,
gpϕ  1q  0, Bϕgpϕ  1q  0, Bϕg   0 and remaining close (almost asymptotically) to 1
for a large range of ϕ. This desired behavior can be obtained by adding the function Fg of
the form F˜g  r1 ϕns3 in (2.67). In particular, the exponent n  8 2fb is assumed an
empirically appropriate choice. It enables to vary from a large range of damage, without
significant degradation values (n  8, fb  0), to a reduced range (n  2, fb  3).
The behavior of the combined degradation function for different values of fb
and ωg  0.05 is illustrated in Figure 6. This parameter has the feature of curve translating,
making possible to delay the damage process until the failure.
The next section reviews some strategies in order to consider different effects
in the elastic energy under tractive and compressive states.
2.6 Degradation in tensile and compressive states
The same degradation function is assumed in (2.46) for both tensile and
compressive states. This may be unrealistic, since the damage can act in different ways in
these states. Some proposals based on the total or partial split of the virgin density of
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Figure 6 – Combined degradation function (2.67).
Source: Haveroth et al. (2020, pg.14).
elastic energy E0, into tractive E 0 and compressive E0 parts, can be used to minimize this
problem. Then, the elastic energy density of the material can be assumed as
ψe pε, εp,Γϕq  gp1qe pΓϕq E 0 pε, εpq   gp2qe pΓϕq E0 pε, εpq , (2.69)
where the degradation functions gp1qe and gp2qe imply in different damage effects under tensile
and compressive states. If we assume that compression does not contribute to damage, is
enough to adopt gp2qe  1.
2.6.1 Governing problem in Eulerian coordinates under the hypothesis of small
strains: specialized version for thermodynamically consistent inclusion
of the degradation functions in tensile and compressive states
In this section, the governing system of equations (2.37) and (2.40), and the
boundary and initial conditions (2.38-2.39) are particularized for the free-energy density
(2.45), with the elastic energy density given by (2.69), and the pseudo-potentials of
dissipation (2.49) and (2.52). Moreover, we consider a  0, r  0 and thermodynamically
consistent inclusion of the degradation functions in tensile and compressive states. The
associated IBVP for the non-isothermal situation consists in: Given the body force vector
field f and the material density ρ0, find on B0, at time t, the displacement u and velocity
v fields, the phase field ϕ, the absolute temperature θ, the plastic strain tensor εp and the
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accumulated plastic strain α satisfying the yield criterion, according to$''''''''''''''''''&''''''''''''''''''%
9u  v,
9v  1
ρ0
div pσq   f with σ  σc   σϕ   σd,
9ϕ  Gc
λ˜
∆ϕ 1
λ˜
 Bϕgp1qe E 0   Bϕgp2qe E0  1
λ˜
BϕgpH0  Gc
λ˜
ϕ,
9θ  1
cV
div pgθc˜θθ∇θq   b˜d
cV
|D|2   λ˜
cV
| 9ϕ|2   1
cV
σc : 9εp  1
cV
A 9α,
Φ 
a
3J2 pdevpσcqq A,
Φ ¤ 0, 9β ¥ 0, 9βΦ  0,
9εp  9β
c
3
2
devpσcq
}devpσcq} , 9α 
9β.
(2.70)
with σc, σϕ, σd and A given, respectively, by
σc  gp1qe BεeE 0   gp2qe BεeE0  Bεpgp1qe E 0  Bεpgp2qe E0  BεpgpH0, (2.71)
σϕ  Gc∇ϕb∇ϕ, (2.72)
σd  b˜dD, (2.73)
A  Bαgp1qe E 0   Bαgp2qe E0   gpBαH0   BαgpH0, (2.74)
and complemented with the boundary and initial conditions given, respectively, by
$''''&''''%
u  0 on BBD00
u  u¯ on BBDu0
σn  t on BBNσ0
∇ϕ  n  th on BBNh0
and
$'''''''''&'''''''''%
v  vppq in B0 at t  0
9v  9vppq in B0 at t  0
ϕ  ϕppq in B0 at t  0
θ  θppq in B0 at t  0
εp  εpppq in B0 at t  0
α  αppq in B0 at t  0
. (2.75-2.76)
Herein, u  0 and u  u¯  0 are the prescribed displacements on the Dirichlet boundaries,
and t and th0 are, respectively, the macro and micro-traction prescribed on the Neumann
boundaries.
The next section presents a brief review of the decompositions used to evaluate
the terms E0 and BεeE0 .
2.6.2 Spectral decomposition
Based on the spectral decomposition of the elastic strain tensor εe, the virgin
elastic energy E0 can be partially decomposed in positive and negative parts as
E0 pε, εpq 
1
2 ε
e, : Ce : εe, with εe,  xεejy nj b nj, (2.77-2.78)
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where εej and nj (j  1, 2, 3) are, respectively, the principal strains (eigenvalues) and
their associated principal strain directions (eigenvectors) of εe. The MacAulay bracket
xy : RÑ R are defined as xξy  pξ|ξ|q2 .
Conceptually, this is a simple split of the elastic energy. However, it is important
to note that this decomposition is incomplete, that is, E0  E 0   E0 . Furthermore, the
derivatives BεeE0 are very expensive to evaluate. In fact, they are given by
BεeE0  Ce : εe, : D with Dijkl 
Bεe,ij
Bεekl
, (2.79-2.80)
where D is a fourth-order tensor. Although possible, many authors avoid its evaluation
(see Remark 7).
An alternative energy split that allows to easily get the derivatives BεeE0 is
presented in the sequence.
Remark 7. The elastic energy derivative presented in (2.79) differs of the one described
by Duda et al. (2015, pg.277), where the fourth-order derivative tensors D is assumed an
identity tensor. It leads to an equivocate derivative value. Both Miehe, Welschinger and
Hofacker (2010, pg.1286) and Miehe, Hofacker and Welschinger (2010, pg.2768) avoid
the calculation of D by defining the elastic energy density (2.77) directly in terms of the
principal strains.
2.6.3 Isochoric and volumetric split
Another possibility for decomposition of the elastic energy density E0 is related
to the split of elastic strain tensor into a purely volumetric and deviatoric (volume-
preserving) contributions as
E 0 pε, εpq 
1
2Kxtrpε
eqy2   Gdevpεeq : devpεeq and E0 pε, εpq 
1
2Kxtrpε
eqy2,
where K and G are the bulk and shear modulus, respectively. In constrast to the case of
the previous section, this decomposition is complete, that is, E0  E 0   E0 . Moreover, this
decomposition acts only on the volume variation, not allowing to identify the positive or
negative deformation directions.
The derivatives BεeE0 are easily evaluated for this specific choice of elastic
energy decomposition. By using the MacAulay bracket definition and the chain rule, we
obtain
BεeE 0  Kxtrpεeqy I   2Gdevpεeq and BεeE0  KxtrpεeqyI.
This proposal was initially used in the context of the damage phase field by
Amor, Marigo and Maurini (2009), followed by several other authors (AMBATI; KRUSE;
LORENZIS, 2016; BORDEN et al., 2016).
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2.7 Comparison with other models
This section aims to show that the developed model is more general when
compared with other models of the literature, that is, under simplifying hyphoteses, this
framework is able to recover such models.
The model developed in Boldrini et al. (2016) can be recovered by this one,
just by disregarding all plastic equations. Numerically, it is sufficient to assume a very
large and finite yield stress σy value. We emphasize that Boldrini et al. (2016, pg.404)
already performed a similar comparison to the models described by Miehe, Welschinger
and Hofacker (2010), and Miehe, Hofacker and Welschinger (2010) for the linear elastic
regime. Consequently, the present model is also able to recover these models.
Let us consider the system of equations (2.70). As additional hypotheses, assume
a rate-independent response of the damage phase field and a quasi-static situation for the
remaining rates, that is, λ˜ and the time derivatives of u, v and θ are null. Moreover, we
also disregard the non-isothermal effects and assume the plastic energy function given in
(2.43) with gp  gp2qe  1. From these considerations, a similar model of Ambati, Gerasimov
and Lorenzis (2015a, pg.1023) and Ambati, Kruse and Lorenzis (2016, pg.361) is recovered.
After some manipulations, the governing equations are given by$'''''''''''''&'''''''''''''%
div pσcq  Gc div p∇ϕb∇ϕq   ρf  0,
∆ϕ 1
gc
Bϕgp1qe E 0 
1

ϕ  0,
Φ 
a
3J2 pdevpσcqq A with A  σy   hα,
Φ ¤ 0, 9β ¥ 0, 9βΦ  0,
9εp  9β
c
3
2
devpσcq
}devpσcq} , 9α 
9β,
σc  gp1qe BεeE 0   BεeE0 .
(2.81)
When compared with Ambati, Gerasimov and Lorenzis (2015a), we observe that there
is an additional dyadic term in the equilibrium equation. This is due to the fact that
the small strain hypothesis does not guarantee that the gradient of the damage is also
small. Regarding the plasticity, we note that due to the dependence of α, introduced by an
external calibrating field (see Section 2.5.1), there is no additional terms in the hardening
force A.
By assuming similar hypotheses, a closer model to that developed by Duda et
al. (2015) is also recovered. In this simplification, we observe that the degradation function
depends only on the damage phase field variables and, consequently, there is no additional
terms in the hardening force A. As before, the dyadic term in the motion equation is not
considered.
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The next section describes the solution scheme used to solve the system of
equations resulting from this model.
2.8 Solution scheme for the first model
This section presents the solution scheme used to solve the IBVP given in
Section 2.6.1. For the sake of simplicity of the solution, rather than solve the equations
in the system (2.70) simultaneously, we adopt a sequential strategy. In this framework,
the equations of motion, damage and temperature are approximated by appropriate
discretizations and solved in a singly and sequential way for each time step.
To describe this scheme, consider the time interval solution r0, T s in discretized
time steps tn with a time increment of ∆t  tn 1  tn for n  0, 1, 2, . . . . Hereafter, we
denote the variables pq evaluated at time tn 1 by pqn 1. As summarized in Algorithm 1,
the equations are then solved sequentially for each time tn 1 in the following form:
• Motion equation: Given the displacement un, velocity vn and acceleration 9vn
vector fields, the elastic strain tensor εen, the accumulated plastic strain αn, the
damage ϕn and the temperature θn, find the displacement un 1, velocity vn 1 and
acceleration 9vn 1 vector fields, the Cauchy stress tensor σn 1, the elastic strain tensor
εen 1 and the accumulated plastic strain αn 1 on B0, with appropriate boundary and
initial conditions. For the evaluation of the Cauchy stress tensor σn 1, the elastic
strain tensor εen 1 and the accumulated plastic strain αn 1 we need to solve the IVP
described in (2.55-2.57) using the RMA described in Appendix I.1;
• Damage equation: Given the displacement un 1, velocity vn 1 and acceleration
9vn 1 vector fields, the elastic strain tensor εen 1, the accumulated plastic strain αn 1,
the damage state of the material ϕn and the temperature θn, find the damage ϕn 1
on B0, with appropriate boundary and initial conditions;
• Temperature equation: Given the displacement un 1, velocity vn 1 and accelera-
tion 9vn 1 vector fields, the Cauchy stress tensor σn 1, the elastic strain tensor εen 1,
the accumulated plastic strain αn 1, the damage state of the material ϕn 1 and the
temperature θn, find the temperature θn 1 on B0, with appropriate boundary and
initial conditions.
There are several possibilities for the discretization of the previous equations.
In this study, we adopt the finite element method (FEM) for the bi-dimensional3 spatial
3 Although the model is generalized for three-dimensional space, we will restrict and solve it in a
bi-dimensional state.
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discretization for plane strain state and appropriated time integration methods. The next
sections details this subject.
Algorithm 1 Phase field sequential solution scheme for the first model.
Step 0: Set phase field and material parameters;
Step 1: Set initial conditions ρ0  ρppq, v0  vppq, 9v0  9vppq, ϕ0  ϕppq, θ0  θppq,
εp0  ε
pppq and α0  αppq. In particular, along this study we adopt, unless stated otherwise,
v0  9v0  ε
p
0  0 and ϕ0  α0  0.
Step 2: Given un, vn, 9vn, εen, αn, ϕn and θn, compute un 1, vn 1, 9vn 1, σn 1, εen 1 and
αn 1 by solving the nonlinear motion equation (2.70)(i-ii) and the IVP (2.55-2.57) which is
composed by the set of equations (2.70)(v-vii). Additionally, we consider the boundary and
initial conditions (2.75)(i-iii) and (2.76)(i-ii,v-vi).
Step 3: Given un 1, vn 1, 9vn 1, εen 1, αn 1, ϕn and θn, compute ϕn 1 by solving the nonlinear
damage equation (2.70)(iii). Moreover, we consider the boundary and initial conditions (3.63)(iv)
and (2.76)(iii).
Step 4: Given un 1, vn 1, 9vn 1, σn 1, εen 1, αn 1, ϕn 1 and θn, compute θn 1 by solving
the nonlinear temperature equation (2.70)(iv). Additionally, we consider the initial boundary
condition (2.76)(iv).
Step 5: Increment time step n  n  1.
Step 6: Check if tn 1 ¡ T . If true, stop; otherwise return to Step 2.
Source: Author’s production.
2.8.1 Numerical approximation for the first model
In this study, each equation described previously (motion, damage and temper-
ature) is solved adopting the most appropriated time integration method together with the
classical Newton-Raphson method (NRM) (LEVEQUE, 2007, pg.38). Here, this procedure
is called the semi-explicit-implicit time integration scheme (SEITIS) since the sequential
nature of the Algorithm 1 prevents the use of full implicit methods. The methods used in
the SEITIS for the motion, damage and temperature equations are the Newmark method
(NEWMARK, 1952), trapezoidal method (TrM) and the backward Euler method (BEM),
respectively. Section 2.8.2 presents some features of the SEITIS.
The FEM is used for the bi-dimensional spatial discretization by considering
the plane strain state (see about FEM in Hughes (2012)). We adopt triangular elements of
the nodal Lagrange family, as illustrated in Figure 7 (BITTENCOURT, 2014). To define
the spatial discretization, let us consider a finite element mesh such that
Bt  B0 
nel
A
k1
Bk0 , (2.82)
where Bk0 is the domain of the k-th finite element at time t  0, nel is the number of
elements and A represents the assembling procedure. Note that Bt  B0 stems from the
hypothesis of small strains. The approximations of the vector w (u, v, 9v and f) and
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Figure 7 – Triangular finite elements of the nodal Lagrange family. The circles represent
the nodes of the (a) linear, (b) quadratic and (c) cubic triangular elements.
(a) Linear. (b) Quadratic. (c) Cubic.
Source: Bittencourt (2014, pg.527).
scalar w (ϕ and θ) fields in each k-th element are written as linear combination of ηb local
nodal basis function Nj (Lagrange polynomial) as
wk Nwˆk and wk  N¯ wˆk, (2.83-2.84)
where the hat symbol pˆq represents the nodal values of the field pq and the matrices N
and N¯ are defined, respectively, by
N 

N1 0 N2 0    Nηb 0
0 N1 0 N2    0 Nηb
ff
and N¯ 

N1 N2    Nηb

.
Hereafter, the symbol tpqu means that the tensor pq is represented using Voigt notation.
The interpolation of the gradients of w and w are given in terms of linear combinations of
the shape function global derivatives as ∇swk(  Bwˆk and ∇wk  B¯wˆk, (2.87-2.88)
where B and B¯ are given, respectively, by
B 
N1,x 0 N2,x 0    Nηb,x 00 N1,y 0 N2,y    0 Nηb,y
N1,y N1,x N2,y N2,x    Nηb,y Nηb,x
fiffifl and B¯  N1,x N2,x    Nηb,x
N1,y N2,y    Nηb,y
ff
.
In particular, the strain stress tensor ε and the rate of strain tensor field D are evaluated
according to (2.87) as
tεu  Buˆk and tDu  Bvˆk. (2.91-2.92)
The global operators (over all domain B0) are identified by dropping out the
subscript k. They are obtained by applying the assembling procedure (2.82) for all element
contributions.
The next sections presents the discretization of each equation of the resulting
system, namely motion, damage and temperature equations.
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2.8.1.1 Motion equation
The motion equation, obtained by combining the first two equations in the
system (2.70) with the Cauchy stress tensor (2.71-2.73), is solved adopting the Newmark
method and the NRM. For the Newmark method, the velocity and acceleration fields are
approximated using the updated values of the displacement un 1 according to
vn 1  χ4 pun 1  unq   χ5vn   χ6 9vn (2.93)
9vn 1  χ1 pun 1  unq  χ2vn  χ3 9vn, (2.94)
where χ1, . . . , χ6 are given in terms of the Newmark coefficients γN and βN by
χ1  1
βN∆t2
, χ2  1
βN∆t
, χ3  12βN  1,
χ4  γN
βN∆t
, χ5  1 γN
βN
, χ6 

1 γN2βN


∆t,
that are assumed γN  12 and βN  14 .
The time discretization for the motion equation is obtained by replacing the
approximations (2.93-2.94), resulting in
0  ρ0 9vn 1  div pσn 1q  ρ0fn 1
 ρ0 rχ1 pun 1  unq  χ2vn  χ3 9vns  div pσc,n 1q   Gc div p∇ϕn 1 b∇ϕn 1q
b˜ddiv pχ4 p∇sun 1 ∇sunq   χ5∇svn   χ6∇s 9vnq  ρ0fn 1. (2.95)
Using the SEITIS, we assume that (2.95) is approximated using the damage phase field
variable ϕ fixed at time step n. Then, the previous time discretization becomes
0  ρ0 rχ1 pun 1  unq  χ2vn  χ3 9vns  div pσc,n 1q   Gc div p∇ϕn b∇ϕnq
b˜ddiv pχ4 p∇sun 1 ∇sunq   χ5∇svn   χ6∇s 9vnq  ρ0fn 1.
The weak form is derived by multiplying the previous equation by a suitable test function
ωm, integrate over the domain of the body B0 and using the Green’s formula to obtain
0 
»
B0
ρ0 rχ1 pun 1  unq  χ2vn  χ3 9vns  ωm dV0  
»
B0
σc,n 1 : ∇ωm dV0
 
»
B0
b˜d rχ4 p∇sun 1 ∇sunq   χ5∇svn   χ6∇s 9vns : ∇ωm dV0

»
B0
Gc p∇ϕn b∇ϕnq : ∇ωm dV0 
»
B0
ρ0fn 1  ωm dV0

»
BB0
pσ  nq  ωm dS0looooooooooooomooooooooooooon
B.T .
, (2.96)
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where B.T . are the boundary conditions, depending on the given stresses or displacements.
The spatial approximation for each k-th element is obtained by replacing
(2.83-2.92) in (2.96), allowing to define the local residue of the motion equation as
rkm 
»
Bk0
ρ0N
TN dV k0

χ1
 
uˆkn 1  uˆkn
 χ2vˆkn  χ3 9vˆkn  »
Bk0
BT
 
σkc,n 1
(
dV k0
 
»
Bk0
b˜dB
TB dV k0

χ4
 
uˆkn 1  uˆkn
  χ5vˆkn   χ6 9vˆkn

»
Bk0
GcB
T
 
B¯ϕˆkn b B¯ϕˆkn
(
dV k0

»
Bk0
ρ0N
TN dV k0 fˆ
k
n 1  B.T .k. (2.97)
Herein, σkc,n 1 is the classical Cauchy stress tensor obtained by using the return mapping
algorithm (see Algorithm 3 described in the Appendix I.1). By using Einstein’s index
notation, these terms are
 
σkc,n 1
( 
σ
k
c,11,n 1
σkc,22,n 1
σkc,12,n 1
fiffifl and  B¯ϕˆkn b B¯ϕˆkn( 
Ni,xϕˆ
k
i,nNj,xϕˆ
k
j,n
Ni,yϕˆ
k
i,nNj,yϕˆ
k
j,n
2Ni,xϕˆki,nNj,yϕˆkj,n
fiffifl .
The Jacobian matrix is obtained by the residual derivative respective to the
displacement increment δuˆn 1  uˆi 1n 1  uˆin 1. From (2.97), the local Jacobian matrix is
given by
Jkm  χ1
»
Bk0
ρ0N
TN dV k0   χ4
»
Bk0
b˜dB
TB dV k0  
»
Bk0
BTCepn 1B dV
k
0 , (2.98)
where Cepn 1 refers to the consistent elasto-plastic tangent modulus. This term appears in
the following derivation:
B
Bδuˆkn 1
»
Bk0
BT
 
σkc,n 1
(
dV k0 
»
Bk0
BT
B σkc,n 1(
Btεe,k,trialn 1 u
Btεe,k,trialn 1 u
Bδuˆkn 1
dV k0

»
Bk0
BTCepn 1
Btεe,k,trialn 1 u
Bδuˆkn 1
dV k0

»
Bk0
BTCepn 1
B
Bδuˆkn 1
  
δεkn 1
(   εe,kn ( dV k0

»
Bk0
BTCepn 1
B
Bδuˆkn 1
 
Bδuˆkn 1  Buˆkn

dV k0

»
Bk0
BTCepn 1B dV
k
0 ,
where the superscript pqtrial arises when solving the IVP (2.55-2.55). Appendix I.1 details
this aspect. Along this study, the consistent elasto-plastic tangent modulus Cepn 1 is
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evaluated numerically by using complex derivative (see Haveroth, Stahlschmidt and
Muñoz-Rojas (2015)), with its pq-th component obtained by
pCepn 1qpq 
1
δc
Im
"
σkc,n 1
!
εe,k,trialn 1
)
q
  iδc

*
p
ff
for p, q  1, 2, 3,
where δc is a tiny perturbation (10300) and i2  1. This approximation is very accurate,
since very small perturbations are used without underflow errors due to the absence of
subtraction in the numerator (compared to classical real finite differences).
After computed the displacement field, the acceleration and velocity fields are
updated by using the relations (2.93-2.94) at time tn 1. Velocity and acceleration at the
prescribed boundary must be imposed as an additional update step when we use the
imposition of prescribed displacements.
2.8.1.2 Damage equation
We observe that from (2.50) and (2.70)(iii), the damage equation can be
conveniently rewritten as
9ϕ  div

Gc
λ˜
∇ϕ


 Gc
λ¯
∇ϕ ∇ϕ 1
λ˜
 Bϕgp1qe E 0   Bϕgp2qe E0  1
λ˜
BϕgpH0  Gc
λ˜
ϕ. (2.99)
where
1
λ¯
 c˜ςp1  δ  ϕqς 1 .
This equation is solved by using the TrM for time integration combined with the NRM.
Application of the TrM in (2.99) implies in
0  ϕn 1  ϕn  div

∆tGc
2λ˜n 1
∇ϕn 1


  ∆tGc
2λ¯n 1
∇ϕn 1 ∇ϕn 1
  ∆t
2λ˜n 1

Bϕgp1qe,n 1E 0,n 1   Bϕgp2qe,n 1E0,n 1Bϕgp,n 1H0,n 1
	
  ∆tGc
2λ˜n 1
ϕn 1  div

∆tGc
2λ˜n
∇ϕn


  ∆tGc
2λ¯n
∇ϕn ∇ϕn
  ∆t
2λ˜n
 Bϕgp1qe,nE 0,n   Bϕgp2qe,nE0,n   Bϕgp,nH0,n  ∆tGc2λ˜n ϕn. (2.100)
We demand that λ˜ and λ¯ be evaluated at time step n, reducing the oscillations in the NRM.
Furthermore, in order to transform the Jacobian in a symmetric matrix, we assume that the
fourth term is also evaluated at the previous time step. By adopting these considerations,
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(2.100) resumes to
0  ϕn 1  ϕn  div

∆tGc
2λ˜n
p∇ϕn 1  ∇ϕnq


  ∆tGc
λ¯n
∇ϕn ∇ϕn
  ∆t
2λ˜n

Bϕgp1qe,n 1E 0,n 1   Bϕgp2qe,n 1E0,n 1   Bϕgp,n 1H0,n 1
	
  ∆t
2λ˜n
 Bϕgp1qe,nE 0,n   Bϕgp2qe,nE0,n   Bϕgp,nH0,n  ∆tGc2λ˜n pϕn 1   ϕnq .
The weak form is obtained by multiplying the previous equation by a suitable test function
ωd, integrate over the domain of the body B0 and using the Green’s formula result in
0 
»
B0
pϕn 1  ϕnqωd dV0 
»
B0
∆tGc
2λ˜n
p∇ϕn 1  ∇ϕnq ∇ωd dV0
 
»
B0
∆tGc
λ¯n
∇ϕn ∇ϕnωd dV0  
»
B0
∆tGc
2λ˜n
pϕn 1   ϕnqωd dV0
 
»
B0
∆t
2λ˜n

Bϕgp1qe,n 1E 0,n 1   Bϕgp2qe,n 1E0,n 1   Bϕgp,n 1H0,n 1
	
ωd dV0
 
»
B0
∆t
2λ˜n
 Bϕgp1qe,nE 0,n   Bϕgp2qe,nE0,n   Bϕgp,nH0,nωd dV0, (2.101)
where we have assumed the Neumann condition ∇ϕ  n  0 on the boundary BB0. This
means that there is no damage flow crossing the body’s boundary.
Replacing (2.83-2.92) in (2.101) enables to define the residue of the damage
equation for each k-th element as
rkd 
»
Bk0
N¯TΨkd dV0  
»
Bk0
∆tGc
2λ˜n
B¯T
 
B¯ϕˆkn 1   B¯ϕˆkn

dV0, (2.102)
where
Ψkd  N¯
 
ϕˆkn 1  ϕˆkn
  ∆tGc
λ¯n
 
B¯ϕˆkn
T  
B¯ϕˆkn
  ∆tGc
2λ˜n
N¯
 
ϕˆkn 1   ϕˆkn

  ∆t
2λ˜n

Bϕgp1qe,n 1E 0,n 1   Bϕgp2qe,n 1E0,n 1   Bϕgp,n 1H0,n 1
 Bϕgp1qe,nE 0,n   Bϕgp2qe,nE0,n   Bϕgp,nH0,n

.
The Jacobian matrix is obtained by deriving the residue with respect to the
damage increment δϕˆn 1  ϕˆi 1n 1  ϕˆin 1. From (2.102), this matrix is given by
Jkd 
»
Bk0
N¯TN¯dΨkd dV0  
»
Bk0
∆tGc
2λ˜n
B¯T B¯ dV0, (2.103)
with
dΨkd 

1  ∆tGc
2λ˜n


  ∆t
2λ˜n

Bϕϕgp1qe,n 1E 0,n 1   Bϕϕgp2qe,n 1E0,n 1   Bϕϕgp,n 1H0,n 1
	
.
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Remark 5 discusses that the irreversibility of the damage is not ensured. To
prevent the healing of cracks, we can adapt this model numerically by introducing in
(2.102) the following term:
pkd 
»
Bk0
N¯T
P
2 max
 
0, N¯
 
ϕˆkn  ϕˆkn 1
(2
dV k0 ,
where P is a penalty parameter assumed sufficiently large. Alternatively, we can use a
similar strategy as proposed by Kuhn and Müeller (2008), which consists in taking ϕˆn 1
as ϕˆn in the nodes when verified 9ϕ   0. This study adopts the latest propose.
2.8.1.3 Temperature equation
Applying the BEM to (2.70)(iv), we obtain
0  cV pθn 1  θnq  div p∆tgθ,n 1c˜θθn 1∇θn 1q ∆tb˜d∇svn 1 : ∇svn 1
∆tλ˜n 1p 9ϕn 1q2 ∆tσc,n 1 : 9εpn 1  ∆tAn 1 9αn 1.
The previous rates are approximated using the first order finite difference formulas
9ϕn 1  ϕn 1  ϕn∆t , 9αn 1 
αn 1  αn
∆t , and 9ε
p
n 1 
pαn 1  αnq
∆t
c
3
2
devpσc,n 1q
}devpσc,n 1q} ,
Moreover, to avoid a non-symmetric Jacobian matrix, we modify conveniently the argu-
ments of the divergence term obtaining
0  cV pθn 1  θnq  div p∆tgθ,n 1c˜θθn∇θn 1q ∆tb˜d∇svn 1 : ∇svn 1
 λ˜n 1∆t pϕn 1  ϕnq
2 
c
3
2
pαn 1  αnq
}devpσc,n 1q}σc,n 1 : devpσc,n 1q
 An 1pαn 1  αnq. (2.104)
The weak form of (2.105) is derived by multiplying the previous equation by
a suitable test function ωθ, integrating over the domain of the body and employing the
Green’s formula as
0 
»
B0
cV pθn 1  θnqωθ dV0  
»
B0
∆tgθ,n 1c˜θθn∇θn 1 ∇ωθ dV0

»
B0
∆tb˜d∇svn 1 : ∇svn 1ωθ dV0 
»
B0
λ˜n 1
∆t pϕn 1  ϕnq
2ωθ dV0

»
B0
c
3
2
pαn 1  αnq
}devpσc,n 1q}σc,n 1 : devpσc,n 1q dV0
 
»
B0
An 1pαn 1  αnqωθ dV0. (2.105)
We assume that there is not heat exchange for the environment, then, the Neumann
condition ∇θ  n  0 on the boundary BB0 is adopted.
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The residue of the temperature equation for each k-th element is obtained by
applying the spatial approximations (2.83-2.92) in the weak form (2.105) as
rkθ 
»
Bk0
N¯TΨkθ dV0  
»
Bk0
∆tgθ,n 1c˜θ

N¯ θˆkn
	
B¯T B¯θˆkn 1 dV0, (2.106)
where
Ψkθ  cV N¯

θˆkn 1  θˆkn
	
∆tb˜d
 
B¯vˆkn 1
Tdiag  1, 1, 12  B¯vˆkn 1
 λ˜n 1∆t
 
N¯ ϕˆkn 1  N¯ ϕˆkn
2  An 1 pαn 1  αnq

c
3
2
pαn 1  αnq
}dev σkc,n 1}tσkc,n 1uTdiag p1, 1, 2, 1q tdev σkc,n 1u.
The Jacobian matrix is evaluated by performing the residue derivative with
respect to the temperature increment δθˆn 1  θˆi 1n 1  θˆin 1. From (2.106), it is given by
Jkθ 
»
Bk0
cV N¯
TN¯ dV0  
»
Bk0
∆tgθ,n 1c˜θ

N¯ θˆkn
	
B¯T B¯ dV0, (2.107)
2.8.2 Concerning SEITIS and the numerical implementation
The SEITIS is computationally more attractive when compared with the
full linearized system. In fact, when assuming appropriated hypotheses, the Jacobian
matrices resulting of the linearization processes by the SEITIS are symmetric, while the
Jacobian matrix resulting of the full linearized system is non-symmetric and ill-conditioned.
Moreover, the comparison performed in Haveroth et al. (2018) shows that the SEITIS
presents a computational cost of approximately 850% smaller than the full linearized
scheme. The later presents a Jacobian matrix conditioning number of order K2  1017.
When compared with the full strategy, the SEITIS presented errors below 2.0% assuming
a time increment of ∆t  103 for both displacement and damage fields. Furthermore,
the SEITIS presented super-linear convergence rates by reducing the time increment,
in contrast with the quadratic rate provided by the full scheme. The same super-linear
convergence rate is observed for both displacement and damage fields when dealing with
the mesh refinement (CHIARELLI et al., 2017). It means that both computational and
storage costs can be reduced maintaining an acceptable error level. Alternatively to the
SEITIS, some authors adopt the called staggered algorithm, where an external loop is
added to the SEITIS to control the fully system error at each the time step (MIEHE;
HOFACKER; WELSCHINGER, 2010; AMBATI; LORENZIS, 2016).
The numerical implementation of the phase field solver was performed in the
phpq2FEM (C++) code4, whose architecture enables flexibility and generalization in the
implementation of the high order finite element method. The performance of the developed
solver is improved by introducing the OpenMP parallelism tool.
4 This program is available for free download in http://www.fem.unicamp.br/hp2fem/index.html.
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3 Second model: a finite strain extension of
the first model
This chapter presents a thermodynamically consistent extension of the first
model, described in Chapter 2, to the finite strain regime. The present model is also
written in Eulerian coordinates and the employed methodology is similar to that presented
before. Consequently, many steps and arguments will be recapitulated, or even omitted,
through this development.
3.1 Initial assumptions and suitability of notation
The main assumption in this finite strain framework is the multiplicative
decomposition of the deformation gradient tensor F as
F  F eF p, (3.1)
where F e and F p are, respectively, the elastic and plastic deformation gradient tensors. The
multiplicative decomposition of F considers the existence of an unstressed intermediate
configuration defined by the tensor F p (SIMO, 1988). The polar decomposition of the
previous deformation gradient tensors are
F e  ReU e  V eRe and F p  RpU p  V pRp,
where Re pRpq, U e pU pq and V e pV pq are, respectively, the elastic (plastic) rotation
tensor, elastic (plastic) right stretch tensor and elastic (plastic) left stretch tensor. Based
on the multiplicative decomposition of F , the spatial velocity gradient L, defined by
L  ∇v  9FF1,
can be written in the following additive split:
L 

9F eF p   F e 9F p
	
F p1F e1
 Le   F eLpF e1, (3.2)
where the elastic and plastic velocity gradients are defined, respectively, by
Le  9F eF e1 and Lp  9F pF p1. (3.3-3.4)
Note that, once L is a spatial quantity, the right hand side terms in (3.2) must be also
spatial quantities. In particular, Lp is a quantity of the intermediate configuration and
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F eLpF e1 is the mapping to the spatial configuration. Moreover, we define the rate of
plastic deformation and spin tensors as
Dp  sym pLpq and W p  skew pLpq .
For this plasticity model, in particular, the elastic rotation of Dp, defined by
D˜p  ReDpReT , (3.7)
is used in the definition of the plastic flow rule. This tensor represents the rate of plas-
tic deformation rotated, by an elastic rotation, in the spatial configuration. For future
references, it will be called the spatially rotated rate of plastic deformation.
Along this chapter we adopt the Eulerian logarithmic elastic strain tensor as
the elastic strain measure. This tensor is defined, in analogy to (1.23), by
εe  12 ln pB
eq , (3.8)
where Be  F eF eT is the elastic left Cauchy-Green strain tensor.
Similarly to Section 1.2, we consider by F¯ e the isochoric component of the
elastic deformation gradient tensor, that is,
F¯ e  Je 13F e where Je  det pF eq . (3.9-3.10)
This enable us to define an alternative strain measure used in this chapter. In correspon-
dence with the Section 1.4, the isochoric component of the elastic left Cauchy-Green strain
tensor is given by
B¯e  F¯ eF¯ eT  Je 23Be. (3.11)
3.2 General constitutive relations
In this section, we obtain thermodynamically consistent constitutive relations.
They are responsible to relate the variables present on the set of basic governing equations
summarized in Section 1.5.1.5. We consider that these constitutive relations are written in
terms of a specific Helmholtz free-energy potential
ψ  e θη,
where
ψ  ψ pΓq with Γ  pρ, θ, ϕ,∇ρ,∇θ,∇ϕ, εe,αq . (3.12)
Note that, in contrast to the previous small strain theory, this specific free-energy is written
initially in terms of the elastic strain tensor εe due to the known expression (3.8).
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The entropy inequality can be expressed in terms of the specific Helmholtz
free-energy and the balance of energy by
0 ¤ ρ

9ψ   η 9θ
	
  σ : D   b 9ϕ  h ∇ 9ϕ 1
θ
q ∇θ. (3.13)
As in the previous chapter, σ, b, h and q are decomposed in their reversible and irreversible
parts indicated, respectively, by pqprq and pqpirq. Therefore, it is assumed that
σ  σprq   σpirq, b  bprq   bpirq, h  hprq   hpirq and q  qprq   qpirq, (3.14-3.17)
where σprq and σpirq are symmetric tensors.
Equations (3.14-3.17) must be found such that the entropy condition (3.13) is
satisfied for any admissible process. This can be done applying the chain rule for ψ, using
the material derivative and replacing the relation (see Appendix F)
Bεeψ : 9εe  Bεeψ :
 
D  D˜p , (3.18)
in the inequality (3.13), obtaining the expression
0 ¤ ρ pη   Bθψq 9θ  
 
bprq  ρBϕψ

9ϕ  ρ2B∇ρψ ∇ pdiv pvqq  ρB∇θψ  9∇θ
  σprq  ρBεeψ   ρ2BρψI  ∇ϕb hprq : ∇v  1
θ
qprq ∇θ
  ρB∇ϕψ  hprq  9∇ϕ  ρB∇ρψ  div pvq I   p∇vqT	∇ρ
 bpirq 9ϕ  σpirq : D   ρBεeψ : D˜p  ρBαψ  9α 1
θ
qpirq ∇θ
 hpirq 

p∇vqT∇ϕ  9∇ϕ
	
. (3.19)
The superscript s, related to the symmetric part of the velocity gradient, was omitted
once Bεeψ and σprq are symmetric tensors. Note that, comparing with the previous model,
there are no terms related with powers of ∇u and ∇v to be disregard in the inequality
(3.19) (see (2.9)).
The reversible terms of (3.19) are chosen not to produce entropy increasing for
any admissible process, that is,
0  ρ pη   Bθψq 9θ  
 
bprq  ρBϕψ

9ϕ  ρ2B∇ρψ ∇ pdiv pvqq  ρB∇θψ  9∇θ
  σprq  ρBεeψ   ρ2BρψI  ∇ϕb hprq : ∇v  1
θ
qprq ∇θ
  ρB∇ϕψ  hprq  9∇ϕ  ρB∇ρψ  div pvq I   p∇vqT	∇ρ. (3.20)
This equality can be ensured taking each additive term as zero. Once the quantities 9θ, 9ϕ,
∇ pdiv pvqq, 9∇θ, ∇v, ∇θ and 9∇ϕ can be given arbitrary values, their respective coefficients
must be zero. Then, in order to satisfy (3.20), we must take
B∇θψ  0 and B∇ρψ  0. (3.21-3.22)
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Moreover, the specific entropy density is expressed by
η  Bθψ,
and the reversible parts of σ, b, h and q are given, respectively, by
σprq  ρBεeψ  ρ2BρψI ∇ϕb hprq, (3.23)
bprq  ρBϕψ,
hprq  ρB∇ϕψ, (3.24)
qprq  0.
From (3.23) and (3.24), and using the symmetry of σprq, Bεeψ and BρψI, we obtain
σprq  ρBεeψ  ρ2BρψI  ρ sym p∇ϕb B∇ϕψq ,
with addition of the constraint
skew p∇ϕb B∇ϕψq  0.
According to (3.21-3.22), the arguments of ψ may be simplified to
ψ  ψ  Γ˜ with Γ˜  pρ, θ, ϕ,∇ϕ, εe,αq . (3.25)
The irreversible terms of (3.19) results in the following inequality:
0 ¤ bpirq 9ϕ  σpirq : D   ρBεeψ : D˜p  ρBαψ  9α 1
θ
qpirq ∇θ   hpirq 

p∇vqT∇ϕ  9∇ϕ
	
.
We consider that the flux of energy h is purely reversible, that is, hpirq  0, resulting in
h  hprq  ρB∇ϕψ. (3.26)
Then, the previous inequality can be rewritten as
0 ¤ bpirq 9ϕ  σpirq : D   ρBεeψ : D˜p  ρBαψ  9α 1
θ
qpirq ∇θ,
whose positiveness is imposed by requiring the positiveness of non-plastic and plastic
processes
0 ¤ bpirq 9ϕ  σpirq : D  1
θ
qpirq ∇θ, (3.27)
0 ¤ ρBεeψ : D˜p  ρBαψ  9α. (3.28)
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3.2.1 Non-plastic pseudo-potential of dissipation
In order to satisfy inequality (3.27) we adopt the non-plastic pseudo-potential
of dissipation ψnd similar to that described in Section 2.2.1. The resulting expressions for b,
σ and q are given, respectively, by
b  ρBϕψ   B 9ϕψnd , (3.29)
σ  ρBεeψ  ρ2BρψI  ρ sym p∇ϕb B∇ϕψq   BDψnd , (3.30)
q  θB∇θψnd . (3.31)
3.2.2 Plastic dissipation: plastic flow rule and hardening law
The evolution of the plastic deformation gradient tensor F p, that is, the plastic
flow, is defined by setting the following differential constitutive relation
D˜p  9βG1, (3.32)
Moreover, the general evolution equation for the internal variables set α must satisfy the
differential constitutive relation
9α  9βG2. (3.33)
We recall that 9β ¥ 0 is the plastic multiplier. Suitable expressions for G1 and G2 are
obtained from thermodynamical consistency.
Consider the plastic dissipation inequality (3.28). By using the constitutive
relations previously postulated in (3.32-3.33), we obtain
0 ¤ τc : G1 A G2. (3.34)
where
τc  ρ0Bεeψ and A  ρ0Bαψ, (3.35-3.36)
are, respectively, the thermodynamic force responsible for driving the plastic flow and the
hardening thermodynamic force. The tensor τc in (3.35) is the classical Kirchhoff stress
tensor. Herein, ρ0 is the reference density obtained by the alternative relation1 of the mass
conservation:
ρ0  Jρ with J  det pF q ¡ 0. (3.37-3.38)
To satisfy the inequality (3.34), we introduce the plastic pseudo-potential of
dissipation as
ψpd  ψpd
 
τc,A, Γ˜

,
1 The mass conservation expression (3.37) can be obtained by noting that J is the volume variation
between the initial and current configurations and the mass is the volume times density.
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where the flow vector and the generalized hardening modulus are given according to
G1  Bτcψpd, and G2  BAψpd.
From (3.32-3.33), the plastic flow and hardening law are given, respectively, by
D˜p  9βBτcψpd and 9α   9βBAψpd. (3.39-3.40)
Following Neto, Peric and Owen (2011, pg.584), we assume W p  02. Then, by using
(3.3-3.4) and (3.7), the plastic flow equation can be rewritten as
9F pF p1  9βReTBτcψpdRe. (3.41)
This plastic flow rule is isochoric, and therefore satisfies
Jp  detpF pq  1,
implying, due to multiplicative decomposition (3.1), in the equality
J  Je. (3.42)
3.2.3 The yield criterion
Consider the yield function Φ given by
Φ  Φ  τc,A, Γ˜ , (3.43)
where τc, A and Γ˜ are defined, respectively, by (3.35-3.36) and (3.25). Similarly to Section
2.2.3, the yield criterion is governed by the loading and unloading KKT conditions:
Φ ¤ 0, 9β ¥ 0, 9βΦ  0.
3.3 Governing problem in Eulerian coordinates under the hypothe-
sis of finite strains written in terms of the specific free-energy
potential and pseudo-potentials of dissipation
Here, we replace the constitutive relations (3.26), (3.29-3.31), (3.40-3.41) ob-
tained under the hypothesis of finite strains, into the basic governing system of equations
(1.49) and into the boundary conditions (1.51) written in Eulerian coordinates, enabling
us to rewrite them in terms of the specific free-energy potential and pseudo-potentials of
2 The assumption W p  0 is related to the plastic isotropy.
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dissipation. This allows defining the governing initial-boundary value problem (IBVP) as
explained below.
Given the body force vector field f , the specific density of energy a and the
specific heat source/sink density r we want to find on Bt, at time t, the density ρ, the
displacement u and velocity v fields, the phase field ϕ, the specific internal energy e
and the plastic state of the material, that is, the plastic eformation gradient F p and the
hardening parameter set α satisfying the yield criterion, according to$'''''''''''''''''''&'''''''''''''''''''%
9ρ  ρ div pvq  0 por ρ0  Jρq,
9u  v,
ρ 9v  div pσq   ρf ,
σ  ρ Bεeψ  ρ2BρψI  ρ sym p∇ϕb B∇ϕψq   BDψnd ,
B
9ϕψ
n
d  div pρB∇ϕψq  ρBϕψ   ρa,
ρ 9e  div pθB∇θψnd q   σ : D   pρBϕψ   B 9ϕψnd q 9ϕ  ρB∇ϕψ ∇ 9ϕ  ρr,
e  ψ  θBθψ,
τc  ρ0Bεeψ, A  ρ0Bαψ,
Φ ¤ 0, 9β ¥ 0, 9βΦ  0,
9F pF p1  9βReTBτcψpdRe, 9α   9βBAψpd,
(3.44)
along the boundary and initial conditions given, respectively, by
$''''&''''%
u  0 on BBD0t
u  u¯ on BBDut
σn  t on BBNσt
ρB∇ϕψ  n  th on BBNht
and
$'''''''''''&'''''''''''%
ρ  ρppq in B0 at t  0
v  vppq in B0 at t  0
9v  9vppq in B0 at t  0
ϕ  ϕppq in B0 at t  0
e0  e0ppq in B0 at t  0
F p  F pppq in B0 at t  0
α  αppq in B0 at t  0
. (3.45-3.46)
Herein, u  0 and u  u¯  0 denotes the prescribed displacements on the Dirichlet
boundaries, as well as t and th denotes the macro and micro-traction prescribed on the
Neumann boundaries.
As before, the energy equation (3.44)(vi) can be rewritten in terms of the
temperature using the specific Helmholtz free-energy (3.44)(vii). A similar development to
that given in the Appendix E leads to
ρθBθθψ 9θ  div pθB∇θψnd q   ρ2θBθρψdiv pvq  pρθBθεeψ   BDψnd q : D  ρr
 ρθ p∇ϕb Bθ∇ϕψq : ∇v  pρθBθϕψ   B 9ϕψdq 9ϕ ρθBθ∇ϕψ ∇ 9ϕ
 ρ pθBθεeψ  Bεeψq : D˜p   ρ pBαψ  θBθαψq  9α, (3.47)
left in terms of 9ϕ, D˜p and 9α, whose expressions can be obtained from (3.44).
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All relevant physical terms in the system (3.44) are rather general, and by using
suitable specific free-energy ψ potential and the pseudo-potentials of dissipation ψnd and
ψpd, it is possible to obtain thermodynamic consistent fracture models for many materials.
3.4 Specialization: a simple model for elasto-plastic material
This section specializes the governing equations (3.44) for a simple isotropic
elasto-plastic material in the finite strain regime. The main differences, when compared
with the specialization performed in Section 2.4.1, are related to the elastic strain energy
density and the density evolution.
3.4.1 Free-energy potential
The free-energy density used in this specialization is very similar to that
described in Section 3.4.1. It is taken as the sum of the elastic energy density ψe, the
caloric energy density ψθ, the plastic energy density ψp and the damage energy density ψϕ
as
ρψ  ψe pεe,Γϕq   ψθ pθq   ψp pα,Γϕq   ψϕ pϕ,∇ϕq with Γϕ  tϕ, αu , (3.48)
with ψθ, ψp and ψϕ given, respectively, in the expressions (2.42), (2.48) and (2.47), conve-
niently presented here by
ψθ pθq  cV θln pθq ,
ψp pα,Γϕq  gp pΓϕqH0 pαq ,
ψϕ pϕ,∇ϕq  Gc

1
2ϕ
2   2 |∇ϕ|
2


,
with H0 corresponding, for instance, to a linear or a non-linear (2.43-2.44) hardening laws.
The elastic energy density, decomposed into tensile and compressive contribu-
tions and subject to the damage actions, is given for the Neo-Hookean material (BONET;
WOOD, 2008, pg.166):
ψe pεe,Γϕq  gp1qe pΓϕq E 0 pεeq   gp2qe pΓϕq E0 pεeq , (3.49)
with the positive and negative elastic energy densities E0 based on the isochoric and
volumetric strain energy decomposition introduced by Amor, Marigo and Maurini (2009):
E 0 pεeq 
#
W
 
B¯e
  U pJeq Je ¥ 1
W
 
B¯e

Je   1 and E

0 pεeq 
#
0 Je ¥ 1
U pJeq Je   1 ,
where
W
 
B¯e
  G2  tr  B¯e 3 and U pJeq  K2 pJe  1q2, (3.50-3.51)
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being K and G the bulk and shear modulus, respectively. Note that, the elastic free-energy
density can be written in terms of the strain tensor εe using (3.8), that is,
ψe pεe,Γϕq  ψe pBe pεeq ,Γϕq . (3.52)
From (3.44) and the free-energy density (3.48), the Cauchy stress tensor is
given by the sum of the following terms
σ  ρ Bεeψlomon
σc
 ρ2BρψIloomoon
σρ
 ρ sym p∇ϕb B∇ϕψqlooooooooooomooooooooooon
σϕ
  BDψndlomon
σd
, (3.53)
where
σρ  0, σϕ  Gcsym p∇ϕb∇ϕq and σd  b˜dD. (3.54-3.56)
The classical Cauchy stress tensor σc is given, according to the derivation performed in
Neto, Peric and Owen (2011, pg.526), by
σc  gp1qe pΓϕqσ c   gp2qe pΓϕqσc , (3.57)
where the terms σc are given by
σ c 
#
GJe1dev
 
B¯e
 KpJe  1q Je ¥ 1
GJe1dev
 
B¯e

Je   1 and σ

c 
#
0 Je ¥ 1
KpJe  1q Je   1 .
The classical Kirchhoff stress tensor is τc  Jeσc. Section 4.4.1 presents an alternative to
obtain this tensor.
3.4.2 Non-plastic pseudo-potential of dissipation
Analogously to Section 2.4.2, it is assumed that the non-plastic pseudo-potential
of dissipation is given according to
ψnd 
1
2 λ˜
 
Γ˜
 | 9ϕ|2   12 b˜d  Γ˜ |D|2   12gθ pϕq c˜θ  Γ˜ |∇θ|2.
The thermal degradation function is given by (2.51).
3.4.3 Plastic pseudo-potential of dissipation and elasto-plastic rules
As in the infinitesimal theory, we adopt an associative plastic model. It is
assumed that the plastic pseudo-potential of dissipation is equal to the yield function
ψpd
 
τc,A, Γ˜
  Φ pτc,Aq , (3.58)
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where the yield function Φ is of von Mises-type defined, generalizing expression (2.53) to
the finite strain regime, by
Φ pτc,Aq 
a
3J2 pdevpτcqq A,
where J2 pdevpτcqq is the second invariant of the classical deviatoric Kirchhoff stress tensor.
By adopting the above yield function, the plastic flow and the hardening rule
(3.44)(x) are given, respectively, by
9F pF p1  9βReT
c
3
2
devpτcq
}devpτcq}R
e and 9α  9β.
Consider that the plastic deformation gradient tensor F p pt0q and the hardening
internal variable α pt0q are known at a spatial point x at time t0. The elasto-plastic
constitutive initial value problem at x consists in finding F p ptq, α ptq and 9β ptq that
satisfies, for each t P rt0, T s, the expressions:
9F p ptqF p1 ptq  9β ptqReT ptq
c
3
2
devpτcq ptq
}devpτcq ptq}R
e ptq , (3.59)
9α ptq  9β ptq , (3.60)
Φ pτc ptq ,A ptqq ¤ 0, 9β ptq ¥ 0 and 9β ptqΦ pτc ptq ,A ptqq  0, (3.61)
where
εe ptq  ln pV e ptqq , V e ptq   F e ptqF eT ptq 12 and Re ptq  V e1 ptqF e ptq .
The RMA resulting from this IVP is described in Appendix I.2. Although not implemented,
this algorithm deserves attention as a potential interesting topic for future studies.
3.4.4 Governing problem in Eulerian coordinates under the hypothesis of finite
strains: specialized version for thermodynamically consistent inclusion
of the degradation functions in tensile and compressive states
Here, we particularize the governing system of equations (3.44) and (3.47), and
the boundary and initial conditions (3.45-3.46) for the free-energy density (3.48) with the
elastic energy density given by (3.49) and the pseudo-potentials of dissipation (3.4.2) and
(3.58). Moreover, we consider a  0, r  0 and thermodynamically consistent inclusion of
the degradation functions in tensile and compressive states. The associated IBVP for the
non-isothermal situation can be written as shown below.
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Given the body force vector field f , find on Bt, at time t, the displacement u
and velocity v fields, the phase field ϕ, the absolute temperature θ, the plastic deformation
gradient F p and the accumulated plastic strain α satisfying the yield criterion, as$''''''''''''''''''&''''''''''''''''''%
9u  v,
9v  J
e
ρ0
div pσq   f with σ  σc   σϕ   σd,
9ϕ  Gc
λ˜
∆ϕ 1
λ˜
 Bϕgp1qe E 0   Bϕgp2qe E0  1
λ˜
BϕgpH0  Gc
λ˜
ϕ,
9θ  1
cV
div pgθ pϕq c˜θθ∇θq   b˜d
cV
|D|2   λ˜
cV
| 9ϕ|2   1
cV
σc : D˜p  1
cV
A 9α,
Φ 
a
3J2 pdevpτcqq A ¤ 0,
Φ ¤ 0, 9β ¥ 0, 9βΦ  0,
9F pF p1  9βReT
c
3
2
devpτcq
}devpτcq}R
e, 9α  9β,
(3.62)
where σc, σϕ and σd are given, respectively, by (3.57) and (3.55-3.56). Moreover, τc  Jeσc
and A  JeA˜ is given according to
A˜  Bαgp1qe E 0   Bαgp2qe E0   gpBαH0   BαgpH0.
This problem closes with the boundary and initial conditions given, respectively, by
$''''&''''%
u  0 on BBD0t
u  u¯ on BBDut
σn  t on BBNσt
∇ϕ  n  th on BBNht
and
$'''''''''''&'''''''''''%
ρ0  ρppq in B0 at t  0
v  vppq in B0 at t  0
9v  9vppq in B0 at t  0
ϕ  ϕppq in B0 at t  0
θ  θppq in B0 at t  0
F p  F pppq in B0 at t  0
α  αppq in B0 at t  0
. (3.63-3.64)
Herein, u  0 and u  u¯  0 are the prescribed displacements on the Dirichlet boundaries,
and t and th0 are, respectively, the macro and micro-traction prescribed on the Neumann
boundaries.
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4 Third model: Lagrangian version
This chapter presents a thermodynamically consistent non-isothermal phase
field model for evolution of damage and fracture. This model is written in Lagrangian
coordinates and developed for elasto-plastic materials under hypothesis of finite strain.
The employed methodology is close to the one used in previous chapters and, therefore,
many arguments are similar.
4.1 Basic hypothesis concerning damage and plasticity
Similar to Section 2.1, the damage state of the material is described by the
phase field ϕ  ϕ pp, tq written in Lagrangian coordinates p. It is considered a dynamic
variable whose governing equation is obtained from the principle of virtual power (PVP).
To take into account plasticity, we assume the multiplicative decomposition of
the deformation gradient tensor F (see Section 3.1) as
F  F eF p, (4.1)
where F e and F p are, respectively, the elastic and plastic deformation gradient tensors.
4.2 General constitutive relations
Let us obtain thermodynamically consistent constitutive relations that correlate
the variables present on the set of basic governing equations summarized in Section 1.5.2.5.
We assume that these constitutive relations are written in terms of a specific Helmholtz
free-energy potential potential
ψ  e0  θη0, (4.2)
where
ψ  ψ pΓ0q with Γ0  tθ, ϕ,∇pθ,∇pϕ,C,Cp,αu . (4.3)
Herein, Cp is the plastic right Cauchy-Green deformation tensor defined by
Cp  F pTF p.
We can express the entropy inequality (1.57) in terms of the specific free-energy
potential ψ (4.2) by using the balance of energy (1.56) as
0 ¤ ρ0

9ψ   η0 9θ
	
  12S :
9C   b0 9ϕ  h0 ∇p 9ϕ 1
θ
q0 ∇pθ. (4.4)
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Following the framework, S, b0, h0 and q0 are decomposed in their reversible
and irreversible parts according to
S  Sprq  Spirq, b0  bprq0   bpirq0 , h0  hprq0  hpirq0 and q0  qprq0   qpirq0 , (4.5-4.8)
where Sprq and Spirq are symmetric tensors. In order to find these expressions we apply
the chain rule for ψ by using (4.5-4.8) in the entropy condition (4.4), obtaining
0 ¤ ρ0 pη0   Bθψq 9θ  

b
prq
0  ρ0Bϕψ
	
9ϕ

ρ0B∇pϕ  hprq0
	
∇p 9ϕ ρ0B∇pθψ ∇p 9θ
 

1
2S
prq  ρ0BCψ


: 9C  1
θ
q
prq
0 ∇pθ   bpirq0 9ϕ  hpirq0 ∇p 9ϕ
 12S
pirq : 9C  1
θ
q
pirq
0 ∇pθ  ρ0BCpψ : 9Cp  ρ0Bαψ  9α. (4.9)
When compared with the inequalities (2.10) and (3.20) developed in the Eulerian setting,
the expression (4.9) becomes easier to obtain. This occurs because the Lagrangian time
derivatives are simpler than Eulerian counterparts, as given in (1.4-1.7).
The reversible terms of (4.9) must be chosen such that, for any admissible
process, there is no entropy increase, that is,
0  ρ0 pη0   Bθψq 9θ  

b
prq
0  ρ0Bϕψ
	
9ϕ

ρ0B∇pϕ  hprq0
	
∇p 9ϕ 
ρ0B∇pθψ ∇p 9θ  

1
2S
prq  ρ0BCψ


: 9C  1
θ
q
prq
0 ∇pθ. (4.10)
This equality can be obtained taking each additive term as zero. Once the quantities 9θ, 9ϕ,
∇p 9ϕ, ∇p 9θ, 9C and ∇pθ can be given as arbitrary values, their respective coefficients must
be zero. Then, in order to (4.10) holds, we must have
B∇pθψ  0 and η0  Bθψ, (4.11-4.12)
and the reversible parts of S, b0, h0 and q0 are given, respectively, by
Sprq  2ρ0BCψ, bprq0  ρ0Bϕψ, hprq0  ρ0B∇pϕψ and qprq0  0. (4.13-4.16)
Due to the condition (4.11), the arguments of ψ may be restated as
ψ  ψ  Γ˜0 with Γ˜0  tθ, ϕ,∇pϕ,C,Cp,αu . (4.17)
By considering the irreversible terms of (4.9), we obtain the inequality
0 ¤ bpirq0 9ϕ  hpirq0 ∇p 9ϕ 
1
2S
pirq : 9C  1
θ
q
pirq
0 ∇pθ  ρ0BCpψ : 9Cp  ρ0Bαψ  9α. (4.18)
Analogously to the previous models, we assume that the flux of energy h0 is purely
reversible, that is, hpirq0  0, resulting in
h0  hprq0  ρ0B∇pϕψ. (4.19)
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Then, (4.18) can be rewritten as
0 ¤ bpirq0 9ϕ 
1
2S
pirq : 9C  1
θ
q
pirq
0 ∇pθ  ρ0BCpψ : 9Cp  ρ0Bαψ  9α.
This inequality is satisfied by requiring separate positiveness of the non-plastic and plastic
processes, described, respectively, by
0 ¤ bpirq0 9ϕ 
1
2S
pirq : 9C  1
θ
q
pirq
0 ∇pθ, (4.20)
0 ¤ ρ0BCpψ : 9Cp  ρ0Bαψ  9α. (4.21)
The next sections aims to satisfy the above inequalities by making use of several
physical and mathematical tools.
4.2.1 Non-plastic dissipation
The constitutive relations of b0, S and q0 must ensure that the inequality
(4.20) remains valid. In order to satisfy this, we employ the concept of pseudo-potential of
dissipation. It is given by the convex functional
ψnd  ψnd

9ϕ, 9C,∇pθ, Γ˜0
	
,
such that ψnd pq ¥ 0 for all
!
9ϕ, 9C,∇pθ
)
and ψnd
 
0,0,0, Γ˜0
  0. When ψnd is differentiable,
it is enough to take bpirq0 , Spirq{2 and qpirq0 {θ as the derivatives of ψnd pq with respect to
9ϕ, 9C and ∇pθ, respectively. Therefore,
B
9ϕψ
n
d  bpirq0 , B 9Cψnd 
1
2S
pirq and B∇pθψnd  
1
θ
qpirq.
By using the previous results and from (4.5-4.8) and (4.13-4.16), the final
expressions for b0, S and q0 are, respectively,
b0  ρ0Bϕψ   B 9ϕψnd , (4.22)
S  2ρ0BCψ   2B 9Cψnd , (4.23)
q0  θB∇pθψnd . (4.24)
4.2.2 Plastic dissipation I: plastic flow rule and hardening law
Similar to the Section 2.1, a possibility for the plastic flow rule is to consider
the plastic right Cauchy-Green tensor Cp a tensorial internal variable that obeys the
differential constitutive relation
9Cp  9βG1.
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Moreover, we also consider the possibility of hardening with the variable set α. Considered
an internal variable set, its general evolution equation is postulated to satisfy the differential
constitutive relation
9α  9βG2, (4.25)
where 9β ¥ 0 is the plastic multiplier.
These choices lead to relations very close to those described in Section 2.2.2.
In this case, from the plastic dissipation inequality (4.21), we obtain
0 ¤ Sp : G1 A G2, (4.26)
where
Sp  ρ0BCpψ and A  ρ0Bαψ, (4.27-4.28)
are the thermodynamical forces responsible for driving the plastic flow and the hardening,
respectively.
In order to satisfy (4.26), it is enough to introduce a plastic pseudo-potential
of dissipation
ψpd  ψpd
 
Sp,A, Γ˜0

,
which is a convex functional and satisfies ψpd pq ¥ 0 for all tSp,Au and ψpd
 
0,0, Γ˜0
  0.
When ψpd is differentiable, we can take the flow vector and the generalized hardening
modulus, respectively, by
G1  BSpψpd, and G2  BAψpd.
Finally, from the constitutive relations of Cp and α, we obtain the following laws:
9Cp  9βBSpψpd and 9α   9βBAψpd.
Herein, we highlight that the stress tensor Sp (4.27) and the plastic flow rule
(4.2.2) are both unusual. Although possible to derive all plastic relations, this constrains
future comparisons. In this sense, another way, based on traditional arguments, must be
followed.
4.2.3 Plastic dissipation II: plastic flow rule and hardening law
Following the arguments of Simo (1988), we present an associative flow rule
and hardening law making use of the principle of maximum plastic dissipation credited to
von Mises.
Let us consider the plastic dissipation inequality (4.21) defined as
Dp pC,Cp,αq  ρ0BCpψ : 9Cp  ρ0Bαψ  9α,
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and assume an uncoupled specific free-energy potential (4.17) according to
ψ  g¯ψ¯

C,Cp, Γˆ0
	
  ψ˜

α, Γˆ0
	
with Γˆ0  tθ, ϕ,∇pϕu , (4.29)
Here, we assume that the degraded state of the material, described by the scalar function
g¯  gpΓϕq, remains unchanged in the plastic dissipation process. Under this consideration,
the plastic dissipation inequality can be rewritten as
Dp pC,Cp,αq  ρ0BCpψ¯ : 9Cp A  9α, (4.30)
with the hardening thermodynamical force A defined by
A  ρ0Bαψ˜.
In order to proceed, we define a general yield function written in Lagrangian
coordinates and the set of strains satisfying the yield criterion, respectively, by
Φ  Φ  C,Cp,A, Γ˜0 and KC   C | Φ  C,Cp,A, Γ˜0 ¤ 0( .
The principle of maximum plastic dissipation states that: for any fixed internal
plastic variables Cp and α, the current strain tensor C P KC satisfies the condition
Dp
 
C˜,Cp,α
 ¤ Dp pC,Cp,αq @C˜ P KC . (4.31)
Then, from (4.30), the inequality (4.31) is equivalent to state that
ρ0BCpψ¯

C˜,Cp, Γˆ0
	
: 9Cp ¤ ρ0BCpψ¯

C,Cp, Γˆ0
	
: 9Cp @C˜ P KC .
In summary, this principle implies that the current right Cauchy-Green tensor C P KC is
the argument of the maximum principle
C  arg
"
max
C˜PKC

ρ0BCpψ¯

C˜,Cp, Γˆ0
	
: 9Cp
*
 arg
"
min
C˜PKC

ρ0BCpψ¯

C˜,Cp, Γˆ0
	
: 9Cp
*
.
This resulting constrained minimization problem can be solved by introducing
the Lagrangian functional
Lp  ρ0BCpψ¯

C,Cp, Γˆ0
	
: 9Cp   9βΦ  C,Cp,A, Γ˜0 ,
considering the standard optimality conditions:
BCLp  0, 9β ¥ 0 and 9βΦ  0.
By collecting the above considerations, we obtain the following flow rule and
the KKT loading/unloading conditions as
4ρ0BCCpψ¯ : 12
9Cp  2 9βBCΦ, Φ ¤ 0, 9β ¥ 0 and 9βΦ  0, (4.32-4.35)
To complete the formulation, the hardening law is assumed similar to the small strain
setting case (SIMO, 1988, pg.205):
9α   9βBAΦ. (4.36)
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4.2.4 The yield criterion
Let us define the yield criterion by considering the yield function Φ described
in the usual Eulerian coordinates (see Section 3.2.3) as
Φ  Φ˜  τc,A, Γ˜ ,
where τc is the classical Kirchhoff stress tensor. Observe that the yield function Φ can be
rewritten in Lagrangian coordinates, specifically in the strain space, considering appropriate
pull-back of τc, as
Φ  Φˆ  C,Cp,A, Γ˜0 .
This is verified for the Mises-Huber yield function in the Appendix H.
We remark that any admissible stress (strain) must satisfy Φ ¤ 0. There is no
plastic flow 9β  0 for stress (strain) levels corresponding to the elastic domain Φ   0. For
the stress (strain) levels that lie on the boundary (the yield limit) of the yield function
Φ  0, we must have 9β ¥ 0. In this case, there is no plastic flow 9β  0 for elastic unloading
and 9β ¡ 0 for plastic loading. In summary, this corresponds to loading and unloading
conditions governed by the KKT conditions:
Φ ¤ 0, 9β ¥ 0, 9βΦ  0.
Note that these conditions are analogous to those described in (4.33-4.35).
4.3 Governing problem in Lagrangian coordinates under the hy-
pothesis of finite strains written in terms of the specific free-
energy potential, pseudo-potential of dissipation and the yield
function
By replacing all the previous constitutive relations (4.19), (4.22-4.24), (4.32)
and (4.36) obtained under the hypothesis of finite strains, into the basic governing system
of equations (1.60) and the boundary conditions (1.62) written in Lagrangian coordinates,
enable us to rewrite them conveniently in terms of the specific free-energy potential,
pseudo-potential of dissipation and the yield function. This allows defining the following
governing initial-boundary value problem (IBVP).
Given the body force vector field f0, the specific density of energy a0 and the
specific heat source/sink density r0 we want to find on B0, at time t, the displacement u
and velocity v fields, the phase field ϕ, the specific internal energy e and the plastic state
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of the material according to$'''''''''''''''''''''''&'''''''''''''''''''''''%
9ρ0  0,
9u  v,
ρ0 9v  divp pFSq   ρ0f0,
S  2ρ0BCψ   2B 9Cψnd ,
B
9ϕψ
n
d  divp
 
ρ0B∇pϕψ
 ρ0Bϕψ   ρ0a0,
ρ0 9e0  divp
 
θB∇pθψnd
  12S : 9C   pρ0Bϕψ   B 9ϕψnd q 9ϕ
 ρ0B∇pϕψ ∇p 9ϕ  ρ0r0,
e0  ψ  θBθψ,
Φ ¤ 0, 9β ¥ 0, 9βΦ  0,
4ρ0BCCpψ¯ : 12
9Cp  2 9βBCΦ,
9α   9βBAΦ, A  ρ0Bαψ˜.
(4.37)
along the boundary and the initial conditions given, respectively, by
$''''&''''%
u  0 on BBD0t
u  u¯ on BBDut
Pn0  t0 on BBNσt
ρ0B∇pϕψ  n0  th0 on BBNht
and
$'''''''''''&'''''''''''%
ρ  ρ0ppq in B0 at t  0
v  vppq in B0 at t  0
9v  9vppq in B0 at t  0
ϕ  ϕppq in B0 at t  0
θ  θppq in B0 at t  0
Cp  Cpppq in B0 at t  0
α  αppq in B0 at t  0
. (4.38-4.39)
Herein, u  0 and u  u¯  0 denotes the prescribed displacements on the Dirichlet
boundaries, as well as t0 and th0 denotes the macro and micro-traction prescribed on the
Neumann boundaries.
In particular, the temperature evolution can be obtained from the energy
equation and the specific Helmholtz free-energy potential. After some manipulations, this
equation is given by
ρ0θBθθψ 9θ  divp
 
θB∇pθψnd
 pρ0θBθϕψ   B 9ϕψnd q 9ϕ ρ0θBθ∇pϕψ ∇p 9ϕ
 ρ0 pBCψ  θBθCψq : 9C  12S :
9C  ρ0r0
 ρ0 pBCpψ  θBθCpψq : 9Cp   ρ0 pBαψ  θBθαψq  9α, (4.40)
where the terms 9ϕ, 9C, 9Cp and 9α can be obtained of its respective expressions in (4.37).
4.4 Specialization: a simple model for elasto-plastic material
In this section, we specialize the developed model for a specific free-energy
density. This choice will lead to a particular set of equations and, naturally, it can be
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modified for a better physical description.
4.4.1 Free-energy potential
The free-energy density used in this specialization is take as the sum of the
elastic ψe, the caloric ψθ, plastic ψp and damage ψϕ energy densities as
ρ0ψ  ψe pC,Cp,Γϕq   ψθ pθq   ψp pα,Γϕq   ψϕ pϕ,∇pϕq with Γϕ  tϕ, αu. (4.41)
The terms ψθ, ψp and ψϕ are given, respectively, by (2.42) and (2.47-2.48).
They are conveniently expressed here in Lagrangian coordinates by
ψθ pθq  cV θln pθq , (4.42)
ψp pα,Γϕq  gp pΓϕqH0 pαq , (4.43)
ψϕ pϕ,∇pϕq  Gc

1
2ϕ
2   2
FT∇pϕ2
 , (4.44)
where the energy H0 corresponds, for instance, to the linear or non-linear hardening laws
(2.43-2.44). The elastic energy density ψe is presented in the sequence.
Following Simo and Hughes (1998) and Borden et al. (2014), the elastic energy
density, decomposed in tensile and compressive contributions of the Neo-Hookean material
subject to the damage, is given by
ψe pC,Cp,Γϕq  gp1qe pΓϕq E 0
 
Je, C¯,Cp
  gp2qe pΓϕq E0 pJeq , (4.45)
with the positive and negative virgin elastic energy densities E0 based on the isochoric
and volumetric strain energy decompositions given by
E 0
 
Je, C¯,Cp
  # W  C¯,Cp  U pJeq Je ¥ 1
W
 
C¯,Cp

Je   1 and E

0 pJeq 
#
0 Je ¥ 1
U pJeq Je   1 ,
where
W
 
C¯,Cp
  G2  C¯ : Cp1  3 and U pJeq  K2

1
2
 
Je2  1 ln pJeq , (4.46-4.47)
with K and G representing the bulk and shear modulus, respectively. Note that the energy
introduced in (3.50) is analogous to (4.46). In fact, after some manipulation, we have
C¯ : Cp1  tr  B¯e .
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From (4.37) and the free-energy density (4.41), the second Piola-Kirchhoff
stress tensor can be given by the sum of the following terms
S  2ρ0BCψ   2B 9Cψnd
 2BCψelomon
Sc
  2BCψϕloomoon
Sϕ
  2B
9Cψ
n
dloomoon
Sd
, (4.48)
where, after some manipulations, we obtain
Sϕ  Gc
 
C1∇pϕ
b  C1∇pϕ, (4.49)
Sd  2b˜d 9C. (4.50)
The classical second Piola-Kirchhoff stress tensor is given from (4.45), as detailed in
Appendix G, by
Sc  gp1qe pΓϕqS c   gp2qe pΓϕqSc , (4.51)
where the terms Sc are given by
S c 
$''&''%
JeU 1 pJeqC1  GJe 23

Cp1  13
 
C : Cp1

C1

Je ¥ 1
GJe
2
3

Cp1  13
 
C : Cp1

C1

Je   1
,
Sc 
#
0 Je ¥ 1
JeU 1 pJeqC1 Je   1 .
The Cauchy stress σc is evaluated from the push-forward of Sc, resulting in
σc  gp1qe pΓϕqσ    gp2qe pΓϕqσ, (4.52)
where
σ c 
#
GJe1dev
 
B¯e
  U 1 pJeq I Je ¥ 1
GJe1dev
 
B¯e

Je   1 ,
σc 
#
0 Je ¥ 1
U 1 pJeq I Je   1 ,
whose deviatoric term is analogous to that presented in (3.57).
Remark 8 (Damage energy density). It is important to highlight that the energy related
to the damage processes is accumulated in transitions layers of the current deformed
configuration. In contrast to many other studies (MIEHE et al., 2015; AMBATI; KRUSE;
LORENZIS, 2016; BORDEN et al., 2016), this statement results in an energy dependence
given in terms of the gradient of phase field variable in the Eulerian coordinates ∇ϕ, not
in Lagrangian coordinates ∇pϕ. Note that, in the previous damage energy density, we use
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the pull-back ∇pq  FT∇ppq. As consequence, this implies in the additional stress term
Sϕ depending on the dyadic terms. Moreover, we observe that the asymptotic analysis
recovering the classical fracture mechanics performed by Silva, Duda and Fried (2013) uses
a combined configurational momentum balance where is included exatly the same dyadic
terms that we derived naturally. Then, the emergence of this additional term is actually
important and the study of Silva and co-workers reinforce this argument.
4.4.2 Non-plastic pseudo-potential of dissipation
Let consider the non-plastic pseudo-potential of dissipation for the degraded
materials given by
ψnd 
1
2 λ˜
 
Γ˜
 | 9ϕ|2   12 b˜d  Γ˜  9C2   12gθ pΓϕq c˜θ  Γ˜ |∇pθ|2 , (4.53)
where Γ˜ is the set of variables defined in (4.17), and the nonnegative coefficients λ˜, b˜d and
c˜θ are dependent on the material. These variables are similar to the Eulerian version of
the model presented in Chapter 2.
4.4.3 Elasto-plastic rules
Let us consider that the yielding is determined by the Mises-Huber yield
condition. Given in terms of the classical Kirchhoff stress tensor τc, the yield function is
given by
Φ pσc,Aq  }devpτcq} 
c
2
3A. (4.54)
For the sake of simplicity, Φ is assumed independent of the set Γ˜. Recall that the classical
Kirchhoff and Cauchy stress tensors are related by τc  Jeσc.
From the governing equations (4.37), the free-energy density (4.41) and the
yield function (4.54), the stress responsible for the hardening thermodynamical force and
hardening law are given, respectively, by
A  Bαgp1qe E 0   Bαgp2qe E0   gpBαH0   BαgpH0 and 9α 
c
2
3
9β. (4.55-4.56)
The specialized plastic flow rule (4.32) in the reference and current configurations are
given, following the derivation detailed in Appendix H, by
DEV

9zCp1
  23 9βC : Cp1n0 and devpLvBeq  23 9βtrpBeqn, (4.57-4.58)
where
n0  F1nFT and n  devpτcq}devpτcq} .
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In the previous rules, LvBe is the Lie derivative of Be (SIMO; HUGHES, 1998, pg.305).
Consider that at instant t0, the right Cauchy-Green plastic strain tensor Cp pt0q
and the hardening internal variable α pt0q are known at point p. The elasto-plastic con-
stitutive initial value problem consists in finding Cp ptq, α ptq and 9β ptq that satisfies, for
each t P rt0, T s, the expressions:
DEV

9zCp1ptq
  23 9βCptq : Cp1ptqn0ptq, (4.59)
detpCpptqq  1, (4.60)
9α ptq 
c
2
3
9β ptq , (4.61)
Φ pτc ptq ,A ptqq ¤ 0, 9β ptq ¥ 0 and 9β ptqΦ pτc ptq ,A ptqq  0, (4.62)
The RMA that results from an equivalent IVP is described in Appendix I.3.
4.4.4 Governing problem in Lagrangian coordinates under the hypothesis
of finite strains: specialized version for thermodynamically consistent
inclusion of the degradation functions in tensile and compressive states
In this section, the governing system of equations (4.37) and (4.40), and the
boundary and initial conditions (4.38-4.39) are particularized for the free-energy density
(4.41) with the elastic energy density given by (4.45), the pseudo-potential of dissipation
(4.53) and the yield function (4.54). Here, we consider a  0, r  0 and thermodynamically
consistent inclusion of the degradation functions in tensile and compressive states. The
associated IBVP for the non-isothermal situation can be written as shown below.
Given the body force vector field f and the material density ρ0, find on B0, at
time t, the displacement u and velocity v fields, the phase field ϕ, the absolute temperature
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θ and the plastic state of the material according to$'''''''''''''''''''''&'''''''''''''''''''''%
9u  v,
9v  1
ρ0
divp pFSq   f0 with S  Sc   Sϕ   Sd,
9ϕ  1
λ˜
divp
 
GcC
1∇pϕ
 1
λ˜
 Bϕgp1qe E 0   Bϕgp2qe E0  1
λ˜
BϕgpH0  Gc
λ˜
ϕ,
9θ  1
cV
divp pgθc˜θθ∇pθq   λ˜
cV
| 9ϕ|2   b˜d
cV
 9C2  gp1qe
cV
BCpE 0 : 9Cp 
1
cV
A 9α,
detpCpptqq  1,
Φ pσc,Aq  }devpτcq} 
c
2
3A,
Φ ¤ 0, 9β ¥ 0 and 9βΦ  0,
DEV

9zCp1
  23 9βC : Cp1N and 9α 
c
2
3
9β,
(4.63)
where Sc, Sϕ and Sd are given according to (4.49-4.51) and the hardening thermodynamical
force A by (4.55) . This problem is complemented with the boundary and initial conditions
given, respectively, by
$''''&''''%
u  0 on BBD00
u  u¯ on BBDu0
Pn0  t0 on BBNσ0
∇pϕ  n0  th0 on BBNh0
and
$'''''''''&'''''''''%
v  vppq in B0 at t  0
9v  9vppq in B0 at t  0
ϕ  ϕppq in B0 at t  0
θ  θppq in B0 at t  0
B¯e  B¯eppq in B0 at t  0
α  αppq in B0 at t  0
, (4.64-4.65)
where u  0 and u  u¯  0 denotes the prescribed displacements on the Dirichlet
boundaries, t0 and th0 denote, respectively, the macro and micro-traction prescribed on
the Neumann boundaries. The initial condition B¯e  B¯eppq is convenient alternative for
Cp1  Cp1ppq, according to the Appendix I.3.
4.5 Comparison with other models
In this section, we present a comparison of the developed model with the other
two models proposed in the literature and show that, under simplifying hypotheses, we
can recover them.
Let the system of equations (4.63) and assume the hypotheses of rate-independent
response of the damage phase field λ˜  0 and disregard the non-isothermal effects. Concern-
ing degradation functions, we assume gp2qe  1 and take both gp and gp1qe depending only
on the damage phase field. Moreover, we use the plastic flow rule in Eulerian version (4.58)
instead the Lagrangian (4.57) with a linear hardening rule. By adopting these assumptions,
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a close model to Borden et al. (2016) can be recovered:$''''''''''&''''''''''%
ρ0 :u  divp pFSq   ρ0f0 with S  Sc,
Gc

 
ϕ 2divp
 
C1∇pϕ
  Bϕgp1qe E 0   BϕgpH0  0,
Φ pσc,Aq  }devpτcq} 
c
2
3A with A  gppϕqpσy   hαq
Φ ¤ 0, 9β ¥ 0 and 9βΦ  0,
devpLvBeq  23
9βtrpBeqn and 9α 
c
2
3
9β.
(4.66)
When comparing the models (see the corresponding system of equations in (B.25)), we note
that the main differences are the absence of the stress tensors Sϕ and Sd, the introduction
of the local history functional H, the modified plastic energy and the penalty terms in the
damage equation.
Continuing the simplifying hypotheses, we assume a quasi-static situation for
the remaining rates, that is, the time derivatives of u and v are null. As additional
hypotheses, consider a general hardening rule, f0  0, gp  1 and gp1qe a degradation
function depending on the external calibrating field (see Section 2.5.1). Under these
assumptions and from the system of equations (4.66), we can recover a similar model to
that presented by Ambati, Kruse and Lorenzis (2016):$''''''''''&''''''''''%
0  divp pFSq with S  Sc,
Gc

 
ϕ 2divp
 
C1∇pϕ
  Bϕgp1qe pϕ, pqE 0  0,
Φ pσc,Aq  }devpτcq} 
c
2
3A,
Φ ¤ 0, 9β ¥ 0 and 9βΦ  0,
devpLvBeq  23
9βtrpBeqn and 9α 
c
2
3
9β.
(4.67)
The corresponding system of equation is given in (B.24), where the first two equations are
written in Eulerian coordinates.
4.6 Solution scheme and the numerical approximation for the third
model
This section introduces the solution scheme and the numerical approximation
used to solve the IBVP given in Section 4.4.4. For this, let us consider the time interval
solution r0, T s in discretized time steps tn with a time increment of ∆t  tn 1  tn for
n  0, 1, 2, . . . , and pqn 1 the variable evaluated at time tn 1.
Similarly to the Section 2.8, the equations of the system (4.63) are solved
adopting a sequential strategy, where the equations of motion, damage and temperature
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are approximated by suitable discretizations and solved in a singly and sequential way for
each time step. This framework is summarized in Algorithm 2.
Algorithm 2 Phase field sequential solution scheme for the third model.
Step 0: Set phase field and material parameters;
Step 1: Set initial conditions ρ0  ρppq, v0  vppq, 9v0  9vppq, ϕ0  ϕppq, θ0  θppq,
B¯e0  B¯
eppq and α0  αppq. In particular, along this study we adopt, unless stated otherwise,
v0  9v0  0, B¯e0  I and ϕ0  α0  0.
Step 2: Given un, vn, 9vn, B¯en, αn, ϕn and θn, compute un 1, vn 1, 9vn 1, Sn 1, Ben 1 and
αn 1 by solving the nonlinear motion equation (4.63)(i-ii) and the IVP (4.59-4.62) which is
composed by the set of equations (4.63)(v-viii). Additionally, we consider the boundary and
initial conditions (4.64)(i-iii) and (4.65)(i-ii,v-vi).
Step 3: Given un 1, vn 1, 9vn 1, B¯en 1, αn 1, ϕn and θn, compute ϕn 1 by solving the
nonlinear damage equation (4.63)(iii). Moreover, we consider the boundary and initial conditions
(4.64)(iv) and (4.65)(iii).
Step 4: Given un 1, vn 1, 9vn 1, Sn 1, B¯en 1, αn 1, ϕn 1 and θn, compute θn 1 by solving
the nonlinear temperature equation (4.63)(iv). Additionally, we consider the initial boundary
condition (4.65)(iv).
Step 5: Increment time step n  n  1.
Step 6: Check if tn 1 ¡ T . If true, stop; otherwise return to Step 2.
Source: Author’s production.
The motion, damage and temperature equations are solved by the semi-explicit-
implicit time integration scheme (SEITIS), adopting the Newmark method, trapezoidal
method (TrM) and the backward Euler method (BEM), respectively.
The finite element method (FEM) is used for the bi-dimensional spatial dis-
cretization by considering the plane strain state (see details in Section 2.8). Along this
study we adopt triangular elements of the nodal Lagrange family. The spatial discretization
is defined by considering a finite element mesh such that
Bt 
nel
A
k1
Bkt , (4.68)
where Bkt is the domain of the k-th element at time t, nel is the number of elements and
A represents the assembling procedure. The spatial approximations for the vector w and
scalar w fields in each k-th element are written as linear combination of ηb local nodal
basis function Nj as
wk Nwˆk and wk  N¯ wˆk, (4.69-4.70)
where the hat symbol pˆq represents the nodal values of the field pq and the matrices N
and N¯ are defined, respectively, by
N 

N1 0 N2 0    Nηb 0
0 N1 0 N2    0 Nηb
ff
and N¯ 

N1 N2    Nηb

.
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The approximation of the gradients of w and w are given in terms of linear combinations
of the shape function derivatives as ∇wk(  Bwˆk and ∇wk  B¯wˆk, (4.73-4.74)
where B and B¯ are the matrices
B 

N1,x 0 N2,x 0    Nη,x 0
N1,y 0 N2,y 0    Nη,y 0
0 N1,x 0 N2,x    0 Nηb,x
0 N1,y 0 N2,y    0 Nηb,y
fiffiffiffiffifl and B¯ 

N1,x N2,x    Nηb,x
N1,y N2,y    Nηb,y
ff
.
Recall that the symbol tpqu in the above terms means that the tensor pq is represented
using Voigt notation.
In the next sections, we describe the discretization of the motion, damage and
temperature equations. For the sake of convenience, we adopt the updated Lagrangian
formulation to perform the numerical integrations. Moreover, we remark that the global
form of the operators are indicated without the subscript k, obtained by applying the
assembling procedure for all element contributions.
4.6.1 Motion equation
The linearization of the motion equation, composed by the first two equations in
(4.63), is described for a quasi-static situation in Bhatti (2006, pg.496). This derivation is
conveniently presented in Appendix J, now assuming the updated Lagrangian configuration
and a dynamic situation where the Newmark method is used for time discretization
(BELYTSCHKO et al., 2013). In summary, the residue and the Jacobian for each k-th
element are given, respectively, by
rkm 
»
Bkn
ρ0J
e1
n N
TN dV kn

χ1
 
uˆkn 1  uˆkn
 χ2vˆkn  χ3 9vˆkn
 
»
Bkn
BT F˜ T∆
 
Skn 1
(
dV kn 
»
Bkn
ρ0J
e1
n N
TN dV kn fˆ
k
n 1  B.T .k (4.77)
Jkm  χ1
»
Bkn
ρ0J
e1
n N
TN dV kn  
»
Bkn

BT S˜kn 1B  BT F˜ T∆Cepn 1F˜∆B

dV kn .(4.78)
Moreover, the second order tensors
S˜kn 1 

Sk11,n 1 S
k
12,n 1 0 0
Sk12,n 1 S
k
22,n 1 0 0
0 0 Sk11,n 1 Sk12,n 1
0 0 Sk12,n 1 Sk22,n 1
fiffiffiffiffifl and F˜∆ 
F∆,11 0 F∆,21 00 F∆,12 0 F∆,22
F∆,12 F∆,11 F∆,22 F∆,21
fiffifl ,
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are given in terms of the second Piola-Kirchhoff stress tensor Skn 1 and the increment of
gradient of deformation F∆. The tensor Cepn 1 refers to the consistent elasto-plastic tangent
modulus evaluated numerically as presented in Appendix K.
It is important to highlight that the second Piola-Kirchhoff stress tensor Skn 1
must be evaluated at the configuration Bkn (like all the integrand terms). From (4.48), this
tensor is given by the sum
Skn 1  Skc,n 1   Skϕ,n 1   Skd,n 1.
The classical term Skc,n 1 is obtained from the return mapping algorithm (RMA) (see
Appendix I.3). Due to the SEITIS, the damage variable must be evaluated at time tn.
From (4.49) and by using the push-forward of the gradient ∇ppq  F Tn ∇xnpq, we obtain
Skϕ,n 1  Gc
 
C1n 1∇pϕn
b  C1n 1∇pϕn ,
 Gc
 
C1n 1F
T
n ∇xnϕn
b  C1n 1F Tn ∇xnϕn .
The remaining term (4.50) is computed by using a simple finite difference formula as
Skd,n 1  2b˜d
Cn 1 Cn
∆t .
Additionally, the acceleration and velocity fields must be updated by using the
Newmark relations (2.93-2.94) at time tn 1.
4.6.2 Damage equation
The trapezoidal method (TrM) is applied to the damage equation (4.63)(iii)
and assuming similar arguments to those decribed in Section 2.8.1.2, the time discretized
expression becomes
0  ϕn 1  ϕn  div

∆tGc
2λ˜n
 
C1n 1∇pϕn 1  C1n ∇pϕn


 ∆tGc
2λ¯n
 
C1n ∇pϕn ∇pϕn  C1n 1∇pϕn ∇pϕn

  ∆t
2λ˜n

Bϕgp1qe,n 1E 0,n 1   Bϕgp2qe,n 1E0,n 1   Bϕgp,n 1H0,n 1
	
  ∆t
2λ˜n
 Bϕgp1qe,nE 0,n   Bϕgp2qe,nE0,n   Bϕgp,nH0,n  ∆tGc2λ˜n pϕn 1   ϕnq .
Multiplying it by a suitable test function ωd, integrating over the domain of the body B0
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and using the Green’s formula, we obtain the following weak form:
0  ϕn 1  ϕn  
»
B0
∆tGc
2λ˜n
 
C1n 1∇pϕn 1  C1n ∇pϕn
 ∇pωd dV0
 
»
B0
∆tGc
2λ¯n
 
C1n ∇pϕn ∇pϕn  C1n 1∇pϕn ∇pϕn

ωd dV0
 
»
B0
∆t
2λ˜n

Bϕgp1qe,n 1E 0,n 1   Bϕgp2qe,n 1E0,n 1   Bϕgp,n 1H0,n 1
	
ωd dV0
 
»
B0
∆t
2λ˜n
 Bϕgp1qe,nE 0,n   Bϕgp2qe,nE0,n   Bϕgp,nH0,nωd dV0
 
»
B0
∆tGc
2λ˜n
pϕn 1   ϕnqωd dV0,
with the Neumann condition ∇pϕ  n0  0 on the boundary BB0.
The residue for the k-th element is defined by replacing the finite element
approximations (4.68-4.76) and by using the push-forward of the gradient term in the
weak form, resulting in
rkd 
»
Bkn
N¯TΨkd dV kn  
»
Bkn
∆tGc
2λ˜n

B¯T
 
F T∆F∆
1
B¯ϕˆkn 1   B¯T B¯ϕˆkn

dV kn ,
where
Ψkd  N¯
 
ϕˆkn 1  ϕˆkn
  ∆tGc
2λ¯n
 
B¯ϕˆn
T  
F T∆F∆
1   I  B¯ϕˆn
 ∆tGc
2λ˜n
N¯
 
ϕˆkn 1   ϕˆkn
  ∆t
2λ˜n

Bϕgp1qe,n 1E 0,n 1   Bϕgp2qe,n 1E0,n 1
 Bϕgp,n 1H0,n 1   Bϕgp1qe,nE 0,n   Bϕgp2qe,nE0,n   Bϕgp,nH0,n

.
The Jacobian matrix is evaluated from the residue derivative with respect to
the damage increment as
Jkd 
»
Bkn
N¯TN¯dΨkd dV kn  
»
Bkn
∆tGc
2λ˜n
B¯T
 
F T∆F∆
1
B¯ dV kn ,
with
dΨkd 

1  ∆tGc
2λ˜n


  ∆t
2λ˜n

Bϕϕgp1qe,n 1E 0,n 1   Bϕϕgp2qe,n 1E0,n 1   Bϕϕgp,n 1H0,n 1
	
.
4.6.3 Temperature equation
To solve the temperature equation (4.63)(iv), we apply the backward Euler
method (BEM), by assuming the temperature at time tn in the divergence term to avoid a
non-symmetric Jacobian matrix, obtaining
0  cV pθn 1  θnq  divp p∆tgθ,n 1c˜θθn∇pθn 1q  λ˜n 1∆t pϕn 1  ϕnq
2
 b˜d∆t pCn 1 Cnq : pCn 1 Cnq  
g
p1q
e,n 1
∆t BCpE
 
0 : pCpn 1 Cpnq
 An 1pαn 1  αnq, (4.79)
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with the rates of ϕ, C, Cp and α evaluated using the first order finite difference formulas
similar to that presented in the Section 2.8.1.2. The weak form is obtained by multiplying
a suitable test function ωθ, integrating over B0 and using the Green’s formula as
0 
»
B0
cV pθn 1  θnqωθ dV0  
»
B0
∆tgθ,n 1c˜θθn∇pθn 1 ∇pωθ dV0

»
B0
λ˜n 1
∆t pϕn 1  ϕnq
2ωθ dV0

»
B0
b˜d
∆t pCn 1 Cnq : pCn 1 Cnqωθ dV0
 
»
B0
g
p1q
e,n 1BCpE 0 : pCpn 1 Cpnq dV0  
»
B0
An 1pαn 1  αnqωθ dV0,
with the Neumann condition ∇pθ  n0  0 on the boundary BB0.
The residue of the temperature equation for each k-th element over Bkn is
obtained by applying the spatial approximations (4.68-4.76) and the push-forward of the
gradient term in the weak form, resulting in
rkθ 
»
Bkn
N¯TΨkθ dV kn  
»
Bkn
∆tgθ,n 1c˜θ

N¯ θˆkn
	
B¯TFnF
T
n B¯θˆ
k
n 1 dV
k
n , (4.80)
with
Ψkθ  cV N¯

θˆkn 1  θˆkn
	
 λ˜n 1∆t
 
N¯ ϕˆkn 1  N¯ ϕˆkn
2
 b˜d∆ttCn 1 Cnu
T diag
 
1, 1, 12
 tCn 1 Cnu
 gp1qe,n 1tBCpE 0 uT tCpn 1 Cpnu  An 1pαn 1  αnq. (4.81)
The Jacobian matrix is easily derived from (4.80) by
Jkθ 
»
Bkn
cV N¯
TN¯ dV kn  
»
Bkn
∆tgθ,n 1c˜θ

N¯ θˆkn
	
B¯TFnF
T
n B¯ dV
k
n . (4.82)
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5 Results
This chapter presents the numerical results for the models proposed previously
considering different conditions. The simulations described in Sections 5.1 to 5.4 follow
closely the tests performed in the literature for brittle and ductile fracture in elasto-plastic
solids using the phase field methodology. We verify the generality of the model developed
in Chapter 2 recovering the brittle fracture paths in elasto-plastic solids. In contrast with
those models developed in Miehe, Welschinger and Hofacker (2010), Borden et al. (2014),
Ambati, Kruse and Lorenzis (2016), our model does not adopt a pseudo-time, leading
to fracture state corresponding physically to the analysed time. Section 5.3 presents a
ductile fracture validation and a simple comparison among different degradation functions.
Finally, Section 5.4 illustrates a ductile fracture using the model for large strains presented
in Chapter 4.
We assume the Newton-Raphson method in the SEITIS and RMA, with
tolerances of 1.0  108 and 1.0  1010 and maximum number of iterations of 10 and
100, respectively. The systems of the SEITIS are solved by the conjugate gradient method
with the diagonal conditioning adopting error based on the 2-norm and tolerance of
1.0  1014 (see Bittencourt (1996)), while the systems of the RMA are solved by the
Gaussian elimination.
5.1 Single notched test
Consider the single notched specimen with geometry and boundary conditions
illustrated in Figure 8. Details on the right side refer to the boundary conditions assumed
for the tensile and shear test problems. An incremental displacement u¯ is applied through
the time steps on the bottom face for the tensile and shear test problems at the rate of
u¯  0.10 mm/s and u¯  0.25 mm/s, respectively. Figure 9 illustrates the meshes used in
each case, consisting of 42924 (Figure 9a), 186317 (Figure 9b) and 102380 (Figure 9c)
triangular linear elements. In the regions where the crack propagation is expected, the
meshes are refined and element sizes are smaller than 0.12mm.
The material considered in this section is of a cast iron type with proper-
ties provided by the literature (DIMATTEO; LAMPMAN, 1996; MIEHE; HOFACKER;
WELSCHINGER, 2010; CHIARELLI et al., 2017). The parameters used in the simulations
are summarized in Table 1. Time increments of ∆t  1.0  104s are adopted in all
simulations. The remaining parameters and conditions of each simulation are described in
its corresponding section.
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Figure 8 – Single notched specimen. Dimensions in millimeters.
Source: Author’s production.
Figure 9 – Single notched meshes.
(a) Tensile test mesh. (b) Shear test mesh A. (c) Shear test mesh B.
Source: Author’s production.
Table 1 – Parameters used in the single notched simulations.
Young modulus [GPa] E 200.0 Yield stress [MPa] σy 368.0
Poisson’s ratio ν 0.24 Plastic parm. [MPa] rp 78.0
Density [kg/m3] ρ0 7300.0 Plastic parm. sp 32.0
Vol. heat capacity [MJ/m3.K] cV 3.694 Viscous dsipt. [N.s/m2] b˜d 300.0
Griffith fracture energy [N/m] Gc 2700.0 Phase field parm. ζ 1.0
Thermal cond. parm. [J/K2.m.s] c˜θ 0.178 Thickness [mm]  5.00
Obtaining a thermal conductivity of 53 W/K.m for a uniform temperature θ0  298.15 K.
5.1.1 Single notched tensile test
A single notched tensile test is used to verify the direction of the brittle
crack propagation on mode I, the crack length  and the viscous dissipation parameter
b˜d effects. We assume the classical exponent elastic degradation function gp1qe  gp2qe 
p1 ϕq2, disregarding the plastic energy degradation (gp  1) and considering the thermal
degradation function (2.51) with ηθ  0.99. The mesh is given in Figure 9a.
Smaller values for the crack length parameter  must lead to a less diffuse crack
path. Moreover, sufficiently small values of , bounded by the element size, leads to a
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sharp crack. Figure 10 shows the crack path for  ranging from 1.00mm to 0.25mm. As
expected, large values of  gives a diffuse crack, reversing for small ones. These plots do not
correspond to the same analyzed time once  is also associated to the crack propagation
speed, being faster for larger values.
Figure 10 – Effects of the crack length parameter .
(a)   1.00mm at time
t  0.536s.
(b)   0.50mm at time
t  0.547s.
(c)   0.25mm at time
t  0.672s.
Source: Author’s production.
Figure 11 – Crack propagation for   0.25mm.
(a) t  0.630s. (b) t  0.645s. (c) t  0.660s.
Source: Author’s production.
Figure 12 – Crack propagation of Miehe’s study.
(a) Initial shape. (b) Intermediate shape. (c) Final shape.
Source: Miehe, Hofacker and Welschinger (2010).
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Figure 11 illustrates the crack propagation for   0.25mm at different time
steps. The behavior agrees qualitatively with the results provided by Miehe, Hofacker and
Welschinger (2010) presented in Figure 12. The distribution of the Cauchy stresses and
temperature at time t  0.660s are given in Figure 13. The stresses exhibit the classical
shapes at the crack tip (see, for instance, the stresses obtained by Yuan and Wu (2013,
pg.3254)). The crack propagation increases the temperature at the crack walls, highlighting
at the crack tip with variation of 0.05 degrees.
Figure 13 – Stress and temperature distributions at t  0.660s.
(a) Cauchy stress σxx. (b) Cauchy stress σyy.
(c) Cauchy stress σxy. (d) Temperature.
Source: Author’s production.
Figure 14 – Comparison of the plastic strain shapes. Details A and B refer to the plastic
strain and accumulated plastic strain, respectively.
(a) Plastic strain shape as-
suming plane strain state.
(b) Estimate crack-tip plas-
tic zone shapes.
Source: (a) Author’s production; (b) Anderson (2005, pg.68).
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Figure 14 presents a comparison with the literature results for the plastic strain
distribution obtained at t  0.660s. The lotus shape is identified at the crack tip, showing
qualitative agreement with the theory described in Anderson (2005). This simulation
enables to note plasticity, even at small levels, in all fracture process over the crack path.
High values for the viscous dissipation parameter b˜d lead to less oscillation in
the iterative solver (for the motion equation) when the crack is propagating. Nonetheless,
the damage, temperature and stress responses are directly affected by this choice. Figure
15 shows the damage and temperature distributions for t  0.911s assuming b˜d  3 
106N.s/m2. The crack length is the same presented in Figure 11c. For this new value, the
crack is delayed in 0.251s (difference of 38%). The temperature distribution shows heat
concentration close to the bottom face (where the displacement is applied) and a more
diffuse region (with higher values) along the crack. The stress shows the same patterns
illustrated in 13, with an average value reduction of 15%.
Figure 15 – Distributions at t  0.911s adopting b˜d  3 106N.s/m2.
(a) Damage. (b) Temperature.
Source: Author’s production.
5.1.2 Single notched shear test
This section intends to verify, using the single notched shear test, the crack
behavior under mode II when different classical exponent tensile/compressive elastic
degradation functions are considered. The meshes are given in Figures 9b and 9c. For this
analysis is assumed a crack length parameter of   0.50mm.
Figure 16 illustrates the crack propagation when both tensile and compressive
elastic energies are allowed to degrade assuming gp1qe  gp2qe  p1 ϕq2. It is identified a
crack branching with an initial angle of 60 in relation to the horizontal line. This is in
accordance with a related problem performed by Bourdin, Francfort and Marigo (2000)
and Miehe, Welschinger and Hofacker (2010), illustrated in Figure 17.
Figure 18 shows the crack propagation at different time steps considering
gp1qe  p1 ϕq2 and gp2qe  1 adopting the isochoric/volumetric split of energy. Figure 19
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Figure 16 – Crack propagation assuming gp1qe  gp2qe  p1 ϕq2.
(a) t  0.425s. (b) t  0.450s. (c) t  0.500s.
Source: Author’s production.
Figure 17 – Crack propagation of Miehe’s study: Single notched shear test I.
(a) Intermediate shape. (b) Final shape.
Source: Modified from Miehe, Welschinger and Hofacker (2010, pg.1303).
presents the crack path, including crack propagation angles, obtained in Miehe, Hofacker
and Welschinger (2010). Note that the results are qualitatively similar, considering the
x-axis symmetry due to the boundary condition choice, with small variations in the crack
path directions. While we obtained 65, 58 and 47, Miehe’s study provided, respectively,
67, 58 and 45 in relation to the horizontal line. The plasticity is identified only in the
region close to the initial notched tip.
Figure 18 – Crack propagation assuming gp1qe  p1 ϕq2 and gp2qe  1.
(a) t  0.445s. (b) t  0.475s. (c) t  0.690s.
Source: Author’s production.
Chapter 5. Results 106
Figure 19 – Crack propagation of Miehe’s study: Single notched shear test II.
(a) Initial shape. (b) Intermediate shape. (c) Final shape.
Source: Modified from Miehe, Hofacker and Welschinger (2010, pg.2774).
5.2 Symmetric three point bending test
Consider the symmetric bending specimen with geometry and boundary con-
ditions illustrated in Figure 20. This benchmark verifies the brittle crack propagation in
mode I in an elasto-plastic material subject to bending. An incremental displacement u¯
with rate of u¯  0.10 mm/s is applied through the time steps on the central part of the
upper face. Figure 21 shows the adopted mesh with 20992 unstructured triangular linear
elements. The mesh is refined in the central region of the specimen with element sizes
smaller than 0.025mm.
The material used in this analysis is of a cast iron type with Griffith fracture
energy Gc  1000N/m and the viscous parameter b˜d  0N.s/m2. Moreover, we assume
the phase layer width of   0.75mm, rate of damage change of c˜  1.0 m2/N.s and time
increment of ∆t  1.0 104s. The remaining parameters are summarized in Table 1. The
elastic and plastic degradation functions are given by gp1qe  p1 ϕq2 and gp2qe  gp  1,
adopting the isochoric/volumetric split of energy. The thermal degradation function gθ is
given according to (2.51) with ηθ  0.99.
Figure 20 – Symmetric bending specimen. Dimensions in millimeters.
Source: Author’s production.
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Figure 21 – Symmetric bending mesh composed of triangular linear elements.
(a) Full mesh view.
(b) Mesh at zoomed region.
Source: Author’s production.
Figure 22 shows the crack path developing from the notch tip and propagating
upwards through the specimen. This crack behavior agrees with the literature results, as
illustrated in Figure 23. The prevention of damage growth under compression, assuming
gp1qe  1, is a mandatory assumption in this simulation; otherwise, the crack will also
grows from the prescribed displacement region downwards through the specimen. Similar
behavior occurs when assuming b˜d  0 and Gc as given in Table 1. The plasticity is
identified only in the region close to the initial notch tip.
Figure 22 – Crack propagation on the symmetric three point bending specimen in the
zoomed region.
(a) t  1.25s. (b) t  1.26s.
(c) t  1.27s. (d) t  1.28s.
(e) t  1.29s. (f) t  1.30s.
Source: Author’s production.
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Figure 23 – Crack propagation of Miehe’s study: Symmetric three point bending test.
(a) Initial shape. (b) Intermediary shape. (c) Final shape.
Source: Modified from Miehe, Hofacker and Welschinger (2010, pg.2775).
5.3 I-shaped test
This section presents a ductile fracture validation using the experimental data
presented by Daghfas et al. (2017) and make a comparison with different degradation
functions.
Consider the I-shaped specimen provided by Fatemi et al. (2005) with geometry
and boundary conditions illustrated in Figure 24. An incremental monotonic displacement
u¯ is applied along the time steps on the right face of the specimen for the problems
addressed in Sections 5.3.1 and 5.3.2 at rates of 0.16152mm/s and 0.50mm/s, respectively.
The mesh comprises unstructured triangular quadratic elements concentrated in the central
region. It is obtained by the phpq2FEM software from an associated mesh containing 7160
triangular linear elements as illustrated in Figure 25. All illustrations referring to this
specimen domain will be presented in the zoomed region indicated in Figure 24.
Figure 24 – I-shaped specimen. Dimensions in millimeters.
Source: Modified from Haveroth et al. (2020).
The material is the 7075-T7351 aluminum alloy with properties provided in
the literature (DIMATTEO; LAMPMAN, 1996; FATEMI et al., 2005; DAGHFAS et al.,
2017). Table 2 summarizes the parameters used in the simulations. Time increments of
∆t  5.0 104s are adopted in all simulations. The remaining parameters and conditions
are described along this section.
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Figure 25 – I-shaped mesh composed of triangular linear elements.
(a) Full mesh view.
(b) Mesh at zoomed region.
Source: Author’s production.
Table 2 – Parameters used in the I-shaped specimen simulations.
Young modulus [GPa] E 72.0 Yield stress [MPa] σy 368.0
Poisson’s ratio ν 0.33 Plastic parm. [MPa] rp 78.0
Density [kg/m3] ρ0 2810.0 Plastic parm. sp 32.0
Vol. heat capacity [MJ/m3.K] cV 2.698 Viscous dsipt. [N.s/m2] b˜d 3.0  106
Griffith fracture energy [N/m] Gc 4951.0 Phase field parm. ζ 1.0
Thermal cond. parm. [J/K2.m.s] c˜θ 0.520 Thickness [mm]  2.50
Obtaining a thermal conductivity of 155 W/K.m for a uniform temperature θ0  298.15 K.
Assuming null damage as initial condition for this symmetric problem leads to
two symmetric crack paths close to the internal radius. However, only one predominant
crack path is expected in experimental results. This occurs because virgin materials are not
perfect, there are micro and meso defects with intensities and locations, a-priori, unknown.
To simulate materials with initial defects, avoiding also the symmetry problem, we adopt
non-null damage initial conditions governed by the Gaussian distributions
ϕpx, 0q  0.1 exp  5.0 106px 0.03955q2( exp  5.0 106py  0.00520q2( (5.1)
and
ϕpx, 0q  0.6 exp  5.0 106px 0.03955q2( exp  5.0 106py  0.006035q2( . (5.2)
These initial conditions are illustrated in Figure 26a and 26b, respectively.
Figure 26 – Damage distribution on the I-shaped specimen.
(a) Initial damage with a maxi-
mum magnitude ϕmax  0.1 at
coordinate p3.955, 0.52qmm.
(b) Initial damage with a maxi-
mum magnitude ϕmax  0.6 at
coordinate p3.955, 6.035qmm.
Source: Author’s production.
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5.3.1 Ductile fracture validation
Consider the damage initial condition (5.1) illustrated in Figure 26a. We adopt
the phase layer width   0.60 mm and the rate of damage change c˜  8.5 109 m2/N.s.
The elastic and plastic degradation functions are equal (gp  gp1qe  gp2qe ) and given by
the combined expression (2.67) assuming fb as in (2.66) with κ1  1.0 and κ2  0.0. The
thermal degradation function gθ is given in (2.51) with ηθ  0.99.
Figure 27 presents the damage distribution over the I-shaped specimen in
different time steps assuming ωg  0.40. It illustrates the crack propagation at 45 to the
x-axis, characterizing qualitatively ductile fracture. This crack path is obtained without
geometric modification to induce a preferential direction. Figure 28 shows the Cauchy stress
component σxx. The highest stress values are concentrated at the crack tips, decreasing
with the fracture. Note that there is a residual stress at time t  5.00s due to the viscosity
parameter b˜d. Figure 29 shows that the temperature over the specimen has higher values
along the crack path. The thermal degradation function parameter ηθ  0.99 leads to
small thermal dissipation between the two parts of the specimen (divided by the crack).
Figure 30 shows that the plasticity occurs, in large proportion, along the crack path.
Figure 27 – Damage distribution on the I-shaped specimen.
(a) t  4.625s. (b) t  4.750s.
(c) t  4.875s. (d) t  4.925s.
(e) t  4.965s. (f) t  5.000s.
Source: Author’s production.
Figure 31 compares the stress-strain curve at point C (see Figure 26b), in
the direction of the x-axis considering different conditions, with the experimental data
provided by Daghfas et al. (2017). The simulations approximate the experimental curve
until the rupture, which in turn occurs in different strain levels due to the variation of
ωg. The plastic parameters rp ans sp are adjusted considering the softening caused by the
damage. In fact, the curve disregarding damage effects in the resulting curve is slightly
stiffer when compared with the remaining cases.
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Figure 28 – Cauchy stress σxx distribution on the I-shaped specimen.
(a) t  4.875s. (b) t  4.925s.
(c) t  4.965s. (d) t  5.000s.
Source: Author’s production.
Figure 29 – Temperature distribution on the I-shaped specimen.
(a) t  4.875s. (b) t  4.925s.
(c) t  4.965s. (d) t  5.000s.
Source: Author’s production.
Figure 30 – Accumulated plastic strain distribution on the I-shaped specimen.
(a) t  4.625s. (b) t  4.750s.
(c) t  4.965s. (d) t  5.000s.
Source: Author’s production.
Figure 32 shows the damage and temperature over the time at point A (see
Figure 26a) considering variations in the parameter ωg. Note that these changes enable
the material degradation delay, once the damage reaches the maximum asymptotic value
at different times. Figure 32b shows that there is not change in the temperature until
the damage growth. The changes in the amplitude occurs, although very subtle, by the
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slope differences in the curves of Figure 32a and the largest accumulated plastic strain
in the crack. This amplitude can be modified by the the thermal dissipation degradation
parameter ηθ.
Figure 31 – Stress-strain curves at point C considering different values of ωg, disregarding
damage and the experimental data provided by Daghfas et al. (2017).
Source: Haveroth et al. (2020, pg.29).
Figure 32 – Damage and temperature responses at point A for different values of ωg.
(a) Damage evolution. (b) Temperature evolution.
Source: Haveroth et al. (2020, pg.29).
5.3.2 Comparative study
This section presents a comparison between different degradation functions in
similar conditions. We consider the damage initial condition (5.2) illustrated in Figure
26b, a phase layer width of   0.20mm and the rate of damage change c˜  3.4  108
m2/N.s. These parameters are modified, in relation to the previous section, only to speed
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up the simulations. Moreover, we assume that the elastic degradation functions are equal
(ge  gp1qe  gp2qe ), there is no plastic energy degradation (gp  1) and the thermal
degradation function gθ is given according to (2.51) with ηθ  0.90.
Figure 33 – Damage distribution on the I-shaped specimen.
(a) t  0.825s. (b) t  0.863s.
(c) t  0.950s. (d) t  1.100s.
Source: Author’s production.
Figure 34 – Stress, temperature and accumulated plastic strain distributions on the I-
shaped specimen. Left and right columns corresponds to the time t  0.950s
and t  1.100s, respectively.
(a) Stress σxx. (b) Stress σxx.
(c) Temperature. (d) Temperature.
(e) Accum. plastic strain. (f) Accum. plastic strain.
Source: Author’s production.
Figures 33 and 34 show the damage, Cauchy stress component σxx, temperature
and accumulated plastic strain on the specimen for different time steps. They are obtained
using the combined degradation function ge (2.67) assuming fb as in (2.66) with κ1  120.0,
κ2  0.01 and ωg  0.80. In contrast to the crack path illustrated in Figure 27, the crack
propagates in 90 to the x-axis, characterizing, at least qualitatively, brittle fracture. As
illustrated, even with the function ge written in terms of the accumulated plastic strain, it
does not ensure ductile crack shape. The Cauchy stress presents the classical behavior at
the crack tip, similar to that illustrated in Figure 13b. We observe temperature variation
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of about one degree at the crack walls, concentrating at the crack tip. The accumulated
plastic strain presents an accumulated lotus shape, in the sense that each time step sum
the contribution of the shape illustrated in Figure 14.
Figure 35 – Stress-strain and damage evolution for the exponent degradation function.
(a) Stress-strain curves at point C. (b) Damage evolution at point B.
Source: Modified from Haveroth et al. (2020, pg.30).
Figure 36 – Stress-strain and damage evolution for the cubic degradation function.
(a) Stress-strain curves at point C. (b) Damage evolution at point B.
Source: Modified from Haveroth et al. (2020, pg.30).
Figures 35 to 37 illustrates the stress-strain curves in the x-axial direction and
the damage evolution at points C and B, respectively (see Figure 26b). The exponent,
cubic and combined degradation functions ge are given, respectively, by (2.63), (2.65) and
(2.67) with ωg  0.80. All functions use fb given according to (2.66), assuming κ2  0.01.
Note that the corresponding stress-strain curves approximate the original undamaged
curve until rupture, which in turn, occurs in different strain values. This is most evident
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when using the combined degradation function (see Figure 37a). Changing the degradation
function parameter κ1, all functions enable to modify conveniently these limits. The rate
of damage change c˜ also modifies with less intensity these limits and can be used to
fine tuning. We observe that damage reaches quickly the maximum asymptotic value
using the cubic and combined functions. For the exponent function, the damage reached
the asymptotic value slowly. Similar distributions with those illustrated in Figure 34 are
obtained using exponent and cubic degradation functions.
Figure 37 – Stress-strain and damage evolution for the combined degradation function.
(a) Stress-strain curves at point C. (b) Damage evolution at point B.
Source: Modified from Haveroth et al. (2020, pg.30).
Figure 38 – Damage distribution on the I-shaped specimen for different levels of plastic
energy degradation.
(a) gp  0.00ge. (b) gp  0.10ge.
(c) gp  0.25ge. (d) gp  0.50ge.
(e) gp  0.75ge. (f) gp  1.00ge.
Source: Modified from Haveroth et al. (2020, pg.31).
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Figure 38 shows the strong influence of the plastic energy degradation on
the crack path, obtained using the combined degradation function assuming ωg  0.8,
κ1  120.0 and κ2  0.01. Contrary to Figure 33, we consider gp assuming 0, 10, 25, 50, 75
and 100% of the ge values. For percentage above 50% we recover ductile fracture behavior.
The oscillations between 45 show that there is no preferential direction of the crack
propagation.
5.4 Asymmetrically notched tensile test
This section presents the recovering of ductile fracture behavior that is experi-
mentally obtained by Ambati, Kruse and Lorenzis (2016) using the formulation described
in Chapter 4.
Consider the asymmetrically notched specimen with geometry and boundary
conditions illustrated in Figure 39. Numerical simulations disregard the gray region used in
experimental tests to engage. An incremental monotonic displacement rate u¯  4.166¯mm/s
is applied along the time steps in both faces of the specimen. Figure 40 shows the mesh
composed of 31218 triangular linear elements, refined in the central region with element
sizes smaller than 0.05mm.
Figure 39 – Asymmetrically notched specimen. Dimensions in millimeters.
Source: Author’s production.
Figure 40 – Asymmetrically notched mesh composed of triangular linear elements.
(a) Full mesh view.
(b) Mesh at zoomed
region.
Source: Author’s production.
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The material is the 5005 aluminum alloy with properties provided in the litera-
ture (STEVEN, 1998; DIMATTEO; LAMPMAN, 1996; AMBATI; KRUSE; LORENZIS,
2016). Particularly, we assume the Griffith fracture energy Gc  9093.0N/m (see Steven
(1998, pg.779)) once that obtained in Ambati’s study ( 106) does not correspond to
the order commonly used for the aluminum alloys (103  104). Herein, we adopt time
increments of ∆t  2.5104s. Moreover, we consider the phase layer width of   0.25mm
and rate of damage change c˜  2.0 106 m2/N.s. The remaining parameters are shown
in Table 3.
Table 3 – Parameters used in the asymmetrically notched test.
Young modulus [GPa] E 70.9 Yield stress [MPa] σy 113.0
Poisson’s ratio ν 0.34 Plastic parm. [MPa] rp 22.0
Density [kg/m3] ρ0 2700.0 Plastic parm. sp 24.5
Vol. heat capacity [MJ/m3.K] cV 2.430 Viscous dsipt. [N.s/m2] b˜d 1.0  106
Griffith fracture energy [N/m] Gc 9093.0 Phase field parm. ζ 1.0
Thermal cond. parm. [J/K2.m.s] c˜θ 0.671 Thickness [mm]  3.00
Obtaining a thermal conductivity of 200 W/K.m for a uniform temperature θ0  298.15 K.
We assume that there is not degradation under compression (gp2qe  1) and that
both tensile elastic and plastic degradation functions are equal (gp1qe  gp), given by the
cubic expression (2.65) assuming fb as in (2.66). The thermal degradation function gθ is
given according to (2.51) with ηθ  0.99.
Figure 41 – Damage distribution assuming: (a-d) κ1  1.0 and κ2  0.0; (e-h) κ1  1.0
and κ2  5.0 103.
(a) t  0.0625s. (b) t  0.0750s. (c) t  0.0875s. (d) t  0.1000s.
(e) t  0.1000s. (f) t  0.1125s. (g) t  0.1250s. (h) t  0.1375s.
Source: Author’s production.
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Two different degradation function are assumed. The first one consider the
internal plastic variable (κ1  0q and the second is independent of any plastic parameter
(κ1  0). Figures 41(a-d) and 41(e-h) illustrate the damage distributions for these cases
respectivelly. Subfigures 41d and 41h accounts to the deformed specimen. We observe
similar crack behaviors, having a crack nucleation at the oposite notches and emerging to
a unique crack path in 45 regarding to the x-axis. This crack pattern is due to the plastic
degradation function assumption, gp  0, as discussed in Section 5.3.2. The results are
in agreement, at least qualitatively, with the several stages of the crack stages obtained
experimentally in Ambati, Kruse and Lorenzis (2016) illustrated in Figure 42. The fracture
occurs in approximately t  0.3000s while the simulations shows fracture in t  0.1000s
and t  0.1375s due to the degradation function choices.
Figure 42 – Stages of the crack at zoomed region.
Source: Modified from Ambati, Kruse and Lorenzis (2016, pg.156).
Figure 43 – Temperature evolution in the center of the specimen.
Source: Author’s production.
Figure 43 illustrates the effects of the thermal degradation function gθ on the
temperature at the center of the specimen. Here we assume that κ1  1.0 and κ2  0.0.
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Figure 44 – Temperature distribution.
(a) ηθ  0.00. (b) ηθ  0.50. (c) ηθ  0.99.
Source: Author’s production.
Figure 44 shows the temperature distribution at time t  0.1000s considering ηθ  0.0, 0.50
and 0.99. As expected, we observe that the dissipation along the crack is smaller for ηθ
close to 1 allowing higher temperatures at the crack tip and a concentration of heat in the
crack walls.
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6 Conclusion
This thesis presented a historical background summarizing more than four
decades of studies concerning damage phase field models in elasto-plastic materials.
Although some of them were thermodynamically consistent, they have not clear arguments
to prove it. Moreover, most of them are restricted to the isothermal case and only classical
degradation functions with external calibrating field were considered.
This study proposed two general thermodynamically consistent non-isothermal
phase field models for evolution of damage, fracture and plastic flow. They were developed
in the Eulerian and Lagrangian versions for small and finite strains. Due to the clear
sequence of physical and mathematical arguments, the adopted methodology enabled to
include the plasticity in the damage phase field model in a thermodynamically consistent
way. The degradation functions were applied in both elastic and plastic energy densities for
simple isotropic elasto-plastic materials. A thermal degradation function was also added to
the pseudo-potential of dissipation to reduce the thermal conductivity over the crack walls.
The classical exponent and cubic degradation functions were generalized and we proposed
a new degradation function which delays the damage. The thermodynamically consistent
treatment of these degradation functions resulted in unusual additional contributions in
the stress (responsible for driving the plastic flow) and the hardening thermodynamical
force. The asymptotic analysis recovering the classical fracture mechanics performed by
Silva, Duda and Fried (2013) considered exactly the same dyadic terms on the stress that
we derived naturally. It shown that the resulting models are general, enabling to recover
several models of the literature adopting convenient simplifying hypotheses.
The implementation of the models developed in Chapters 2 and 4 were suc-
cesfully performed in the phpq2FEM code. Two new solvers were developed to adapt the
phpq2FEM code to receive the semi-explicit-implicit time integration scheme (SEITIS).
According to Haveroth et al. (2018), the SEITIS solves the system of equations with
reduction in the computational time maintaining a reasonable accuracy. A new class of
plastic materials was also introduced in the phpq2FEM code. Among others, it includes the
return mapping algorithms assuming degradation function effects. The exact linearizarion
of the equations were possible due to the tangent module for small and finite strain code
versions evaluated numerically by complex derivatives. The OpenMP paralellism tool was
successfully introduced at the element level of all equations.
We emphasize that this thesis does not include a stability study of the SEITIS
procedure, which the author considers of great importance. However, the instability was
not observed in the cases presented in Section 5 due to the small prescribed displacement
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rates used in these analyses. Besides, we are aware of the need to at least introduce an
external loop to SEITIS to improve accuracy and to have greater control over the global
residual (of all equations). This modification was avoided only due to hardware limitations,
and further studies proposing higher performance solvers are encouraged.
The developed models were able to obtain qualitative and quantitative responses
of several brittle and ductile fracture tests. Simulations performed in Sections 5.1 to 5.4
verified the generality of our model recovering the same brittle fracture paths described in
the literature for both mode I and mode II fractures, now assuming elasto-plastic solids.
The classical behaviors at the crack tip were observed, in particular for the plastic strain.
Classical exponent degradation functions were adopted here. In Section 5.3, the proposed
model leaded to qualitative and quantitative responses of ductile fracture. This analysis
was only possible due to the combined degradation function employment and its delay
feature. For a brittle crack path case, a comparison of the elastic degradation functions
ge under similar conditions was performed. We verified that the model is not greatly
influenced by the degradation function choices. However, damage delay is sometimes
important for a quantitative response and such behavior can be obtained by using the
proposed combined degradation function. The responses showed to be very sensitive to
the plastic degradation function gp. We observed that gp is important especially when we
desire the ductile fracture path and, even assuming ge written in terms of the accumulated
plastic strain (as used in several studies of the literature), there is no guarantee that this
behavior is recovered. Section 5.4 presented a ductile fracture test using the model for
large strains showing qualitative agreement with experimental results.
Current works and colaborations
Additional themes have been studied by the author through the PhD develop-
ment. These topics are associated to the subject of the present thesis, although they are
not detailed here. A brief description on this concerning is given below.
As the plasticity, the fatigue may be introduced in the damage phase field
model as a dissipative phenomenon. Boldrini et al. (2016) considered the fatigue as another
phase field, an internal variable type, whose description has been improved in Haveroth et
al. (2020). By using a one-dimensional version of the resulting model, both experimental
S-N data and Paris curve slope are recovered. Studies in this field are currently new and
have a great interest in the scientific community.
An additional study including the contact formulation in the damage phase
field model of the Chapter 4 has been developed. This study has the support of Allan
Patrick Cordeiro Dias PhD, current postdoctoral student at FEM/UNICAMP. We are
currently dealing with the heat transfer of two bodies in contact, while the remaining
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implementations using SITIS is already done.
In addition, with the support of Thais Clara da Costa Haveroth MSc, current
doctoral student at IMECC/UNICAMP, a study regarding fractional derivatives has been
developed. A new algorithm to evaluate the Caputo fractional derivative is proposed.
Several test functions shown that it is accurate and have very low computational cost,
when compared with the classical algorithms.
Suggestions for future studies
The non-isothermal phase field model previously developed can be applied to
capture damage, fracture, fatigue, plasticity and, also friction and contact in materials
by considering finite strains. It can be extended by considering, for instance, composite
materials. Possible applications include the study of mechanical forming processes. More-
over, strategies for automatic mesh refinement and high performance programming, using
message passing interface (MPI) can be addressed. This enables to explore the methodology
of solving systems of equations by element-by-element least square procedures associated
with an iterative procedure for the global error reduction.
123
Bibliography
ALESSI, R.; VIDOLI, S.; LORENZIS, L. D. A phenomenological approach to fatigue
with a variational phase-field model: The one-dimensional case. Engineering Fracture
Mechanics, Elsevier, v. 190, p. 53–73, 2018.
ALLEN, S. M.; CAHN, J. W. Ground state structures in ordered binary alloys with
second neighbor interactions. Acta Metallurgica, Elsevier, v. 20, n. 3, p. 423–433, 1972.
AMBATI, M.; GERASIMOV, T.; LORENZIS, L. D. Phase-field modeling of ductile
fracture. Computational Mechanics, Springer, v. 55, n. 5, p. 1017–1040, 2015.
. A review on phase-field models of brittle fracture and a new fast hybrid
formulation. Computational Mechanics, Springer, v. 55, n. 2, p. 383–405, 2015.
AMBATI, M.; KRUSE, R.; LORENZIS, L. D. A phase-field model for ductile fracture at
finite strains and its experimental verification. Computational Mechanics, Springer, v. 57,
n. 1, p. 149–167, 2016.
AMBATI, M.; LORENZIS, L. D. Phase-field modeling of brittle and ductile fracture in
shells with isogeometric nurbs-based solid-shell elements. Computer Methods in Applied
Mechanics and Engineering, Elsevier, v. 312, p. 351–373, 2016.
AMENDOLA, G.; FABRIZIO, M.; GOLDEN, J. M. Thermomechanics of damage and
fatigue by a phase field model. Journal of Thermal Stresses, Taylor & Francis, v. 39, n. 5,
p. 487–499, 2016.
AMOR, H.; MARIGO, J.-J.; MAURINI, C. Regularized formulation of the variational
brittle fracture with unilateral contact: Numerical experiments. Journal of the Mechanics
and Physics of Solids, Elsevier, v. 57, n. 8, p. 1209–1229, 2009.
ANDERSON, T. L. Fracture mechanics: fundamentals and applications. Boca Raton,
USA: CRC Press, 2005.
ARANSON, I. S.; KALATSKY, V. A.; VINOKUR, V. M. Continuum field description of
crack propagation. Physical review letters, APS, v. 85, n. 1, p. 118–121, 2000.
BELYTSCHKO, T.; LIU, W. K.; MORAN, B.; ELKHODARY, K. Nonlinear finite
elements for continua and structures. [S.l.]: John wiley & sons, 2013.
BHATE, D. N.; KUMAR, A.; BOWER, A. F. Diffuse interface model for electromigration
and stress voiding. Journal of Applied Physics, AIP, v. 87, n. 4, p. 1712–1721, 2000.
BHATTI, M. A. Advanced topics in finite element analysis of structures: with Mathematica
and MATLAB computations. [S.l.]: John Wiley & Sons, Inc., 2006.
BITTENCOURT, M. L. Iterative methods and multigrid adaptable in unstructured meshes
(portuguese). Phd Thesis (PhD Thesis) — School of Mechanical Engineering, University of
Campinas, 1996.
Bibliography 124
BITTENCOURT, M. L. Computational solid mechanics: variational formulation and high
order approximation. [S.l.]: CRC Press, 2014.
BITTENCOURT, T.; WAWRZYNEK, P.; INGRAFFEA, A.; SOUSA, J. Quasi-automatic
simulation of crack propagation for 2d lefm problems. Engineering Fracture Mechanics,
Elsevier, v. 55, n. 2, p. 321–334, 1996.
BOETTINGER, W. J.; WARREN, J. A.; BECKERMANN, C.; KARMA, A. Phase-field
simulation of solidification. Annual review of materials research, Annual Reviews 4139 El
Camino Way, PO Box 10139, Palo Alto, CA 94303-0139, USA, v. 32, n. 1, p. 163–194,
2002.
BOLDRINI, J. L. Advances in mathematics and applications. In: LAVOR, C.; NETO,
F. d. A. M. G. N. (Ed.). 1. ed. [S.l.]: Springer International Publishing, 2018. chap.
Phase-field: a methodology to model complex material behavior, p. 67–103.
BOLDRINI, J. L.; MORAES, E. A. B. de; CHIARELLI, L. R.; FUMES, F. G.;
BITTENCOURT, M. L. A non-isothermal thermodynamically consistent phase field
framework for structural damage and fatigue. Computer Methods in Applied Mechanics
and Engineering, Elsevier, v. 312, p. 395–427, 2016.
BONET, J.; WOOD, R. D. Nonlinear continuum mechanics for finite element analysis. 2.
ed. [S.l.]: Cambridge university press, 2008.
BORDEN, M. J.; HUGHES, T. J.; LANDIS, C. M.; VERHOOSEL, C. V. A higher-order
phase-field model for brittle fracture: Formulation and analysis within the isogeometric
analysis framework. Computer Methods in Applied Mechanics and Engineering, Elsevier,
v. 273, p. 100–118, 2014.
BORDEN, M. J.; HUGHES, T. J.; LANDIS, C. M.; ANVARI, A.; LEE, I. J. A phase-field
formulation for fracture in ductile materials: Finite deformation balance law derivation,
plastic degradation, and stress triaxiality effects. Computer Methods in Applied Mechanics
and Engineering, v. 312, p. 130–166, 2016.
BOURDIN, B.; FRANCFORT, G. A.; MARIGO, J.-J. Numerical experiments in revisited
brittle fracture. Journal of the Mechanics and Physics of Solids, Elsevier, v. 48, n. 4, p.
797–826, 2000.
CAHN, J. W.; HILLIARD, J. E. Free energy of a nonuniform system. I. interfacial free
energy. The Journal of Chemical Physics, AIP, v. 28, n. 2, p. 258–267, 1958.
CAPUTO, M.; FABRIZIO, M. Damage and fatigue described by a fractional derivative
model. Journal of Computational Physics, Elsevier, v. 293, p. 400–408, 2015.
CARRARA, P.; AMBATI, M.; ALESSI, R.; LORENZIS, L. D. A novel framework to
model the fatigue behavior of brittle materials based on a variational phase-field approach.
arXiv preprint arXiv:1811.02244, 2018.
CHAVES, E. W. Notes on continuum mechanics. [S.l.]: Springer Science & Business
Media, 2013.
CHEN, L. Q.; YANG, W. Computer simulation of the domain dynamics of a quenched
system with a large number of nonconserved order parameters: The grain-growth kinetics.
Phys. Rev. B, v. 21, n. 50, p. 15752–15756, 1994.
Bibliography 125
CHIARELLI, L.; FUMES, F.; MORAES, E. B. de; HAVEROTH, G.; BOLDRINI, J.;
BITTENCOURT, M. Comparison of high order finite element and discontinuous galerkin
methods for phase field equations: Application to structural damage. Computers &
Mathematics with Applications, Elsevier, v. 74, n. 7, p. 1542–1564, 2017.
DAGHFAS, O.; ZNAIDI, A.; MOHAMED, A. B.; NASRI, R. Experimental and numerical
study on mechanical properties of aluminum alloy under uniaxial tensile test. Frattura ed
Integrità Strutturale, v. 11, n. 39, p. 263–273, 2017.
DIMATTEO, N. D.; LAMPMAN, S. R. ASM Handbook: fatigue and fracture. [S.l.]: ASM
International Ohio. USA, 1996.
DU, Q.; LIU, C.; WANG, X. Simulating the deformation of vesicle membranes under
elastic bending energy in three dimensions. Journal of Computational Physics, Elsevier,
v. 212, n. 2, p. 757–777, 2006.
DUDA, F. P.; CIARBONETTI, A.; SáNCHEZ, P. J.; HUESPE, A. E. A phase-
field/gradient damage model for brittle fracture in elastic–plastic solids. International
Journal of Plasticity, Elsevier Science, v. 65, 2015.
EASTGATE, L.; SETHNA, J.; RAUSCHER, M.; CRETEGNY, T.; CHEN, C.-S.;
MYERS, C. Fracture in mode i using a conserved phase-field model. Physical review E,
APS, v. 65, n. 3, p. 036117, 2002.
FABRIZIO, M.; GIORGI, C.; MORRO, A. A thermodynamic approach to non-isothermal
phase-field evolution in continuum physics. Physica D: Nonlinear Phenomena, Elsevier,
v. 214, n. 2, p. 144–156, 2006.
FATEMI, A.; PLASEIED, A.; KHOSROVANEH, A.; TANNER, D. Application of
bi-linear log–log s–n model to strain-controlled fatigue data of aluminum alloys and
its effect on life predictions. International Journal of Fatigue, Elsevier, v. 27, n. 9, p.
1040–1050, 2005.
FRANCFORT, G. A.; MARIGO, J. J. Revisiting brittle fracture as an energy
minimization problem. Journal of the Mechanics and Physics of Solids, Elsevier, v. 46,
n. 8, p. 1319–1342, 1998.
FRÉMOND, M. Non-smooth thermomechanics. [S.l.]: Springer Science & Business Media,
2013.
GERMAIN, P. The method of virtual power in continuum mechanics. part 2:
Microstructure. SIAM Journal on Applied Mathematics, SIAM, v. 25, n. 3, p. 556–575,
1973.
GINZBURG, V. L.; LANDAU, L. D. On superconductivity and superfluidity. Zh. Eksp.
Teor. Fiz., v. 20, p. 1064–1084, 1950. Translation in collected papers of L. D.
GURSON, A. L. Continuum theory of ductile rupture by void nucleation and growth: Part
i—yield criteria and flow rules for porous ductile media. Journal of engineering materials
and technology, American Society of Mechanical Engineers, v. 99, n. 1, p. 2–15, 1977.
Bibliography 126
HAVEROTH, G.; VALE, M.; BITTENCOURT, M.; BOLDRINI, J. A non-isothermal
thermodynamically consistent phase field model for damage, fracture and fatigue
evolutions in elasto-plastic materials. Computer Methods in Applied Mechanics and
Engineering, Elsevier, v. 364, 2020.
HAVEROTH, G. A.; MORAES, E. A. B. de; BOLDRINI, J. L.; BITTENCOURT, M. L.
Comparison of semi and fully-implicit time integration schemes applied to a damage
and fatigue phase field model. Latin American Journal of Solids and Structures, SciELO
Brasil, v. 15, n. 5, p. 1–16, 2018.
HAVEROTH, G. A.; STAHLSCHMIDT, J.; MUÑOZ-ROJAS, P. A. Application of
the complex variable semi-analytical method for improved displacement sensitivity
evaluation in geometrically nonlinear truss problems. Latin American Journal of Solids
and Structures, SciELO Brasil, v. 12, n. 5, p. 980–1005, 2015.
HAYES, S.; ZHANG, W.; BRANTHWAITE, M.; JONES, F. Self-healing of damage in
fibre-reinforced polymer-matrix composites. Journal of the Royal Society Interface, The
Royal Society, v. 4, n. 13, p. 381–387, 2007.
HENRY, H.; LEVINE, H. Dynamic instabilities of fracture under biaxial strain using a
phase field model. Physical review letters, APS, v. 93, n. 10, p. 105504, 2004.
HUGHES, T. J. The finite element method: linear static and dynamic finite element
analysis. [S.l.]: Courier Corporation, 2012.
HUGHES, T. J.; COTTRELL, J. A.; BAZILEVS, Y. Isogeometric analysis: Cad, finite
elements, nurbs, exact geometry and mesh refinement. Computer methods in applied
mechanics and engineering, Elsevier, v. 194, n. 39-41, p. 4135–4195, 2005.
JAIN, M.; LLOYD, D.; MACEWEN, S. Hardening laws, surface roughness and biaxial
tensile limit strains of sheet aluminium alloys. International journal of mechanical
sciences, Elsevier, v. 38, n. 2, p. 219–232, 1996.
KACHANOV, L. M. Time of the rupture process under creep conditions, izy akad. Nank
SSR Otd Tech Nauk, v. 8, p. 26–31, 1958.
KANNINEN, M. F.; POPELAR, C. H. Advanced fracture mechanics. New York, USA:
Oxford University Press, 1985.
KARMA, A.; KESSLER, D. A.; LEVINE, H. Phase-field model of mode iii dynamic
fracture. Physical Review Letters, APS, v. 87, n. 4, p. 045501, 2001.
KUHN, C.; MÜELLER, R. A phase field model for fracture. Applied Mathematics and
Mechanics, Springer, v. 8, p. 10223–10224, 2008.
KUHN, C.; SCHLÜTER, A.; MÜLLER, R. On degradation functions in phase field
fracture models. Computational Materials Science, Elsevier, v. 108, p. 374–384, 2015.
LEAL, L. G. Advanced transport phenomena: fluid mechanics and convective transport
processes. [S.l.]: Cambridge University Press, 2007.
LEE, Y. W.; SMITH, R. N.; GLICKSMAN, M. E.; KOSS, M. B. Efects of buoyancy on
the growth of dendritic crystals. Annual Review of Heat Transfer, v. 7, p. 59, 1996.
Bibliography 127
LEMAITRE, J. A three-dimensional ductile damage model applied to deep-drawing
forming limits. In: Mechanical Behaviour of Materials. [S.l.]: Elsevier, 1984. p. 1047–1053.
. A continuous damage mechanics model for ductile fracture. Journal of engineering
materials and technology, American Society of Mechanical Engineers, v. 107, n. 1, p.
83–89, 1985.
. A course on damage mechanics. [S.l.]: Springer Science & Business Media, 2012.
LEVEQUE, R. J. Finite difference methods for ordinary and partial differential equations:
steady-state and time-dependent problems. [S.l.]: SIAM, 2007.
LI, G. Self-healing composites: shape memory polymer based structures. [S.l.]: John Wiley
& Sons, 2014.
LI, Y. L.; HU, S. Y.; LIU, Z. K. Phase-field model of domain structures in ferroelectric
thin films. Appl. Phys. Lett., n. 78, p. 3878–3880, 2001.
MARCONI, V.; JAGLA, E. Diffuse interface approach to brittle fracture. Physical Review
E, APS, v. 71, n. 3, p. 036110, 2005.
MIEHE, C.; ALDAKHEEL, F.; RAINA, A. Phase field modeling of ductile fracture at
finite strains: A variational gradient-extended plasticity-damage theory. International
Journal of Plasticity, Elsevier, v. 84, p. 1–32, 2016.
MIEHE, C.; HOFACKER, M.; SCHÄNZEL, L.-M.; ALDAKHEEL, F. Phase field
modeling of fracture in multi-physics problems. part ii. coupled brittle-to-ductile failure
criteria and crack propagation in thermo-elastic–plastic solids. Computer Methods in
Applied Mechanics and Engineering, Elsevier, v. 294, p. 486–522, 2015.
MIEHE, C.; HOFACKER, M.; WELSCHINGER, F. A phase field model for
rate-independent crack propagation: robust algorithmic implementation based on operator
splits. Computer Methods in Applied Mechanics and Engineering, Elsevier, v. 199, n. 45, p.
2765–2778, 2010.
MIEHE, C.; WELSCHINGER, F.; HOFACKER, M. Thermodynamically consistent
phase-field models of fracture: variational principles and multi-field FE implementations.
International Journal for Numerical Methods in Engineering, Wiley Online Library, v. 83,
n. 10, p. 1273–1311, 2010.
MOELANS, N.; BLANPAIN, B.; WOLLANTS, P. An introduction to phase-field modeling
of microstructure evolution. Computer Coupling of Phase Diagrams and Thermochemistry,
n. 32, p. 268–294, 2008.
NETO, E. A. de S.; PERIC, D.; OWEN, D. R. Computational methods for plasticity:
theory and applications. [S.l.]: John Wiley & Sons, 2011.
NEWMARK, N. M. Computation of dynamic structural response in the range approaching
failure. [S.l.]: Department of Civil Engineering, University of Illinois, 1952.
NGUYEN, T.-T.; YVONNET, J.; ZHU, Q.-Z.; BORNERT, M.; CHATEAU, C. A
phase-field method for computational modeling of interfacial damage interacting with
crack propagation in realistic microstructures obtained by microtomography. Computer
Methods in Applied Mechanics and Engineering, Elsevier, v. 312, p. 567–595, 2016.
Bibliography 128
ODEN, J. T. An Introduction to Mathematical Modeling: A Course in Mechanics. [S.l.]:
John Wiley & Sons, 2011.
PERKOWSKI, Z. Change of thermal conductivity of concrete caused by brittle damage
evolution. Bauphysik, Wiley Online Library, v. 30, n. 6, p. 434–437, 2008.
RABOTNOV, Y. N. On the equation of state of creep. In: NEW YORK, MACMILLAN.
Progress in Applied Mechanics, Prager Anniversary Volume. [S.l.], 1963. p. 307.
ROWLINSON, J. The thermodynamic theory of capillarity under the hypothesis of a
continuous variation of density. Journal of Statistical Physics, v. 20, n. 2, p. 197–245,
1979. Translation of J. D. van der Waals.
SHANTHRAJ, P.; SHARMA, L.; SVENDSEN, B.; ROTERS, F.; RAABE, D. A phase
field model for damage in elasto-viscoplastic materials. Computer Methods in Applied
Mechanics and Engineering, Elsevier, v. 312, p. 167–185, 2016.
SILVA, M. N. da; DUDA, F. P.; FRIED, E. Sharp-crack limit of a phase-field model for
brittle fracture. Journal of the Mechanics and Physics of Solids, Elsevier, v. 61, n. 11, p.
2178–2195, 2013.
SILVA, S. P. L. D. da. Phase-field models for tumor growth uin the avascular phase.
Master’s Thesis (Master’s Thesis) — University of Coimbra, 2009.
SIMO, J. C. A framework for finite strain elastoplasticity based on maximum plastic
dissipation and the multiplicative decomposition: Part i. continuum formulation. Computer
methods in applied mechanics and engineering, Elsevier, v. 66, n. 2, p. 199–219, 1988.
SIMO, J. C.; HUGHES, T. J. R. Computational Inelasticity. [S.l.]: Springer-Verlag, 1998.
STEVEN, R. L. ASM Handbook: Fatigue and Fracture. [S.l.]: ASM International, 1998.
ULMER, H.; HOFACKER, M.; MIEHE, C. Phase field modeling of brittle and ductile
fracture. PAMM, Wiley Online Library, v. 13, n. 1, p. 533–536, 2013.
WANG, Y. U.; JIN, Y.; CUITINO, A.; KHACHATURYAN, A. Nanoscale phase field
microelasticity theory of dislocations: model and 3d simulations. Acta Materialia, Elsevier,
v. 49, n. 10, p. 1847–1857, 2001.
YUAN, F.; WU, X. Atomistic scale fracture behaviours in hierarchically nanotwinned
metals. Philosophical Magazine, Taylor & Francis, v. 93, n. 24, p. 3248–3259, 2013.
ZHENG, X.; YANG, C.; CAI, X.-C.; KEYES, D. A parallel domain decomposition-based
implicit method for the cahn–hilliard–cook phase-field equation in 3d. Journal of
Computational Physics, Elsevier, v. 285, p. 55–70, 2015.
129
APPENDIX A – Phase field approaches
This appendix presents the phase field approaches developed in the literature,
that can be classified into three groups, namely, the diffusification, energetic variational
and entropy approaches. Chapter 1 gives a background on physical and mathematical
concepts related to this appendix.
A.1 Diffusification approach
Diffuse interface models can be seen as convenient approximations of the
physical sharp interfaces. The process of diffusification, or regularization, may consider the
phase field as an additional variable of the problem. If the phase field is not considered an
additional variable, the regularization is done through the original physical variables by
empirical strategies, as adopted by Marconi and Jagla (2005). Otherwise, the regularization
is done by including the phase field variable ϕ  ϕ px, tq as a smooth function. For example,
we can define ϕ by the hyperbolic tangent as
ϕ px, tq  12tanh

d px, tq



  12 ,
where d px, tq denotes the distance of x to the sharp interface at time t, and  ¡ 0 is a
parameter related to the thickness of the corresponding diffuse interface. Then, ϕ  0 and
ϕ  1 corresponds to the phases and 0   ϕ   1 describes the transition between them.
A.2 Energetic variational approach
Following Boldrini (2018), we consider a physical process occurring in a domain
B  Rn (n  1, 2, 3) over a time interval T  r0, T s, and a scalar physical variable
distributed in B. In order to describe the variable changes, three concepts are necessary:
the density ρ : B  T Ñ R, the density of sources and sinks g : B  T Ñ R and flux
f : B  T Ñ Rn of the physical variable of interest. These concepts can be related by
using the balance law. This principle says that at any subregion Dt of B and time t P T ,
the rate of change of the total amount of physical variable in Dt is equal to sum of the
amount generated or consumed in Dt by sources and sinks and the amount left in Dt
by the flux that crosses the boundary BDt. The mathematical expression that describes
this principle is the general transport equation, that is obtained by assuming suitable
smoothness conditions on the previous fields (see details in Appendix C.1). The integral
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form of the balance law is written as
d
dt
»
Dt
ρ dV  
»
BDt
f  n dS  
»
Dt
g dV @Dt,
where n denotes the external unit normal vector field on BDt. By assuming enough
regularity to use the divergence theorem and taking into account the arbitrariness of Dt,
we obtain the general balance equation given in the differential form
Btρ  div pfq  g. (A.1)
Expressions for g and f must be found to conclude the derivation of the equation. Examples
of flux are the advective flux, f  ρv, the diffusive flux, f  k∇ρ, or even a combination
of both, where v is the velocity field and k ¥ 0 is the diffusion coefficient.
The energetic variational approach proposes a modification of (A.1) for the
evolution of the (scalar) phase field variable ϕ. By assuming an advective flux f  ϕv,
this expression is given as
9ϕ  ϕdiv pvq  L pϕq   g, (A.2)
where v is the velocity (macroscopic) field, g is the source/sink term and L denotes a
general operator that must be determined by further arguments.
Consider a particular case without motion and sources or sinks, that is, v  0
and g  0. The remaining physical variables, including the temperature, are made constants.
In this case, the operator L resumes to
9ϕ  L pϕq . (A.3)
Suitable expressions for the operator L pϕq must be determined such that the time evolution
of ϕ does not increase the total free-energy of the physical system over time.
To obtain an initial expression for L pϕq, we consider the total free-energy
depending on the phase field variable and its first derivatives as
Ψ 
»
B
ψ pϕ,∇ϕq dV 
»
B
ψ pϕ, B1ϕ, . . . , Bnϕq dV.
A situation involving higher-order derivative terms can also be considered. Assuming
enough smoothness and the chain rule leads to
dΨ
dt

»
B
pBϕψ Btϕ  BBiϕψ BtBiϕq dV,
written by using the Einstein’s index notation. Considering the integration by parts in the
second term, assuming appropriated boundary conditions and the statement (A.3), the
above equation results to
dΨ
dt

»
B
δψ
δϕ
Btϕ dV 
»
B
δψ
δϕ
L pϕq dV, (A.4)
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where δψ
δϕ
denotes the variational derivative of ϕ given by
δψ
δϕ
 Bϕψ  BiBBiϕψ.
The first possibility to ensure that the free-energy does not increase over time
is to take
L pϕq  λac δψ
δϕ
, (A.5)
where λac ¡ 0 is a coefficient called relaxation factor. From (A.4), the dissipative energy
law becomes
dΨ
dt
 
»
B
λac

δψ
δϕ

2
dV ¤ 0.
Another possibility to enforce the decaying of the free-energy is to adopt the
operator
L pϕq  div

λch∇δψ
δϕ


,
where λch ¡ 0 is a coefficient called mobility term. In this case, integration by parts and
suitable boundary conditions lead to
dΨ
dt
 
»
B
λch
∇δψδϕ
2 dV ¤ 0.
By considering the initial situation expressed in (A.2) and the previous expres-
sions for the operator L pϕq, we obtain the Allen-Cahn and Cahn-Hilliard equations given,
respectively, by
9ϕ  ϕdiv pvq  λac δψ
δϕ
  g
and
9ϕ  ϕdiv pvq  div

λch∇δψ
δϕ


  g.
A.3 Entropy approach
The entropy approach seeks to create conditions for the standard physical
principles, as the mass conservation, momentum balance and the laws of thermodynamics
(conservation of energy and irreversibility of entropy production), remain valid.
This approach is detailed in Chapters 2 to 4 for Eulerian and Lagrangian
coordinates in the context of our phase field models for damage, fracture and plastic
flow. Additional information can be seen in Fabrizio, Giorgi and Morro (2006), where this
technique is used to model the transition between ice-water phases.
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APPENDIX B – Damage and fracture phase
field models: A detailed review
The main phase field models for damage and fracture are described in this
appendix. These studies were divided for elastic and elasto-plastic materials in Sections B.1
and B.2, respectively. This is done for the sake of simplicity, once both brittle and ductile
fractures are modeled in elasto-plastic materials. Along the exposition, the unbroken and
broken states are identified by ϕ  0 and ϕ  1, respectively, and the intermediate state,
0   ϕ   1, represents a damaged material condition. Chapter 1 presents the physical and
mathematical background for understanding the concepts and terms used in this appendix.
B.1 Elastic materials
The phase field models for describing damage and fracture in elastic materials
dates back from the end of the 20th century in parallel by physicists and engineers. These
different ramifications leads to very similar phase field models.
B.1.1 Bourdin, Francfort and Marigo, 2000
Francfort and Marigo (1998) outlined a variational formulation that is close to
the classical Griffith’s theory for quasi-static brittle fracture. In their study, the process of
crack initiation, propagation and branching is driven by a minimization problem of the
following energy functional:
Ψ 
»
B
E0 pεq dV  Gc
»
Γ
dS, (B.1)
where E0 is the elastic energy density evaluated as
E0 pεq  12 ε : C : ε,
written in terms of the elastic strain tensor ε  ∇su and the symmetric fourth-order
elasticity tensor C, whose components Cijkl  λδijδkl µpδikδjl δilδjkq are given in terms of
the Lamé coefficients λ and µ and the Kronecker’s delta δij . The parameter Gc corresponds
to the critical Griffith fracture energy. The solution of (B.1) leads to an admissible crack
path Γ  B and a displacement field u discontinuous across Γ. This model overcomes
the usual shortcomings of the classical theory, as the preexisting crack and a well-defined
crack path.
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Bourdin, Francfort and Marigo (2000) developed a regularized version of the pre-
vious model, enabling a more efficient numerical treatment. In their study, the regularized
functional to be minimized is defined by
Ψ  Ψe  Ψf 
»
B
 p1 ϕq2   η E0 pεq dV  Gc »
B

1
4ϕ
2   |∇ϕ|2


dV, (B.2)
where ϕ is the phase field variable introduced to indicate the crack and  ¡ 0 describes
the phase layer width. The small dimensionless parameter η ¡ 0 describes an artificial
residual stiffness of a totally broken phase, needed to avoid numerical difficulties. The
phase field gradient acts as an energetic term penalizing spatial fluctuations.
The numerical solutions of this regularized version are obtained by minimizing
Ψ using the alternate minimization algorithm (see Bourdin’s reference). This algorithm
consists in solving a sequence of minimization subproblems for u remaining ϕ fixed, and
vice versa, until the convergence.
B.1.2 Aranson, Kalatsky and Vinokur, 2000
Aranson, Kalatsky and Vinokur (2000) developed, independently of Bourdin
and co-workers, a continuum model focusing on fracture mode I for elastic two-dimensional
brittle amorphous solids (see Figure 45). This model combines the standard elastodynamic
equation with a viscous damping term
ρ:u  η∆ 9u  div pσq ,
with a nonconservative order parameter Allen-Cahn-type equation for ϕ that accounts to
the dynamics of defects. Herein, σ represents the stress tensor, ρ is the material density
(assumed constant) and η ¡ 0 a viscous damping parameter.
From (A.3) and assuming λac  1 in (A.5) (see Appendix A), the evolution of
ϕ becomes
9ϕ  δψ
δϕ
,
where the free-energy density ψ is the sum of an elastic (not described in the study) and
a fracture free-energy density ψf . The free-energy potential associated to the fracture is
obtained following the ideas of Landau about phase transitions and is defined by
Ψf 
»
B
ψf dV 
»
B
 
V pϕq   |∇ϕ|2 dV,
where V pϕq is a polynomial function (also not described). This function is called “local
potential energy” and has minimum at ϕ  0 and ϕ  1. Note the similarity with the
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corresponding expression in (B.2). From this choice of free-energy density, the resulting
phase field evolution equation is given by
9ϕ  ∆ϕ  ϕ p1 ϕq rω1   pω2tr pεq  ω3q p1 ϕq   ω4∇ϕ  9us ,
with ωi (i  1, . . . , 4) being parameters of the model.
The coupling between the elastodynamic and phase field equations occurs
through the stress-strain relationship which is assumed
σ  p1 ϕqC : ε  ω5 9ϕI,
where I is the second-order identity tensor and ω5 is an additional material parameter
associated with the hydrostatic stress due to the generation of new defects.
There are small discrepancies between the numerical results and the predictions
of the classical fracture theory. However, the simulations captured phenomenological aspects
of crack propagation, as the crack initiation, propagation, dynamic fracture instability,
sound emission, crack branching and fragmentation.
Figure 45 – Fracture modes.
(a) Mode I: opening or
tensile. (b) Mode II: in-plane
shear.
(c) Mode III: out-of-plane
shear.
Source: Author’s production.
B.1.3 Karma, Kessler and Levine, 2001
Following similar ideas to that presented in the previous section, Karma, Kessler
and Levine (2001) introduced a continuum model by using a phase field approach for
modeling brittle fracture mode III in two-dimensional elastic solids. In this study, the
equilibrium of the system is given by the momentum balance equation
ρ:u  ω1 9u  ω2div pσq ,
where ωi (i  1, 2) are model coefficients, with the evolution of ϕ defined from (A.3) and
(A.5), by
9ϕ  λac δψ
δϕ
.
APPENDIX B. Damage and fracture phase field models: A detailed review 135
In contrast with the previous study, the free-energy potential, defined by the
sum of the elastic Ψe and the fracture Ψf free-energy contributions, is
Ψ  Ψe  Ψf 
»
B
g pϕq pE0 pεq  Ecq dV  
»
B

V pϕq   2 |∇ϕ|
2
	
dV, (B.3)
based on the Ginzburg-Landau double well potential
V pϕq  14ϕ
2p1 ϕq2.
This term is introduced to favor the preferred broken and unbroken states and to create
an energy barrier between them. Furthermore, Ec represents a critical elastic energy value
used as a threshold for crack initiation.
By using the above free-energy potential, the phase field evolution equation
resumes to
9ϕ  λac r∆ϕ BϕV pϕq  Bϕg pϕq pE0 pεq  Ecqs . (B.4)
The coupling between the phase field and the momentum balance equations occurs in the
constitutive stress-strain relation by the function g pϕq, as follows
σ  g pϕq BεE0 pεq ,
where the so-called degradation function g pϕq must have the properties g p0q  1, g p1q  0
and Bϕg p0q  Bϕg p1q  0.
This study verifies that in the previous model the strain is not fully relieved after
passage of the crack. Contributions to solve such problem (which may lead to nonphysical
features) are presented. Numerical solutions for 1D and 2D problems are performed without
information on the solution methods.
B.1.4 Eastgate et al., 2002
Eastgate et al. (2002) developed a continuum phase field model for fracture mode
I in colloidal crystals for small strains. Differently of models developed by Aranson, Karma
and co-workers, the phase field is considered a conservative variable. This conservation is
done by modifying the free-energy so that the material and the void have the same energy
density.
The proposed free-energy is given by
Ψ : Ψe  Ψf 
»
B
p1 ϕq2E0 pεq dV  
»
B

V pε, ϕq   2 |∇ϕ|
2
	
dV,
where
V pε, ϕq  4p1 ϕq
2pϕ tr pεqq2,
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is the Ginzburg-Landau double well potential favoring values of ϕ at 1 and tr pεq, repre-
senting the broken and unbroken states, respectively.
The phase field evolution is a Cahn-Hilliard-type equation given by
9ϕ  div pϕvq  div

λch∇δψ
δϕ


,
with the velocity field evaluated as
v  1
η

δψ
δu
  p1 ϕq∇δψ
δϕ

.
Herein, the mobility term λch represents the diffusion coefficient. Numerical simulations
showed a continuous crack growth. A semi-implicit scheme is used for solution which
alternates nonlinear steps in real space and gradient steps in the Fourier space.
B.1.5 Henry and Levine, 2004
Henry and Levine (2004) outlined an extension of the formulation developed
by Karma and co-workers for the plane strain state describing fractures under loading of
modes I and II. This paper also introduce a modification into the elastic energy in order
to prevent the compressed regions of the body of cracking.
The free-energy potential assumed is similar to (B.3):
Ψ  Ψe  Ψf 
»
B
g pϕq  E˜ pεq  Ec dV   »
B

V pϕq   2 |∇ϕ|
2
	
dV.
The term E˜ pεq coincides with the elastic energy density when the material has a positive
volume change and shear contributions in the case of negative volume change, as follows
E˜ pεq 
$&% E0 pεq if tr pεq ¡ 0E0 pεq  12ωKtr pεq2 if tr pεq   0 with E0 pεq 
1
2λtr pεq
2   µε : ε,
where K is the bulk modulus for a plane configuration and ω ¡ 1 an arbitrary coefficient
of the material. Based on this consideration, the phase field evolution equation resumes to
9ϕ  λac

∆ϕ BϕV pϕq  Bϕg pϕq
 E˜ pεq  Ec .
The coupling between the elastodynamic and phase field equations is given in
the stress-strain relation by the function g pϕq as
σ  g pϕq BεE˜ pεq where g pϕq  p1  3ϕqp1 ϕq3.
The simulated results agreed with experimental observed fracture patterns,
which includes crack branching and oscillations. The numerical solution is obtained by the
finite difference method.
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B.1.6 Marconi and Jagla, 2005
Marconi and Jagla (2005) presented a continuum model by using the diffusifi-
cation approach for crack propagation in brittle elastic materials. The main difference, in
the comparison with the previous models, is the absence of the phase field as an additional
variable into the problem. Done purely in terms of the strain tensor, the crack evolution is
obtained by the elastic saturation energy and produces field equations with high-order
derivatives. The inclusion of regularization terms implies in smoothing crack path.
B.1.7 Kuhn and Müeller, 2008
Kuhn and Müeller (2008) reformulated the regularized energy minimization
problem that Bourdin and co-workers proposed to solve the equilibrium equation
div pσq  0 with σ   p1 ϕq2   η BεE0 pεq ,
coupled with an Allen-Cahn-type phase field evolution equation given by
9ϕ  λac δψ
δϕ
 λac

2 p1 ϕq E0 pεq  Gc

2∆ϕ ϕ2
	
.
The authors emphasizes that this phase field equation allows crack healing. This is avoided
by fixing ϕ, once it is less or equal to 0, or set 9ϕ to 0, if 9ϕ   0. In this study, both small
and finite deformations are examined. The last one is studied by adopting a Neo-Hookean
material with elastic energy given by
E0 pεq  λ4
 
J2  1 λ2   µ


ln pJq   µ2 ptr pCq  3q ,
depending on the right Cauchy-Green tensor C  F TF where F is the deformation
gradient tensor, J  det pF q and Lamé coefficients λ and µ. According to Ambati,
Gerasimov and Lorenzis (2015b), this is the first study in the engineering community to
name this formulation as a phase field model for fracture.
The governing equations are solved by using the finite element method (FEM)
with implicit time integration. A plate with a central circular hole under loading mode I is
simulated. The model captures the crack initiation, propagation and branching.
B.1.8 Amor, Marigo and Maurini, 2009
Amor, Marigo and Maurini (2009) proposed a modification of the regularized
free-energy of Bourdin and co-workers. The previous study did not distinguish the fracture
behavior in tension and compression states. This situation is avoided, or simple minimized,
by assuming a new regularized free-energy
Ψ  Ψe  Ψf 
»
B
  p1 ϕq2   η E 0 pεq   E0 pεq dV  Gc »
B

1
4ϕ
2   |∇ϕ|2


dV,
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based on the additive decomposition of the elastic free-energy density
E0 pεq  E 0 pεq   E0 pεq , (B.5)
into positive E 0 and negative E0 elastic energy contributions. These components can be
defined using the volumetric and deviatoric terms by
E 0 pεq 
1
2Kxtr pεqy
2
   Gdevpεq : devpεq and E0 pεq :
1
2Kxtr pεqy
2
, (B.6)
where K and G are, respectively, the bulk and shear modulus, xy : RÑ R corresponds
to the MacAulay bracket.
The degradation in E0 affects only the positive energy. Physically, this corre-
sponds to state that the phase field variable does not affect the elastic energy on compression
and prevents the interpenetration of the crack faces in this case. Simulations by applying
the alternate minimization algorithm (the same used by Bourdin and co-workers) showed
that the present formulation is more realistic than the previous model.
The Bourdin’s alternate minimization algorithm and a modification of it, which
consists in minimizing Ψ for u fixed ϕ at each step, is adopted in this study. The simulated
problems showed that this new regularized model is able to predict asymmetric results in
traction and compression, being a novelty of this work.
B.1.9 Miehe, Welschinger and Hofacker, 2010
Based on the model developed by Bourdin and co-workers, Miehe, Welschinger
and Hofacker (2010) outlined a thermodynamically consistent phase field framework for
brittle fracture in elastic solids. Two phase field models were derived under hypothesis of
quasi-static and small strain. Unlike the previous studies, these models seek to differentiate
energetic and dissipative effects and incorporate the irreversibility of the phase field
evolution by a penalizing term. The governing equations of the displacement field u and
the fracture phase field ϕ are derived by using arguments of virtual power. Moreover, in
order to account to the fracture effects into tensile and compressive states, this study
proposes the split of the strain tensor into positive and negative parts using the spectral
decomposition. For the sake of simplicity, only the first rate-independent phase field model
is summarized. The details can be obtained in the Miehe’s reference.
In order to describe the first model, let us consider the functional of dissipation
for a fracture energy rate introduced by
9Ψf pϕq 
»
B
9ψf pϕq dV with 9ψf pϕq  Gc 9V pϕq   I  p 9ϕq .
Herein, V pϕq is the Ginzburg-Landau-type energy density associated to the fracture:
V pϕq  12ϕ
2   2 |∇ϕ|
2,
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and I  p 9ϕq is a penalty term to ensure the irreversibility of the fracture, once they are
formed. This term, as well as its approximation by a regularized version, are respectively
defined as
I  pzq 
#
0 for z ¡ 0
 8 otherwise and I

  pzq 

2xzy
2
.
From these considerations, the dissipation function density rate reduces to
9ψf pϕq  Gc

1

ϕ


9ϕ  p∇ϕq ∇ 9ϕ

  2x 9ϕy
2
.
Based on the elastic energy for isotropic solids1 evaluated by
E0 pεq  12λtr pεq
2   µtr  ε2,
the following elastic energy functional is also considered:
Ψe pε, ϕq 
»
B
ψe pε, ϕq dV with ψe pε, ϕq  pg pϕq   ηq E0 pεq ,
where g pq is a monotonically decreasing function that should satisfy g p0q  1, g p1q  0
and Bϕg p1q  0 and describes the degradation of the stored energy due to the damage. A
simple equation satisfying these requirements is
g pϕq  p1 ϕq2. (B.7)
The internal power of the system is the sum of energetic and dissipative rate
effects as
Pint  9Ψe pε, ϕq   9Ψf pϕq 
»
B
9ψe pε, ϕq dV  
»
B
9ψf pϕq dV,
while the external power of the mechanical loading is
Pext 
»
B
f  v dV  
»
BBσ
t  v dS, (B.8)
where f is the body force vector field and t the traction vector field normal to the boundary
BBσ under traction. The governing equations for u and ϕ are derived by using the balance
of internal and external virtual powers as
Pint  Pext  0.
The governing equations, in terms of the energy densities, are given by$''&''%
div pσq   f  0
div

B∇ 9ϕ 9ψf
	


Bϕψe   B 9ϕ 9ψf
	
 0
σ  Bεψe  pg pϕq   ηq BεE0
, (B.9)
1 Under the hypothesis of isotropy, this equation is similar to that used by Henry and Levine (2004).
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with suitable Neumann boundary conditions. In this system, the first expression is the
macroscopic equilibrium equation, the second may be considered a micro-balance that
determines the phase field evolution, while the last one refers to the stress tensor.
Under particular choices for ψe, ψf and g pϕq, the governing equations (B.9)
resumes to the specific form (MIEHE; WELSCHINGER; HOFACKER, 2010):$''&''%
div pσq   f  0
Gc

 
ϕ 2∆ϕ 2 p1 ϕq E0   x 9ϕy  0
σ   p1 ϕq2   η BεE0
.
This study also considers the additive decomposition of the elastic energy
density into positive and negative contributions as in (B.5). These terms are computed
using the spectral decomposition of the strain stress ε as
E0 pεq 
1
2λxtr pεqy
2
   µtr

ε
2
	
with ε 
3¸
i1
xεiyni b ni, (B.10)
where εi and ni are the eigenvalues and eigenvectors of ε, respectively. Assuming this
decomposition and redefining the elastic energy density by
ψe pεq  pg pϕq   ηq E 0 pεq   E0 pεq , (B.11)
the governing equations resumes to$''&''%
div pσq   f  0
Gc

 
ϕ 2∆ϕ 2 p1 ϕq E 0   x 9ϕy  0
σ   p1 ϕq2   η BεE 0   BεE0
.
It is important to note that due to the choice of 9ψf , the phase field equation is
of elliptical type (steady-state). This means that the crack evolution occurs in a shorter
time scale than the macro body motion. For numerical purposes, Miehe and co-workers
converted this equation into a parabolic version introducing a viscous regularization in the
dissipation functional. The modified governing expressions are given by$'''&'''%
div pσq   f  0
9ϕ  Gc
η
 
2∆ϕ ϕ  2
η
p1 ϕq E 0  

η
x 9ϕy
σ   p1 ϕq2   η BεE 0   BεE0
. (B.12)
A finite difference scheme associated with heuristic-variational arguments and
the FEM are used for time and spatial discretization, respectively. Impressive numerical
results are obtained using these models, including the asymmetric three point bending
benchmark experimentally analyzed by Bittencourt et al. (1996).
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B.1.10 Miehe, Hofacker and Welschinger, 2010
Miehe, Hofacker and Welschinger (2010) extended the previous formulation
and derived a new variational framework for rate-independent brittle fracture based on
the introduction of a local history field. This field consists of a measure for the maximum
elastic tensile energy obtained in the deformation history. Its introduction substitutes the
penalty term used in the previous model, enabling to represent the crack balance equation
more conveniently.
Adopting this modification, the phase field evolution equation (B.12) becomes
9ϕ  Gc
η
 
2∆ϕ ϕ  2
η
p1 ϕqH px, tq , (B.13)
where
H px, tq  max
sPr0,ts
E 0 pε px, sqq , (B.14)
is the local history field, also called maximum positive reference energy.
This study proposed a staggered algorithm, consisting of a sequence of two
linear subproblems that successively updates the local history, displacement and phase
field. This algorithm is robust, differently of the solver scheme proposed in the previous
paper.
B.1.11 Borden et al., 2014
Borden et al. (2014) presented a high-order phase field model for brittle fracture
in elastic materials. The developed theory provides increased regularity for the exact
solution of the phase field equation, resulting in high convergence rates for numerical
solutions. Based on Bourdin’s formalism with the notion of crack surface density function
described by Miehe and co-workers, this study proposed the free-energy potential given by
Ψ 
»
B
 p1 ϕq2E 0 pεq   E0 pεq dV  Gc »
B

1
4ϕ
2   2 |∇ϕ|
2   
3
4 p∆ϕq
2


dV,
written in terms of the high-order phase field derivatives and the elastic energy density
additive decomposition introduced in (B.5). The positive and negative components E0 are
obtained according to (B.10).
By using the balance of virtual power and adding the kinect energy rate as
9Ψk   Pint  Pext  0 where Ψk 
»
B
1
2ρ| 9u|
2 dV,
the governing equations resumes to$''&''%
div pσq   f  ρ:u
Gc

 
ϕ 22∆ϕ 4∆2ϕ 4 p1 ϕq E 0  0
σ  p1 ϕq2BεE 0   BεE0
.
APPENDIX B. Damage and fracture phase field models: A detailed review 142
The Miehe’s scheme of maximum positive reference energy is used to obtain the irreversibil-
ity of the crack phase field.
An isogeometric analysis framework proposed by Hughes, Cottrell and Bazilevs
(2005) is employed for solving this high-order model. Minimum additional computational
requirements are necessary when compared with the second-order phase field model of
Miehe. Numerical simulations shown that both second and fourth-order phase field models
are able to capture complex crack behavior in three dimensions with nucleation, bifurcation
and crack merging.
B.1.12 Boldrini et al., 2016
Boldrini et al. (2016) presented a general thermodynamically consistent non-
isothermal continuum framework for evolution of damage, fracture and fatigue in brittle
elastic materials under hypothesis of small strain. In this study, the damage phase field
is considered a continuous dynamic variable with its evolution equation obtained by
the principle of virtual power (PVP). The fatigue F phase field is an internal variable
whose evolution equation is obtained from the thermodynamic consistency condition.
The behavior of particular materials are considered by their corresponding free-energy
potentials and pseudo-potentials of dissipation. Furthermore, under particular hypotheses,
Boldrini and co-workers shown that such framework fully recovers the Miehe’s models.
This framework is based on the entropy approach. The model presented in
Chapter 2 is based on this paper and is able to recover this model. Written in Eulerian
coordinates, the governing equations are given in terms of a specific free-energy ψ and a
pseudo potential of dissipation ψd as$''''''''''''''&''''''''''''''%
9ρ  ρdiv pvq  0,
9u  v
ρ 9v, div pσq   ρf ,
σ  ρBεψ  ρ2BρψI  ρ sym p∇F b B∇Fψ  ∇ϕb B∇ϕψq   BDψd,
B
9ϕψd  div pρB∇ϕψq  ρBϕψ   ρa,
ρ 9e  div pB∇θψdq   σ : D   ρ pBϕψ   B 9ϕψdq 9ϕ  ρB∇ϕ ∇ 9ϕ  ρr,
e  ψ  θBθψ,
9F  Bξψd with ξ  ρ
θ
BFψ  div
ρ
θ
B∇Fψ
	
,
where u and v are the displacement and velocity vector fields, σ is the Cauchy stress
tensor, D  ∇sv is the rate of strain tensor field, ρ is the material density, e is the
specific internal energy density, r is the specific heat source density and θ is the absolute
temperature.
This model is validated for 1D elastic problems, approximated spatially by the
nodal high-order finite element method and explicit integration using the fourth-order
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Runge-Kutta algorithm. Numeral results shown the expected physical behavior for fracture
under monotonic and cyclic loading, with fatigue and damage effects.
B.2 Elasto-plastic materials
Damage and fracture modeling for elasto-plastic materials is a recent research
topic in the phase field community. However, in parallel to the development of phase field,
its origin dates back to end of the 50’s with the Kachanov’s study, responsible for starting
the theoretical branch known as continuum damage mechanics (CDM).
According to Neto, Peric and Owen (2011), Kachanov (1958) introduced a
scalar variable ϕ describing the internal degradation of solids to model failure of metals
under axial load. The physical meaning for ϕ was given years later by Rabotnov (1963),
who proposed that it represents the effective area, that is, the area without cracks and
voids, per unit of surface of a determined region. Denoting, respectively, by A0 and A the
effective areas of the virgin and damaged material, the damage variable ϕ is defined as
ϕ  A0  A
A0
. (B.15)
Note that ϕ  0 corresponds to the virgin (unbroken) material and ϕ  1 to the fully
damaged (fractured) material. Furthermore, the concept of effective stress σeff is also
introduced by
σeff  σ1 ϕ.
Gurson (1977) used the theory of plasticity to propose a ductile damage model
where the scalar damage variable is obtained from the consideration of spherical voids.
Lemaitre (1984) also considered the scalar damage variable in the definition of a model for
ductile isotropic damage in metals. The hypothesis of strain equivalence2 is used to obtain
the elastic constitutive law for a damaged material
σ  p1 ϕqEε,
where E is the Young’s modulus of the virgin material.
Among the developed theories based on these ideas, the Lemaitre’s model
stands out.
B.2.1 Lemaitre, 1985
Lemaitre (1985) derived an isotropic ductile plastic damage model based on
a continuum damage variable, the effective stress concept and the hypothesis of strain
2 The strain equivalence hypothesis states that the behavior of damaged material is described by
constitutive laws of the virgin material substituting the true by the effective stress.
APPENDIX B. Damage and fracture phase field models: A detailed review 144
equivalence. The hypothesis of isotropy states that cracks and voids are equally distributed
in all directions. The continuum damage variable ϕ (the “phase field” term is not mentioned
in this study) is defined according to (B.15) and may be interpreted as the density of
cracks into a reference volume. Details on this model can be found in Neto, Peric and
Owen (2011, p. 478).
The specific free-energy potential is given by
ψ  ψ pεe, ϕ, αq with εe  ε εp,
where ε, εe and εp are, respectively, the total, elastic and plastic strain tensors and α is a
scalar internal variable for the isotropic hardening. The damage variable ϕ is assumed an
internal variable.
Supposing the decoupling of the elastic-damage and plastic hardening effects,
the free-energy density is assumed, according to the Lemaitre’s theory, as
ρψ  ρψed pεe, ϕq   ρψp pαq  12ε
e : p1 ϕqCe : εe   ρψp pαq ,
where ψe and ψp are, respectively, the damaged elastic and plastic specific contributions
to the free-energy. In the above terms, Ce is the standard fourth-order isotropic elasticity
tensor (denoted previously without the superscript e) and ψp pαq is an arbitrary function
to the isotropic hardening.
From this choice of free-energy, the stress tensor is obtained as
σ  ρBεeψ  p1 ϕqCe : εe.
The thermodynamical force associated to the damage and isotropic hardening are given,
respectively, by
Y  ρBϕψ   12p1 ϕq2

q2
3G  
p2
K


and A  ρBαψ,
where p is the hydrostatic stress and q is the von Mises effective stress. Also known as the
damage energy release rate, Y corresponds to the variation of internal energy density
due to the damage growth in constant stress.
The yield function Φ of a von Mises-type (also referred as J2 plasticity) is
Φ pσ, α, ϕq 
a
3J2 pdevpσqq
p1 ϕq A,
where J2 pdevpσqq is the second invariant of the deviator stress devpσq.
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The complete characterization of this model requires the definition of the
evolution laws for the internal variables associated with the dissipative mechanisms.
According to this study, the dissipation potential is defined as
Ψd  Φ  ω1p1 ϕq pω2   1q
Y
ω1

ω2 1
, (B.16)
with ωi (i  1, 2) material parameters. The plastic flow rule, isotropic hardening law, as
well as damage evolution are defined, respectively, by
9εp  9βBσΨd, 9α  9β pBAΨdq and 9ϕ  9β pBY Ψdq ,
complemented by the loading/unloading Karush-Kuhn-Tucker (KKT) conditions
Φ ¤ 0, 9β ¥ 0 and Φ 9β  0, (B.17)
that define when the evolution of plastic strain and internal variables may occur. According
to the particular choice of Ψd in (B.16), the above evolution equations resumes to
9εp  9β 1p1 ϕq
c
3
2
devpσq
}devpσq} , 9α 
9β and 9ϕ  9β 1p1 ϕq
Y
ω1

ω2
.
B.2.2 Ulmer, Hofacker and Miehe, 2013
Ulmer, Hofacker and Miehe (2013) outlined a phase field model for ductile
fracture in elasto-plastic solids under dynamic loading. This was the first study involving
ductile fracture in the phase field community. The governing equations for the displacement
field u, fracture phase field ϕ and internal variables associated with the plastic phenomenon
are derived by using arguments based on the PVP.
The free-energy potential considered in this study is defined by
Ψ  Ψe  Ψp  Ψf 
»
B
ψe pεe, ϕq dV  
»
B
ψp pα, ϕq dV  Gc
»
B

2 |∇ϕ|
2 dV.
The elastic energy density ψe is decomposed into positive and negative contributions as
ψe pεe, ϕq  p1 ϕq2E 0 pεeq   E0 pεeq ,
with E0 evaluated according to (B.10). The plastic energy density ψp is given in terms of
the isotropic hardening variable α by
ψp pα, ϕq  12
 
hα2   p1 ϕq2xα  αcrity2 

,
where h is the hardening material parameter. The last term in the above equation drives
the ductile failure mechanism as soon as the critical value αcrit is reached.
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The internal power of the system is defined as the sum of energetic, dissipative
and kinematic rate effects as
Pint 

9Ψe   9Ψp   9Ψf
	
  9Ψd   9Ψk,
where 9Ψd is the dissipation functional for rate-independent processes given in terms of
a convex potential function that describes the flow mechanism and phase field evolution
(see reference for details).
Obtained from the balance of internal and external virtual powers given in
(B.8), the governing equations are summarized as$'''''''''&'''''''''%
div pσq   f  ρ:u,
Gc

 
ϕ 2∆ϕ 2 p1 ϕqH px, α, tq  0,
Φ 
a
3J2 pdevpσqq A,
9εp  9β
c
3
2
devpσq
}devpσq } , 9α 
9β,
Φ ¤ 0, 9β ¥ 0, 9βΦ  0,
with
σ  p1 ϕq2BεeE 0   BεeE0 and A  σy   hα   p1 ϕq2 xα  αcrity .
Herein, σy is the uniaxial yield stress for the virgin material and the local history field H
accounts for the elastic and plastic energies as
H px, α, tq  max
sPr0,ts
E 0 pε px, sqq  

2xα  αcrity
2
 .
The evolution of the critical energy release rate is also proposed as an additional
contribution. This physical quantity typically has higher values for ductile than the brittle
fracture. It is assumed that the transition of the energy release rate depends on the
equivalent plastic strain rate 9α according to the expression
Gc p 9αq 

Gdc  Gbc
2


 

Gdc Gbc
2


tanh

9α



,
where Gbc and Gdc are the critical brittle and ductile Griffith fracture energies, respectively.
An extension considering the temperature evolution is also considered. However,
the resulting model is not thermodynamically consistent. The classical Kalthoff-Winkler
experiment is simulated but the solution method is not described.
APPENDIX B. Damage and fracture phase field models: A detailed review 147
B.2.3 Duda et al., 2015
Duda et al. (2015) developed a phase field theory combining the diffusification
and entropy approaches to describe brittle fracture in elasto-plastic materials where the
balance equations are obtained by using the PVP. Moreover, they introduced an energy
imbalance representing a mechanical version of the second law of thermodynamics, used to
obtain thermodynamically compatible constitutive relations which lead to the governing
equations. These equations also can be obtained under simplifying hypothesis from our
model presented in Chapter 2. Due to this, the development of this framework is omitted
and only the final expressions for a particular free-energy are presented.
This study assumes that the free-energy density is given by the sum of elastic,
plastic and fracture contributions as
ψ pεe, α, ϕ,∇ϕq  ψe pεe, ϕq   ψp pαq   ψf pϕ,∇ϕq ,
with the elastic energy density given according to (B.10-B.11). The plastic and fracture
energy densities are defined, respectively, by
ψp pαq  σy
E pω   1q

1 
c
2
3
Eα
σy
ω 1

c
2
3σyα,
and
ψf pϕ,∇ϕq  Gc

ϕ2
2  

2 |∇ϕ|
2


,
where ω denotes the strain hardening exponent of the plastic model. This free-energy
density implies in the following governing equations:$'''''''''&'''''''''%
div pσq   f  0,
Gc

 
ϕ 2∆ϕ 2 p1 ϕqH px, tq  0,
Φ  }devpσq } 
c
2
3A,
9εp  9βBσΦ, 9α  9β pBAΦq ,
Φ ¤ 0, 9β ¥ 0, 9βΦ  0,
where
σ   p1 ϕq2   η BεE 0   BεE0 and A  σy

1 
c
2
3
Eα
σy
ω
,
and the local history field H evaluated according to (B.14). The phase field evolution is
mainly driven by the elastic energy density and is not influenced by the plastic counterpart.
In summary, this model can be seen as a simplified version of the Ulmer’s model
assuming a modified hardening expression. The stress tensor described in Duda’s paper
APPENDIX B. Damage and fracture phase field models: A detailed review 148
has missing terms in its derivation. The complete evaluation has an intrinsic difficulty due
to the high-order tensor derivatives associated to the positive (or negative) elastic strain
tensor obtained by using the spectral decomposition.
A quasi static problem is solved by using the FEM and several numerical results
are presented. According to Duda, this model is able to capture crack paths without ad
hoc criteria. However, the main deficiency is related to the computational cost, once the
accurate solutions are achieved only for very refined meshes.
B.2.4 Miehe et al., 2015
Miehe et al. (2015) presented a generalization of their continuum phase field
model from brittle to ductile fracture coupling thermo-plasticity at finite strains. Similar
arguments of their previous studies leaded to the evolution equation of the crack phase
field as
9ϕ  Gc
η
 
2∆ϕ ϕ  2
η
p1 ϕqH pp, α, tq with ϕ  ϕ pp, tq , (B.18-B.19)
defined on the reference configuration B0 with homogeneous Neumann condition on BB0
and p P B0. The local history field H is modified to include a coupling of elasto-plastic
responses and is defined as
H pp, α, tq  max
sPr0,ts
H˜ pp, α, sq ,
where different expressions for H˜ (written in terms of the elastic and plastic free-energy
densities or by the state of the plastic variables) are considered for brittle, ductile or mixed
brittle-ductile behaviors of the crack. For example, in purely ductile fracture, this term is
written as
H˜ pp, α, tq  ω1
C
α
αcrit

2
 1
G
 
,
with ω1 being an additional material parameter related to the stress-strain response.
The free-energy density is decomposed into three parts according to
ψ  ψ pεe, α,∇α, θ, ϕq  ψe pεe, ϕq   ψp pα,∇pα, θ, ϕq   ψθ pθq ,
where ψe, ψp and ψθ account, respectively, for the elastic, plastic and thermal contributions.
The elastic contribution is additively decomposed into positive and negative parts according
to the expressions (B.10-B.11), by using the quadratic degradation function (B.7). The
plastic free-energy density is defined as
ρ0ψp pα,∇α, θ, ϕq  ω22 exp

pθ  θ0q
ω3

α2   µω
2
4
2 |∇pα|
2   p1 ϕq2P2 xα  αcrity
2
 ,
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with ω2, ω4 ¥ 0 and ω3 ¡ 0 additional parameters and P is a penalty term assumed to be
larger. Lastly, the thermal contribution assumes the form
ρ0ψθ pθq  cV

θln

θ
θ0


 pθ  θ0q

,
where cV is the volumetric heat capacity assumed constant, θ ¡ 0 is the absolute tempera-
ture and θ0  θpt0q.
The remaining governing equations of this model are obtained from the funda-
mental physical laws written in Lagrangian coordinates, using the entropy inequality to
describe the constitutive relations between the variables. The details are omitted, once a
similar procedure is used to obtain the model described in Chapter 4. However, we empha-
size that this model is not a pure Lagrangian version, but a mixed Eulerian-Lagrangian
since the total strain tensor ε is mensured using the logarithm definition.
In summary, the equations are given, in addition to (B.18), in terms of the free-
energy density ψ, dissipation potential ψpd associated to plastic mechanisms and dissipation
potential for the heat flux ψhd , by$'''''''''''''''''''''''&'''''''''''''''''''''''%
ρ0  ρJ,
ρ0 :u  divp pP q   ρ0f0,
skw
 
PF T
  0,
ρ0 9e  P : 9F  divp pq0q   ρ0r,
B
9qψ
p
d  Bqψ  divp
 B∇pqψ ,
ρ0θBθθψ 9θ  divp pq0q  ρ0r  ρ0θBF θψ : 9F
ρ0θBqθψ  q ρ0θB∇pqθψ : ∇p  ρ0θBϕθψ
 ρ0Bqψ  q  ρ0B∇pqψ : ∇pq  ρ0Bϕψ 9ϕ,
Φ  }devpσq } 
c
2
3A,
9εp  9βBσΦ, 9α  9β pBAΦq ,
Φ ¤ 0, 9β ¥ 0, 9βΦ  0,
(B.20)
with
σ  p1 ϕq2BεeE 0   BεeE0 ,
and
A  ω5exp

pθ  θ0q
ω6

  ω2exp

pθ  θ0q
ω3

α  µω24∆pα.
In the above equations, ρ0 is the density of the reference configuration, F is the deformation
gradient tensor, J  detpF q, P is the first Piola-Kirschhoff stress tensor and q is the
micro-motion field. Moreover, q0 is the material flux, obtained by the constitutive heat
flux
q0  Bg0ψhd with g0  
1
θ
∇pθ,
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Equations (B.20)(vii-ix) refer, respectively, to the von Mises yield function, plastic strain
and the hardening variable evolution equations and the KKT conditions.
Several experiments are numerically solved (the solving methods are not dis-
cussed) and the results agree with experimental observations.
B.2.5 Ambati, Gerasimov and Lorenzis, 2015
Ambati, Gerasimov and Lorenzis (2015a) outlined a phase field model for
ductile fracture in elasto-plastic solids assuming a quasi-static kinematically linear regime.
Following the ideas of Bourdin, Miehe, Duda and co-workers, this model introduces the
ductile fracture phenomenon by assuming the tensile elastic degradation function depending
on the measure of the plastic strain state.
In this study, the free-energy potential is defined by the sum of an elastic,
plastic and fracture contributions as
Ψ  Ψe Ψp Ψf 
»
B
ψe pεe, ϕ, p, ωq dV  
»
B
ψp pαq dV  Gc
»
B

1
4ϕ
2   |∇ϕ|2


dV,
where the elastic and plastic free-energy densities are, respectively, defined by
ψe pεe, ϕ, p, ωq  g pϕ, p, ωq E 0 pεeq   E0 pεeq and ψp pαq  σyα  
1
2hα
2,
using either (B.6) or (B.10). The elastic degradation function is written as
g pϕ, p, ωq  p1 ϕq2pω   η, (B.21)
with the parameter p accounting for the accumulation and localization of plastic strains.
The incorporation of p into g aims to make ϕ dependent on p, assuming that the fracture
process is the result of the accumulation of ductile damage. This parameter is defined by
the ratio
p  α
αcrit
,
where ω P N0 is introduced to flexibilize the control of speed in the ductile fracture
mechanism.
In this formulation, the yield function of von Mises-type with a linear isotropic
hardening is defined according to
Φ pσ, ϕ, p, αq 
a
3J2 pdevpσqq A with A  σy   hα.
Assuming associative plasticity, the evolution equations for the plastic strain εp and the
internal variable α are given, respectively, by
9εp  9βBσΦ  9β
c
3
2
devpσq
}devpσq} and 9α 
9β pBAΦq  9β,
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with loading and unloading conditions governed by the KKT conditions (B.17).
By using Miehe’s strategy, based on the balance of internal and external virtual
powers, the governing equations are summarized as$'''''''''&'''''''''%
div pσq  0,
Gc

ϕ
2  2∆ϕ
	
  Bϕg pϕ, p, ωqH px, tq  0,
Φ 
a
3J2 pdevpσqq A,
9εp  9β
c
3
2
devpσq
}devpσq} , 9α 
9β,
Φ ¤ 0, 9β ¥ 0, 9βΦ  0,
(B.22)
with
σ  g pϕ, p, ωq BεeE 0   BεeE0 and A  σy   hα,
and the local history variable H introduced in (B.14). The brittle fracture model for
elasto-plastic solids is recovered simply assuming g pϕ, p, ωq  p1 ϕq2 in the above
equations.
A modified staggered solution strategy of Miehe is employed to solve the
governing equations. Numerical examples shown that both brittle and ductile fracture are
qualitatively reproduced. The proposed degradation function enables to predict the crack
initiation in regions dominated by plastic strains, as observed in experimental tests.
B.2.6 Ambati and Lorenzis, 2016
Ambati and Lorenzis (2016) used the same ductile fracture phase field model
presented in Ambati, Gerasimov and Lorenzis (2015a) with the inclusion of the yield
function written in terms of a general isotropic hardening. This study adopts the volumetric
and deviatoric elastic energy decomposition (B.6), since it fits very well within the
considered J2 plasticity model. The classical return mapping algorithm is then derived,
including the consistent elasto-plastic tangent modulus assuming the phase field variable
effects. Several examples show the ability to capture fracture phenomena in shells under
different loading conditions. These problems are solved by using the same staggered
solution strategy of the previous paper.
B.2.7 Ambati, Kruse and Lorenzis, 2016
Ambati, Kruse and Lorenzis (2016) extended the previous ductile fracture
phase field model to the three-dimensional finite strain setting, assuming that the fracture
in elasto-plastic materials occurs when the measure of the accumulated plastic strain
reaches a critical value. This assumption is introduced, as in previous studies, through the
dependency of the positive elastic degradation function on this measure. It is important
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to point out that the finite strain setting is quite similar to the models for small strain
presented by Ambati and co-workers. The main differences concern on the plasticity model
formulated for finite strains and the elastic energy density computed for a Neo-Hookean
hyperelastic material.
The elastic free-energy density assumed in this paper is given as
ψe pF ,Fp, ϕ, pq  g pϕ, p, ωq E 0
 
Je, B¯e
  E0 pJeq , (B.23)
where the positive and negative elastic energy contributions are defined by
E 0
 
Je, B¯e
  # W  B¯e  U pJeq Je ¥ 1
W
 
B¯e

Je   1 and E

0 pJeq 
#
0 Je ¥ 1
U pJeq Je   1 ,
based on the volumetric and deviatoric elastic energy density components of a Neo-Hookean
material. These terms are described, respectively, by
U pJeq  K2

1
2
 
Je2  1 ln Je and W  B¯e  G2  tr  B¯e 3 ,
where Je  det pF eq and B¯e  Je 23Be is the volume-preserving part of the elastic left
Cauchy-Green strain tensor Be  F eF eT . The elastic degradation function used in (B.23)
is given in (B.21).
Assuming the classical elasto-plasticity at finite strain with the multiplicative
decomposition of the deformation gradient F into an elastic F e and plastic F p counterparts
and a general hardening function, the governing equations reduces to$'''''''''''&'''''''''''%
div pσq  0,
Gc

ϕ
2  2∆ϕ
	
  Bϕg pϕ, p, ωqH px, tq  0,
Φ  }devpτ q} 
c
2
3A,
Φ ¤ 0, 9β ¥ 0, 9βΦ  0,
L pBeq  23
9βtr pBeq devpτ q}devpτ q} , 9α 
c
2
3
9β,
(B.24)
with the Kirchhoff stress tensor given by
τ  Gdev B¯e  K2  Je2  1 I.
In (B.24), L pBeq  F 9Cp1F T represents the Lie derivative of Be used to update the
Kirchhoff stress level at the return mapping algorithm (SIMO; HUGHES, 1998, pg.305).
Note that these equations are similar to (B.22) and there is not any modification
in the phase field equation. The same staggered solution strategy is employed to show
that this model reproduces behaviors associated to the fracture phenomena in complex
geometries.
APPENDIX B. Damage and fracture phase field models: A detailed review 153
B.2.8 Miehe, Aldakheel and Raina, 2016
Miehe, Aldakheel and Raina (2016) proposed a variational formulation for
phase field modeling of ductile fracture in elasto-plastic materials under finite strains
following strongly the previous Miehe’s paper. An important novelty of this study is the
representation of the model by a minimization principle, wich determines the coupled
multi-field evolution problem. The performance of this formulation is demonstrated with
several examples by using a finite element implementation.
B.2.9 Borden et at., 2016
Borden et al. (2016) developed a finite strain phase field formulation for fracture
in ductile materials based on Amor, Miehe and co-worker’s studies. The developed theory
provides a mechanism for plastic yielding contribution to the crack growth by additing an
effective plastic energy term to the free-energy density. The free-energy density in this
case is defined by
ρ0ψ pF ,F p, α, ϕ,∇pϕq  ψe
 
Je, C¯,Cp, ϕ
  ψp pα, ϕq  Gcϕ24   |∇ϕ|2


,
with the elastic and plastic densities given, respectively, by
ψe
 
Je, C¯,Cp, ϕ
  ge pϕq E 0  Je, C¯,Cp  E0 pJeq ,
and
ψp pα, ϕq  gp pϕqH0 pαq .
Herein, E0 represents the tensile and compressive contributions to the elastic energy
density. They are defined similarly to the (B.23) associated with the volumetric and
deviatoric elastic energy split for a Neo-Hokean hyperelastic material given by
U pJeq  K2

1
2
 
Je2  1 ln pJeq and W  C¯,Cp  G2  C¯ : Cp1  3 .
Moreover, H0 corresponds to the virgin plastic energy contribution and α is the internal
hardening variable. The terms ge and gp are, respectively, the elastic and plastic degradation
functions. The plastic part is analogous to the elastic counterpart and provides a mechanism
for driving crack growth by the development of plastic strains.
As a contribution of this study, the conventional quadratic degradation function
(B.7) is replaced by a cubic version defined by
ge pϕq  fb
p1 ϕq3  p1 ϕq2  3p1 ϕq2  2p1 ϕq3.
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According to the authors, the model reproduces better the linear elastic response before
the fracture when using this function. In addition, the parameter fb can be used to adjust
the material degradation speed giving more modeling freedom.
Concerning plasticity, it is assumed a finite strain rate-independent elasto-
plastic constitutive model based on the J2 flow theory with associative flow rule and
hypothesis of isochoric plastic flow (det pF pq  1). The proposed yield function is obtained
modifying the hardening law of the classical models by introducing the plastic degradation
function. The derivation of the governing equations are based on the entropy approach.
Chapter 3 presents these equations for our model using appropriate simplifying hypotheses.
For this reason, the governing equations are simply summarized as$'''''''''''&'''''''''''%
ρ0 :u  divp pFSq   ρ0f0,
Gc

ϕ
2  2∆pϕ
	
  ω1Bϕge pϕqH pC,Cp, tq   ω2Bϕgp pϕq xH0 Hcrity   0,
Φ  }devpτ q}  gp pϕq
c
2
3A,
Φ ¤ 0, 9β ¥ 0, 9βΦ  0,
L pBeq  23
9βtr pBeq devpτ q}devpτ q} , 9α 
c
2
3
9β,
(B.25)
with the second Piola-Kirchhoff stress tensor and the thermodynamical forces obtained,
respectively, by
S  2ρ0BCψ and A  σy   hα.
The terms ωi P r0, 1s (i  1, 2) are introduced in (B.25) to weight the contribution to crack
growth from elastic and plastic energies. Moreover, Hcrit is a threshold energy value to
have more control of the contribution of plastic strain to crack growth. The irreversibility
of the crack phase field is obtained by introducing the local history functional H defined
similarly to (B.14) by
H pC,Cp, tq  max
sPr0,ts
E 0 pC psq ,Cp psqq .
The authors present two ways to evaluate the effective plastic energy H0. The
first one is defined by the rate
9H0  9β}devpτ q}, (B.26)
and consists of a simple plastic energy measure and does not provide information about
the state of stress. The second one modifies (B.26) to include information on the stress
triaxiality. In this case, the rate of effective plastic energy is defined as
9H0  9β }devpτ q}
ω3   ω4exp

ω5
tr pτ q
3}devpτ q}

 ,
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where ω3, ω4 and ω5 are additional material parameters.
Several examples shown the effects of these changes (cubic degradation function
and triaxiality) on the influence of the crack growth. The results shown qualitatively
agreement with expected physical behavior. Authors suggest that much work remains to
be done to completely validate the phase field models for predicting ductile fracture.
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APPENDIX C – Derivation of fundamental
equations in Eulerian coordinates
This appendix presents the derivation of the transport equation (leading to the
conservation of mass), dynamic equations and balance of energy in Eulerian coordinates.
C.1 Derivation of the transport equation
We assume that the fields are sufficiently regular so that it is possible to perform
all operations associated with them. Consider a body Bt  R3 with Eulerian coordinates
x at time t and Dt denoting an arbitrary regular subdomain of Bt moving with the body.
Also consider the divergence theorem introduced below.
Theorem 1 (Divergence theorem). Let Dt be a compact subregion of the Euclidean space
with piecewise smooth boundary BDt and let f and T be smooth vector and tensor fields
on Dt, respectively. Then, we have»
Dt
div pfq dV 
»
BDt
f  n dS,»
Dt
div pT q dV 
»
BDt
T  n dS,
where n is the unit outward normal vector field on BDt.
The total amount of the density of the physical (scalar) variable ρ  ρ px, tq
inside the region Dt is given by the following integral on the volume:
Q ptq 
»
Dt
ρ dV.
Possible changes in the total amount Q are due to the flux f (surface density), and sources
or sinks g (volumetric density), of the variable ρ. In order to deal with these changes, we
define the inflow and outflow boundaries at time t, respectively, as
BDt  tx P BDt | f  n ¤ 0u and BD t  tx P BDt | f  n ¡ 0u ,
such that BDt  BDt Y BD t and n is the exterior unit normal vector on Dt. Figure 46
illustrates the boundaries and the flux variable.
The amount of the variable that enters and leaves the region in a time unity is
given by
Qel  
»
BDt
f  n dS 
»
BD t
f  n dS  
»
BDt
f  n dS,
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Figure 46 – Inflow and outflow boundaries.
while the amount generated or absorbed in Dt is
Qga 
»
Dt
g dV.
Therefore, the rate of change of the total quantity is given by
d
dt
»
Dt
ρ dV  
»
BDt
f  n dS  
»
Dt
g dV. (C.1)
Note that, for each time t P T , the region Dt is fixed; then, (C.1) can be rewritten as»
Dt
Btρ dV  
»
BDt
f  n dS  
»
Dt
g dV.
By using the divergence theorem (Theorem 1) in the above equation, we obtain»
Dt
pBtρ  div pfq  gq dV  0,
that must holds for every Dt P Bt. Then, we derive the general transport equation given in
the local form by
Btρ  div pfq  g.
Supposing that the variable of interest is the material density ρ, assuming a
advective flux and no sources or sinks, we obtain the law of conservation of mass
Btρ  div pρvq  0, (C.2)
that leads to
9ρ  ρdiv pvq  0, (C.3)
due to the material derivative 9ρ  Btρ  v ∇ρ.
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C.2 Dynamic equations
The micro- and macro-motion equations (1.41-1.42) can be derived rewritting
the internal virtual power Pint of (1.37) using the Theorem 1 of Appendix C.1 and the
Green’s formula as
Pint 
»
Dt
σ : ∇sδvM dV  
»
Dt
pbδvm   h ∇δvmq dV,

»
Dt
div
 
σT δvM

dV 
»
Dt
div pσq  δvM dV  
»
Dt
pbδvm   h ∇δvmq dV,

»
BDt
σn  δvM dS 
»
Dt
div pσq  δvM dV  
»
Dt
pbδvm   h ∇δvmq dV,

»
BDt
σn  δvM dS 
»
Dt
div pσq  δvM dV  
»
Dt
bδvm dV,

»
Dt
div phq δvm dV  
»
BDt
h  nδvm dS @ pDt, δvM , δvmq . (C.4)
By substituting the virtual power (C.4) and (1.38-1.39) in the PVP, we obtain
0  Pint   Pacc  Pext,

»
BDt
pσn tq  δvM dS  
»
Dt
pρ 9v  div pσq  ρfq  δvM dV
 
»
BDt
ph  n thq δvm dS  
»
Dt
pb ρa div phqq δvm dV. (C.5)
This expression holds for any δvm, in particular for δvm  0. Then, (C.5) resumes to
0 
»
BDt
pσn tq  δvM dS  
»
Dt
pρ 9v  div pσq  ρfq  δvM dV,
and due to the arbitrariness of δvM , Eq. (1.41) is recovered. Similarly, (C.5) holds for any
δvM , in particular for δvM  0. In this case, we have
0 
»
BDt
ph  n thq δvm dS  
»
Dt
pb ρa div phqq δvm dV,
and by the arbitrariness of δvm, Eq. (1.42) is obtained.
C.3 First principle of thermodynamics
To establish the local form of the first principle, consider the resulting formula
that follows from the Reynolds transport theorem (LEAL, 2007):
d
dt
»
Dt
f px, tq dV 
»
Dt
Btf px, tq dV  
»
BDt
pv  nqf px, tq dS, (C.6)
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where f  f px, tq is a smooth vector field on Dt and n is the unit outward normal vector
field on BDt.
From the PVP, the integral form of the first principle of thermodynamics
(1.5.1.3) becomes
d
dt
»
Dt
ρe dV  Pext pDt,v, 9ϕq  d
dt
K pDt,vq  
»
Dt
ρr dV 
»
BDt
q  n dS,
 Pint pDt,v, 9ϕq  
»
Dt
ρr dV 
»
BDt
q  n dS,
 Pint pDt,v, 9ϕq  
»
Dt
ρr dV 
»
Dt
div pqq dV, (C.7)
once that
Pacc pDt,v, 9ϕq  d
dt
K pDt,vq  0.
On the other hand, by using (C.6), the mass conservation (C.2), the material
derivative and Theorem 1 of Appendix C.1, we obtain
d
dt
»
Dt
ρe dV
(C.6)
»
Dt
Btρe dV  
»
Dt
ρBte dV  
»
BDt
pv  nq ρe dS,
(C.2) 
»
Dt
div pρvq e dV  
»
Dt
ρ 9e dV 
»
Dt
ρv ∇e dV  
»
BDt
ρepv  nq dS,
 
»
Dt
div pρevq dV  
»
Dt
ρ 9e dV  
»
BDt
ρepv  nq dS,
Thm.1
»
Dt
ρ 9e dV. (C.8)
Finally, from (C.7-C.8), we obtain»
Dt
ρ 9e dV 
»
Dt
σ : ∇sv dV  
»
Dt
pb 9ϕ  h ∇ 9ϕq dV 
»
Dt
div pqq dV  
»
Dt
ρr dV.
Due to the arbitrariness of Dt, the local form resumes to
ρ 9e  σ : ∇sv   b 9ϕ  h ∇ 9ϕ div pqq   ρr.
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APPENDIX D – Derivation of fundamental
equations in Lagrangian coordinates
This appendix presents the derivation of the conservation of mass, dynamic
equations and balance of energy in Lagrangian coordinates.
D.1 Conservation of mass
We start by considering the conservation of mass written in Eulerian coordinates
(C.3), reintroduced here
9ρ  ρdiv pvq  0.
Moreover, recall that J represents locally the volume change ratio between the volume
element after deformation dV per reference volume element dV0.
By integrating the mass conservation on Dt, we obtain
0 
»
Dt
p 9ρ  ρdiv pvqq dV,

»
D0
p 9ρJ   ρdiv pvq Jq dV0,

»
D0
d
dt
pρJq dV0,

»
D0
d
dt
ρ0 dV0,

»
D0
9ρ0 dV0.
Due to the arbitrariness of D0, we get the desired local equation (1.53) for the mass
conservation in Lagrangian coordinates.
D.2 Dynamic equations
The derivation of the set of equations listed in Section 1.5.2.2 is done by
considering the virtual powers of the interior, exterior and inertia loads. They are given,
respectively, by
Pint 
»
D0
P : ∇pδvM dV0looooooooooomooooooooooon
classical stress power
 
»
D0
pb0δvm   h0 ∇pδvmq dV0loooooooooooooooooomoooooooooooooooooon
generalized interior load power
@ pD0, δvM , δvmq , (D.1)
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Pext pD0, δvM , δvmq 
»
D0
ρ0f0  δvM dV0  
»
D0
ρ0a0δvm dV0looooooooooooooooooooooomooooooooooooooooooooooon
power actions at distance
 
»
BD0
t0  δvM dS0  
»
BD0
th0δvm dS0loooooooooooooooooooooomoooooooooooooooooooooon
power of contact forces
@ pD0, δvM , δvmq ,
(D.2)
and
Pacc 
»
D0
ρ0 9v  δvM dV0 @ pD0, δvM , δvmq . (D.3)
where we denote by δvM and δvm any admissible macroscopic and microscopic virtual
velocities, respectively. Furthermore, P  FS represents the first Piola-Kirchhorff stress
tensor.
In particular, the internal virtual power can be rewritten by using Theorem 1
of Appendix C.1 and the Green’s formula as
Pint 
»
D0
P : ∇pδvM dV0  
»
D0
pb0δvm   h0 ∇pδvmq dV0,

»
D0
divp
 
P T δvM

dV0 
»
D0
divp pP q  δvM dV0  
»
D0
pb0δvm   h0 ∇pδvmq dV0,

»
BD0
Pn0  δvM dS0 
»
D0
divp pP q  δvM dV0  
»
D0
pb0δvm   h0 ∇pδvmq dV0,

»
BD0
Pn0  δvM dS0 
»
D0
divp pP q  δvM dV0  
»
D0
b0δvm dV0

»
D0
divp ph0q δvm dV0  
»
BD0
h0  n0δvm dS0 @ pD0, δvM , δvmq . (D.4)
Now, replacing the virtual powers (D.2-D.4) in the PVP, we obtain
0  Pint   Pacc  Pext,

»
BD0
pPn0  t0q  δvM dS0  
»
D0
pρ0 9v  divp pP q  ρ0f0q  δvM dV0
 
»
BD0
ph0  n0  th0q δvm dS0  
»
D0
pb0  ρ0a0  divp ph0qq δvm dV0. (D.5)
This equation is valid for any δvm, in particular for δvm  0. Then, (D.5) resumes to
0 
»
BD0
pPn0  t0q  δvM dS0  
»
D0
pρ0 9v  divp pP q  ρ0f0q  δvM dV0. (D.6)
Due to the arbitrariness of δvM we obtain the first set of equations (1.54). Similarly, (D.5)
is valid for any δvM , in particular for δvM  0. Then, we get
0 
»
BD0
ph0  n0  th0q δvm dS0  
»
D0
pb0  ρ0a0  divp ph0qq δvm dV0,
and, by the arbitrariness of δvm, we recover the remaining set of equations (1.55).
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Remark 9. To ensure the balance of angular momentum (frame invariance), the first
Piola-Kirchhorff stress tensor P must satisfy
PF T  FP T .
This relation can be satisfied by assuming suitable constitutive relations, as we did in
Section 4.2. In summary, the objectivity is satisfied by written the free-energy density in
terms of the symmetric right Cauchy-Green tensor C.
D.3 First principle of thermodynamics
The first principle of thermodynamics postulates the balance of energy in the
system. It can be expressed by
d
dt
»
D0
ρ0e0 dV0loooooooomoooooooon
rate of internal energy
  d
dt
K pD0,vqlooooomooooon
rate of kinetic energy
 Pext pD0,v, 9ϕqlooooooomooooooon
external power
 
»
D0
ρ0r0 dV0loooooomoooooon
domain heating

»
BD0
q0  n0 dS0loooooooomoooooooon
surface heat flux
,
where
K pD0,vq 
»
D0
1
2ρ0|v|
2 dV0, (D.7)
is the macroscopic kinetic energy, e0 is the specific internal density, r0 is the specific heat
source/sink density and q0 is the heat flux vector in the Lagrangian configuration.
By using the PVP and the Theorem 1 of Appendix C.1, the integral form of
the first principle of thermodynamics becomes
d
dt
»
D0
ρ0e0 dV  Pext pD0,v, 9ϕq  d
dt
K pD0,vq  
»
D0
ρ0r0 dV0 
»
BD0
q0  n0 dS0,
 Pint pD0,v, 9ϕq  
»
D0
ρ0r0 dV0 
»
BD0
q0  n0 dS0,
Thm.1 Pint pD0,v, 9ϕq  
»
D0
ρ0r0 dV0 
»
D0
divp pq0q dV0. (D.8)
On the other hand, we also have
d
dt
»
D0
ρ0e0 dV0 
»
D0
ρ0 9e0 dV0  
»
D0
9ρ0e0 dV0,
(1.53)
»
D0
ρ0 9e0 dV0. (D.9)
By equating the expressions (D.8) and (D.9), with Pint given in (D.1), we obtain»
D0
ρ0 9e0 dV0 
»
D0
P : ∇pv dV0  
»
D0
pb0 9ϕ  h0 ∇p 9ϕq dV0
 
»
D0
ρ0r0 dV0 
»
D0
divp pq0q dV0,
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and due to the arbitrariness of D0, the local form resumes to
ρ0 9e0  P : 9F   b0 9ϕ  h0 ∇p 9ϕ divp pq0q   ρ0r0,
with 9F  ∇pv. Moreover, recalling that P  FS and that S is a symmetric tensor, we
can consider the identity
P : 9F  FS : 9F ,
 S : F T 9F ,
 S : sym

F T 9F
	
,
 S : 12

F T 9F   9F TF
	
,
 12S :
9C,
 S : 9E, (D.10)
where C is the right Cauchy-Green tensor and E is the Green-Lagrange strain tensor.
This relation enables to rewrite the first principle of thermodynamics to obtain the desired
expression (1.56).
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APPENDIX E – Derivation of the
temperature equation: Eulerian coordinates
and small strains
The energy equation can be written in terms of the temperature. To obtain
such expression, we introduce a preliminary relation. Note that under the hypothesis of
small strains (HSS), we have
9ε
def 9∇su,
HSS 12

∇ 9u  p∇ 9uqT
	
,
(2.37)piiq ∇sv. (E.1)
By applying the chain rule in the energy equation (2.37)(vi) and considering the dependence
of ψ expressed in (2.18), we obtain
ρ 9e  ρ 9ψ  ρ 9θBθψ  ρθBθ 9ψ
(1.36) ρ2 pBρψ  θBθρψq div pvq   ρ pBϕψ  θBθϕψq 9ϕ  ρ pB∇ϕψ  θBθ∇ϕψq  9∇ϕ
 ρ pBεψ  θBθεψq : 9ε  ρ pBεpψ  θBθεpψq : 9εp   ρ pBαψ  θBθαψq  9α
ρθBθθψ 9θ,
(E.1) (1.7) ρ2 pBρψ  θBθρψq div pvq   ρ pBϕψ  θBθϕψq 9ϕ  ρ pB∇ϕψ  θBθ∇ϕψq ∇ 9ϕ
ρ pB∇ϕψ  θBθ∇ϕψq ∇vT∇ϕ  ρ pBεψ  θBθεψq : ∇sv
 ρ pBεpψ  θBθεpψq : 9εp   ρ pBαψ  θBθαψq  9α ρθBθθψ 9θ,
(2.17) ρ2 pBρψ  θBθρψq div pvq   ρ pBϕψ  θBθϕψq 9ϕ  ρ pB∇ϕψ  θBθ∇ϕψq ∇ 9ϕ
ρ p∇ϕb B∇ϕψq : ∇sv   ρθ p∇ϕb Bθ∇ϕψq : ∇v   ρ pBεψ  θBθεψq : ∇sv
 ρ pBεpψ  θBθεpψq : 9εp   ρ pBαψ  θBθαψq  9α ρθBθθψ 9θ. (E.2)
On the other hand, from (2.37) we have that
ρ 9e  div pθB∇θψnd q   σ : ∇sv   pρBϕψ   B 9ϕψnd q 9ϕ  ρB∇ϕψ ∇ 9ϕ  ρr,
 div pθB∇θψnd q   ρBεψ : ∇sv  ρ2Bρψdiv pvq  ρ p∇ϕb B∇ϕψq : ∇sv
 BDψnd : ∇sv   pρBϕψ   B 9ϕψnd q 9ϕ  ρB∇ϕψ ∇ 9ϕ  ρr. (E.3)
Finally, comparing (E.2) and (E.3), we get the desired temperature equation (2.40).
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APPENDIX F – Derivation of an essential
relation for the entropy inequality
This appendix derives the fundamental relation
Bεeψ : 9εe  Bεeψ :
 
D  D˜p ,
used to obtain the general constitutive relations of Chapter 3. We start this derivation by
introducing some useful identities. Note that, for any second order tensors A, B and C,
we have
A : B  tr  ATB and trpABCq  trpCABq  trpBCAq . (F.1-F.2)
As described in Bonet and Wood (2008, p.218), we also consider
BεeψBe1  Be1Bεeψ, (F.3)
where Be is the elastic left Cauchy Green tensor, evaluated by using the multiplicative
decomposition of the deformation gradient as
Be  F eF eT  FF p1F pTF T . (F.4)
The commutativity (F.3) is valid because both Bεeψ andBe share the same set of orthogonal
eigenvectors. In addition, from the equalities
F pF p1  I and F pTF pT  I,
and the plastic velocity gradient (3.4), we obtain the relations
Lp  9F pF p1  F p 9zF p1 and LpT  F pT 9F pT   9zF pTF pT . (F.5-F.6)
Lastly, by deriving both sides of the equality
Be  exp tln pBequ ,
in relation to the time t, using the chain rule, we obtain
d
dt
ln pBeq  Be1 9Be. (F.7)
APPENDIX F. Derivation of an essential relation for the entropy inequality 166
We now proceed to the desired derivation. By using the previous relations and
the symmetry of the tensors Bεeψ and Be, we obtain
Bεeψ : 9εe (3.8) Bεeψ : d
dt
1
2 ln pB
eq ,
(F.7) 12Bεeψ : B
e1
9Be,
com 12Bεeψ :
9BeBe1,
(F.4) 12Bεeψ :

9FF1   F 9zF p1F pF1   FF p1 9zF pTF pTF pF p1
 FF p1F pT 9F TFTF pTF pF1
	
,
(3.1) 12Bεeψ :

9FF1   F eF p 9zF p1F e1   F e 9zF pTF pTF e1
 F eF pT 9F TF eTF e1
	
,
(F.1) 12Bεeψ :
9FF1   Bεeψ : 12

F e

F p
9zF p1
F e1   F e 9zF pTF pT
F e1
 12tr

BεeψF eF pT 9F TF eTF e1
	
,
(F.2) (F.3) 12Bεeψ :
9FF1   Bεeψ : 12

F e

F p
9zF p1
F e1   F e 9zF pTF pT
F e1
 12tr

F eF pT 9F TBεeψF eTF e1
	
,
(F.5) (F.6) 12Bεeψ :
9FF1  Bεeψ : 12
 
F eLpF e1   F eLpTF e1
 12tr

F eF pT 9F TBεeψF eTF e1
	
,
(F.2) 12Bεeψ :
9FF1  Bεeψ : F e12
 
Lp  LpT F e1   12trBεeψFT 9F T	 ,
(F.1) Bεeψ : 12

9FF1   FT 9F T
	
 Bεeψ : F e12
 
Lp  LpT F e1,
 Bεeψ : D  Bεeψ : F eDpF e1,
(3.1) Bεeψ : D  Bεeψ : V eReDpReTV e1,
(3.7) Bεeψ : D  Bεeψ : V eD˜pV e1,
 Bεeψ : D  V eTBεeψV eT : D˜p,
 Bεeψ : D  V eTV eTBεeψ : D˜p,
 Bεeψ :
 
D  D˜p ,
resulting in the desired relation. The last step uses the commutativity between Bεeψ and
V e 
?
Be, once they also share the same set of eigenvectors (NETO; PERIC; OWEN,
2011).
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APPENDIX G – Derivation of the stress
tensors
This appendix derives the equation for the classical second Piola-Kirchhoff
stress tensor (4.51) and its respective push-forward by adopting the elastic free-energy
density given in (4.45). In the following, we assume J instead of Je.
G.1 Classical second Piola-Kirchhoff stress tensor
Consider the elastic free-energy density of equation (4.45) with W and U
conveniently reintroduced here as
W
 
C¯,Cp
  G2  C¯ : Cp1  3 and U pJq  K2

1
2
 
J2  1 ln pJq , (G.1-G.2)
To derive the classical second Piola-Kirchhoff stress tensor Sc, we need to introduce the
relations (SIMO, 1988, pg.212):
BCJ  J2C
1 and BCC¯  J 23

I 13C
1 bC

. (G.3-G.4)
The first expression (G.3) can be obtained by noticing that, for any second
order tensor M , we have
BFC : M  BF
 
F TF

: M ,
  BFF T : MF   F T pBFF : M q ,
  IT : MF   F T pI : M q ,
 MTF   F TM ,
which is used to obtain
BFJ : M  BCJ : BFC : M ,
 BCJ :
 
MTF   F TM ,
 pF BCJq : M  

F pBCJqT
	
: M ,
 2 pF BCJq : M .
This expression results in
BCJ  12F
1BFJ. (G.5)
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Moreover, from the adjunct and cofator matrices, we obtain
BFJ  JFT . (G.6)
Finally, equations (G.5-G.6) implies in (G.3).
The second equation (G.4) is derived by straightforward manipulations as
BCC¯  BC

J
2
3C
	
,
 J 23BCC   BCJ 23C,
 J 23 I 23J
 53BCJC,
(G.3) J 23 I 23J
 53
J
2C
1 bC,
 J 23

I 13C
1 bC

.
Then, the formulas (G.1-G.2) imply that the derivatives of W and U become
2BCW  BC

G
 
C¯ : Cp1  3 ,
 GJ 23

I 13C
1 bC

: Cp1,
 GJ 23

Cp1  13
 
C1 bC : Cp1 ,
 GJ 23

Cp1  13
 
C : Cp1

C1

,
and
2BCU  2U 1 pJq BCJ,
(G.3) JU 1 pJqC1.
Considering these results and the assumption (3.42) we obtain the classical second Piola-
Kirchhoff stress tensor Sc of (4.51). The next section describes the details on the respective
push-forward operation.
G.2 Push-forward of the second Piola-Kirchhoff stress tensor
Let us recall the deviatoric term in the reference configuration and its push-
forward given, respectively, by
DEVpq  pq  13 rC : pqsC
1 and FDEVpqF T  dev  F pqF T  .
Moreover, we recall the relations between the stress measures
FScF
T  τc and σc  J1τc.
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From the free-energy density (4.45) and the previous relations, the push-forward of the
deviator term of Sc is given according to
devpσcq  J1FDEVpScqF T ,
 J1FGJ 23

Cp1  13
 
C : Cp1

F T ,
 GJ1J 23FDEV Cp1F T ,
 GJ1J 23dev FCp1F T  ,
 GJ1J 23devpBeq
 GJ1dev B¯e .
To complete the push-forward, the volumetric counterpart is given by
J1F
 
JU 1 pJqC1F T  J1JU 1 pJqFC1F T
 U 1 pJq I.
Finally, assuming (3.42) and the previous relations, we can obtain the classical Cauchy
stress tensor σc of (4.52). The deviatoric term is similar to (3.57).
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APPENDIX H – Plastic flow rule derivation
This appendix presents the plastic flow rule derivation assuming the Mises-
Huber yield function. These expressions are reintroduced here from (4.32) and (4.54),
respectively, by
4BCCpψ¯ : 12
9Cp  2 9βBCΦ and Φ pσc,Aq  }devpτcq} 
c
2
3A. (H.1-H.2)
The application of the deviator operator (SIMO, 1988, pg.212):
DEVpq  pq  13 rC : pqsC
1,
in both sides of (H.1), considering (G.4), leads to
DEV

4BC¯Cpψ¯ :
1
2
9Cp


 2 9βDEVpBC¯Φq , (H.3)
with the derivative terms in relation to C¯ (not to C).
The first step in this derivation is the evaluation of the right hand side of (H.3).
Note that, by the chain rule, we obtain
BC¯Φ 
1
2}devpτcq}BC¯}devpτcq}
2,
 g
p1q
e pΓϕq
2}devpτ c q}
BC¯}dev
 
τ c
}2.
In particular, }dev τ c }2 can be rewritten in terms of the strain space  C¯,Cp( as
}dev τ c }2  dev τ c mndev τ c mn,
 dev FS c F T mndev FS c F T mn,
  FDEV S c F T mn FDEV S c F T mn,
 FmiDEV
 
S c

ij
F TjnFmkDEV
 
S c

kl
F Tln,
 Je 43 F¯miDEV
 
S c

ij
F¯ TjnF¯mkDEV
 
S c

kl
F¯ Tln,
 Je 43DEV S c ijDEV S c klF¯ TimF¯mkF¯ TjnF¯nl,
 Je 43DEV S c ijDEV S c klC¯ikC¯jl,
with the deviatoric terms evaluated, according to the free-energy density (4.41), as
DEV
 
S c
  GJe 23DEV Cp1 ,
 GJe 23

Cp1  13
 
Cp1 : C¯

C¯1

. (H.4)
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Application of the chain rule in (H.4) leads to
BC¯ab}dev
 
τ c
}2  Je 43DEV S c ijDEV S c klBC¯ab  C¯ikC¯jlloooooooooooooooooooooooooomoooooooooooooooooooooooooon
T1ab
 BC¯ab

DEV
 
S c

ij
DEV
 
S c

kl
	
CikCjlloooooooooooooooooooooooomoooooooooooooooooooooooon
T2ab
.
Evaluation of the first tensor T1ab is the easiest part. From the symmetry of both C and
S c , this term is given by
T1ab  Je 43DEV
 
S c

ij
DEV
 
S c

kl
BC¯ab
 
C¯ikC¯jl

,
 Je 43DEV S c ijDEV S c kl δiaδkbC¯jl   C¯ikδjaδlb ,
 Je 43DEV S c ajC¯jlDEV S c bl   Je 43DEV S c iaC¯ikDEV S c kb,
 2Je 43DEV S c aiC¯ijDEV S c bj,
 2Je 23DEV S c aiCijDEV S c bj.
Based on the preliminary result
BC¯abDEV
 
S c

ij
(H.4) GJe 23BC¯ab

Cp1ij 
1
3C
p1
mn C¯mnC¯
1
ij


,
 G3 J
e 23
 BC¯abC¯mnCp1mn C¯1ij  Cp1mn C¯mnBC¯abC¯1ij  ,
 G3 J
e 23
 
δmaδnbC
p1
mn C¯
1
ij Cp1mn C¯mnC¯1ia C¯1bj

,
 G3
 
Cp1ab C
1
ij Cp1mn CmnC1ia C1bj

,
the tensor T2ab can be evaluated as
T2ab  BC¯ab

DEV
 
S c

ij
DEV
 
S c

kl
	
CikCjl,
 BC¯abDEV
 
S c

ij
DEV
 
S c

kl
CikCjl  DEV
 
S c

ij
BC¯abDEV
 
S c

kl
CikCjl,
 G3C
p1
ab

DEV
 
S c

kl
C1ij CjlCik  DEV
 
S c

ij
CikC
1
kl Cjl
	
 G3C
p1
mn Cmn

DEV
 
S c

kl
C1ia C
1
bj  DEV
 
S c

ij
C1ka C
1
bl
	
CikCjl,
 G3C
p1
ab

DEV
 
S c

kl
δilCik  DEV
 
S c

ij
δilCjl
	
 G3C
p1
mn Cmn

DEV
 
S c

kl
δkaδbl  DEV
 
S c

ij
δiaδbj
	
,
 23GC
p1
ab DEV
 
S c

kl
Clk   23GC
p1
mn CmnDEV
 
S c

ab
,
 23GC
p1
mn CmnDEV
 
S c

ab
,
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where we have assumed that
DEV
 
S c

kl
Clk  GJe 23

Cp1kl 
1
3
 
Cp1st Cst

C1kl

Clk,
 GJe 23

Cp1kl Clk 
1
3C
p1
st Cstδkk


,
 0.
By collecting the previous results, we obtain
BC¯Φ 
gp1qe pΓϕq
2}devpτ c q}

2Je 23DEV
 
S c

CDEV
 
S c
  23G  Cp1 : CDEV S c 

,
whose push-forward becomes
F BC¯ΦF T 
gp1qe pΓϕq
2}devpτ c q}
F

2Je 23DEV
 
S c

CDEV
 
S c

 23G
 
Cp1 : C

DEV
 
S c

F T ,
 g
p1q
e pΓϕq
2}devpτ c q}

2Je 23FDEVpScqF TFDEV
 
S c

F T
 23G
 
Cp1 : C

FDEV
 
S c

F T

,
 g
p1q
e pΓϕq
2}devpτ c q}

2Je 23dev
 
τ c

dev
 
τ c
  23GtrpBeq dev τ c 

,
 gp1qe pΓϕqG

1
3tr pB
eqn  1
G
}dev τ c }J 23nn
 , (H.5)
 gp1qe pΓϕq
1
3Gtr pB
eqn where n  devpτcq}devpτcq} .
The previous approximation is due to the fact that in some materials, like metals, the shear
modulus G is about 1091011. Consequently, the first term in (H.5) becomes dominant and
the second one can be neglected. From now on, the approximation symbol is conveniently
replaced by the equality. Furthermore, noticing that F BC¯ΦF T is traceless, we conclude
that
FDEVpBC¯ΦqF T  dev
 
F BC¯ΦF T

,
 F BC¯ΦF T ,
 gp1qe pΓϕq
1
3GtrpB
eqn,
and using Lagrangian measures, the above equation is written as
DEVpBC¯Φq  gp1qe pΓϕq
1
3GC : C
p1n0 with n0  F1nFT . (H.6)
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The left hand side of (H.3) is evaluated by using the free-energy density described in (4.41)
and the chain rule as
DEV

4BC¯Cpψ¯ :
1
2
9Cp


 gp1qe pΓϕqGDEV

BCpCp1 : 9Cp
	
,
 gp1qe pΓϕqGDEV

9zCp1
 . (H.7)
Finally, from (H.6) and (H.7), the plastic flow rule in the reference configuration
is given according to
DEV

9zCp1
  23 9βC : Cp1n0.
In the Eulerian configuration, this expression is given by
devpLvBeq  23
9βtrpBeqn,
where LvBe is the Lie derivative of Be and its definition is given, according to Simo and
Hughes (1998, pg. 305), by
LvBe  F
" B
Bt

F1BeFT
*  F 9Cp1F T .
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APPENDIX I – Return mapping algorithms
This appendix describes the return mapping algorithms (RMA) of the elasto-
plastic constitutive relation for the developed models. In spite of these algorithms being
well established in the literature (SIMO; HUGHES, 1998; NETO; PERIC; OWEN, 2011),
we present them in a simpler form including the effects of the degradation functions.
I.1 Return mapping algorithm for the Eulerian small strain model
We adopt a numerical procedure to evaluate an approximate solution for the
state of update described previously in the initial value problem (IVP) (2.55-2.57). For
the sake of simplicity, we adopt the backward Euler method (BEM), but other methods,
such as the trapezoidal and midpoint, can also be employed.
By applying the BEM in (2.55-2.57) and considering (2.70)(vii), we obtain
εen 1  εen  ∆ε∆β
c
3
2
devpσc,n 1q
}devpσc,n 1q} , (I.1)
αn 1  αn  ∆β, (I.2)
Φ pσc,n 1,An 1q ¤ 0, ∆β ¥ 0 and ∆β Φ pσc,n 1,An 1q  0, (I.3-I.5)
written in terms of incremental plastic multiplier ∆β  βn 1  βn, with σc,n 1 and An 1
given in (2.71) and (2.74), respectively.
The solution of the incremental problem (I.1-I.2) considers the discrete comple-
mentary KKT conditions (I.3-I.5), differing from the conventional procedure for an IVP.
However, the solution procedure remains simple considering two split situations. Note
that, from (I.4), there are two mutually exclusive possibilities for the incremental plastic
multiplier: ∆β  0 or strictly positive ∆β ¡ 0.
If ∆β  0 occurs, the current step is purely elastic (there is no plastic flow).
The constraint (I.5) is automatically satisfied and, from (I.1-I.2), we have
εen 1  εen  ∆ε and αn 1  αn. (I.6-I.7)
In addition, (I.3) must also hold.
On the other hand, if ∆β ¡ 0, the variables εen 1, αn 1 and ∆β satisfy (I.1-I.2).
Furthermore, from the discrete complementary KKT conditions, we must have
Φ pσc,n 1,An 1q  0. (I.8)
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These two possible set of equations lead to the known two-step return mapping
algorithm. This algorithm is described supposing firstly that the state is elastic ∆β  0.
The solution, given by (I.6-I.7), is called elastic trial solution and is denoted by the
superscript pqtrial as
εe,trialn 1  εen  ∆ε and αtrialn 1  αn,
where σtrialc,n 1 and Atrialn 1 are trial potential relations evaluated with the elastic trial solution.
This trial elastic solution will be the current solution for the problem if satisfies
Φtrial  Φ  σtrialc,n 1,Atrialn 1 ¤ 0.
In this case, the trial solution is accepted and the variables are updated as pqn 1  pqtrialn 1.
Otherwise, the elastic trial state is not plastically admissible and a solution to the problem
must be obtained from the plastic correction stage.
In the plastic correction stage, the elastic trial state is used in order to rewrite
an equivalent system to (I.1-I.2) and (I.8), called return mapping equations, that address
the remaining possibility$'''&'''%
εen 1  εe,trialn 1  ∆β
c
3
2
devpσc,n 1q
}devpσc,n 1q}  0,
αn 1  αtrialn 1 ∆β  0,
Φ pσc,n 1,An 1q  0,
(I.9)
for a solution of εen 1, αn 1 and ∆β such that ∆β ¡ 0.
Algorithm 3 RMA for the Eulerian small strain model.
Initial data: Strain increment ∆ε and the
state of the variables at time tn.
% Elastic predictor step:
εe,trialn 1  ε
e
n   ∆ε
αtrialn 1  αn
% Compute E,trial0,n 1 and Htrial0,n 1
% Compute devpσtrialc,n 1q using (2.71)
qtrialn 1 
c
3
2}devpσ
trial
c,n 1q}
σ¯trialy,n 1  Bαg
p1q
e E ,trial0,n 1   Bαgp2qe E,trial0,n 1
 gpBαH
trial
0,n 1   BαgpH
trial
0,n 1
Φtrial  qtrialn 1  σ¯trialy,n 1
if pΦtrial ¤ 0q then
% Elastic state: Update variables
% pqn 1  pq
trial
n 1 and exit.
else
% Plastic state: Solve the system using
the NRM for εen 1, αn 1 and ∆β:
rrm
$'''''&
'''''%
εen 1  ε
e,trial
n 1   ∆β
c
3
2
devpσtrialc,n 1q
}devpσtrialc,n 1q}
αn 1  α
trial
n 1  ∆βc
3
2
}devpσc,n 1q}
σ¯y,n 1
 1
% Convergence criterion: }rrm}   Tol
end if
The RMA, assuming the yield function described in (2.53), the free-energy
density (2.45) including the effects of the degradation functions and the split of the elastic
energy (2.69), is summarized in Algorithm 3. Note that the conventional return mapping
is recovered when gp1qe  gp2qe  gp  1.
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I.2 Return mapping algorithm for the Eulerian finite strain model
A numerical procedure is adopted to evaluate an approximative solution for the
updated state described previously in (3.59-3.61). Differently of the infinitesimal version,
we adopt a mixed strategy were (3.60-3.61) are discretized by using the standard BEM
and (3.59) by adopting the backward exponential integrator (NETO; PERIC; OWEN,
2011, pg.591).
I.2.1 Initial relations
Consider the exponential function of a generic tensor Y expressed by means of
its series representation
exp tY u 
8¸
n0
1
n!Y
n.
In this representation, we note that
exp
 
XYX1
(  8¸
n0
1
n!
 
XYX1
n
,

8¸
n0
1
n!XY
nX1,
 X

8¸
n0
1
n!Y
n

X1,
 Xexp tY uX1,
for any invertible tensor X. In particular, for an orthogonal tensor Q, we have
exp
 
QY QT
(  Qexp tY uQT . (I.10)
Moreover, from the identity
I  exp t0u ,
 exp tY   Y u ,
 exp tY u exp tY u ,
we obtain another useful relation
exp tY u  pexp tY uq1. (I.11)
I.2.2 Elastic predictor and the return mapping algorithm
By applying the BEM in (3.60-3.61), we obtain
αn 1  αn  ∆β,
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Φ pτc,n 1,An 1q ¤ 0, ∆β ¥ 0 and ∆β Φ pτc,n 1,An 1q  0,
written in terms of incremental plastic multiplier ∆β  βn 1  βn. The discretization
of (3.59), by using the backward exponential time integration method (NETO; PERIC;
OWEN, 2011, pg.752), results in the following expression for the plastic deformation
gradient tensor evolution
F pn 1  exp
#
∆t 9βn 1ReTn 1
c
3
2
devpτc,n 1q
}devpτc,n 1q}R
e
n 1
+
F pn
 exp
#
∆βReTn 1
c
3
2
devpτc,n 1q
}devpτc,n 1q}R
e
n 1
+
F pn
(I.10) ReTn 1exp
#
∆β
c
3
2
devpτc,n 1q
}devpτc,n 1q}
+
Ren 1F
p
n .
From the multiplicative decomposition (3.1), we have
F e1n 1  ReTn 1exp
#
∆β
c
3
2
devpτc,n 1q
}devpτc,n 1q}
+
Ren 1F
p
nF
1
n 1,
and making use of relation (I.11), we obtain
F en 1  Fn 1F p1n ReTn 1exp
#
∆β
c
3
2
devpτc,n 1q
}devpτc,n 1q}
+
Ren 1
(3.1) Fn 1F1n F enReTn 1exp
#
∆β
c
3
2
devpτc,n 1q
}devpτc,n 1q}
+
Ren 1
 F∆F enReTn 1exp
#
∆β
c
3
2
devpτc,n 1q
}devpτc,n 1q}
+
Ren 1,
where
F∆  Fn 1F1n  I  ∇ p∆unq ,
is the incremental gradient of deformation that maps the configurations at time tn to tn 1
with ∆un denoting the incremental displacement field.
The incremental finite plasticity problem can be stated by collecting the previous
expressions. Given F en , αn at time tn and the incremental deformation gradient F∆, the
incremental finite plasticity problem consists in solving$'&'% F
e
n 1  F∆F enReTn 1exp
#
∆β
c
3
2
devpτc,n 1q
}devpτc,n 1q}
+
Ren 1,
αn 1  αn  ∆β,
(I.12)
for the unknowns F en 1, αn 1 and ∆β, subjected to the constrains
Φ pτc,n 1,An 1q ¤ 0, ∆β ¥ 0 and ∆β Φ pτc,n 1,An 1q  0, (I.13-I.15)
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with the relations
εen 1  ln
 
V en 1

, V en 1 
 
F en 1F
eT
n 1
 1
2 and Ren 1  V e1n 1F en 1.
The solution of the incremental problem considers the discrete complemen-
tary KKT conditions. From (I.14), there are two mutually exclusive possibilities for the
incremental plastic multiplier: ∆β  0 or strictly positive ∆β ¡ 0.
If ∆β  0 occurs, the current step is purely elastic. The constraint (I.15) is
automatically satisfied, and from (I.12), we have
F en 1  F∆F en and αn 1  αn.
In addition, (I.13) must also hold.
On the other hand, if ∆β ¡ 0, the variables F en 1, αn 1 and ∆β satisfy (I.12),
and from the KKT conditions, we also must have
Φ pτc,n 1,An 1q  0.
This possible set of equations leads to the return mapping algorithm. Supposing
initially an elastic state ∆β  0, we obtain the elastic trial solution
F e,trialn 1  F∆F en and αtrialn 1  αn.
The trial solution is the current solution for the problem if satisfies the constraint (I.13)
with τ trialc,n 1 and Atrialn 1 trial potential relations evaluated with the trial solution. If
Φtrial  Φ  τ trialc,n 1,Atrialn 1 ¤ 0,
is satisfied, the trial solution is accepted and the variables are updated as pqn 1  pqtrialn 1.
Otherwise, a solution to the problem must be obtained from the plastic correction stage.
The plastic correction stage consists in solving the remaining possible solution
for F en 1, αn 1 and ∆β such that ∆β ¡ 0 and$''''&''''%
F en 1  F e,trialn 1 ReTn 1exp
#
∆β
c
3
2
devpτc,n 1q
}devpτc,n 1q}
+
Ren 1  0,
αn 1  αtrialn 1 ∆β  0,
Φ pτc,n 1,An 1q  0.
I.3 Return mapping algorithm for the Lagrangian finite strain model
The evaluation of an approximate solution for the updated state (4.59-4.62) is
based on the BEM. The expressions for the plastic flow, the hardening rule and the KKT
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conditions are conveniently reintroduced, respectively, by
DEV

9zCp1
  23 9βC : Cp1n0 where n0  F1nFt with n  devpτcq}devpτcq} ,
9α  
c
2
3
9β,
Φ pτc,Aq ¤ 0, 9β ¥ 0 and 9βΦ pτc,Aq  0.
By applying the BEM, they become
0  Cp1n 1Cp1n 
1
3

Cn 1 :
 
Cp1n 1 Cp1n

C1n 1 
2
3∆β
 
Cn 1 : Cp1n 1

n0,n 1, (I.21)
αn 1  αn  
c
2
3∆β, (I.22)
Φ pτc,n 1,An 1q ¤ 0, ∆β ¥ 0 and ∆βΦ pτc,n 1,An 1q  0, (I.24-I.26)
where
n0,n 1  F1n 1nn 1FTn 1 with nn 1 
devpτc,n 1q
}devpτc,n 1q} ,
and ∆β  βn 1  βn is the incremental plastic multiplier.
Equation (I.21) are converted for the current configuration, disregarding the
volume variations, by pre- and post-multiplying it by F¯n 1 and F¯ Tn 1, obtaining
0  F¯n 1Cp1n 1F¯ Tn 1  F¯n 1Cp1n F¯ Tn 1 
1
3

Cn 1 :
 
Cp1n 1 Cp1n

J
 23
n 1F¯n 1C¯
1
n 1F¯
T
n 1
 23∆β
 
Cn 1 : Cp1n 1

J
 23
n 1F¯n 1F¯
1
n 1nn 1F¯
T
n 1F¯
T
n 1,
 B¯en 1  F¯∆F¯nCp1n F¯ Tn F¯ T∆ 
1
3

C¯n 1 :
 
Cp1n 1 Cp1n

I   23∆β
 
C¯n 1 : Cp1n 1

nn 1,
 B¯en 1  F¯∆B¯enF¯ T∆ 
1
3tr
 
B¯en 1

I   13tr
 
F¯∆B¯
e
nF¯
T
∆

I   23∆βtr
 
B¯en 1

nn 1,
 dev B¯en 1 dev F¯∆B¯enF¯ T∆  23∆βtr B¯en 1nn 1,
where
F¯∆  detpF∆q
1
3 F∆,
is the volume-preserving part of the relative gradient of deformation. Observe that the
expression (I.22) remains unchanged by push-forward and (I.24-I.26) are already in the
current configuration. Moreover, we remember that the plastic flow isochoric assumption
leads to the following requirement:
det
 
B¯en 1
  1. (I.26)
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The incremental finite plasticity problem can be stated by collecting the previous
expressions. Given B¯en (satisfying (I.26)) and αn at time tn, and given the incremental
deformation gradient F∆, the incremental finite plasticity problem is given by
dev
 
B¯en 1
 dev F¯∆B¯enF¯ T∆  23∆βtr B¯en 1nn 1  0, (I.27)
det
 
B¯en 1
 1  0. (I.28)
αn 1  αn 
c
2
3∆β  0, (I.29)
for the unknowns B¯en 1, tr
 
B¯en 1

, αn 1 and ∆β, subjected to the constrains
Φ pτc,n 1,An 1q ¤ 0, ∆β ¥ 0 and ∆β Φ pτc,n 1,An 1q  0. (I.31-I.33)
As in the previous sections, the solution of this incremental problem considers
two split situations: ∆β  0 and ∆β ¡ 0.
If ∆β  0 occurs, the current step is purely elastic. The constraint (I.33) is
satisfied and from (I.27-I.29) we have
B¯en 1  F¯∆B¯enF¯ T∆ and αn 1  αn. (I.34-I.35)
In addition, constraint (I.31) must also hold.
On the other hand, if ∆β ¡ 0, the variables B¯en 1, tr
 
B¯en 1

, αn 1 and ∆β
satisfy (I.27-I.29). Moreover, by combining (I.31-I.33), we must have
Φ pτc,n 1,An 1q  0.
This possible set of equations leads to the return mapping algorithm. It consists
in supposing firstly that the state is elastic (∆β  0). The resulting elastic trial solution is
given from (I.34-I.35) by
B¯e,trialn 1  F¯∆B¯enF¯ T∆ and αtrialn 1  αn,
with τ trialc,n 1 and Atrialn 1 potential relations evaluated with the elastic trial solution. Based
on this possibility (∆β  0), the trial solution will be the current solution for the problem
if it satisfies the constraint (I.31), that is,
Φtrial  Φ  τ trialc,n 1,Atrialn 1 ¤ 0.
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In this case, this solution is accepted and we update the variables pqn 1  pqtrialn 1. Otherwise,
the elastic trial state is not plastically admissible and the solution must be obtained from
the solution of return mapping equations$''''''&''''''%
dev
 
B¯en 1
 devB¯e,trialn 1 	  23∆βtr B¯en 1nn 1  0,
det
 
B¯en 1
 1  0,
αn 1  αtrialn 1 
c
2
3∆β  0,
Φ pτc,n 1,An 1q  0.
for a solution of B¯en 1, tr
 
B¯en 1

, αn 1 and ∆β such that ∆β ¡ 0.
The RMA, including the degradation functions, is summarized in Algorithm 4.
Algorithm 4 RMA for the Lagrangian finite strain model.
Initial data: Relative gradient of deforma-
tion F∆ and the state of the variables B¯e and
αn at time tn.
% Elastic predictor step:
B¯e,trialn 1  F¯∆B¯
e
nF¯
T
∆
αtrialn 1  αn
% Compute E,trial0,n 1 and Htrial0,n 1
% Compute devpτ trialc,n 1q using (4.52)
qtrialn 1  }devpτ trialc,n 1q}
σ¯trialy,n 1  Bαg
p1q
e E ,trial0,n 1   Bαgp2qe E,trial0,n 1
 gpBαH
trial
0,n 1   BαgpH
trial
0,n 1
Φtrial  qtrialn 1 
c
2
3 σ¯
trial
y,n 1
if pΦtrial ¤ 0q then
% Elastic state: Update variables
% pqn 1  pq
trial
n 1 and exit.
else
% Plastic state: Solve the system using
the NRM for B¯en 1, tr
 
B¯en 1

, αn 1
and ∆β:
rrm
$'''''''''''&
'''''''''''%
dev
 
B¯en 1

 dev

B¯e,trialn 1
	
 
2
3∆βtr
 
B¯en 1
 devpτc,n 1q
}devpτc,n 1q}
det
 
B¯en 1

 1
αn 1  α
trial
n 1 
c
2
3∆β  0,c
3
2
}devpτc,n 1q}
σ¯y,n 1
 1
% Convergence criterion: }rrm}   Tol
end if
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APPENDIX J – Linearization of the motion
equation
Following Bhatti (2006, pg.496), the linearization of the motion equation is
performed in its integral form obtained by the principle of virtual power (PVP) (see
Appendix D.2). Theorem 1 of Appendix C.1 and Green’s formula implies that (D.6) be
rewritten as
0 
»
D0
ρ0 9v  δvM dV0  
»
D0
P : ∇pδvM dV0 
»
D0
ρ0f0  δvM dV0 
»
BD0
t0  δvM dS0.
Moreover, from (D.10) and using 9F  ∇pv, the above equation resumes to
0 
»
D0
ρ0 9v  δvM dV0  
»
D0
S : δ 9E dV0 
»
D0
ρ0f0  δvM dV0 
»
BD0
t0  δvM dS0. (J.1)
Applying the Newmark method in (J.1), with the velocity and acceleration
vector fields conveniently reintroduced here from (2.93-2.94) by
vn 1  χ4 pun 1  unq   χ5vn   χ6 9vn,
9vn 1  χ1 pun 1  unq  χ2vn  χ3 9vn,
allows to define the global residue for the motion equation over the domain B0 as
rm 
»
B0
ρ0 rχ1 pun 1  unq  χ2vn  χ3 9vns  δvM dV0  
»
B0
Sn 1 : δ 9En 1 dV0

»
B0
ρ0f0,n 1  δvM dV0 
»
BB0
t0,n 1  δvM dS0. (J.2)
The linearization is obtained by evaluating the directional derivative of rm at
un 1 in the direction of the displacement increment, here denoted by z, according to
Dzrm 
»
B0
ρ0χ1z  δvM dV0  Dz
»
B0
Sn 1 : δ 9En 1 dV0



»
B0
ρ0χ1z  δvM dV0  
»
B0
Dz pSn 1q : δ 9En 1 dV0
 
»
B0
Sn 1 : Dz

δ 9En 1
	
dV0. (J.3)
The derivative of the last two terms of (J.2) are zero. This follows due to the assumption
that f0,n 1 and t0 do not depend on the displacement field. Due to the definition of the
Green Lagrange strain tensor, given by
E  12
 ∇puT∇pu ∇puT  ∇pu ,
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we obtain that
Dz pδEn 1q  12
 
δF Tn 1∇pz  ∇pzT δFn 1

,
and
Dzpδ 9En 1q  12pδ
9F Tn 1∇pz  ∇pzT δ 9Fn 1q.
Moreover, by applying the chain rule in the stress tensor S we have
Dz pSn 1q  Cn 1 : Dz pδEn 1q ,
where Cn 1  BδESn 1 is the symmetric fourth-order tensor. In this study, this tensor
is evaluated by using complex derivatives, as detailed in Appendix K. Furthermore, by
considering the symmetries of S and C, we obtain the identities
S : 12

δ 9F T∇pz  ∇pzT δ 9F
	
 δ 9F : ∇pzS,
1
2

δ 9F T δF   δF T δ 9F
	
: C : 12
 
δF T∇pz  ∇pzT δF
  δF T δ 9F : C : δF T∇pz.
Therefore, from the previous results, (J.2-J.3) becomes, respectively
rm 
»
B0
ρ0 rχ1 pun 1  unq  χ2vn  χ3 9vns  δvM dV0
 
»
B0
δ 9Fn 1 : δFn 1Sn 1 dV0 
»
B0
ρ0f0,n 1  δvM dV0

»
BB0
t0,n 1  δvM dS0, (J.4)
Dzrm 
»
B0
ρ0χ1z  δvM dV0  
»
B0
δ 9Fn 1 : ∇pzSn 1 dV0
 
»
B0
δF Tn 1δ
9Fn 1 : Cn 1 : δF Tn 1∇pz dV0. (J.5)
The finite element method (FEM) is applied in the previous equations to
obtain the final discretized expressions for the residue vector and the Jacobian matrix. We
consider the spatial approximations presented in Section 4.6; in particular, those described
in Section 4.6.1. By using an equivalent product of matrices (see details in Bhatti (2006,
pg.496)), the residue (J.4) is approximated for each k-th element by
rkm  δvˆkTM rkm
 δvˆkTM
»
Bk0
ρ0N
TN dV k0

χ1
 
uˆkn 1  uˆkn
 χ2vˆkn  χ3 9vˆkn
 
»
Bk0
BT F˜ T
 
Skn 1
(
dV k0 
»
Bk0
ρ0N
TN dV k0 fˆ
k
n 1  B.T .k

,
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enabling to identify the residue vector rkm. By integrating it over Bkn, we obtain
rkm 
»
Bkn
ρ0J
e1
n N
TN dV kn

χ1
 
uˆkn 1  uˆkn
 χ2vˆkn  χ3 9vˆkn
 
»
Bkn
BT F˜ T∆
 
Skn 1
(
dV kn 
»
Bkn
ρ0J
e1
n N
TN dV kn fˆ
k
n 1  B.T .k
Similarly, the derivative (J.5) is approximated by
Dzr
k
m  δvˆkTM Jkmzˆk
 δvˆkTM

χ1
»
Bk0
ρ0NN
T dV0  
»
Bk0
BT S˜n 1B dV0  
»
Bk0
BT F˜ TCepn 1F˜B dV0

zˆk.
Therefore, the Jacobian matrix Jkm can be identified and integrated over the domain Bkn by
Jkm  χ1
»
Bkn
ρ0J
e1
n NN
T dV kn  
»
Bkn

BT S˜kn 1B  BT F˜ T∆Cepn 1F˜∆B

dV kn .
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APPENDIX K – Evaluation numerically
exact of the symmetric tangent module for
free-energy densities written in terms of the
gradient of deformation
The linearization of the momentum balance equation leads to the tangent
module fourth-order tensor C. The correct evaluation of this tensor provides proper
convergence rates and plays a special role in the algorithm performance. Numerical
purposes demand that this tensor be symmetric, resulting in a stiffness matrix with this
feature. We also consider that, the most part of the linearization processes, based on
virtual powers, uses the expression of S : 9E in the place of P : 9F . This choice leads to a
tangent modulus given by
C  BES  2BCS,
or in terms of the free-energy density ψ by
C  ρ0BEEψ  4ρ0BCCψ.
It restricts the use of many free-energy densities. The definition of ψ should enable
the evaluation of C. In some cases, the analytical evaluation is simple, or possible, but
sometimes, these computation become hard and numerical strategies are often employed
(HAVEROTH; STAHLSCHMIDT; MUÑOZ-ROJAS, 2015). What occurs when the free-
energy density ψ is written in terms of F in order that both analytical and conventional
numerical strategies are unfeasible? Analytical schemes using the chain rule
BES  BFS : BEF , (K.1)
are, in general, impossible to evaluate once neither F pEq can be obtained, and consequently,
nor BEF . This statement can be verified directly by the definition of E that is not one-to-
one in relation to F terms (see equation (K.2)). In this case, the linearization process is
often written in terms of P : 9F and the resulting tangent module fourth-order tensor Cˆ,
defined as
Cˆ  BFP ,
becomes a nonsymmetric tensor.
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This appendix proposes an exact numeric alternative, in the sense that we can
recover the analytical solution under any tolerance, to evaluate the symmetric tangent
module C even for energies written only in terms of the gradient of deformation F . This
alternative is based on complex derivatives without large changes in the original finite
element code. In order to have a simple presentation, consider the two-dimensional case
(similar considerations can be done in the three-dimensional space).
Consider the Green-Lagrange strain tensor E  pEijq and the gradient of
deformation F  pFijq . From the definition of E, we obtain the following system of
equations: $'&'%
2E11  F 211   F 221  1
2E12  F11F12   F21F22
2E22  F 212   F 222  1
. (K.2)
In terms of variations of Eij and Fij, indicated respectively by δEij and δFij, the above
system results in $'&'%
δE11  F11δF11   F21δF21
δE12  F12δF11   F11δF12   F22δF21   F21δF22
δE22  F12δF12   F22δF22
.
This underdetermined and consistent system has a solution, given in terms of a free variable
υ, assuming F12  0 (F12  0 is considered later on) and J  detpF q ¡ 0, described as$'''''''''&'''''''''%
δF11  F22J1δE11   F11F21F112 J1δE22  F21J1δE12
   F12F 221  F11F21F22F112 J1υ
δF12, F112 δE22  F22F112 υ,
δF21  F12J1δE11  F 211F112 J1δE22   F11J1δE12
   F 211F22  F11F12F21F112 J1υ
δF22, υ.
(K.3)
We could ask if these variations on F make some sense and what values υ we
must assume. A particular case consists to analyze a situation with perturbations only in
δE11 (δE12  δE22  0), and compare the expected and obtained errors ¯ij where
¯ij  Eij pF   δF q  Eij pF q . (K.4)
We expect that, under above considerations, we had the errors
¯11  δE11, ¯22  0 and ¯12  0. (K.5-K.7)
However, making use of the above equations for δFij in (K.3), we obtain
¯11  δE11   f1δE211   f2δE11υ   f3υ2, (K.8)
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¯22  f4υ2, (K.9)
¯12  f5δE11υ   f6υ2, (K.10)
where fk : F Ñ R. In order to approximate (K.8-K.10) from (K.5-K.7), we must assume
υ  0. In these case, (K.9-K.10) are completely satisfied and from the remaining equations
we must ensure that
δE11  δE11   f1δE211. (K.11)
The fact is that (K.11) cannot be satisfied, or even approximated, assuming real perturba-
tion δE11 of conventional magnitude (ranging around r1010, 101s for a double type), once
f1 may assume any value. However, if we allow δE11 to assume a purely complex value, the
above relation can be satisfied for any desired tolerance. To show this assumption, consider
a complex perturbation δE11  0  iδEc with i2  1. From this, (K.11) becomes
iδEc  iδEc  f1pδEcq2. (K.12)
which is satisfied, from a numerical point of view, using the fact that in complex derivatives
we may adopt perturbations as small as δEc  10300. Thus, the second term of the right
hand side of (K.12) can be neglected once |f1|   10 308 (maximum representation for
a double type). The same arguments can be used for the remaining cases: δE12  iδEc
(δE11  δE22  0) and δE22  iδEc (δE11  δE12  0).
In summary, the chain rule (K.1) can be evaluated (in a certain way) numerically
by using complex derivative making complex perturbations. Basically, the perturbation
δEij  iδEcij in the variable Eij is equivalent to do the following perturbations in F :
δF11
δF12
δF21
δF22
fiffiffiffiffifl 

χ¯11 χ¯12 χ¯13
χ¯21 χ¯22 χ¯23
χ¯31 χ¯32 χ¯33
χ¯41 χ¯42 χ¯43
fiffiffiffiffifl
δE11δE12
δE22
fiffifl , (K.13)
where the non-null coefficients χ¯ij are given according to Table 4. Similar considerations
can be done from (K.3) for F12  0. The application of such methodology to compute the
tangent module is summarized in Algorithm 5.
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Table 4 – Non-null coefficients χ¯ij for the numeric derivative procedure.
F12  0
χ¯11 F22J
1 χ¯13 F21J
1 χ¯31 F12J
1 χ¯33 F11J
1
χ¯12 F11F21F
1
12 J
1 χ¯22 F
1
12 χ¯32 F
2
11F
1
12 J
1
F12  0
χ¯11 F
1
11 χ¯13 F21F
1
11 F
1
22 χ¯33 F
1
22
χ¯12 F
2
21F
1
11 F
2
22 χ¯32 F21F
2
22 χ¯42 F
1
22
Algorithm 5 An evaluation numerically exact of the symmetric tangent module.
Initial data: Gradient of deformation F .
% Compute the coefficients χ¯ij described in Table 4;
% Assume a magnitude for δEc. A good value is δEc  10120;
for k from 1 to 3 do
% Initialize as null perturbations: δE11  δE22  δE12  0;
% Perturbate the position
if k is 1 do δE11  iδEc; else if k is 2 do δE22  iδEc; else δE12  iδEc; end if
% Evaluate the δFij terms using (K.13);
% Evaluate the second Piola Kirchhoff tensor in Voigt notation: Sv  tS11 S22 S12ut.
% Evaluate the complex derivative for column k of C: Ck  imagpSvq {δEc;
end for
Output data: Tangent module C in Voigt notation.
