Abstract. To release micro-data tables containing sensitive data, generalization algorithms are usually required for satisfying given privacy properties, such as k-anonymity and l-diversity. It is well accepted that k-anonymity and l-diversity are proposed for different purposes, and the latter is a stronger property than the former. However, this paper uncovers an interesting relationship between these two properties when the generalization algorithms are publicly known. That is, preserving l-diversity in micro-data generalization can be done by preserving a new property, namely, l-cover, which is to satisfy l-anonymity in a special way. The practical impact of this discovery is that it may potentially lead to better heuristic generalization algorithms in terms of efficiency and data utility, that remain safe even when publicized.
Introduction
The micro-data release problem has attracted much attention due to increasing concerns over personal privacy. Various generalization techniques have been proposed to transform a micro-data table containing sensitive information for satisfying given privacy properties, such as k-anonymity [16] and l-diversity [2] . For example, in the micro-data table shown in Table 1 , suppose each patient's medical condition is to be kept confidential. The attributes can thus be classified into three classes, namely, identity (Name), quasi-identifiers (ZIP, Age), and sensitive value (Condition).
Clearly, simply hiding the identity (Name) when releasing the table is not sufficient. A tuple and its sensitive value may still be linked to a unique identity through the quasi-identifiers, if the combination (ZIP, Age) happens to be unique [16] . To prevent such a linking attack, the table needs to be generalized to satisfy k-anonymity. For example, if generalization (A) in Table 2 is released, then any linking attack can at best link an identity to a group of two tuples with the same combination (ZIP, Age). We can also see from the example that Table   k -anonymity by itself is not sufficient, since linking an identity to the second group will reveal the condition of that identity to be cancer. This problem is addressed in generalization (B), by satisfying both k-anonymity and l-diversity. However, the situation is worse in practice. As recently pointed out by Zhang et al. [22] , an adversary can still deduce both Clark and Diana have cancer, if it is publicly known that generalization (A) is first considered (but not released) before generalization (B) is considered and released. This complication makes the problem of micro-data release more challenging when the algorithm used to compute the disclosed data is assumed to be publicly known. In [22] , the authors give a comprehensive study of how a privacy property can be guaranteed in this situation and they also prove it to be an NP-hard problem to optimize data utility while guaranteeing the l-diversity property. Also, how to design heuristic algorithms is discussed and one heuristic generalization algorithms which remains safe when publicized is presented in [22] . However, as shown in [22] , the proposed algorithm is not practical due to the data utility it can provide.
In this paper, we uncover an interesting relationship between k-anonymity and l-diversity, which can be used to design better generalization algorithms in terms of efficiency and data utility, while guaranteeing the property of l-diversity when the algorithm itself is publicized. More specifically, our contribution is two fold. First, we propose a novel strategy for micro-data release. That is, instead of trying to select the generalization with the "best" data utility from all possible generalizations, we first restrict our possible selections to a subset of all possible generalizations, and then optimize the data utility within the subset. Certainly, we guarantee only a local optimality in the restricted set instead of the global optimality. We prove that, as long as the restricted subset satisfies certain properties, the security/privacy of the publicized result will not be affected by whether this applied generalization algorithm is publicized or not. Second, we introduce the property of l-cover, defined on a set of generalizations, which is an anonymity-like property when exchanging the role of identity and sensitive value in a micro-data table. We prove that in order to guarantee the property of lDiversity on the released data, it is sufficient to have the above subset of generalizations satisfy the property of l-cover. We also show, through examples, that in practice we do not need to compute the entire subset of generalizations that satisfies l-cover. In stead, we only need to construct anonymity groups of size l for sensitive values, which can be done efficiently in advance, and check whether a candidate generalization breaks these groups when optimizing the data utility. Therefore, this technique can be potentially used to design more practical heuristic generalization algorithms compare to the algorithms proposed in [22] .
Organization
In Section 2, we define our model and examine relevant concepts. In Section 3, we propose a novel strategy for micro-data release. In Section 4, we formalize the concept of l-cover and employs it to compute safe generalizations. We discuss related work in Section 5 and draw conclusions in Section 6.
The Model
We first define our notations for micro-data table and generalization. We then discuss privacy properties and how they may disclose information.
Micro-Data Table and Generalization
A micro-data table is a relation T (i, q, s), where i, q, and s is called the identity, quasi-identifier, and sensitive value, respectively (see Table 3 for a list of important notations used in this paper). Note that both q and s can be a sequence of attributes. We use I, Q, S for the projection Π i (T ), Π q (T ), and Π s (T ), respectively. Unless explicitly stated otherwise, all projections in this paper preserve duplicates. Therefore, both Q and S are actually multisets. Let R iq , R qs , R is denote the three projections Π i,q (T ), Π q,s (T ), and Π i,s (T ), respectively. As typically assumed, I, Q and the relation R iq are considered as public knowledge. We also assume S as publicly known, since any released generalization will essentially disclose S any way (we do not consider suppression). On the other hand, the relation R is and R qs both remain secret until a generalization is released. Between them, R is is considered as the private information, whereas R qs is considered as the utility information. The goal of a generalization algorithm is usually to disclose as much information about R qs as possible, while still guaranteeing the secrecy or uncertainty of information about R is .
We need to explicitly distinguish the two stages, in order, of a generalization process, namely, quasi-identifier generalization and table generalization, as formalized in Definition 1. The key difference is the following. A quasi-identifier generalization GQ only generalizes the publicly known Q, and thus contains information only from the publicly known Q. On the other hand, a table generalization GT generalizes the entire micro-data table, containing information from both the secret relations R is and R qs . This difference will be critical to our further discussion. 
Privacy Properties
k-Anonymity The concept of k-anonymity [16] mainly concerns with the size of each group in GQ. More precisely, a table generalization GT satisfies kanonymity if ∀gq ∈ GQ, |gq| ≥ k. Notice that this condition only depends on GQ. Therefore, if GQ is publicly known, anyone may determine whether a table generalization GT computed based on GQ satisfies k-anonymity, even without knowing the entire GT . As a result, we have the following claim, which is straightforward.
Claim 1 Given a micro-data table T and a quasi-identifier generalization GQ, to disclose the fact that a table generalization GT computed based on GQ violates k-anonymity does not provide any additional information about T .
l-Diversity The concept of l-diversity [2] concerns with the diversity of sensitive values that can be linked to each identity. In particular, we shall focus on entropy l-diversity, which requires the entropy of values in a multiset S to be no less than log l, that is, s∈BagT oSet(S)
is the number of appearances of s in S. For a table generalization GT = (GQ, GS, GR qs ), l-diversity is applied to each group in GS. That is, GT satisfies entropy l-diversity, if for all gs ∈ GS, gs satisfies entropy l-diversity.
Clearly, unlike k-anonymity, l-diversity depends on not only GQ but also GS and GR qs . Therefore, without knowing a table generalization GT , it is impossible to check whether GT satisfies l-diversity simply based on the knowledge about the corresponding GQ. In another word, the fact that a table generalization GT violates l-diversity may provide additional information about T , even though GT itself is not known. Such a disclosure is in the form of knowledge about unsafe groups, which is formalized in Definition 2.
Definition 2. (Unsafe Group) Given a micro-data table T , a multiset of quasiidentifiers Q ⊆ Q is said to be an unsafe group with respect to entropy
Clearly, no multiset S of size less than l can ever satisfy entropy l-diversity. The following claim is then straightforward.
Claim 2 Given a micro-data table T and a quasi-identifier generalization GQ, to disclose the fact that a table generalization GT computed based on GQ violates entropy l-diversity will
-not provide additional information about T , if GT also violates l-anonymity.
-provide the additional information about T that there exists at least one unsafe group in GQ, if GT satisfies l-anonymity.
P -safety As illustrated in Section 1, when a generalization algorithm is publicly known, enforcing k-anonymity and l-diversity on the released Table 2 , when we evaluate l-diversity on each group of three conditions, we are actually assuming that an adversary can only guess the secret micro-data table (that is, Table 1 ) from generalization (B) alone. Therefore, any table not in a conflict with generalization (B) will be a valid guess. However, if it is a known fact that generalization (A) has been considered but not released, the adversary can drop any guessed table if it can make generalization (A) satisfy the required l-diversity.
More generally, the concept of disclosure set depicts the set of all possible guesses about a secret micro-data table T , when the generalization algorithm is publicly known [22] . The concept P -safety (P can be any privacy property, such as l-diversity) then defines the correct way for evaluating any privacy property based on the disclosure set. We repeat the proposed definition of disclosure set and the property of P-safety as follows.
Definition 3. (Disclosure Set and P -Safe) Given a micro-data table T and a generalization algorithm that will consider the quasi-identifier generalizations
. . , GQ n in the given order for satisfying a given privacy property P , we say -the disclosure set T of a table generalization GT is the set of all micro-data tables for which the generalization algorithm will also output GT . -a table generalization GT is P -safe, if for all identities i ∈ I, P is satisfied on the multiset
The concept of P -safety guarantees the desired privacy property to be satisfied even when the applied generalization algorithm is publicly known. However, the cost is high. To find an optimal table generalization that satisfies a privacy property, such as entropy l-diversity, is generally a NP-hard problem [22] . Also, as discussed in [22] , it is even hard to have an efficient heuristic algorithm that provide practical data utility. In the rest of this paper, we will propose a different but more efficient strategy to address this issue.
A Novel Strategy for Micro-Data Release
We now consider a different strategy for micro-data release that decouples privacy preservation from data utility optimization. Roughly speaking, in stead of optimizing the data utility in all possible quasi-identifier generalizations, it will first find a subset of the generalizations that satisfies two conditions: (1) every quasi-identifier generalization in the subset will yield a table generalization satisfying the given privacy property; (2) the given privacy property will still hold, even if the whole subset of the quasi-identifier generalizations is known to satisfy the first condition. Once such a subset of quasi-identifier generalizations is found, any data utility optimization can be done freely inside this collection without worrying about whether the generalization algorithm is publicized or not. Note that, a subset of generalizations of the above form can have a large size so that can computation of it is not practical. In the next section, we will show that, in practice, we can replace such computations by verifying whether a candidate generalization satisfies a proposed new property, which can be don efficiently.
Locally Safe Set
First, we consider a collection of quasi-identifier generalizations of which each can generalize the given micro-data table into a safe table generalization, as formalized in Definition 4. Consider an example shown in Figure 1 , which depicts the multisets of quasi-identifiers Q and sensitive values S of a micro-data table. Assume entropy 2-diversity is the desired privacy property. We can then compute the locally safe set GQ L . For example, GQ L includes GQ = {{q 1 , q 3 }, {q 2 , q 4 }, {q 5 , q 6 }}. Next, assume an adversary has full knowledge about GQ L itself (note that the knowledge about GQ ∈ GQ L is different from that about the table gener-alization computed based on GQ). If this knowledge does not violate the desired entropy l-diversity, then any optimization of generalization function for best data utility will never violate the desired entropy l-diversity. The reason is the optimization process is now simulatable. That is, the adversary, with the knowledge about GQ L and the publicly known data utility metric, can repeat the optimization process and obtain the same result. In other words, we have the following claim which is straightforward:
Claim 3 If disclosing the locally safe set GQ L does not violate the desired entropy l-diversity, then any optimization of generalization function for best utility within GQ L will not violate entropy l-diversity.
However, the knowledge about GQ L may indeed violate entropy l-diversity. First of all, by Claim 1, we know that to disclose all quasi-identifier generalizations whose corresponding table generalizations satisfy l-anonymity will not disclose any information, We call this the candidate set of quasi-identifier generalizations.
Definition 5. (Candidate Set) Given a micro-data table T and a desired entropy l-diversity, a candidate set of quasi-identifier generalizations is the set GQ A = {GQ : the table generalization of T computed based on GQ satisfies l-anonymity}
Therefore, the knowledge about GQ L is equivalent to knowing about GQ A \ GQ L , which is the set of quasi-identifier generalizations whose corresponding table generalizations satisfy l-anonymity but violate entropy l-diversity. By Claim 2, the knowledge about GQ L may therefore violate entropy l-diversity.
For example, in Figure 1 , if we disclose GQ L , anyone can notice that any partition of Q that contains the subset {q 1 , q 2 } or {q 1 , q 2 , q x }, for any q x ∈ Q), will not appear in GQ L . On the other hand, for any other two-element set {q x , q y }(q x , q y ∈ Q), there always exists at least one GQ ∈ GQ L such that {q x , q y } ∈ GQ. Since the multiset of sensitive values S is public knowledge, anyone knows there is only one value s 1 that appears twice in S. Therefore, anyone can determine the facts: (q 1 , s 1 ), (q 2 , s 1 ) ∈ R qs .
Globally Safe Set
Now we study the condition for the knowledge about GQ L to be safe. Consider the example shown in Figure 2 and assume entropy 2-diversity.
Clearly, there are two sets of quasi-identifiers, each of which contains two elements, that will not appear in the locally safe set GQ L . These are {q 1 , q 2 } and {q 3 , q 6 }. Interestingly, at this time, the knowledge about GQ L will only indicate that one of the following two facts holds: 
Since the above two facts are equally likely to be true, the knowledge about GQ L will not violate entropy 2-diversity by means of Definition 6. In the definition, the set of tables T can be regarded as the disclosure set (see Section 2.2) of GQ L . That is, T is the set of micro-data tables not in conflict with the fact that GQ L is a locally safe set.
Definition 6. (Globally Safe Set) Given a micro-data table T and a set of quasi-identifier generalizations GQ, let T be the set of tables satisfying that for all T ∈ T , -T has the same I, Q, S, and R iq as T does, and -the table generalization of T computed based on every GQ ∈ GQ satisfies entropy l-diversity, we say GQ is a globally safe set of quasi-identifier generalizations, if ∀i ∈ I, l-diversity is satisfied on the multiset S i = {s : (i , s ) ∈ Π i,s (T ), T ∈ T }.
By Claim 3, if a locally safe set of quasi-identifier generalizations GQ L happens to be also a globally safe set, then any optimization generalization function for best data utility within GQ L will not violate entropy l-diversity. However, we also know from above discussions that GQ L is not always globally safe . Therefore, we need to further restrict the optimization of generalization function to be within subsets of GQ L that are globally safe.
Compute a table generalization
GT based on GQ ∈ GQ such that GT has the optimal data utility.
Correspondingly, we have two forms of l-cover, weak l-cover and l-cover.
Weak l-Cover
In Figure 2, Figure 3 and assume entropy 2-diversity. We have the locally safe set
We can observe that {q 1 , q 2 } never appears in any of the quasi-identifier generalizations in GQ L due to their identical sensitive value s 1 . Moreover, the set {q 3 , q 4 } never appears, either. Therefore, {q 3 , q 4 } becomes a cover of {q 1 , q 2 } even though their corresponding sensitive values have different number of appearances. More generally, we define the concept of cover in the following.
Definition 7. (Cover) Given a set of quasi-identifier generalizations GQ on Q, we say Q ⊆ Q and Q ⊆ Q provide cover for each other, if
-Q ∩ Q = φ, and -there exists a bijection f cover : Q → Q satisfying the following. For any
Note that, if Q x ∩ (Q ∪ Q ) = φ, GQ = GQ naturally exists. Interestingly, the way we provide a cover for a set of quasi-identifiers Q is similar to providing "anonymity" to sensitive values. In another word, the concept of cover is similar to anonymity if we exchange the role of identity and sensitive value in the microdata table. Therefore, analogous to k-anonymity, we have the metric of l-cover in Definition 8.
Definition 8. (Weak l-Cover) Given a micro-data table T and a set of quasiidentifier generalizations GQ, GQ is said to satisfy weak l-cover if for any
Claim 4 states that weak l-cover is a sufficient condition for a globally safe set (this condition is also suspected to be necessary). Intuitively, each sensitive value (and its number of appearances) is blended into the sensitive values of its l − 1 or more covers. The knowledge about the quasi-identifier generalizations GQ thus will not violate l-diversity.
Claim 4 A set of quasi-identifier generalizations GQ is a globally safe set with respect to entropy l-diversity if GQ satisfies weak l-cover.
Proof Sketch: Consider the set of tables T and the multiset of sensitive values S i as defined in Definition 6. Let s be the most frequent element in S i . Based on the definition of weak l-cover, the set of quasi-identifier Q = {q : q ∈ Q, (q , s ) ∈ R qs } has l − 1 covers, Q 1 , . . . , Q l−1 each of which has a corresponding bijection f i : Q → Q i (1 ≤ i ≤ l−1). Therefore, for any table T ∈ T satisfying (i , q , s ) ∈ T , there must exist T 1 ∈ T such that (i , q , s 1 ) ∈ T 1 and s = s 1 , where s 1 satisfies (i , f i (q), s 1 ) ∈ T . Similarly, we can have s 2 , . . . , s l−1 corresponding to each cover of Q. Therefore, there exist at least l − 1 other different sensitive values that have the same number of appearances as s does in S i . The property of entropy l-diversity is thus satisfied.
From Claim 3 and Claim 4, we immediately have the following.
Claim 5 A generalization algorithm will not violate entropy l-diversity while optimizing data utility within a set of quasi-identifier generalizations GQ that satisfies weak l-cover.
Note that, among the previous examples, those shown in Figure 2 and Figure 3 satisfy l-cover, whereas the one in Figure 1 does not. Therefore, a (deterministic) generalization algorithm may violate entropy l-diversity, when it attempts to disclose a quasi-identifier generalization with optimal data utility for the micro-data table shown in Figure 1 , even if the corresponding table generalization is not yet disclosed.
l-Cover
From the previous discussions, we will optimize data utility within a globally safe set of quasi-identifier generalizations. Once this optimization process finishes, we will need to compute and release a table generalization based on the optimal quasi-identifier generalization. However, such a disclosure introduces additional knowledge about the secret micro-data table, and may violate the desired entropy l-diversity.
First, consider the example shown in Figure 3 , which has a locally safe set GQ L that is also globally safe. Assume the optimization of generalization function has found that inside GQ L , the quasi-identifier generalization GQ 1 = {{q 1 , q 3 }, {q 2 , q 4 }} is optimal. We can thus compute the table generalization shown in Table 4 . With this table generalization disclosed, the set of quasi-identifiers {q 3 , q 4 } is still a cover of {q 1 , q 2 }. That is, an adversary still cannot tell which of them is associated with both appearances of the sensitive value s 1 . Therefore, in this particular case, the table generalization in Table 4 can be safely released.
However, this is not always the case. Releasing a table generalization may violate the privacy property that has been satisfied in the process of finding a globally safe set and optimizing data utility. Consider the example shown in Figure 2 . Assume that GQ 1 = {{q 1 Figure 2 Recall that during the discussion about Figure 2 , we have shown that the locally safe set of quasi-identifier generalizations GQ L is also globally safe. More specifically, {q 1 , q 2 } and {q 3 , q 6 } provide cover for each other. An adversary thus cannot tell which of these is associated to s 1 and which to s 2 . However, if the table generalization in Table 5 is disclosed, then clearly, since {q 5 , q 6 } is associated with {s 2 , s 4 }, q 6 must not be associated with s 1 in the micro-data table. Therefore, the following must be true: (q 1 , s 1 ), (q 2 , s 1 ), (q 3 , s 2 ), (q 6 , s 2 ) ∈ R qs , which violates entropy l-diversity.
In the above example, the table generalization in Table 5 contains extra information that is not part of the knowledge about GQ L . Therefore, the table generalization computed based on GQ 1 cannot be safely released, even though GQ L is globally safe. To prevent such cases, we should not consider quasiidentifier generalizations like GQ 1 for the optimization of data utility. Instead, the optimization process should be confined to a subset of the globally safe set GQ L that satisfies a stronger condition, as formalized in Definition 9.
Definition 9. (l-Cover) Given a micro-data table T and a set of quasi-identifier generalizations GQ, GQ is said to satisfy l-cover if for any
The property of l-cover basically requires a set of quasi-identifier generalizations GQ to satisfy both weak l-cover and an additional conditions, that is, the disclosure of a table generalization computed based on any GQ ∈ GQ will not include any extra information that is not part of the knowledge about GQ. Any such table generalization can thus be safely released. More formally, we have the following. 
Claim 6 Given a micro-data
Proof Sketch: The proof of this claim is similar to that of Claim 4, except that the disclosure of the table generalization GT does not allow an adversary to disregard any quasi-identifier generalization in GQ by Definition 9.
In addition, we can have another interesting observation about those sensitive values that appear exactly once in S. That is, as long as each group in the table generalization has more than l different sensitive values, those sensitive values that appear only once will be protected with l-cover. Therefore, in practice we only need to be concerned with those sensitive values that appear multiple times. From Claim 5 and Claim 6, the following argument is now straightforward.
Claim 7 A generalization algorithm will not violate entropy l-diversity while disclosing a table generalization with the optimal data utility, if the optimization process is confined to a set of quasi-identifier generalizations that satisfies lcover.
Since the locally safe set of quasi-identifier generalizations GQ L does not always satisfy l-cover. To preserve the property of entropy l-diversity, we may need to find a subset of GQ L that does so. Note that, to avoid the huge complexity to compute the entire GQ L , We can: (1) in advance construct l covers for any sensitive values that appears more than once; (2) check whether a given generalization is contained in a GQ L that satisfies l-cover by checking whether the property of L-cover can be violated by the given generalization, based on the previously constructed l-covers and the generalizations that have already been considered. We shall leave detailed methods and the study of the corresponding performances to our future work. Nonetheless, by following this approach, we will not face the NP-hard problem of preserving entropy l-diversity with publicized algorithms as pointed out in [22] , and expect to have "better" heuristic algorithms that guarantees entropy l-diversity when publicized, in terms of data utility and efficiency.
Related Work
The initial works [1, 3, 7, 9, 10] were concerned with conducting data census, while protecting the privacy of sensitive information in disclosed tables. Two approaches, data swapping [6, 14, 19] and data suppression [11] were suggested to protect data, but could not quantify how well the data is protected. The work [5] gave a formal analysis of the information disclosure in data exchange. The work [16] showed that publishing data sets even without identifying attributes can cause privacy breaches and suggested a new notion of privacy called kanonymity. Achieving k-anonymity with the best data utility was proved to be NP-hard [13] . A similar measure, called blending in a crowd was proposed by [18] . The work [21] proposed a new generalization framework based on the concept of "personalized anonymity." In addition, many works, e.g., [4, 15, 16, 12, 17, 8] , proposed efficient algorithms for k-anonymity. The work [2] discussed deficiency of k-anonymity as a measure of privacy, and proposed an alternative property of l-diversity to ensure privacy protection in the micro-data disclosure, and demonstrated that algorithms developed for k-anonymity can also be used for l-diversity. The above works, however, did not take into account that the disclosure algorithm and sequence may be known to the adversary. The work [22] provide an comprehensive analysis of both safety and complexity for the disclosure algorithm for micro-data disclosure under such assumption. Another work [20] tackles a similar issue but in a more specific problem setting.
Conclusion
We have uncovered the similarity between k-anonymity and l-diversity under a novel strategy for micro-data release. More specifically, we have proposed to confine the optimization of generalization function for best data utility to a globally safe subset of all possible quasi-identifier generalizations. This approach decoupled privacy preservation from data utility optimization, which essentially simplified both. To find a globally safe set, we have provided the concept of l-cover and shown that to satisfy this novel property is basically to satisfy lanonymity in a special way. This result may lead to "better" heuristic algorithms than existing solutions in terms of data utility and efficiency, while guaranteeing the data privacy with publicized algorithms. Our future work will focus on the algorithm design and performance study.
