Abstract: This paper investigates recent developments in the literature on nonparametric instrumental variables estimation and considers the practical importance of the features of these estimators in the context of typically applied econometric models. Our primary focus is on the estimation of econometric models with endogenous regressors, and their marginal effects, without a known functional form. We develop an estimator for the marginal effects and investigate its finite sample performance. We show that when instruments are weak, in the classic sense, the nonparametric estimates of the marginal effect outperforms the classic twostage least squares estimator, even when the model is correctly specified. When the instruments are strong, we show that the nonparametric estimator for the partial effects is still effective compared to the two-stage least squares estimator even as the number of IVs increases. We also investigate bandwidth choice and find that a rule-of-thumb bandwidth performs relatively well. Whereas cross-validation leads to a better fit when the number of instruments is small, as the number of instruments increases the rule-of-thumb standard actually results in better model fit. In an empirical application we estimate the work-horse aggregate logit demand model, discuss the required nonparametric identification properties, and document the differences between nonparametric and parametric specifications on the estimation of demand elasticities.
Introduction
This paper investigates recent developments in the literature on nonparametric instrumental variables estimation and considers the practical importance of the features of these estimators in the context of typically applied econometric models. Our primary focus is on the estimation of econometric models with endogenous regressors, and their marginal effects, without a known functional form. We develop an estimator for the marginal effects and investigate its finite sample performance. We show that when instruments are weak, in the classic sense, the nonparametric estimates of the marginal effect outfits the classic two-stage least squares estimator, even when the model is correctly specified. When the instruments are strong, we show that the nonparametric estimator for the partial effects is still effective compared to the two-stage least squares estimator even as the number of IVs increases. We also investigate bandwidth choice and find that a rule-of-thumb bandwidth performs relatively well. Whereas cross-validation leads to a better fit when the number of instruments is small, as the number of instruments increases the rule-of-thumb standard actually results in better model fit. In an empirical application we estimate the work-horse aggregate logit demand model, discuss the required nonparametric identification properties, and document the differences between nonparametric and parametric specifications on the estimation of demand elasticities.
Researchers are often interested in estimating functional relationships between a dependent variable y∈R and a set of explanatory variables X∈ [0, 1] p+m where X = [y 2 x 1 ] with y 2 ∈[0, 1] p and x 1 ∈[0, 1] m . If the functional relationship is parametrically specified, for example y is explained by X according to a linear parametric specification, then it is straightforward to estimate the functional relationship between variables using well know linear parametric estimation techniques. In most cases the functional relationship is not known therefore, researchers must impose, a possibly misspecified, functional form on the problem. One way to overcome this problem is to estimate the functional relationship nonparametrically. In this case, the researcher no longer estimates a set of parameters, rather he estimates points on the unknown function. To illustrate, consider the following model which assumes the error term enters additively.
If u is conditionally mean independent of X, E(u|X) = 0, then kernel or sieve methods can be used to estimate φ. However, if E(u|X)≠0 more information will be required to identify φ. The parametric solution is to select instruments, z which are conditionally mean independent of u (E(u|z) = 0) and correlated with X. This works fine in the parametric case but using instruments for nonparametric identification is non-trivial. The difficulty arises because the mapping of the distribution of the data into the regression function is not continuous (Kress 1999) . Newey and Powell (2003) overcome this ill-posedness by assuming that φ belongs to a compact set and they restrict their estimator to belong to this set. This avoids the ill-posed problem directly. A similar approach is followed by Ai and Chen (2003) for a semi-nonparametric estimation problem of the same variety. Both implement a two stage estimation procedure wherein the estimate of φ is given by series approximation. 
The basic idea is to estimate a vector of parameters for which this condition is true. Using the approach of Ai and Chen (2003) , Blundell, Chen, and Kristensen (2007) present one of the first empirical applications to explore a "sieve" type estimator. Sieve estimation optimizes on an empirical counterpart to Equation (3) on a subset of the parameter space and then allows this subset to "grow" with the sample size which requires k n in Equation (2) to go to infinity at certain rate. They estimate a shape invariant Engel curve system which admits a semi-nonparametric form. In their model demographic scaling parameters enter parametrically and total expenditure is treated as endogenous. Hall and Horowitz (2005) present two methods for estimating φ based on kernel and series approximating regressions and derive optimal convergence rates. Newey and Powell (2003) show that in their framework a condition needed for identification is the completeness of the conditional distribution f(X|z). Severini and Tripathi (2006) show that completeness of the conditional distribution is equivalent to a correlation between the model space and the instrument space. Severini and Tripathi (2006) also explore identification issues with these models and note that pointwise identification can easily fail. Their work provides intuition on how to determine the identified part of the structural function φ. They examine the relationship between identification of the structural function and identification of linear functionals and uncover a connection between them. D'Haultfoeuille (2011) discusses the completeness condition in more detail showing that the different versions of completeness arise depending upon the regularity condition imposed. Andrews (2011) constructs examples for L 2 -completeness distributions, which allow for unbounded regression functions in the nonparametric IV regressions. In Hoderlein and Holzmann (2011) they derive an estimator when the instruments and the endogenous regressors are jointly normal, conditional on exogenous regressors. Under their specification, identification amounts to testing a zero condition on the conditional covariance function. They show that their estimator performs reasonably well when the problem is severely ill-posed, as is the case under joint normality. Darolles et al. (2011) and Gagliardini and Scaillet (2012a) propose estimators which exploit information in the L 2 norms of φ and its first derivative by regularizing the second stage estimates with their Sobelev norm. This regularization penalizes the highly oscillating components to achieve a continuous mapping. They call their estimators Tikhonov regularized estimators (TIR) after seminal work by Tikhonov (1963) that proposes this type of regularization for ill-posed inverse problems such as the one studied in this literature. In a similar line of work, Gagliardini and Scaillet (2012b) derive an estimator for the structural quantile effects using an estimator similar to the one discussed above. They also prove the pointwise asymptotic normality of their estimator and construct a consistent estimator for the asymptotic variance.
The purpose of this paper is to focus on recent developments in the literature that focuses on the nonparametric estimation of functions under the case in which one or more of the variables are endogenous. We review two types of estimators that overcome the ill-posed problem including the sieve based and the kernel based estimators. Our main focus will be on the kernel based estimator paying close attention to the estimation of the partial effects of the model. We present a feasible estimator for the partial effects and show that it performs nearly as good as the parametric estimator, even when the parametric estimator is given the best possible scenario. We also show that the nonparametric instrumental variable derivative estimator dominates the commonly used two-stage least squares estimator when the instruments are weak. We also apply the estimator to an empirical data set to estimate an aggregate logit demand model -popular in applied research conducted in many fields of economics -and document the differences between nonparametric and parametric specifications on the estimation of demand elasticities.
1
The paper proceeds as follows. In Section 2 we present the estimators of Blundell, Chen, and Kristensen (2007) and Gagliardini and Scaillet (2012a) and discuss some of the practical considerations associated with implementation of these types of estimators. Section 3 discusses how one might recover the partial effects of the model and also discusses instrument relevance. In Section 4 we design Monte Carlo simulations to investigate the finite sample performance of the partial effects and in Section 5 we discuss the results of the simulations. Section 6 introduces our empirical application and discusses the results.
The Estimators
In this section we present the estimators constructed by Blundell, Chen, and Kristensen (2007) and Gagliardini and Scaillet (2012a) . Both methods used rely upon a minimum distance criteria that can be posed in a very general framework. Take the following model:
Under the assumption that E(u|y 2 , x 1 )≠0 estimation of φ(y 2 , x 1 ) by traditional nonparametric methods yields meaningless results. Now assume we observe a set of instrumental variables z = [z 1 x 1 ] that satisfy the following condition E(u|z) = 0. Taking expectations over Equation (4) we obtain the following equation:
In operator notation let Tφ = E(φ(y 2 , x 1 )|z) and r = E(y|z) so that we can write Equation (5) as:
The solution to Equation (6) is said to be well-posed if the solution exists, is unique, and continuous in r. Ill-posedness occurs because T −1 need not be continuous. One approach to dealing with ill-posedness is through regularization which is generally represented as follows:
Blundell, Chen, and Kristensen (2007), Darolles et al. (2011) , and Gagliardini and Scaillet (2012a) rely upon the method above to estimate φ λ however, Blundell, Chen, and Kristensen (2007) allows the exogenous variables x 1 to enter parametrically instead of nonparametrically. ‖φ‖ is the norm of the function and its derivatives, commonly referred to as a Sobolev norm, used by both Blundell, Chen, and Kristensen (2007) and Gagliardini and Scaillet (2012a) . ‖φ‖ is a penalization matrix determined by the Sobolev norm of ‖φ‖, heretofore C, and a scaling parameter λ. An estimate of φ can be found by minimizing ‖Tφ-r‖ 2 subject to the constraint that ‖φ‖ ≤ l. In practice the constraint on the penalization matrix may be unknown therefore, Equation (7) will be solved for a given value of λ as suggested by Blundell, Chen, and Kristensen (2007) . Gagliardini and Scaillet (2012a) approximate the mean integrated squared error of their estimator and propose that in practice one should choose a penalization parameter λ that minimizes the MISE. Blundell, Chen, and Kristensen (2007) take a different approach suggesting that one might choose various values of penalization parameters and display the results for each choice, we follow this approach in the interest of providing a more complete picture of the implications of penalization parameter choice on model inference.
At this point it is important to note that thus far we have assumed that the conditioning set and the arguments in the function have common elements x 1 in the set z = [z 1 x 1 ]. As shown by Carrasco, Florens, and Renault (2007) , when the conditioning set contains arguments in the function, Tφ is no longer compact. This means the theory need not apply. This is an issue directly addressed Gagliardini and Scaillet (2012a) . They replace Equation (5) with the following:
By fixing the exogenous variables at a point in their distribution, they recover compactness allowing them to procede theoretically. The main difference between the TIR estimator and the BCK estimator is how each component of Equation (5) is estimated. For example, Blundell, Chen, and Kristensen (2007) estimate both Tφ and r via sieve estimation while Gagliardini and Scaillet (2012a) use a combination of basis functions and kernel methods to obtain a solution to the empirical counterpart to Equation (7). There are also significant theoretical differences between their estimators however, it can be shown that in large samples both estimators produce similar results.
2 Both methods rely upon the calculation of the penalization matrix C. Blundell, Chen, and Kristensen (2007) provide the following equation characterizing their calculation of the
is the complete set of basis functions which is . Blundell, Chen, and Kristensen (2007) one might choose r = 0 and r = 2 so that C is constructed as:
The choice of the order of derivative should be chosen based upon the application at hand. In the case of Blundell, Chen, and Kristensen (2007) , they choose the order of derivative based upon the type of underlying function they focus on estimating. In practice, the integration can be quite cumbersome to compute symbolically. For a small p and small k n integration can be done fairly quickly; however, for larger values of p and k n , numerical methods of integration prove useful. For large p and k n we use Quasi-Monte Carlo methods with stratified sampling to compute the integrals. As an example, Gagliardini and Scaillet (2012a) show that their estimator also has a closed form solution expressed as:
is an optimal weighting matrix.
is just a matrix of fitted values from the nonparametric regression of Ψ(y 2 ) on z 1 at some point 1
x in the support of x 1 .
A Semi-Nonparametric Approach
In some cases it makes more sense to estimate the model in a semi-nonparametric framework. We follow the approach as in Blundell, Chen, and Kristensen (2007) where they assume a semi-nonparametric model. Suppose we observe a set of variables x 2 for which we believe to enter the structural equation parametrically so that:
where ψ is a known function up to a finite set of unknown parameters θ. Using this modeling assumption, we can rewrite Equation (5) to include the semi-nonparametric component. 
where x 1 and x 2 are now subsets of z under the assumption that E(u|z) = 0 while still maintaining the assumption that E(u|y 2 )≠0. From this we can estimate α = (θ, φ) by finding the minimum of the following expression:
where A n is the sieve parameter space, ˆ( ) i z Ω is an estimate for the optimal weighting matrix and ˆ( ) m z is a nonparametric estimate of the moment condition in Equation (14). Blundell, Chen, and Kristensen (2007) recommend starting with the identity matrix for the optimal weight then estimate ˆ.
α One can then estimate the optimal weight matrix and iterate until convergence.
Basis Functions, Kernel Functions, and Choice of Bandwidth
In this section we briefly discuss our basis functions that we use for the function approximation. Blundell, Chen, and Kristensen (2007) show that the choice of basis function does not appear to be particularly important with respect to the finite sample properties of their estimator. Following Gagliardini and Scaillet (2012a) we choose the standardized shifted Chebyshev polynomials of the first kind. In lower dimensions the use of tensor product basis poses no real problem.
Since our main focus is the estimation of the unknown function in higher dimensions, we will instead use the complete set of shifted Chebyshev polynomials.
The main advantage to using the complete versus tensor products is the fact that the tensor products grow exponentially while the complete basis functions grow polynomially and provide an equally as good approximation asymptotically with far fewer elements. For example, if k n = 5 and p = 3, then with the full tensor product basis functions there will be 1296 elements while there will only be 126 for the complete basis functions. For our choice of kernel function we use the generalized product kernel of Li and Racine (2003):
where z c are continuous variables, z d are discrete variables, and z s are discrete variables with a natural ordering. For the continuous variables, we used the standard normal density function. 
where c∈R + and σ j is the standard deviation of z j . The distinct advantage of the ROT method is its computational simplicity. This becomes very important when the researcher is dealing with a large number of exogenous variables. Alternatively, the cross-validation approach seeks to find the optimal choice of γ = [h ω] such that the distance between the response variable and the leave-one-out (LOO) estimator of the unknown function is minimized. This approach can be summarized as follows:
where
As shown by Hall, Li, and Racine (2007) , cross-validation has the ability to select bandwidths in such a way that it smooths out irrelevant regressors. It should be noted that the choice of bandwidth through cross-validation is computationally expensive. The computation time is an increasing function of the number of exogenous and instrumental variables and the sample size.
Recovering the Partial Effects
In many cases the underlying function φ(X) is not the object of interest. Instead we are more interested in obtaining the derivative of the function which allow us to measure the impact one variable has on another. Recall Equation (2), an intuitive estimator could be based on
and we only need to replace φ in the previous section by φ′. The obvious drawback of this simple solution is its computation burden. As we will show, it requires trivial effort to construct an estimator for φ′ based on the estimated φ, while the product rule in Equation (24) will introduce a lot more coefficients to estimate if we choose to work with φ′ directly. Recall the classical representation for the definition of the derivative.
Following this representation we propose a natural estimator for φ ∂ ∂ 
where c n is an appropriately chosen sequence of decreasing numbers converging to zero.
Once we have an estimate for the partial effects, confidence intervals for the pointwise estimate for φ ∂ ∂ 2 1 2 ( , ) y x y can be constructed to infer whether a particular null model falls within those confidence regions.
For example (x 1 is suppressed), one might be interested in testing whether the underlying population has a constant slope β 1 so that φ(y 2 ) = β 0 +β 1 y 2 . To test this hypothesis, one can estimate the confidence interval 
A feasible estimator for this is simply given by:
In most cases we will be interested not only in the pointwise derivative but also the average partial effect. We can calculate this as:
A simple estimator for the expression in Equation (29) is given by the following formula:
In order to satisfy the compactness assumption, calculate the derivatives and average derivatives while fixing
at some point in the support of 1 .
x As a result of fixing x 1 in the support of x 1 , the expectations become conditional as compared to an unconditional expectation that would be calculated by evaluating the derivative at all points in the support of x 1 . In addition to the average marginal effect, one might also be interested in calculating the median derivative which we denote as 2 1 2 ( , ) .
Instrument Relevance
Classic Nelson and Startz (1990) and Staiger and Stock (1997) document the importance of instruments quality with respect to their relevance. When the function φ(X) is known to be linear in the model parameters, Staiger and Stock (1997) show that an F-stat of 10 or greater on the instruments in the first stage regression is needed to have confidence in point estimation and thus inference. The fundamental variable that arises in the literature is the concentration parameter:
where π is the vector of coefficients from the following population model:
The work on "weak" instruments has been done under the assumption that the unknown function is known and linear in parameters. Under an unknown φ(X), not much is known regarding how one might characterize what Staiger and Stock (1997) refer to as "weak instruments." In many of the finite sample studies on nonparametric IV estimators z 1~N (0, 1) with π = 1 and Wright, and Yogo (2002) show that in large samples and a single IV, E(F)≈E(μ 2 )+1 = N+1 which leads to very large values for F-stats as the sample size increases.
Estimation in the nonparametric case requires more from the data, therefore, it is not appropriate to apply the Staiger and Stock (1997) rule-of-thumb uniformly to the nonparametric case. To investigate the role of instrument strength in the finite sample performance of the nonparametric IV estimator, we vary the strength of the instruments in-line with the parametric literature by adjusting the concentration parameter and thus the value for the F-stats across different data generating process. While creating instruments in this manner generates a severely ill-posed estimation problem (joint normality), Hoderlein and Holzmann (2011) point out that joint normality is arguably the leading distribution found in empirical applications. This framework therefore, is the one that will most likely be of interest to applied researchers.
Monte Carlo Simulations
In this section, we document the difference in finite sample performance of our NPIV derivative estimator as compared to the commonly used linear two-stage least squares estimator (2SLS). The empirical application presented in the next section of the paper is a demand model that is typically estimated under the assumption that the underlying random utility model is linear. In our simulation study we introduce three different data generating processes (DGPs) to investigate the relative performance of our NPIV derivative estimator when the linear specification is correct and when it is not. 4 We also investigate how the strength and dimension of the instruments (K) impacts the relative performance of our NPIV derivative estimator. In the simulations, the variable we intend to explain takes the following functional form:
4 Please see Table 2 for a summary of the different DGPs used for the Monte Carlo simulations. 
where log( ) y y = and 1 x is generated from the empirical distribution of advertising data presented later in the paper. To control for instrument relevance and different functional forms the remaining variables are generated to fit the experimental design. Price data 2 ( ) y is generated according to the following process: y and the structural error v. 5 z 1~N (0, Σ z ) which produces a mean price that matches the data set used later in the paper. Initially we assume a diagonal variance-covariance matrix Σ z but relax this assumption to investigate the impact instrument correlation might have on the performance of the NPIV estimator. Given these modeling assumptions, the problem is severely ill-posed as the joint distribution of endogenous regressor and the instruments, conditional on the exogenous regressor, is jointly normal.
Under DGP1 the model is log-linear which is analogous to the aggregate logit demand models used by Guadagni and Little (1983) and Berry (1994) . ρ is the correlation parameter between the IVs which allows us to investigate how a moderate correlation between the IVs impacts the performance of the NPIV estimator. DGP2 allows for an interaction effect between 1
x and 2 . y Under DGP1 we expect the 2SLS estimator to outperform the NPIV estimator as the model would be correctly specified under the usual 2SLS framework. β 4 = -20 for DGP2 which allows advertising expenditures to decrease the sensitivity of price changes on the dependent variable. DGP3 allows for both an interaction effect and a nonlinear price effect. We summarize the different functional forms implied by each design in Figure 1 . Finally, we generate a sample size of N = 6300 for each of the 1000 Monte Carlo simulations, additionally the order of approximation is set to k n = 5 and the penalization parameter is set to λ = 0.0001 for our baseline simulations. We also assign values λ = 0.1, λ = 0.01, λ = 0.001, λ = 0.00001, and λ = 0 to investigate the relative performance of the NPIV estimators when the instruments are "weak". The mean squared error (MSE) is reported for the NPIV and 2SLS estimators for each round of simulations.
6 Finally the Monte Carlo simulations evaluate the impact that bandwidth selection has on the fit of the NPIV estimator of the derivative. 6 Given the large sample size our MSE metric is a consistent estimator for MISE. Table 3 presents the mean-squared error (MSE) for each of the derivative estimators varying only the choice of bandwidth. 7 We generate a sample size of N = 1000 for 100 trials where bandwidth is selected via cross-validation and we compare the results to a bandwidth chosen according to a rule-of-thumb. 8 We compare MSE produced by the two types of bandwidth choice using DGP1 with the F-statistic = 157. 9 The results indicate that as K increases the MSE increases for K > 1 when bandwidth is chosen by cross-validation and the MSE strictly decreases for the ruleof-thumb chosen bandwidth. Acknowledging the strong instrument and fixed sample size conditions, the MSE for the rule-of-thumb chosen bandwidth is strictly lower than the Cross-validated bandwidth. The superlative performance of the rule-of-thumb bandwidth could be due to the fact that the joint distribution between the endogenous regressor and the instruments is joint normal. We hazard to say that this result holds under more general conditions, however, to the best of our current knowledge there is no natural or intuitive approach for cross-validation in the context in nonparametric instrumental variable estimation, particularly under uncertain instrument strength.
We present the second set of the simulation results in Table 4 where we fix the concentration parameter such that the F-stat is approximately equal to 5 for the number of instruments from K = 1, …, 8. This corresponds to weak instruments as defined by Staiger and Stock (1997) . We investigate the performance of the average derivative, the derivative at the average, and the median derivative. All of which are equal to each other in the population model given under DGP1. It is clear from Table 4 that all three nonparametric estimators outperform the 2SLS estimator in the presence of weak instruments as long as λ ≤ 0.001. As shown in Table 4 there is a non-monotonic relationship between the penalization parameter and the MSE of the derivative estimates. For the median derivative, the smallest MSE is attained when λ takes the value 0.0001. For the average derivative the MSE falls as λ approaches zero however, the performance gains are minimal for λ = 0. For the derivative at the mean, the optimal λ is 0.0001 for K ≤ 6 and 0.001 when K > 6. This critical result implies that the optimal bandwidth depends on which marginal effect is of focus, in addition to the number of instruments. The importance of the penalization parameter cannot be overstated, especially when dealing with weak instruments, and these findings provide practical guidance for the determination of the penalization parameter in applied settings. To support this emphasis a recent working paper by Han (2014) formally demonstrates that the problem of weak identification in nonparametric models can be characterized as an ill-posed inverse problem which motivates the introduction of a regularization scheme. Darolles et al. (2011) R requires bandwidths for the conditioning variables. 8 We choose a small sample size and a small set of simulations to make the computational time reasonable. It took roughly 18 h for the 100 trials with only a single instrument. The computation time is strictly increasing in sample size and the number of instruments. 9 We choose this value due to the fact that our empirical application generates this value for the F-statistic. show that increasing the dimension of z 1 increases the rate of convergence of their kernel based estimator so long as the instruments are not completely irrelevant. Even at its best, the MSE for the 2SLS estimator is over 15 times larger than the MSE for the average derivative estimated using the NPIV approach when λ = 0.0001. Similar results are obtained when looking at the derivative at the average and the median derivative.
To investigate the impact correlation across instruments has on the relative performance of the NPIV estimator when instruments are weak, Table 5 reports estimates of the function derivative, for the baseline case (λ = 0.0001), when the correlation between instruments is set to be moderately high with correlation parameter , 0.50.
i j z z ρ = The table illustrates that the mean squared error is higher across all estimators as compared to the case where correlation is zero. However, the main result still holds showing the NPIV estimator outperforms the 2SLS when weak instruments are present under a linear model. Table 6 displays the MSE for DGP1 under the condition that the first stage F-stat is equal to 157. This is well above the Staiger and Stock (1997) rule of F ≥ 10. Thus the instruments are strong in the classic sense. This means that the conditions for the 2SLS estimator are ideal when the model is correctly specified and the instruments are strong. In this case, there is no reason to believe that the nonparametric estimator should outperform the 2SLS estimator. As expected, the nonparametric estimators under perform the 2SLS estimator for most K. An interesting result is that as the number of IVs increases the relative performance of the nonparametric estimators improves. For example, the median derivative outperforms the 2SLS derivative for K ≥ 6 and the other nonparametric estimators' MSEs converge towards the 2SLS estimator's MSE as K increases. This result is presented in Figure 2 and the finding suggests that for the NPIV estimator to be a viable option over the linear 2SLS estimator, when instruments are relatively strong and the population model is linear, the researcher must have access to a sufficient number of valid IVs. Table 7 shows the mean squared error of the estimators for DGP2 and DGP3 with K = 8 and F = 157. Given the presence of the interaction effect under DGP2 and the nonlinear price effect under DGP3, the 2SLS estimator is no longer consistent. Not surprisingly the 2SLS estimator under performs the NPIV estimator at the 25th and 75th percentile for 1 .
x However, towards the center of the distribution the 2SLS estimator has a small MSE relative to the NPIV estimator.
An Empirical Application: Differentiated Product Logit Demand Model
This section introduces an application of the nonparametric instrumental variables estimator to the popular aggregate logit demand model (Guadagni and Little 1983; Berry 1994) . The core of the model specifies a random utility model for a differentiated product market t with products j:
where u is the utility consumer i derives from the product j in market t. ε is and idiosyncratic taste shock that is assumed to have a type I extreme value distribution. Consumers are assumed to chose the product j that maximizes their utility u ijt . The extreme value assumption on the idiosyncratic utility shock ε ijt , can be integrated out to yield the familiar closed form expression for the logit market share model: This expression for demand share, S jt , is a function of the utility index δ for the focal product j as well as the full choice set of products k. Normalizing the utility of one of the products, j = 0, to zero implies that the demand share of that choice is,
Therefore, (36) can be rewritten as:
where δ jt is the indirect utility function we are interested in recovering. In general we specify, ( , , ),
which is composed of an exogenous product or market attribute x jt , the endogenous price variable, p jt , and a market-level demand shock which is often characterized as time varying product attribute, ξ jt , unobserved by the econometrician and partially observed by firms and consumers leading to the endogeneity problem. Berry and Haile (2014) point out that nonparametric identification of this model requires monotonicity of utility index in δ jt in ξ jt , this requirement along with the connected substituted requirement which allows us to invert the demand system, implies that, ( , , , ),
which is the form of a nonseparable nonparametric regression model (Chernozhukov and Hansen 2005) , The model h j is an unknown function, which has the sole requirement that h j be strictly increasing in ξ jt , in this homogenous consumer form of the model ξ jt acts like a vertical characteristic so evoking this assumption is natural under the standard laws of demand. Berry and Haile (2014) show that this is case for the differentiated product logit demand model and importantly only requires a single exogenous cost-shifting instrument for the endogenous price variable, p jt , beyond the exogenous characteristic x jt , when price enters only through the demand index as we see specified in (40). For estimation we specify a form of the model analogous to the one that we have addressed in the introduction and that we have worked with during the simulation exercise where the unobserved component of the model ξ jt is an additive scalar:
.
The data that researchers typically apply this model to is observed from the market place and it is the case that product managers set the price, promotion, and product strategy, conditional on their observation of ξ, this implies that there is plausible correlation between price and promotion and the structural error ξ. Typically researchers specify a parametric model of h(·)such as linear, and use well established linear instrumental variable parametric estimation techniques, such as GMM, Maximum Likelihood, or Empirical Likelihood to compute consistent parameter estimates (Berry, Levinsohn, and Pakes 1995; Nevo 2001) . While researchers have gone to great lengths to make this model ever more flexible they continue to restrict the model to belong to some parametric form due to the difficulty using nonparametric estimation techniques in the presence of endogenous regressors, moreover, to the best of our knowledge, the literature has not addressed the estimation of partial effects within the context the nonparametric instrumental variables estimation framework developed in the economic theory literature. The partial effects estimates are precisely the estimates that the typical analyst is interested in obtaining for hypothesis testing and developing policy insights and recommendations. Estimates of the partial effects allow the researcher to recover elasticities, such as own or cross price elasticities, without restricting the function form of utility. The own-and cross-demand elasticities for this model are derived from the demand share logit probability expression (36), and take the following functional form:
(1 ) own cross.
Here, S j and S k , are the demand share of product j and products k≠j. To estimate the model specified in Equation (42) we use a data set that tracks the purchase of breakfast cereals over 36 months, from January of 2006 through December of 2008, across 8 major metropolitan markets and 21 brands. The data set records quantity purchased, which we translate into demand share by exogenously specifying a market size, a common practice in the literature applying these models. The data also records product level mean purchase price after price promotions and product level gross rating points (GRPs) a measure of television advertising reach and frequency.
To instrument for price we use prices of products in other markets (Hausman and Taylor 1981; Nevo 2001 ) as the cost shifting instrument required for nonparametric identification. The intuition is that while prices in other markets are correlated with production costs, common across all markets, such as product ingredients, these costs are independent of demand shocks observed within a geographic market making them a suitable instrument. One critique of using the prices of products in other markets as an instrument is that national advertising may confound their effectiveness due to common advertising pressure across markets, however, we observe both national an local advertising levels, plausibly strengthening the chosen cost-shifting instrument. Armstrong (2014) argues that characteristics of competing products, often used to instrument for price, are correlated with prices through equilibrium markups, as a result their dependence diminishes as the number of products in the market becomes large relative to the number of markets in the sample under Nash-Bertrand competition. Armstrong (2014) points out that instruments that shift marginal cost directly do not suffer from this type of instrument weakness. The price of products in other markets are proxies for production costs that shift marginal cost directly, consequently they do not suffer from the type of instrument weakness that Armstrong (2014) cites.
One may also argue that advertising GRPs are also set upon observing the demand shock. Although this is an accurate insight, one institutional fact about the contracts that advertisers make with product marketers reduces this concern. Specifically, product marketers will make a contract with the television advertiser to deliver a certain number of GRPs (GRPs are the currency of Advertising) and because the delivery of GRPs is subject to television viewership the advertisers do not have complete control over the exact amount of GRPs they can deliver within a market period. Consequently advertisers "make good" on the contracts by running lower levels of advertising for the product marketers in subsequent contract periods (Dube, Hitsch, and Manchanda 2005) . This institutional detail provides enough exogenous variation in advertising to ignore any systematics difference in the point estimates due to potential advertising endogeneity.
In Figure 3 we plot the estimates of the nonparametric densities for price per ounce, log(1+GRP), and the dependent variable. The first thing to notice is that the distribution of the advertising data is not normally distributed while the other densities, excluding outliers, are approximately normal. 10 In Table 8 , we estimate the partial effects using OLS, 2SLS, and a nonparametric estimate under the assumption that price is exogenous (NP). The estimated partial effect from OLS is larger than the nonparametric estimate whether we control for brand or time effects.
11 Because price is positively correlated with the demand shock, ξ, the estimated partial effect is biased upward for both the OLS and NP estimates. The magnitude of the bias suggests that there exists a significant amount of endogeneity present in the model.
10
Using the conditional normality test of Hoderlein and Holzmann (2011) , we reject the null hypothesis that the endogenous variable and instruments are normally distributed conditional on the exogenous variables. 11 We report these estimated partial effects to facilitate a comparison between the NPIV estimates of the own and cross price elasticities and those implied by the alternative estimates presented in Table 8 . We next estimate the model without imposing any structure on the unknown function under the assumption that price is endogenous. We fix k n = 5 as this should be sufficient to pick up any nonlinearities present in the model. We also estimate the model across a variety of values for the penalization parameter λ. The impact λ has on the estimated function is evident from Figure 4 . The slope of the function is strictly increasing in λ and eventually becomes positive for λ = 0.1.
To estimate price elasticities we estimate the partial effect at different points along the support of price and GRP. Table 9 shows the point estimates for the marginal utility with respect to price at the 25th, 50th, and 75th percentiles of price for a fixed value of advertising GRP. We also estimate the average derivative as discussed in Section 3 of the paper, as well as the bootstrapped 95% confidence intervals across various values of λ. We bootstrap the data across panel identifiers to respect the panel structure of our data.
An interesting result that comes out of Table 9 , is that for λ = 0 and λ = 0.0001 there is a substantial difference between the derivative at the different price percentiles suggesting that consumers are much more sensitive to price changes when they occur at 75th percentile. For example, when λ = 0 and 1 1 , 0.50 ( ) x x ω = the derivative at the 75th percentile is 1 3/4 times larger than the derivative at the 25th percentile. This suggests a significant nonlinear result which would normally be missed under a linear framework. The results are similar for λ = 0.0001 however, for λ ≥ 0.001 the derivative estimates across the different percentiles are similar suggesting that the model is roughly linear. It should be noted that for the range of λ∈(0, 0.001), the average derivative is fairly stable ranging from -7.97 to -9.02 when GRP is fixed at its median value.
We also estimate the function allowing for brand and time effects to enter the function linearly thus allowing us to estimate the function using the semi-nonparametric approach laid out in Section 2.1. Figure 5 shows that for the same penalization parameter, the marginal effect is smaller when allowing for brand and time effects. Looking at Table 10 we see that with brand and time effects, the average derivative for λ = 0.0001 is -9.028 as compared to -6.095 when we do not control for brand or time effects, which not surprisingly indicates that price is correlated with brand and time effects. We also note that the results fail to indicate an economically significant interaction effect between price and advertising. Using brand and time effects, we compute the average own and cross-price elasticities for the 21 brands in the data. The results for the NPIV approach are presented in Table 11 while the results for OLS, 2SLS, and the nonparametric (NP) approach are presented in Table 12 . As expected, the elasticities computed under the NPIV approach are relatively insensitive to values of λ between 0 and 0.001. Comparing elasticity estimates in Tables 11 and 12 , it appears that the elasticities implied by the 2SLS estimates are typically twice the size of those computed under the NPIV estimation approach. If we focus on Kellog's Rice Krispie for example, a 1% increase in the price leads to a 2.74% decline in market share using the 2SLS estimates while this fall is slightly over 1% using the NPIV implied elasticities. The elasticities computed using OLS and the nonparametric approach are generally smaller than those computed under the NPIV approach. Overall, the computed cross-price elasticities are of the expected sign and not surprisingly the 2SLS cross-price estimates of elasticity are twice those of the elasticities implied by those computed using the NPIV method.
Conclusion
In summary, this research finds that NPIV estimators have enticing properties, principally that the penalization method applied to address ill-posedness remedies the effect of having weak instruments. The article also offers a straightforward approach for estimating marginal effects, demonstrates its performance in the context of the estimation of marginal effects, and demonstrates the economic implications of relaxing linearity in the random utility model applied for estimation of an aggregate logit demand model.
Recent developments in the literature on nonparametric instrumental variables estimation and the nonparametric identification of these models lead us to investigate implications for practical implementation of nonparametric models. Monte Carlo experiments indicated that when instruments are weak, in the classic sense, the nonparametric estimate of the marginal effect outperforms the two-stage least squares estimator even when the model is correctly specified. When the instruments are strong, the nonparametric estimator for the partial effects performs well, compared to the two-stage least squares estimator, as the number of IVs increases. When comparing the standard rule-of-thumb (ROT) choice for bandwidth with that of cross-validation (CV), while cross-validation attains a better mechanical fit when the number of instruments is small, as the number of instruments increases the ROT bandwidth exhibits superior performance. We apply the NPIV estimator to empirical data from a consumer product market, and estimate a aggregate logit demand model Own-price elasticities show the percent change in market share for brand j for a 1% change in price for brand j. Cross-price elasticities show the percent change in market share for brand j for a 1% change in price for brand k. Own-price elasticities show the percent change in market share for brand j for a 1% change in price for brand j. Cross-price elasticities show the percent change in market share for brand j for a 1% change in price for brand k.
in its parameter-free form, the empirical analysis documents economically significant differences in nonparametric versus parametric estimates of own-and cross-price elasticities in a monopolistically competitive consumer product market. A similar argument could be made for BCK's estimator, but with a possibly different γ.
