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Summary: The objective of our work is to show the importance of a healthy institu-
tional framework in the finance-growth relation. In this context, we start by presenting, a 
theoretical lighting on this subject while trying to define the concept of the governorship 
and to determine its various measurements. Then, we empirically test a model of growth 
of Solow increased by the human capital, treating relation between financial develop-
ment, institutions and economic growth. The various estimates were made by Panel data 
Methods over the period of 1990 to 2006 for 22 developing countries. Following these 
estimates, it seems that the quality of the institutions is regarded as an important factor 
which must not be neglected in the study of the relation between the financial sphere and 
the real sphere. 
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Plusieurs travaux théoriques et empiriques montrent que l’accumulation du capi-
tal (physique et humain) est le facteur clé de croissance économique (Robert 
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King et Ross Levine 1994; William Easterly 1998
1). Cependant, cette idée, rele-
vant du « fondamentalisme de l’accumulation du capital»
2, ne pouvait expliquer 
qu’une petite partie des écarts de niveau de développement entre les pays. Cela 
implique que d’autres facteurs freinent la productivité et la croissance économi-
que. Ils devaient être en dernier ressort, liés aux institutions et au développement 
financier. Ce qui a ouvert la voie aux autres approches théoriques, dont les plus 
importantes est celle de la nouvelle économie institutionnelle (NEI), un corpus 
déjà vaste qui s’enrichit rapidement. La NEI relance une école ancienne, qui 
emprunte à l’histoire économique, aux sciences politiques, à la sociologie et à 
l’économie psychologique des éclairages susceptibles d’enrichir considérable-
ment la pensée économique.  
Parallèlement à cette école, la relation entre le développement financier 
et la croissance économique a connu un renouveau particulier lors des travaux 
empiriques, au début des années quatre-vingt-dix. En montrant ainsi, que le rôle 
du développement financier dans le développement économique continue à atti-
rer l’attention aussi bien des économistes que des responsables politiques. La 
plupart des travaux empiriques suggèrent qu’un système financier développé 
encourage les investisseurs, et peuvent stimuler la plus haute croissance écono-
mique (Beck, Levine, et Loayza 2000; King et Levine 1993a, b).  
Le développement financier a tendance à aller de pair avec la croissance 
économique mais le sens de causalité reste toujours ambigu et sujet de plusieurs 
controverses empiriques. En effet, la question est de savoir est-ce que le déve-
loppement financier entraîne la croissance économique ou l’inverse. Ainsi, Jo-
seph Schumpeter (1912), dans son ouvrage "La théorie de l'évolution économi-
que", suggère que les institutions financières sont nécessaires à l’innovation 
technologique qui sous-tend la croissance. Alors que pour Joan Robinson 
(1952), la causalité est inversée, c'est-à-dire le développement financier n’est 
que le résultat de la croissance économique. Mais, Robert Lucas (1988) ne croit 
pas à l'importance de la relation entre la finance et la croissance en montrant que 
les économistes exagèrent le rôle des facteurs financiers dans la croissance
3. 
Cependant, dans la majorité des travaux, tant théoriques qu’empiriques, 
le développement financier et les institutions émergent séparément comme dé-
terminants fondamentaux de la croissance économique. De ce fait, nous es-
sayons dans ce travail de montrer la complémentarité entre ces deux facteurs 
pour expliquer les écarts de niveaux du développement économique à travers 
pays. En effet, cette nouvelle ligne de pensée montre que le système financier ne 
fonctionne pas dans un vide, mais, présuppose plutôt un ensemble des institu-
tions. Ces institutions sont responsables de surveiller la transparence dans les 
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2 Antonio Vazquez-Barquero (2007). 
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marchés et dans l'activité du gouvernement. Ce qui a attiré l’attention de plu-
sieurs économistes dont l’objectif est de mesurer les institutions et d’introduire 
la notion de la « qualité institutionnelle », pour montrer l’importance de ces va-
riables comme principaux déterminants du développement financier, et par la 
suite d’une croissance économique soutenue. 
De ce fait, notre objectif est de déterminer comment la qualité des insti-
tutions et la bonne gouvernance sont considérées comme facteurs clés de la rela-
tion entre le développement financier et le développement économique. D’où, la 
principale question, de cette recherche, est de savoir quels sont les facteurs dé-
clencheurs de l’expansion du système financier, et en quoi consistent vraiment 
les notions des institutions et de la gouvernance ? 
Pour répondre à ces questions, nous allons adopter la démarche suivante 
dans notre travail. Dans un premier temps, après avoir définit le concept de la 
gouvernance et présenté ses mesures, on va montrer, théoriquement, que la qua-
lité des institutions, est considérée comme principal déterminant du développe-
ment financier. Pour cela, on s’est référé aux trois approches théoriques suivan-
tes : la théorie de droit et de la finance, la thèse politique et la théorie de dota-
tion. 
Dans un second temps, nous testons empiriquement un modèle de crois-
sance de Solow augmenté par le capital humain, traitant de la relation entre dé-
veloppement financier, institutions et croissance économique. Ce qui nous per-
met de montrer les effets directs et indirects (via la qualité des institutions) du 
développement financier sur le développement économique. Enfin, la dernière 




1. La gouvernance : définitions et mesures. 
 
La notion de gouvernance nationale et l’expression « bonne gouvernance » appa-
raissent au début des années 1990 dans les travaux des grandes institutions inter-
nationales et plus particulièrement de la Banque Mondiale. En 1992, celle-ci dé-
finit la gouvernance comme la manière dont le pouvoir est exercé dans la gestion 
des ressources économiques et sociales d’un pays. La bonne gouvernance pour 
la Banque Mondiale, est synonyme d’une gestion saine du développement. Au-
jourd’hui, ce concept a été repris par les agences de développement, les différen-
tes organisations internationales ou régionales. Chacune a développé sa propre 
définition de la gouvernance. 
Dans la suite de cette étude, nous entendons par gouvernance « les tradi-
tions et les institutions par lesquelles l’autorité est exercée dans un pays pour le 
bien commun. Cela inclut le processus par lequel les gouvernements sont choi-
sis, contrôlés et remplacés, la capacité du gouvernement à élaborer et de mettre Abdelkarim Yahyaoui
 et Atef Rahmani 
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en place les politiques judicieuses, ainsi que le respect des citoyens et de l’Etat 
des institutions gouvernant leurs interactions économiques et sociales » (Daniel 
Kaufmann, Aart Kraay, et Massimo Mastruzzi 2008). Cette définition recouvre 
plusieurs aspects de la gouvernance : le caractère démocratique des institutions 
politiques, l’instabilité politique et la violence, l’efficacité des pouvoirs publics, 
le poids des règlementations, la primauté du droit, et enfin la lutte contre la cor-
ruption. En dépit de son importance, la gouvernance reste un concept évasif sans 
aucun consensus clair au sujet de ce en quoi elle consiste. La question de la gou-
vernance rejoint alors celle des institutions, et l’analyse de cette première passe 
nécessairement par l’étude de la question de la capacité des institutions à favori-
ser la croissance. En effet, aucune distinction claire ne peut être faite entre la 
notion de gouvernance et les facteurs institutionnels. Les institutions correspon-
dent généralement à un concept plus large qui englobe les contraintes formelles 
et informelles, les règles et les lois qui ne désignent pas uniquement le fonction-
nement de l’Etat mais régissent également ceux des entités privées (Nouri 
Chtourou 2004).  
L’intérêt relativement récent pour la gouvernance et ses conséquences 
économiques a accompagné le besoin d’évaluer ses différentes dimensions. Au-
jourd’hui, mesurer la gouvernance importe tant au point de vue de la politique 
nationale, que des relations économiques internationales ou encore de la recher-
che en sciences économiques et politiques. On distingue différent types 
d’indicateurs : les données issues d’enquêtes, celles des sondages d’experts et les 
indicateurs composites. Une agence privée de notation du risque, The Political 
Risk Service Group (PRS), produit une base de données qui contient des évalua-
tions annuelles sur la qualité de la gouvernance pour la période 1984-2006. Cel-
les-ci sont construites à partir des données mensuelles du Guide International du 
Risque Pays (ICRG), l’un des produits du PRS.    
Cette base offre des mesures des différents aspects de la gouvernance 
comme la stabilité politique, les tensions ethniques ou encore les conflits inter-
nes. Dans ce travail, on utilise quatre indicateurs de cette base : les conditions 
socioéconomiques (SEC), la corruption (COR), ordres et lois (LO) et la qualité 
bureaucratique (BQ).  
L’indicateur de corruption mesure l’abus de fonctions publiques à des 
fins personnelles. Des scores faibles indiquent que les hauts fonctionnaires sont 
très corruptibles et que la corruption est généralisée à l’ensemble de 
l’administration. L’indicateur de la qualité du système judiciaire reflète la force 
et l’impartialité du système judiciaire ainsi que l’observance de la loi. 
L’indicateur de la qualité de la bureaucratie mesure à la fois l’indépendance et 
l’autonomie de l’administration vis-à-vis du pouvoir politique et des change-
ments de pouvoir exécutif, ainsi que les incitations que les fonctionnaires ont à 
travailler au travers des mécanismes de recrutement et de promotion. Enfin, Développement financier et croissance économique : Rôle de la qualité des institutions 
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l’indicateur des conditions socioéconomiques porte à la fois au domaine social et 
au domaine économique. 
En plus des mesures des axes de gouvernance, on trouve des indicateurs 
composites de la Banque Mondiale qui fournit une base de données appelée par 
le nom des ses auteurs Kauffman, Kraay, et Mastruzzi (2008). Cette base est 
constituée de six indicateurs de gouvernance, obtenus pour 213 pays et territoi-
res autonomes sur la période 1996-2007. La diversité des indicateurs s’explique 
par le caractère complexe et multidimensionnel de la gouvernance. Ces indica-
teurs sont qualifiés de composites ou d’agrégés car ils sont élaborés à partir des 
résultats d’enquêtes et de rating d’experts portant sur la corruption et les autres 
aspects de la gouvernance. Toutefois, ces indicateurs composites présentent des 
lacunes quant à la méthode d’agrégation par les techniques standard, concernant 
essentiellement le poids de chaque variable dans l’indicateur synthétique. Pour 
remédier à cette lacune, on utilise dans notre travail l’indice synthétique calculé 




2. Les facteurs institutionnels comme déterminants du développement fi-
nancier. 
 
Dans cette partie, on présente une revue de la littérature sur les facteurs institu-
tionnels afin d’identifier les mécanismes par lesquels ils agissent sur le dévelop-
pement financier. La recherche des facteurs déterminants du développement fi-
nancier relève d’une importance capitale, pouvant aider les décideurs politiques 
à mettre en place des réformes institutionnelles
5 pour promouvoir un système 
financier porteur de croissance économique (Siong Hook Law et W.N.W. Az-
man-Saini 2008). Trois théories expliquent le développement financier par la 
qualité des institutions : la théorie du droit et de la finance, la thèse politique et 
la théorie des dotations qui essayent d’expliquer pourquoi les règles de droit et 
l’effectivité de leur application diffèrent d’un pays à un autre, et quelle en est 
l’implication pour le développement du système financier.  
 
2.1. La théorie du droit et de la finance. 
Les chefs de file de cette théorie sont Rafael La Porta et al. (1997, 1998). Ils 
mettent l’accent sur le rôle des institutions légales dans les différences de ni-
veaux de développement financier. En premier lieu, cette théorie soutient que 
                                                 
4 Chtourou-Feki Agregation est une technique non linéaire, élaborée par Chtourou et Rochdi Feki 
en 2008, utilisant les cartes auto organisatrices de Kohonen permettant la construction d’un indice 
composite de gouvernance avec classement des pays. 
5 Ces réformes institutionnelles on été principalement introduites par le Fond Monétaire Interna-
tional pour garantir une meilleure application du Plan d’Ajustement  Structurel. Abdelkarim Yahyaoui
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dans les pays où le système judiciaire facilite les contrats entre les agents privés, 
et protège les droits de propriété et les droits des investisseurs, les épargnants 
sont plus enclins à investir dans les entreprises, contribuant ainsi à l’expansion 
des marchés financiers. A l’inverse, un système financier qui protège très peu les 
droits de propriété et les droits des investisseurs aura tendance à freiner le déve-
loppement financier. En second lieu, la théorie sur le droit et la finance souligne 
que l’origine légale (common law et droit civil) du système judiciaire peut expli-
quer les différences entre pays en matière de protection des droits des investis-
seurs, de contrats et de niveau de développement financier. 
Par la suite, Levine (1999) et Beck, Levine, et Loayza (2000) montrent 
que les intermédiaires financiers se développent davantage lorsque le système 
juridique permet aux créanciers d’obtenir le remboursement de la totalité de 
leurs prêts en cas de faillite. Mais, cette théorie a été beaucoup contestée par plu-
sieurs auteurs.  
En effet, Enrico Perotti et Franco Modigliani (2000) fondent leur ana-
lyse, non pas sur la nature du droit, mais, sur la qualité d’application des règles 
juridique (contrairement à LLSV). Ils prouvent la supériorité des pays de droit 
civil scandinaves par rapport aux pays anglo-saxons concernant l’impact de la 
qualité d’application du droit sur le développement financier. De même, Ari 
Hyytinen, Iikka Kuoso, et Tuomas Takalo (2002) constatent que le développe-
ment des marchés financiers cause les changements de la protection des investis-
seurs et non pas l’inverse.  
La principale conclusion de ces critiques réside dans le fait que le degré 
de protection des investisseurs dépend, non seulement, du contenu des droits 
mais aussi de l’efficacité et de la qualité d’application de ces règles de droit
6.  
 
2.2. La théorie des dotations. 
L’origine de cette théorie vient de l’article de Daron Acemoglu, Simon Johnson, 
et James Robinson (2001) dans lequel les différences de taux de mortalité des 
colons sont utilisées pour expliquer l’impact des institutions sur les performan-
ces économiques. Ensuite, Beck, Asli Demirguç-Kunt, et Levine (2003) confron-
tent la théorie du droit et de la finance à la théorie des dotations. Ils considèrent 
que la formation des institutions qui vont promouvoir le développement finan-
cier dépend de l’hostilité de l’environnement auquel ont fait face les européens 
durant la période de colonisation. Donc, les pays dont le taux de mortalité des 
colons était élevé ont tendance à moins protéger les droits de propriété, et à avoir 
un faible niveau de développement des banques et des marchés financiers. Les 
dotations initiales et le taux de mortalité des colons expliquent mieux les diffé-
rences des niveaux du développement financier entre pays que l’origine légale.  
                                                 
6 Mesuré par l’indicateur « Loi et Ordre » dans notre étude empirique. Développement financier et croissance économique : Rôle de la qualité des institutions 
  333 
Cependant, les critiques adressées à la théorie du droit et de la fiance 
sont aussi valables pour la théorie des dotations. D’une part, les prédictions de 
cette théorie, même validées par les études empiriques, ne peuvent pas débou-
cher sur des recommandations de politique économique. D’autre part, un facteur 
historique non variable comme le taux de mortalité des colons ne peut pas expli-
quer à lui seul les variations du niveau de développement financier. 
 
2.3. La thèse politique. 
Cette thèse est traitée selon deux approches. Premièrement, l’approche économi-
que (la nouvelle économie politique), proposée par Marco Pagano et Paolo Vol-
pin (2001), qui a pour objectif d’analyser l’interventionnisme politique dans le 
marché financier. En effet, les intérêts économiques influencent en réalité le pro-
cessus politique qui, à son tour, aura un impact sur l’élaboration des règles de 
droit et leurs applications. Ainsi, les représentants politiques instaurent les ré-
formes juridiques souhaitées et suggérées par les groupes d’intérêt. Ce qui peut 
promouvoir les résultats économiques dans le sens de la maximisation des objec-
tifs des groupes d’intérêt. De même, le facteur politique influe sur le dévelop-
pement bancaire. Les réformes politiques visant à augmenter la protection juri-
dique des créanciers peuvent induire une réduction des efforts de sélection des 
emprunteurs. Une réforme qui a pour but d’augmenter l’efficacité du système 
juridique incite les banques à réduire la fréquence de vérification des résultats 
des entreprises emprunteuses. 
Deuxièmement, l’approche « idéologique » de la thèse politique, propo-
sée par Mark Roe (1999), qui montre que les choix politiques, déterminants la 
protection des investisseurs et la qualité de son application, sont induits par des 
facteurs idéologiques. Cette approche s’intéresse à la résolution des problèmes 
engendrés par l’ouverture du capital des entreprises et par la volonté de rendre 
les marchés plus étoffés, qui réside dans l’instauration de politique et de struc-
ture sociale à ces entreprises. La résolution de ces problèmes ne passe pas, uni-
quement, par la mise en place d’un environnement juridique. Mais, les réformes 
juridiques doivent être assorties de réformes politiques afin de permettre le déve-
loppement des marchés financiers et la croissance économique. 
 
 
3. La qualité des institutions dans la relation finance-croissance. 
 
A partir des années 90, poussées par les institutions financières internationales 
(FMI et BM), la majorité des pays ont entamé un vaste programme de réformes 
financières. Mais, aux moments de crises, il paraît une grande différence quant à 
l’effet de ces dernières sur le développement financier et sur le développement 
économique. Ce qui nous permet de se demander pourquoi une réforme finan-
cière se termine par un succès dans un pays et par un échec dans un autre. Dans Abdelkarim Yahyaoui
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ce contexte, plusieurs travaux de recherche montre que les réformes financières 
présupposent un cadre institutionnel sain (Philip Arestis et al. 2002). Autrement, 
ces réformes ne présentent pas une condition suffisante pour renverser la ten-
dance de l’activité si elle n’est pas accompagnée par des réformes institutionnel-
les appropriées (Badi Baltagi, Panicos Demetriades, et Law 2007). 
D’après les travaux de l’école de la Nouvelle Economie Institutionnelle 
(NEI), dont le fondateur est Douglas North, les facteurs politiques et institution-
nels jouent un rôle important dans les performances macroéconomiques à long 
terme. La NEI couvre de multiples domaines, allant des droits de propriété et des 
coûts de transaction à l’asymétrie d’information. Les théoriciens de la NEI mon-
trent que le marché ne fonctionne pas dans un vide, mais, plutôt, nécessite un 
ensemble des institutions. Ces dernières sont responsables de surveiller la trans-
parence dans les marchés et dans l’activité du gouvernement et la compétitivité 
d’un pays
7.  
Les institutions et les marchés financiers posent encore des problèmes 
pour les réformes qui ont eu lieu dans les économies en voie de développement. 
Bien qu'il y a eu des efforts d'analyser ces problèmes, les experts dans l'écono-
mie institutionnelle se sont concentrés sur l'amélioration d'institutions en géné-
ral. Alors que les spécialistes de la finance se sont concentrés uniquement sur le 
développement financier. À une étape tôt, il est devenu clair qu'un lien étroit 
existe entre les marchés financiers et les institutions. Levine (1997) définit les 
institutions comme facteurs du « troisième type » qui fournissent une structure 
importante sans laquelle les améliorations dans le système financier ne pour-
raient pas avoir lieu. 
Les tentatives antérieures ont été faites pour analyser la signification des 
institutions et des marchés financiers et le rapport entre eux (Chinn D. Menzie et 
Hiro Ito 2007). L’étude économétrique de Katharina Pistor, Martin Raiser, et 
Stanislaw Gelfer (2000), sur les pays en transition, montre que la structure insti-
tutionnelle est importante dans les marchés financiers pour encourager la crois-
sance économique.  
Mais la majorité de ces études présentent des faiblesses qui s’expliquent 
par l’utilisation de différentes définitions d’une institution et d’un marché finan-
cier. C'est clairement parce que l'économie institutionnelle et la théorie de mar-
ché financière sont séparées des champs de recherche. 
Beaucoup de pays ne disposent pas des capacités institutionnelles néces-
saires pour surveiller et réglementer leur secteur financier, ou pour collecter les 
données dont ils ont besoin pour obtenir une image précise de la santé de leurs 
institutions financières. Il est devenu clair que les défauts institutionnels ont 
constitué un obstacle pour le développement des nations.  
                                                 
7 La compétitivité est représentée par : la qualité d’environnement macroéconomique, la capacité 
technologique, et enfin la qualité des institutions publiques. Développement financier et croissance économique : Rôle de la qualité des institutions 
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En outre, le cadre institutionnel sain se présente comme un élément cru-
cial dans la réussite des projets d’investissement. Ainsi, David Dollar et Victoria 
Levin (2005) montrent qu’il existe un rapport fort et significatif entre la qualité 
institutionnelle et le succès d’un projet. De même, Stephen Knack et Philip Kee-
fer (1995) trouvent que les deux mesures de la qualité institutionnelle (mesure de 
loi et mesure de la démocratie) sont très significatives avec le taux du succès 
d’un projet. Leur principal résultat est que les institutions politiques et démocra-
tiques facilitent des emprunts politiques, alors que le droit de propriété est plus 
important pour les emprunts de l'investissement. En effet, il sera difficile d'avoir 
un bon investissement public si la structure institutionnelle n'est pas favorable à 
la croissance économique. Donc, la réussite de projets d’investissement dépend 
de la qualité des institutions dans chaque pays. 
 
 
4. Etude Empirique de la relation finance, institution et croissance pour le 
cas des Pays en Voie Développement (PVD). 
 
Notre objectif dans cette partie est d’étudier les effets du développement finan-
cier et des institutions sur la croissance économique. Pour cela, on va suivre la 
démarche de Gregory N. Mankiw, David Romer, et David Weil (1992), Deme-
triades et Law (2004). 
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avec, Y : production, K : stock de capital physique, H : stock de capital humain, 
L  : travail, A  : facteur reflétant le niveau technologique et l’efficacité de 
l’économie, α + β < 1, n : taux de croissance de force de travail, g : taux de pro-
grès technique supposé constant, W : vecteur de développement financier et de 
politiques des institutions et des autres facteurs affectant le niveau de technolo-
gie et l’efficacité de l’économie, θ : vecteur de coefficients qui relient ces politi-
ques aux autres variables et i et t sont respectivement les indices pays et temps. 
Demetriades et Law (2006), montrent que At peut être pertinent aux étu-
des empiriques sur le lien entre le développement financier, les institutions et le 
développement économique. Ainsi, les améliorations technologiques peuvent 
être le résultat d’un système financier développé et d’un cadre institutionnel sain 
(Douglas North 1991). Ces deux champs d’analyse ont tendance à augmenter 
l’efficacité du secteur productif et à améliorer la productivité d’investissement 
(Michael Landesmann et Ugo Pagano 1994).  
L'évolution de l'économie est déterminée par :   
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t t h t t t k
t
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          (2) 
 
avec, sk et sh sont respectivement le taux d’investissement en capital physique et 
le taux d’investissement en capital humain. 
On suppose que :  t t t δK I K − =
•
et  t t S I =   avecδ  : taux de dépréciation 
du capital physique. 
Sachant que le stock de capital physique par unité de travail effectif et le stock 
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t et = =
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Tout calcul fait, on trouve :  t t k t k n). g (δ y s k + + − =
•
                                          (3)  
                                              t t h t h n). g (δ y s h + + − =
•
                                           (4) 
Sachant que, le produit intérieur brut par unité de travail effectif s’écrit comme 
suit :     







t h . k
L A
Y
y = =                                                  (5)                           
Et en substituant (5) dans (3) et dans (4), on obtient : 
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t h t h n). g (δ h k s h + + − =
•
 (7)                                                   Développement financier et croissance économique : Rôle de la qualité des institutions 
  337 
A l’équilibre on a :    ⇒ = =
• •
0 h k t t    k n). g (δ h . k s
β α
k + + =                          (8)   et     
h n). g (δ h . k s
β α
h + + =                                                                                          (9) 








= ⇔                                   (10) 







































=               (12) 
Les relations (11) et (12) reflètent l’état stationnaire de l’économie. 























i / i h k ) (A ) (y ) L (Y = = ⇔          (13) 
 
La relation (13), représente la production par ouvrier à l’état d’équilibre 
pour chaque pays.  
 
Le progrès technologique à l’équilibre est donné par :    
                                                       
i i θ W
0 i
*
i e A A =                                         (14)  
              
Avec Wi : vecteur des variables représentant les facteurs qui peuvent influencer 
le progrès technologique pour le pays i. Dans notre étude, Wi regroupe des va-
riables reflétant les niveaux du développement financier et du développement 
institutionnel et des variables d’interaction entre ses deux champs d’analyse. 
En substituant (11), (12) et (14) dans (13), on trouve : 
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=                  (15) 
Pour la linéarisation de cette relation, on applique le logarithme et on obtient : 
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e A Ln * y Ln
*
                    (16)  
En ajoutant les indices temps et individus, l’équation s’écrit : 
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Comme on a déjà vu dans l’étude théorique, les niveaux du développe-
ment financier et institutionnel sont considérés comme étant des facteurs perti-
nents pour expliquer les différences du développement économique à travers 
pays. Cependant, un système financier ne fonctionne pas dans un vide, mais, 
plutôt, présuppose un ensemble des institutions. Pour cela, on va essayer de tes-
ter les effets sur le développement économique des institutions, du développe-
ment financier, ainsi que leur interaction. Cette dernière peut être traduite empi-
riquement par une variable d’interaction entre les deux champs d’analyse (déve-
loppement financier et développement institutionnel). 
Pour représenter empiriquement ces idées, le produit  t i, iW θ peut être 
transformé comme suit :     
t i, i t i, i t i, i 3 3 2 2 1 1 t i, i W θ W θ W θ W θ + + =  
avec  t i t i t i W et W W , 3 , 2 , 1 , sont respectivement le développement financier, 
le développement institutionnel et l’interaction entre les développement finan-
cier et institutionnel.  
L’équation (17) s’écrit alors : 
 









W θ W θ W θ ) Ln(A ) Ln(y
t i,









+ + + + =
  (18) 
    
avec,  , LnA i 0 , LnS t i, k , LnS t i, k , n t i, g etδsont respectivement la constante pays, les 
réserves en capital physique et humain, le taux de croissance de force de travail, 
le taux de croissance de progrès technologique et le taux de dépréciation. Les 
taux g et δ sont supposés constants à travers pays et dans le temps et leur somme 
est égale à 0.05 (Mankiw, Romer, et Weil 1992).  
Econométriquement, le modèle à estimer s’écrit : 
             
( ) it t i, it 6 it 5 it 4 it 3 it 2 it 1 i it ξ DF * INS β DF β INS β Lnlf β Lnh β Lnk β α ) Ln(y + + + + + + + =  (19)      
 
où y est le PIB réel par tête, μi l’effet individuel, FD le développement financier, 
INS la qualité des institutions, ( ) 6 5 4 3 2 1
' β , β , β , β , β , β β =   le vecteur des coeffi-
cients à estimer et ξ i, t le terme d’erreur de moyenne nulle et de variance égale à 
σξ
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4.1. Présentation des variables et leurs sources.  
Les variables qui seront présentées sont recueillies pour un panel de 22 pays en 
voie de développement
8 sur les périodes 1990–2006 et 2000-2006. Les variables 
prises dans notre étude sont : le produit intérieur brut réel par tête comme varia-
ble endogène, le taux de croissance de la force du travail, trois indicateurs rela-
tifs au développement financiers




Le stock de capital physique par tête. 
Nous calculons le stock de capital physique en utilisant la méthode de 
l’inventaire permanent décrite par Bruno Van Pottelsberghe de la Potterie 
(1997). Ainsi, le stock de capital physique "K" de l'année "t" est égal à son stock 
en "t-1" ajusté d'un taux de dépréciation plus l'investissement "I" en t  : 
1 t t t K δ) (1 I K − − + =  où It est la formation brute du capital fixe (FBCF)
11 et δ est 
le taux de dépréciation (δ = 6%)
12. 
Le stock de capital physique initial K0 est égal à l'investissement initial 
I0 divisé par la somme du taux de croissance annuel ρ de l'investissement It et du 
taux de dépréciation δ du capital physique :  δ) /(ρ I K 0 0 + = . Le stock de capital 
physique par tête est le rapport entre le stock de capital physique calculé et la 
population totale. 
 
Le stock de capital humain par tête. 
Les travaux de David T. Coe, Elhanan Helpman, et Alexander Hoffmaister 
(1995), Andrew Levin et Lakhsmi K. Raut (1992), suggèrent que les pays en 
voie de développement doivent être dotés d'une main d'oeuvre qualifiée, c'est à 
dire d'un capital humain capable d'assimiler la technologie étrangère. En se ba-
sant sur le travail de Mankiw, Romer, et Weil (1992), nous utilisons le taux de 
                                                 
8 En se basant sur la classification de la Banque Mondiale pour le choix des pays en voie de déve-
loppement. La liste des pays est donnée en détaille dans l’annexe.  
9 Les indicateurs de développement financier sont : le taux de liquidité, le crédit du secteur privé et 
le crédit domestique fournis par le secteur bancaire. Tous ces indicateurs sont des ratios par rap-
port au PIB. 
10 Le PIB réel par tête, la force de travail et les variables relatives au développement financier sont 
extraits des indicateurs de la base des données de la Banque Mondiale (CD-ROOM 2007).  
11 Les données de la FBCF sont extraites des indicateurs de la Banque Mondiale (CD-ROOM 
2007) ou de la Statistique Financière Internationale line 93e.  
12 Voir Robert E. Hall and Charles I. Jones (1999). Abdelkarim Yahyaoui
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croissance du taux brut de scolarisation secondaire




Les variables institutionnelles. 
Cinq indicateurs de développement institutionnel sont utilisés dans cette étude. 
Quatre indicateurs sont extraits de la base des données de l’agence privée de no-
tation du risque (PRS)
15. Les variables annuelles de l’International Country Risk 
Guide (ICRG), l’un des produits du PRS, prise dans ce travail sont : les condi-
tions socioéconomiques (SEC), la corruption (COR), ordres et lois (LO), et la 
qualité bureaucratique (BQ)
16. Les trois premiers indicateurs vont de 0 à 6, et le 
quatrième de 0 à 4. Dans tous les cas, les valeurs les plus élevées reflètent de 
meilleures notes, c'est-à-dire une meilleure condition socio-économique, moins 
de corruption, un système judiciaire plus efficace, et une meilleure bureaucratie. 
La cinquième variable institutionnelle utilisée dans cette étude, est un indice 
synthétique de gouvernance. Cette variable noté «VA»
17 est agrégée par la mé-
thode C-FAR des six axes de gouvernance de Kaufmann (Chtourou et Feki 
2009). 
 
4.2. Les méthodes d’estimation.  
Nous présentons dans cette partie les résultats des estimations de l’équation (19) 
obtenus en utilisant différentes méthodes. Nous proposons d’abord des estima-
teurs classiques dans le contexte des données de panel tels que les modèles à ef-
fets fixes ou aléatoires qui, ne prenant pas en compte la présence de racines uni-
taires dans les séries, peuvent donner des estimations biaisées et des tests statis-
tiques qui ne suivent pas une loi de Student usuelle. 
C’est pour cette raison que nous proposons une analyse d’intégration-
cointégration sur panel, en utilisant les méthodes des moindres carrés complète-




                                                 
13 Les données sont extraites des indicateurs de la Banque Mondiale (CD-ROOM 2007) et des 
statistiques de l’UNESCO.  
14 Bien que l'utilisation de cet indicateur soit contestée dans la littérature, il donne néanmoins une 
mesure de l'effort consenti par un pays pour améliorer son stock de capital humain. 
15 L’agence privée de notation du risque, The Political Risk Service Group (PRS), contient des 
évaluations annuelles sur la qualité de la gouvernance pour la période 1984-2006. 
16 En se basant sur le travail de Stephen Knack et Philip Keefer (1995). 
17 C’est la variable agrégée par la méthode C-FAR (CHTOUROU-FEKI AGGREGATION AND 
RANKING  method  (C-FARm) 
© : Modèle ayant obtenu l’Attestation d’Acceptation de Dépôt 
(n°298/2008) de l’Organisme de Protection des Droits de Propriété WIPO-OTPDA). Cette variable 
reflète l’effet global de la gouvernance.   Développement financier et croissance économique : Rôle de la qualité des institutions 
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4.2.1.  La méthode des données de panel statique.   
La première étape à établir pour un échantillon de données de panel est de véri-
fier la spécification homogène ou hétérogène du processus générateur de don-
nées. Sur le plan économique, les tests de spécification reviennent à déterminer 
si l’on a le droit de supposer que le modèle théorique étudié est parfaitement 
identique pour tous les pays, ou au contraire s’il existe des spécificités propres à 
chaque pays.   
On commence à tester l’hypothèse d’une structure parfaitement homo-
gène (constante et pente identiques). Si les statistiques de Fischer associées au 
test d’homogénéité total sont supérieures au Fischer de la table, on rejette donc 
cette hypothèse. Ensuite, on teste la présence des effets individuels en supposant 
ainsi que les βi sont constantes pour tous les individus.                         
Après avoir effectué ses deux tests, le modèle retenu sera estimé par 
deux spécifications de panel hétérogène, où la seule source d’hétérogénéité pro-
vient des constantes individuelles :  
                     it it i it ε βX     α       Y   +   + =                                            (20) 
Pour ce type de modèle, on distingue deux cas : le cas où les paramètres 
αi sont des constantes déterministes (modèle à effets fixes) et le cas où les para-
mètres αi sont des réalisations d’une variable aléatoire d’espérance et de variance 
finie (modèle à effets aléatoires). Il convient, ainsi, de savoir quel est le bon mo-
dèle pour notre échantillon (modèle à effets fixes ou à effets aléatoires). Pour 
cela, on procède à une analyse de test de spécification de Hausman. 
Test  de Hausman.  
Le test de Jerry A. Hausman (1978) est un test de spécification des effets 
individuels. Il sert à discriminer les effets fixes et aléatoires. L’hypothèse testée 







0 X \ α E : H
0 X \ α E : H
i i 1
i i 0  
Sous H0, le modèle peut être spécifié avec des effets individuels aléatoires et on 
retient dans ce cas l’estimateur des MCG. Sous l’hypothèse alternative H1, le 
modèle doit être spécifié avec des effets individuels fixes et on retient alors 
l’estimateur Within.  
La statistique de test de Hausman est la suivante : 
) β β ( )] β β [var( ' ) β β ( H MCG within
1
MCG within MCG within
∧ ∧
−
∧ ∧ ∧ ∧
− − − =  
Sous H0, la statistique H suit asymptotiquement un Chi-deux (
2 χ ) à K degrés 
de liberté
18.  
                                                 
18 K le nombre des variables explicatives. Abdelkarim Yahyaoui
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Test d’endogénéité des variables explicatives.  
Pour vérifier l’existence ou non de l’endogénéité des indicateurs de la qualité 
institutionnelle, les différents modèles des deux tableaux (1 et 2) ont été égale-
ment estimés à l'aide de la méthode des Doubles Moindres Carrés Ordinaires 
(2MCO) avec variables instrumentales. 
Pour choisir les bons instruments, on s’est basé dans notre étude sur les 
travaux empiriques de Pierre Berthelier, Alain Desdoigts, et Jacques Ould Aou-
dia (2003) et de Demetriades et Law (2004). Berthelier, Desdoigts, et Aoudia 
(2003, 42) suggèrent que les variables institutionnelles sont instrumentées par les 
variables : fraction de la population parlant anglais, fraction de la population par-
lant une langue européenne, latitude, taux d’alphabétisation et le nombre 
d’années d’indépendance. Alors que pour Demetriades et Law (2004), les varia-
bles instrumentales utilisées sont le taux de mortalité et le revenu initial.  
Mais, on remarque que, pour les deux travaux, les instruments utilisés 
sont des variables historiques qui présentent deux problèmes : le premier c’est 
qu’ils couvrent une seule année et qu’il y a des pays de notre échantillon repré-
sentatif qui manquent de données, le deuxième c’est qu’on a utilisé, dans notre 
travail, les variables institutionnelles en interaction avec les variables financiè-
res. Donc, on préfère à ce niveau d’instrumenter les variables d’interaction par 
leur passé et de comparer les estimateurs par la méthode des Moindres Carrés 
Ordinaires (MCO) avec les estimateurs par la méthode de Double Moindres Car-
rés (2MCO). Pour cela, on recourt au test de Haussman basé sur la statistique de 
2 χ et le test de Durbin–Wu–Hausman basé sur la statistique de Fisher
19. Ces 
tests ne peuvent pas rejeter l'hypothèse de la non exogénéité des variables 
d’interactions (pour les modèles : M1, M2, M3, M5, M6 et M7) et de la variable 
agrégée (pour le modèle M4)
20. 
 
Résultats d’estimation.  
En utilisant la méthode des données de panel statique pour 22 pays en voie de 
développement
21 sur les périodes 1990-2006 et 2000-2006, on obtient les résul-
tats présentés dans les tableaux 1 et 2. Le premier tableau, résume toutes les ré-
gressions en fonction des quatre premières variables institutionnelles, des trois 
indicateurs de développement financier et des variables de contrôle prises dans 
les différents modèles. On intègre à chaque fois un des 4 indicateurs de gouver-
nance de la base des données de l’ICRG. Tandis que, le deuxième tableau ré-
                                                 
19 Les statistiques des tests d’exogénéité de Haussman figurent dans les deux dernières lignes des 
tableaux 1 et 2. 
20 Les étapes des tests de Hausman sont présentées en détail dans l’annexe 3. 
21 Le choix de 22 pays en voie de développement a été fait selon la classification de la Banque 
Mondiale et selon la disponibilité des données. 
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sume toutes les régressions en fonction de la variable synthétique de gouver-
nance. 
 
Tableau 1 : Effets du développement financier via les axes de gouvernance sur 
le PIB/tête 
M1 M2  M3  Variables 
Within MCG Within MCG Within  MCG 
cst -  5.49 
(31.4)***  -  5.5 
(30.4)***  -  5.3 
(29.5)*** 




































LL*SEC  3E-4 
(5.96)*** 
2E-4 
(4.1)***  - - -  - 
LL*COR  -6E-4 
(-4.6)*** 
-5E-4 
(-4.4)***  - - -  - 
LL*LO  2E-4 
(2.37)** 
4E-05 
(0.58)  - - -  - 
LL*BQ  6E-4 
(2.97)** 
1E-4 
(0.60)  - - -  - 
DCBS*SEC -  -  2E-4 
(4.5)*** 
2E-4 
(3.7)***  - - 
DCBS*COR -  -  -7E-4 
(-5.2)*** 
-5E-4 
(-4.3)***  - - 
DCBS*LO -  -  1E-4 
(1.97)* 
1E-4 
(1.1)  - - 
DCBS*BQ -  -  21E-4 
(0.98) 
3E-05 
(0.17)  - - 
















No.d’ob  374 374 374 374 374  374 
t-Hausman
(1) 
P-values  -  107  
0.00  -  58.9 






0.39  -  0.53 
0.41  -  1.13 





0.21  -  1.31 
0.18  -  1.22 
0.19  - 
Les valeurs entre parenthèses sont les statiques de Student. 
*, ** et *** sont les significativités respectivement à 10%, 5% et 1%. Abdelkarim Yahyaoui
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(1)  : le test de spécification de Hausman, (2)  : le test d’exogénéité de Durbin–Wu–
Hausman Basé sur la statistique de Chi2 et (3) : le  test d’exogénéité de Durbin–Wu–
Hausman Basé sur la statistique de Fisher. 
N.B :Les tests (2) et (3) sont réalisés à l’aide de  Stata 9. 
Source : Estimations des auteurs. 
 
Tableau 2 : Effets du développement financier via l’indice synthétique  de 
gouvernance sur le PIB/tête 
M4 M5 M6 M7  Variables 
Within MCG Within MCG Within MCG Within MCG 
cst -  5.5 
(23.4)***  -  5.5 
(23.7)***  -  5.75 
(23.2)***  -  5.7 
(23.3)*** 
















































LL  2E-4 
(1.72)* 
8E-05 
(0.11)  - - - - - - 
DCPS  0.001 
(0.90) 
0.00082 
(1.02)  - - - - - - 
DCBS  0.001 
(2.16)** 
0.002 
(2.6)**  - - - - - - 
VA  0.0008 
(0.025) 
0.01 
(0.62)  - - - - - - 
LL*VA - -  0.003 
(4.16)*** 
9E-05 
(0.77)  - - - - 
DCPS*VA  - - - -  0.001 
(2.06)** 
0.001 
(1.91)**  - - 




No.d’ob  154 154 154 154 154 154 154 154 
t-Hausman
(1) 
P-values  -  59.4 
0.00  -  41.9 
0.00  -  13.45 






0.27  -  1.16 
0.51  -  1.53 
0.39  -  0.14 





0.15  -  1.01 
0.39  -  1.11 
0.20  -  1.37 
0.16  - 
Les valeurs entre parenthèses sont les statiques de Student. 
*, ** et *** sont les significativités respectivement à 10%, 5% et 1%. 
(1)  : le test de spécification de Hausman, (2)  : le test d’exogénéité de Durbin–Wu–
Hausman Basé sur la statistique de Chi2 et (3) : le  test d’exogénéité de Durbin–Wu–
Hausman Basé sur la statistique de Fisher. 
N.B : Les tests (2) et (3) sont réalisés à l’aide de  Stata 9. 
Source : Estimations des auteurs. 
 
D’après les résultats d’estimation, et plus précisément, les statistiques 
des tests de Hausman (test de spécification et tests d’exogénéité), on constate 
que les estimations retenues, pour tous les modèles présentés dans cette étude, 
seront celles des modèles à effets individuels fixes et l’estimateur MCO sera 
l’estimateur non biaisé. 
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4.2.2.  La méthode des données de panel non stationnaire. 
Tests de racine unitaire. 
Lors des estimations présentées dans les tableaux 1 et 2, on n’a pas pris en con-
sidération le problème de stationnarité des variables. Ce qui limite la robustesse 
des résultats obtenus étant donné les biais d’estimations des paramètres liés à la 
non-prise en compte des propriétés de non-stationnarité des séries. En effet, et 
pour pallier à ce problème, une série des tests de racines unitaires sont devenus 
une démarche courante pour l’analyse de la stationnarité des séries du panel. Le 
test le plus fréquemment utilisé, lorsque la dimension temporelle est limitée, est 
celui de So Kyung Im, Hashem Pesaran, et Yongcheol Shin - IPS (2003) qui 
proposent des tests permettant de détecter la présence de racine unitaire dans les 
modèles de type ADF. Dans cette partie, on cherche à étudier l’ordre 
d’intégration des séries et les relations de cointégration entre les variables. Pour 
étudier la non stationnarité, on utilise le test d’IPS présenté par l’équation sui-




j it ij 1 it i it ε t δ μ Δy y ρ y
i
Δ + + + ∑ + =
=
− − ϕ  
avec k le nombre de retards choisi de façon à éliminer l'auto-corrélation des ré-
sidus.  
Le test IPS est calculé comme étant la statistique t moyenne des régres-
sions de Dickey-Fuller avec et sans tendance. La statistique alternative t-bar 
permettant de tester l'hypothèse nulle de racine unitaire pour tous les individus 





i iT i NT ) (ρ t
N
1
) (ρ t  
avec,  () i iT ρ t  : tests ADF estimés, N : nombre des individus et T : nombre des 
observations. 




i )) t /(var( )) t E( t ( (N) Z
− − −
− =  
où  ) t E( NT
−
: moyennes arithmétiques et  ) t var( NT
−
 : variances des statistiques ADF 
individuelles. 
L'étude d’IPS montre que cette statistique standardisée converge faible-
ment vers la distribution normale centrée réduite, ce qui permet de la comparer 
aux valeurs critiques de la distribution N (0,1). L’application du test IPS est pré-




                                                 
22 Les résultats du test IPS (2003) sont présentés dans l’annexe 4. Abdelkarim Yahyaoui
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Tableau 3 : Les résultats du  test IPS (2003) 
Les variables du 1
ier  tableau   
Sans tendance  Avec ten-
dance 
Lny  I (1)  I (1) 
Lnk  I (1)  I (0) 
Lnh  I (0)  I (1) 
LnLF  I (1)  I (1) 
LL*SEC  I (1)  I (1) 
LL*COR  I (1)  I (1) 
LL*LO  I (1)  I (0) 
LL*BQ  I (1)  I (1) 
DCBS*SEC  I (1)  I (1) 
DCBS*COR  I (1)  I (1) 
DCBS*LO  I (0)  I (1) 
DCBS*BQ  I (0)  I (1) 
DCPS*SEC  I (1)  I (1) 
DCPS*COR  I (0)  I (1) 
DCPS*LO  I (1)  I (1) 
DCPS*BQ  I (0)  I (1) 
N.B :  I(0) : indique que la série est stationnaire à niveau. 
   I(1) : indique que la série est stationnaire en différence 1
ère. 
Source : Calculs des auteurs d’après les résultats du test. 
 
La vérification des propriétés de non stationnarité pour toutes les varia-
bles du panel nous amène à étudier l’existence d’une relation de long terme entre 




Tests de cointégration. 
Pour étudier l’existence d’une relation de cointégration, on s’est référé aux tra-
vaux de Peter Pedroni (1999, 2004), dont l’hypothèse nulle est de tester 
l’absence de cointégration basés sur les test de racines unitaires sur des résidus 
estimés. Pedroni a développé sept tests de cointégration sur des données de pa-
nel
24. Ces tests prennent en compte l’hétérogénéité au niveau de la relation de 
cointégration c'est-à-dire que pour chaque individu il existe une ou plusieurs re-
lations de cointégration non nécessairement identiques pour chacun des indivi-
dus du panel. Chacune des 7 statistiques suit une loi normale centrée réduite 
pour N et T suffisamment importants :      
                                                 
23 Car on a 9 variables explicatives parmi 10 du 2
ième tableau qui sont stationnaires en niveau (voir 
annexe 4). 
24 Dans les 7 tests de Pedroni, quatre sont basés sur la dimension Within (intra) et trois sont basés 
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() 0;1 N
υ
N μ zNT →
−
 
où  NT z  : l’une des 7 statistiques ; μ et υ  : les valeurs des moments tabulées par 
Pedroni. 
Tableau 4 : Tests de cointégration (Pedroni, 1999) 





















M1  7.92 -8.96 -7.75 -7.94 -10.62 -9.89  -8.18 
M2  2.38 -8.91 -6.64 -9.41 -10.55 -9.54  -7.24 
M3 4.17  -9.57  -7.17  -10.98  -11.48  -7.60  -8.64 
         (a) : Il s’agit des tests basés sur la dimension BETWEEN. 
         (b) : Il s’agit des tests basés sur la dimension WITHIN. 
Source : Estimations des auteurs. 
 
A partir des résultats des tests de cointégration de Pedroni, on remarque 
que l’ensemble des statistiques (panel : rho, pp et adf ; group : rho, pp et adf) 
sont inférieures à la valeur critique de la loi normale pour un seuil de 5%. Donc, 
l’ensemble de ces tests confirme l’existence d’une relation de cointégration.  
 
Relation de cointégration.  
Pour estimer des systèmes de variables cointégrées sur données de panel et pour 
dégager les tests sur les vecteurs de cointégration, il est indispensable 
d’appliquer une méthode d’estimation efficace. A ce niveau, on distingue plu-
sieurs techniques : la méthode FMOLS (Fully Modified Ordinary Least Squares) 
utilisée par Pedroni, la méthode DOLS (Dynamic Ordinary Least Squares) et la 
méthode GMM (Generalised Method of Moments).  
Pedroni (1996), Peter Phillips, et Hyungsik Roger Moon (2000) et 
Chihwa Kao et Min-Hsien Chiang (1999) ont montré que, dans le cas des don-
nées de panel, les deux premières techniques conduisent à des estimateurs 
asymptotiquement distribués selon une loi normale centrée réduite. Cependant, 
Kao et Chiang (1999), affirment que l’estimation par la méthode des MCO, en 
échantillon fini, présente un problème de biais
25  relativement à la méthode 
FMOLS. Mais, ils montrent aussi la supériorité de la méthode DOLS par rapport 
à celle FMOLS et qu’elle est considérée comme étant la technique la plus effi-
cace dans l’estimation des relations de cointégration sur données de panel. 
L’estimateur DOLS peut être obtenu en ajoutant des retards dans le modèle ini-
tial (Equation 20) :  
it
j
j it ij it i it ζ ΔX c βX     α       Y
2
1






                                                 
25 Selon Pedroni (1996), ce problème est dû à la présence d’hétérogénéité du groupe. Abdelkarim Yahyaoui
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Toutefois l’utilisation de l’estimateur DOLS implique un choix arbitraire 
des retards ce qui représente une question intéressante mais qui dépasse notre 
objectif dans ce travail. Nous avons choisi de garder le même nombre de retard 
pour tous les pays
26. 
Le tableau 5 résume les estimations par les méthodes MCO, FMOLS et 




Tableau 5 : Analyse comparative des méthodes MCO, FMOLS et DOLS 
M1 M2  M3   
MCO FMOLS DOLS  MCO FMOLS DOLS  MCO FMOLS  DOLS 



























































(2.47)***  -  - - -  - - 









-  - 
- 
-  - 





(8.02)***  -  - - -  - - 





(3.001)**  -  -  -  -  -  - 





(3.86)*** -  - - 





(-5.1)*** -  -  - 





(3.66)*** -  - - 





(2.1)**  -  -  - 
























Les valeurs entre parenthèses sont les statiques de Student. 
*, ** et *** sont les significativités respectivement à 10%, 5% et 1%. 
N.B : Les estimateurs DOLS ont été obtenus pour r1=1 et r2=2.  
Source : Estimations des auteurs. 
 
                                                 
26 On prend dans notre analyse : r1 = -1 et r2 = 2. 
27 Les modèles M1, M2 et M3 présentent des variables non stationnaires en niveau et intégrées 
d’ordre 1, contrairement aux modèles M4, M5, M6 et M7 qui présentent des variables stationnai-
res en niveau.  Développement financier et croissance économique : Rôle de la qualité des institutions 
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Les résultats des différentes estimations
28  sont importants puisqu'ils 
viennent confirmer l'existence d'une relation significative en montrant d’une 
part, les effets directs du développement financier et de la qualité des institutions 
sur le développement économique (Tableau 2), et d’autre part, l’effet indirect du 
développement financier via un cadre institutionnel sain sur le développement 
économique (Tableaux 1, 2 et 5). 
Dans le premier tableau, les variables d’interaction entre le développe-
ment financier et la qualité des institutions
29 présentent des effets statistiquement 
significatives et de signes attendus. Les plus significatives sont respectivement 
les conditions socioéconomiques (SEC), la corruption (COR), la qualité bureau-
cratique (BQ), et enfin l’Etat de droit (LO), surtout lorsqu’elles sont multipliées 
par la variable financière reflétant la liquidité du système financier « M3/PIB ». 
Alors que les termes d’interaction entre les deux autres indicateurs du dévelop-
pement financier (CDPS et CDBS)
30 sont plus significatifs avec les conditions 
socioéconomiques et la corruption qu’avec la BQ et la LO. Ce qui confirme 
l’idée de Paolo Mauro (1996) qui a montré que la corruption est considérée 
comme principale cause de faillite de la majorité des projets d’investissement. 
Le financement de ces projets est garanti par le secteur bancaire qui domine la 
plupart des systèmes financiers dans les pays en développement.  
Les résultas de notre étude empirique pour l’ensemble des pays de 
l’échantillon, confirment les conclusions de Mauro (1996) et Christian Ahlin et 
Jiaren Pang (2007) concernant les effets directs de la corruption sur le dévelop-
pement économique, et de Kaufmann, Kraay, et Pablo Zoido (1999) relatives à 
l’impact de l’indicateur des règles et des lois sur la croissance économique. 
Dans le deuxième tableau, au lieu d’utiliser divers aspects de gouver-
nance, on recourt à un indice synthétique agrégé par la méthode C-FAR. Les ré-
sultats confirment ceux trouvés dans le premier tableau. En effet, les termes 
d’interaction entre l’indice global de gouvernance et les deux indicateurs du dé-
veloppement financier (LL et DCPS) présentent des effets significatifs et positifs 
(Iftekhar Hasan, Paul Wachtel, et Mingming Zhou 2009).   
Enfin, dans le tableau 5, même si les techniques d’estimations (MCO, 
FMOLS et DOLS) sont considérablement différentes, tous les résultats trouvés 
confirment l’existence d’une relation forte entre le développement financier et la 




                                                 
28 Que se soient en données de panel statique ou non stationnaire. 
29 Présentée par les indicateurs des conditions socioéconomiques (SEC), de corruption (COR), de 
l’Etat de droit (LO), et enfin de la qualité bureaucratique (BQ). 
30 DCPS et DCBS reflètent la contribution du secteur bancaire dans le financement des projets 
d’investissement. Abdelkarim Yahyaoui
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Conclusion. 
 
Dans ce travail sur la relation entre le développement financier, institutions et 
croissance économique, nous avons montré à travers la littérature existante 
qu’un système financier présuppose un cadre institutionnel sain présenté par un 
niveau de corruption faible, un système judiciaire plus efficace, et une meilleure 
bureaucratie. En effet, la bonne gouvernance se présente, ces dernières années, 
comme un déterminant du développement financier. Nous avons, ainsi, montré 
que les éléments d’une bonne gouvernance offre un environnement favorable au 
développement financier et par suite à la croissance économique. 
Ces analyses théoriques sont confirmées empiriquement par l’utilisation 
d’un modèle de croissance de Solow augmenté par le capital humain, qui nous a 
permis de trouver un effet significatif entre le développement financier via un 
cadre institutionnel sain (présenté par des axes de gouvernance et d’un indice 
synthétique) sur le développement économique, pour les 22 pays en voie de dé-
veloppement entre 1990 et 2006. Nos principaux résultats empiriques suggèrent 
que la qualité de la gouvernance, sous ses différents aspects, se présente comme 
un facteur clé pour le développement financier. 
Une limite qu’on peut reprocher à notre travail est l’emploi des indica-
teurs de gouvernance sans la prise en compte de leurs limites. En effet, les indi-
cateurs de gouvernance sont basés sur des perceptions et déterminés par des opi-
nions subjectives. De plus, l’absence d’un cadre conceptuel sous-jacent ou de 
théorie de la gouvernance pour identifier les causes des résultats de la gouver-
nance reflétés dans les indicateurs, manque de clarté autour des raisons pour les-
quelles tel pays obtient tel résultat pour tel indicateur. Il est donc paradoxal que 
les bailleurs et les investisseurs jugent et parfois punissent les pays en dévelop-
pement pour une absence perçue de gouvernance transparente sur la base 
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Annexe 1 : Liste des pays de l’échantillon 





















Sri Lanka  























L'Asie Orientale et le Pacifique 
L'Asie Orientale et le Pacifique 
L'Asie Orientale et le Pacifique 
L'Asie Orientale et le Pacifique 
l'Europe et l'Asie Centrale  
l'Amérique Latine et le Caraïbe  
l'Amérique Latine et le Caraïbe  
l'Amérique Latine et le Caraïbe  
l'Amérique Latine et le Caraïbe  
l'Amérique Latine et le Caraïbe  
l'Amérique Latine et le Caraïbe  
l'Amérique Latine et le Caraïbe  
l'Amérique Latine et le Caraïbe  
le Moyen-Orient et l’Afrique du Nord 
le Moyen-Orient et l’Afrique du Nord 
le Moyen-Orient et l’Afrique du Nord 
le Moyen-Orient et l’Afrique du Nord 
le Moyen-Orient et l’Afrique du Nord 
le Moyen-Orient et l’Afrique du Nord 
le Moyen-Orient et l’Afrique du Nord 
L'Asie du Sud 
l'Afrique Subsaharienne 
Source : Les auteurs selon la classification de la Banque Mondiale. Développement financier et croissance économique : Rôle de la qualité des institutions 
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Annexe 2 : Variables et sources 
Variables Notations Sources 
Variable dépendante 
             PIB réel par tête   Ln y  WDI (2007), SFI 
Variables de base   
             Force de travail  LnLF  WDI (2007) 
             Accumulation de capital physique LnK  WDI (2007) 
             Accumulation de capital humain  Lnh  WDI (2007), UNESCO 
Variables institutionnelles   
Variable synthétique de Gouvernance 
             *Variable agrégée par  C-FARm  VA   
ICRG  
            *Conditions Socioéconomiques 
            *Corruption 
            *Ordres et Lois 








Source : Les auteurs. 
 
Annexe 3 
Tests d’endogénéité des variables explicatives 
Pour appliquer un test l’exogénéité
1 des variables supposées endogènes, on recourt à 
deux tests : 
1-   Test d’Hausman : Jerry A. Hausman (1978) a proposé un test pour détecter 
la présence d’endogénéité. Sous l’hypothèse d’absence d’endogénéité, 
l’estimateur MCO et l’estimateur VI (2MCO) sont tous les deux conver-
gents mais l’estimateur MCO est à variance minimale. Ce test est basé sur 
la statistique de 
2 χ qui consiste à comparer l’estimateur MCO et 
l’estimateur VI. soient : 
-  MCO β   : vecteur des coefficients associés aux variables supposées endogè-
nes estimés par les MCO. 
-  VI β   : vecteur des coefficients associés aux variables supposées endogè-
nes estimés par la 2MCO. 
La statistiaque de Hausman s’écrit :  







∧ ∧ ∧ ∧
− − − =  
) k (
2 χ  
avec k est le nombre des variables supposées endogènes.  
Règle de décision : 
Si Prob(Hexogénéité) <10% : donc l’exogénéité est rejetée à 10% et à 5%. On ac-
cepte donc l’estimateur 2MCO et inversement. 
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2-  Test de régression augmentée (Durbin–Wu–Hausman) : ce test est décrit 
par Russel Davidson et James G. MacKinnon (1993) et basé sur la statisti-
que de Fischer. Il convient de décider s'il est nécessaire d'utiliser une varia-
ble instrumentale, c'est-à-dire, si un ensemble d'estimations obtenues par les 
MCO est biaisé ou non. 
Dans le but d’estimer les équations simultanées suivantes : 
            1
'
' 0 ζ X β VE α a y + + + =  (1)                           2 ' 0 ζ INST δ b VE + + =  (2)    
Avec VE : vecteur des variables supposées endogènes, X : vecteur des variables 
exogènes et INST : vecteur des instruments. 
D'abord, on estime la régression :   3
'
' 0 ζ X β INST C VE + + + = ϕ    (3) 
On récupère ensuite les résidus de l’équation (3) ( res VE_ ),  
Puis, on estime une régression augmentée des résidus récupérés : 
4 _
'
0 ζ res VE φ' X β VE θ' d y + + + + =   avec  res VE_  : vecteur des résidus récupérés. 
Règle de décision : 
Si les coefficients du vecteur φ' sont significativement différents de zéro, alors 
la MCO est biaisée et inversement. Si la plus-value (Fisher) <10% : donc on ac-
cepte la 2MCO et inversement. 
------------------------------ 
1 Il n’existe qu’un seul concept d’exogénéité dans le cas statique. Mais, dans un ca-
dre dynamique, on peut dissocier l’exogénéité faible de l’exogénéité forte (Robert F. 
Engle, David F. Hendry, et Jean-François Richard 1983). 
Source : Les auteurs. 
 
 
Annexe 4 : Statistiques du test IPS (2003) 
Les variables du  tableau 1  Les variables du  tableau 2 
En niveau  En diffé-
rence1
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N.B : La statistique de test est calculée 
comme étant la statistique t moyenne des 
régressions de Dickey-Fuller avec et sans 
tendance. Les valeurs entre parenthèse sont 
les p-values. Les tests sont réalisés à l’aide 
de  Rats 6.1. 
Source : Estimations des auteurs. 
 
 
Résumé : L’objectif de notre travail est de montrer l’importance d’un cadre institution-
nel sain dans la relation finance - croissance. Dans ce contexte, nous présentons, tout 
d’abord, un éclairage théorique sur ce thème en essayant de définir le concept de la gou-
vernance et de déterminer ses différentes mesures. Ensuite, nous testons empiriquement 
un modèle de croissance de Solow augmenté par le capital humain, traitant de la relation 
entre développement financier, institutions et croissance économique. Les différentes 
estimations ont été faites par la Méthode des données de Panel sur la période de 1990 à 
2006 pour 22 pays en voie de développement. Il semble, à la suite de ces estimations, 
que la qualité des institutions est considérée comme un facteur important à ne pas négli-
ger dans l’étude de la relation entre la sphère financière et la sphère réelle. 
 
Mots clés : Développement Financier, Qualité des Institutions, Croissance Economique, 
Données de Panel. 
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