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a b s t r a c t
Some physical and computational aspects related to the intuitive notion of time in its
connection with natural and technological processes are considered. The phenomenon
of finite speed of information transmittal relative to measurement and computation is
analyzed. It is argued that this phenomenon creates inevitable and irreversible time
delays (uncertainties) that affect all measurements and computations, makes the exact
synchronization of clocks impossible, shifts our knowledge to the past, and limits the
accuracy of experiments. Some past experiments for the measurement of the speed of
light are revisited, the possibility of a finite time of mirror reflection is discussed, and a
stand for the experimental measurement of time spent in mirror reflection is proposed by
a modification of Fizeau experiments. The positive orientation of the flow of time in its
relation to the mathematical concept of time derivative is considered. It is demonstrated
that right time-derivatives normally used to describe physical processes actually set forth
non-causal representations of physical realities and may severely restrict the possibility
of control and optimization in real life systems. The use of (causal) left time-derivatives
produced by measurements and computations and consideration of variable masses lead
to new representations of the second Newton’s law of motion where forces may contain
controls depending on accelerations and higher order left time-derivatives of velocity.
Such controls are actually required in jet-propelled space vehicles with variable masses, as
demonstrated in the space shuttle example. The parallelogram rule does not apply to forces
depending on higher order derivatives, so the concept of effective forces is considered
within original Newton’s representation in which effective forces can be recovered in
the process of integration; thereby the parallelogram law stays intact for effective forces.
Consideration of forces with left higher order time derivatives alters classical methods
in mechanics that were developed on the basis of absolute time and assuming no higher
order derivatives in the forces of Newtonian equations of motion. Inclusion of such forces
and consideration of natural time delays and time orientation opens new avenues for
investigation and control of processes in physics, economy, medicine and mechanics. It
is demonstrated that Lagrange and Hamilton equations stay intact in some generalized
forms which forms can be used to derive higher order dynamical equations that exclude
geometric constraints, thus having the minimum number of independent generalized
coordinates.
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1. Introduction
The concept of time has been and currently is the subject of much discussion, see e.g. [1–9] and references therein. A
measured (identified, occurred) point-value z(t) of time, z(t) ≡ t, or some other quantity, z(t) 6= t, depending on time,
when transmitted by a physical process relates to an instant which, at the moment of reception, is already in the past. If
transmission is carried over a short length at the speed of light, its time δ > 0 is very small, so transmitted z(t) is considered
at reception as the current value despite that, in fact, it is already past; the current value being z(t + δ) where δ > 0 is
unknown and depends on a finite speed of information transmittal. The consideration of z(t) instead of z(t+δ) creates a time
uncertainty, which affects physical experiments, real time computations and process evolution, with important implications
in different fields of science and technology. In this paper,we study the effects of non-instantaneous information transmittal.
Individual, local time ismeasured by a clockwhich termdenotes any device inmotion, or a process of change, so that time
is a function of motion, whereby impulses and discontinuities can be assumed to represent very short time increments in
continuousmotion or in a process of any nature.We do not consider the notion of global time used in Newtonianmechanics,
nor its non-existence that follows from special relativity [5]. Uncertainty of transmitted z(t) affects processes, experiments
and computations in theNewtonian frame of space and time (separated), and also the considerations relative toMinkowski’s
4D space-time frame (with time and space fused in one single setting). This uncertainty makes the temporal differential dt
between two moments non-perfect that integrates as a time-interval T − t + δ between two events, where δ > 0 is a
delay caused by finite speed of information transmittal depending on a carrier of information, see Section 2, and omitted in
classical analysis. Even for a very small delay δ > 0, the errors due to the instantaneous information transmittal supposition
may be quite large, especially in the consideration of small particles at high velocities.
We do not consider errors caused by imprecision of instruments. Different errors may be caused by the action of a
measuring device upon the object, which action (force, electromagnetic field, etc.) may change the value of the parameter
being measured. These errors we call physical errors, and a well known example is Heisenberg’s relation. We also do not
consider such errors. The errors of quite a different nature are due to information transmittal. It is the natural time delays
caused by the finite speed of information transmittal that are studied here in relation to different problems that may appear
in physical experiments, computations, in the integration of process equations, and in motion control.
Another important point addressed in this paper is related to the irreversibility of time and possible misapprehensions
concerning right time-derivatives which are routinely used in mathematical descriptions of processes. In some cases, such
usemay severely restrict the possibility of process controlwhichmay actually exist but contradicts formallywritten physical
laws, for example, Newton’s 2nd law. Representations of this law including the motion of bodies with variable mass are
considered, and causality of differential systems is studied in relation to the orientation of time and time uncertainty. Then,
geometry and time phenomena in classical mechanics are revisited, the preservation of Lagrangian and Hamiltonian forms
for generalized equations with left (possibly delayed) higher order time derivatives in right-hand sides is proved, and a
method for their integration is demonstrated by example of a physical pendulum.
The paper is organized as follows. Section 2 presents the notion of time uncertainty and further discussions related to
different problems in science and engineering affected by time delays due to the finite speed of information transmittal. In
Section 3, the influence of time-uncertainty on the values of universal physical constants is briefly discussed. In Section 4,
past experiments measuring the speed of light are revisited, and the possibility of cancellation of time delays due to finite
speed of information transmittal is demonstrated for correctly designed experiments. Section 5 considers the possibility of
a positive time of mirror reflection and presents amodification of the Fizeaumethod, to measure this time if it is nonzero. In
Section 6, different representations of Newton’s second law of motion are considered, including Buquoy’s generalization for
bodies with variable mass and problems related to time, causality and the parallelogram law. Section 7 presents the space
shuttle example of motion with variable mass to expose the need for acceleration assisted control, ignoring inherent time
delay. Section 8 is devoted to geometry and time in classical mechanics and presents some generalizations that are to be
considered for motions with left higher order time derivatives in control and time delays due to information transmittal. In
Section 9, some points of interest are summarized, followed by references immediately relative to the problems considered.
2. Time uncertainty in comparison with Heisenberg’s relation
The concept of time uncertaintywas introduced in [10] in connectionwith the consideration of totally optimal (extremal)
fields of trajectories. We reproduce the relevant citation from [10] which contains a comparison of errors due to natural
time delay caused by a finite speed of information transmittal with physical errors due to the action of external forces in
measuring devices.
“Denote by z(t) some quantity (position, velocity, mass, energy, charge, temperature, etc.) that changes with time. To
avoid confusion with physical uncertainty (Heisenberg’s relation), suppose for a moment that, whenmeasuring the value of
z(t)with some supernatural device, we do not interfere with its state or magnitude by the external action of the measuring
device; thus, the measure of z(t) is precise and made at the very moment t. To receive and use this information about z(t),
we have to transmit it to some other device(s) which we assume to be precise and free of errors in reception and action
too. Upon reception, it is usually said that z(t) is observed or “known” (the measuring action is concentrated upon z(t) at a
moment t, but its conception, utilization, value or quality appears somewhere else, at a distance).
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2.1. Time-uncertainty statement. The value z(t) is not known at time t
Indeed, since the speed of information transmittal is finite (by the postulate of Einstein, it is less than the speed of light),
so the value z(t) is received at a moment t + δ, δ > 0. Hence, z(t) is not known and cannot be used at time t, but only
later. It implies a finite time error1z = z(t+ δ)− z(t), to which other errors due to physical uncertainty and measurement
imprecision add up. This delay of information can be felt in everyday life. It can cause a car accident: if a driver in front of
you applies brakes, you see his red lights but can react only in a second or two, even later if you are talking on a cell phone.
Let us compare the error in location of a particle due to time uncertainty with the error in location of the same particle due
to physical uncertainties implied by Heisenberg’s relation. Using data from [11, p. 55] for helium, the lightest monatomic
gas, under normal conditions (0 ◦C and 1 atm.) we have in c.g.s. ◦C system the following data:
Planck’s constant h = 6.6242× 10−27
Boltzmann constant k = 1.3805× 10−16
Atomic mass of helium m = 1.6725× 10−24
Absolute temperature (Kelvin) T = 273.
With these data, the Heisenberg uncertainty relation (physical uncertainty) gives “a lower limit of the uncertainty1x in the
location of the particle” [11, p. 64]:
1x > h/2pi(3mkT)1/2 = 24.2345× 10−10 (cm), (1)
where (3mkT)1/2 = mv = p is the momentum of the particle and v = (3kT/m)1/2 ∼= 2.6× 105 cm/s is the root-mean-square
velocity of random thermal motion. Now, assuming that the speed of information transmittal is equal to the speed of light
in a vacuum c = 2.9979250×1010 ∼= 3×1010 (cm/s), we obtain a lower limit of the error1∗x = 1z due to time uncertainty
δ > 0 for the location of the same particle x = z:
1∗x = 1z = wδ = wl/c > 0.867× 10−3 (cm). (2)
Here w = 1z/δ ∼= dz/dt denotes the mean velocity of z(t) = x(t) during the time increment δ = l/c with l being the length
of information transmittal in cm. If “information transmittal” means establishing a steady current in a circuit of a measuring
device, that is, an electric field to be set up along the circuit for ordered motion of the electrons to begin (propagation of
electric field), then its velocity is the speed of light c in a vacuum. In this case, the delay for the signal of a change in location
x of a particle for l = 100 cm is δ = l/c = 0.333564 × 10−8 s, so that, with w = v ∼= 2.6 × 105 cm/s, we have a lower
bound for uncertainty in the location of x due to a time delay as given in (2), which is much greater than the measurement
uncertainty in the location of x presented in (1). However, if “information transmittal” meant measuring with a steady
current forwhich, at themaximumpermissible current densities, the average velocity of the orderedmotion of the electrons
would be v∗ ∼= 10−2 cm/s, so using this velocity instead of the speed of light c, we would get δ = l/v∗ ∼= 104 s, yielding the
estimate1∗x = 1z = wδ ∼= 2.6× 109 cm, which means that steady currents cannot be used for such experiments.
. . .As a matter of fact, the time-uncertainty shifts our knowledge to the past. With a small shift, it makes no difference.
With a greater shift, it has to be taken into account. In such cases, care should be taken when verifying abstract theories by
experimental data. With large shifts, we should recognize that our knowledge pertains to a distant past only. For example,
certain stars are known to be many light years distant from the Earth. It means that what we know from our astronomical
observations about distant parts of the Universe is nothing more than past time slices distant from our time of several
thousand years bymany light years to the past. Natural time delay is not just a question of history — some beautiful theories
dealing with motion of small particles at high velocities may need adjustment to take into account the time uncertainty.”
It would be simplistic to think that time delay due to a finite speed of information transmittal is an obstacle to high speed
precision technologies, causing inconvenience and various troubles. Time delay is a natural stress bounding phenomenon
that provides some freedom of self-adjustment in a process of change. Stress relief possibilities are important to the very
existence of physical, biological, engineering and economic systems. It is well known that all-welded steel bridges would
collapse due to temperature stresses, no matter of the high technology that may be employed to properly weld them. An
aircraft with an all-welded body is unsafe due to possible cracks from local accumulation of stress in stormy weather
or at landing. Unduly restrained small displacements may generate powerful forces if self-adjustment is not possible.
Hurricanes and earthquakes are stress relief phenomena in nature. Time delay is one of the stress relief modes that prevents
instantaneous changes which are self-destructive in any realistic system.
Uncertainty due to time delay is of fundamental importance because it prevents exact synchronization of clocks. This
difficulty has long been known in special relativity. Albert Einstein wrote in 1949: “Es gibt keine Gleichzeitigkiet distanter
Ereignisse” (There is no such thing as simultaneity of distant events [5]). One can add: also of close events, and for a different
reason independent of relativity. This carries a problem not only for an abstract theory, but for very practical things.
Computers and other time sensitive devices cannot be exactly synchronized (up to zero, not up to a second ormicrosecond),
even if they are located in the same room. Stock price changes in different parts of the world cannot be synchronized,
leading to arbitrage possibilities, unless a stay is imposed on electronic transactions for some time interval after a price
change. Fortunately, exact synchronization is usually not required. Engineers and economists are used to the uncertainty
of everything they do. Real life processes in physics, biology and other natural sciences do not admit time dependent exact
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solutions. In fact, some beautiful results felt or thought to present exact solutions are imbedded (floating) in an uncertainty
band without any possibility to locate them within that band. If the band remains sufficiently narrow in the course of time
(stability), then it presents a viable real life solution.
3. Uncertainties in universal physical constants
Suppose that a measuring device is not at a distance of 100 cm as cited above from [10], but only 1 mm = 0.1 cm distant
from the object being measured. Then the time delay for the measuring signal will be δ = l/c = 0.333564×10−11 s, causing
uncertainty in the location of the atom of helium1∗x = 1z = wδ = wl/c > 0.867 × 10−6 cm, a thousand times less than
given in (2) but still 358 times more than the lower limit given by Heisenberg’s relation (1). Comparing these uncertainties
with the standard values for Plank’s constant, the Boltzmann constant and the atomicmass of helium in c.g.s. ◦C system, cited
above from [11, p. 55], which are all in the order of 10−27 to 10−16, we see that these constants are very difficult to measure.
However, they can be introduced in theoretical formulae to accommodate theoretical or experimental results supporting
certain physical models. Even if our instrumentation were infinitely precise (zero errors), these physical constants could
be measured with such high precision only if physical experiments that involve information transmittal were so designed
that time uncertainty cancelled out. Fortunately, there are physical realities that involve time and do not depend on time-
uncertainty as defined above, which uncertainty, indeed, may be cancelled out.
4. Time uncertainty and the speed of light
There is extensive literature on experimental determination of the velocity of light, see, e.g., [12–29], by differentmethods
from astronomical [12] to mirror reflection [13–18,20,22,23] to spectral methods [27–29]. Values of the velocity of light
(published before 1927) can be found in [21], and values obtained by different methods before 1972 are presented in [30,
Tables on pp. 152,156,160] together with the precision, the names of the researchers, the method and medium (air or
vacuum), and some drafts of experimental setup. In the literature, we found no word about time delay due to finite speed of
information transmittal, nor to time possibly spent on multiple reflections or refractions. The values given for the speed of
light are different, ranging from 298000 (Cornu, 1872) to 315300 (Fizeau, 1849) km/s (mostly 299796 km/s) with precisions
from 0.1 to 500 km/s (mostly 4 km/s or less). From Feb. 1931 to Feb. 1933, in Michelson’s laboratory there were 2800
measurements made of the speed of light by Foucault’s method, and average values for the speed of light were calculated
from the series of different measurements. Since different authors give different values for the average value of the speed
of light, it is reasonable to take for our study the value from a handbook [31] which is 2.9979250 × 1010 cm/s as given
in Section 2. This value we call nominal, and the reader can see that it is much more precise than the values measured
in the years before 1972. Maybe, it is because of modern precise technology, we do not argue about it. Here we consider
the influence of natural time-uncertainty (delay) on the measured speed of light which affects all methods, and for this
study we choose the mirror reflection method (Foucault, Michelson). We wish to demonstrate that in a properly designed
experiment the natural time delay due to information transmittal can be cancelled out, hence, will not affect the precision
of the measured speed of light (though other inaccuracies may exist).
4.1. Cancellation of time delay in correctly designed experiments
The time increment δ > 0 due to finite speed of information transmittal, as considered in Section 2, we simply call time
uncertainty and for differentmoments denote by different deltas, such as1t,1T, etc., reserving the symbol δ for some other
uncertainties. Strangely, as it may seem, a positive time uncertainty does not affect the measured value of the speed of light
if, of course, the experiment is properly designed and executed. Suppose thatwe have amirror Awith one clock that registers
the moment at which the ray of light coming from A hits the sensor of the clock. The moment registered by the clock will
contain a time delay and all imprecisions that the clock may have. Suppose that the experiment is made in a vacuum (or in
clear air which, of course, would render a different measurement).
Consider a coordinate system at rest, say, a segment AB of a known length Lwith themirror and the clock at A and another
mirror at B. At some moment, a ray of light is sent from mirror A to the clock where it is registered (with a delay) as the
moment t, and to another mirror at B from which it is reflected back to the mirror A which sends it to the same clock for
the second registration as the moment T > t. To increase the length L, a rotating multi-faceted mirror can be employed
(Michelson [18]) or multiple reflections in still mirrors at A and B can be used, but the first and the last fronts of the ray
of light that count in the measurement must come from one and the same mirror A. For simplicity, we consider only two
mirrors, one at A and one at B, and the single travel segment of length L = AB with reflections: Source → A → Clock and
Source → A → B → A → Clock. Ignoring imprecision, the nominal speed of light is calculated as c = 2L/(T − t). However,
the reading t contains a time increment1t > 0 due to a finite speed of information transmittal to and within the clock plus
other time imprecisions δ of the clock, so that t∗ = t −1t − δ is the true time of departure of the ray from mirror A to the
clock and to mirror B. Similarly, the reading T contains the same time increment1T = 1t and the same time imprecisions δ
of the same clock, plus some time 2τ that may be spent in the process of two reflections by the mirrors at B and A, assuming
that themirrors at B and A are identical. Thus, the true travel time A → B → A is T∗− t∗ = T− t−2τ, yielding the true speed
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of light c∗ = 2L/(T∗− t∗) = 2L/(T− t−2τ), irrespective of imprecision of the clock and of the time delay due to information
transmittal frommirror A to the clock for registration of the moments t, T (those terms cancel out). We have the proportion
c/c∗ = 1− 2τ/(T − t). If τ = 0, then c = c∗ irrespective of imprecisions in the clock and of a time delay due to information
transmittal from mirror A to the clock.
Remark 4.1. In the calculation of c and c∗, it is assumed that the speed of light does not change after reflection frommirror
B. If it does, then c, c∗ mean the average velocities which lie in some uncertainty band similar to one mentioned above. Here
we do not argue about it in the consideration of time delays1T = 1t > 0 and τ ≥ 0.
4.2. Speed of light in moving frames
Suppose that mirror A with the clock is moving as A(s) and mirror B as B(s), where s is time parameter. Then the length
of light travel is 2L(s) = 2[B(s)− A(s)]whereby mirror A and the clock can be assumed at rest, and mirror B moving as 2L(s)
along the line AB, not necessarily with a constant speed. If we consider the front of a single ray of light with reflections at
B and A, we get the same result c = c∗ (for some s = s0 at which moment the front hit the mirror B(s0)) if τ = 0, no matter
whether A is at rest and B is moving or vice versa. Taking note of Remark 4.1, it conforms to experiments in [32–34], see
also [30, pp. 113–124]. If τ 6= 0, the result will change since the front of the ray will be carried some greater or smaller
distance while sitting (reflecting) at mirror B. Since the front of the ray is not “carried” by the vacuum in a moving frame, so
the true speed of light c∗ does not depend on movements of mirror B with that frame, and the nominal (measured) speed of
light c slightly depends thereof only in the case τ 6= 0. If we accept the concept that any change takes time, then τ > 0, and
it may be interesting to measure, or at least to evaluate the order of τ.
5. Determining the time of mirror reflection
The speed of light in a vacuum, obtained from experiments, is given in the handbook [31] as the value c = 2.9979250×
1010 cm/s with an uncertainty of ± 10 in the last digits of the mantissa which is the “standard error estimated from the
experimental data included in the adjustment”, see [31, p. 7, line 4 top]. It means that the imprecision is of the order
1c = 0.000001 × 1010 cm/s = 104cm/s = 100 m/s. The nominal point-value c′ and the true value c∗ are believed to
be located within the band (c −1c, c +1c) where c is the nominal central value given in the handbook. Clearly, c′ < c∗ if
instruments used to measure the speed of light do not show false readings greater than the natural (true) speed of light in
the ray of the experimental stand. If the measurements are made in an experiment according to the setup described above,
then the time delay caused by instrumental imprecisions of the clock and by a finite speed of information transmittal cancels
out.
5.1. Estimation of the order of possible delay due to mirror reflection
The time increment 2τ that may be spent on two reflections in mirrors B and A is not mentioned in the literature. Let us
evaluate the upper bound of time delay 2τ that may be contained in the imprecision 1c = 104 cm/s in the above setting
with two mirrors at a distance L assuming that c′ = c and c∗ ≤ c+1c. Since the moment of arrival registered by the clock is
T, the moment of departure of the front of the ray of light from mirror A is t < T, and 2τ is the time of reflection at mirrors
B and A, so we have
2L = (T − t − 2τ)c∗ = (T − t)c, (T − t)(c∗ − c) = 2τc∗, τ = (T − t)1c∗/2c∗ = L1c∗/c∗c, (3)
where c∗ is the true speed of light (unknown) and c∗ − c = 1c∗ ∈ (0,1c] = (0, 104] cm/s is the uncertainty of the
experimentally measured speed of light c cited above. Thus, we have
τ < L1c/c2 = 1.11265× 10−17L, (4)
and for L = 10 km = 106 cmwe have τ < 1.11265×10−11 s, much less than the nominal travel time of light for this distance,
T − t = 2L/c = 0.667 × 10−4 s. Of course, the time of reflection does not depend on the distance nor on the time traveled
by a ray of light, so the relation (4) is just a rough approximation to obtain an estimate for τ from the nominal value c of the
speed of light and its imprecision1c = 100 m/s, assuming that τ is small enough to be accounted within the imprecision
1c and that measurements were obtained in experiments with one clock and two mirrors A, B as above. It is worth noting
that an imprecision of 100m/s corresponding to the handbook nominal value given above is very small, andmeasurements
with mirrors presented quite a different precision, namely: ±500 km/s (Foucault [16], air, 1862), ±300 km/s (Cornu [17]
air, 1872; vacuum, 1874; Michelson [18] vacuum, 1878), and later in km/s:±60(1882), 50 (1879), 30 (1924), 11 (1932–33),
4 (1926), see [18,20,22,23]. So, if we take 1c = 100 km/s with the same L = 10 km and almost the same speed of light c,
then the upper bound for τ will increase to 10−8 s = 0.01 microsecond which is within the limits of currently achievable
precision.
Whatever the value of τ, it is actually included (but not accounted for) in the measured value of the speed of light, which
value may need a correction. For this reason, it is important to check if τ > 0 and to determine its actual value and the
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correct value of the speed of light which may prove to be faster than presently known. As to indirect physical methods
for determining c∗, see, e.g., [30, pp. 146–147], they may also contain hidden time delays which should be identified and
accounted for to obtain a sure value for the true speed of light c∗.
5.2. Sufficiency conditions for τ > 0
One can determine if τ > 0 in an experiment designed as described in Section 4. Indeed, we have 2L/c∗ = T − t − 2τ.
Let us increase distance L, say, n = 2, 3, . . . times, yielding 2nL/c∗ = Tn − t − 2τ, where t and τ are obviously the same
and Tn is different. Excluding the left-hand sides from these two equations, we get n(T − t − 2τ) = Tn − t − 2τ, thus, we
have τ = (nT − Tn)/2(n − 1) − t/2, for any n ≥ 2 irrespective of the true value c∗ of the speed of light. The values t, T, Tn
are measured as in the scheme of Foucault (if Michelson’s multi-faceted rotating mirror is used, the variable τ should be
multiplied by the number of reflections). If τ = 0, then for any n, L we should have Tn = n(T − t) + t with a precision of
∼10−20, see (4). Such precision is difficult to obtain. To bypass this difficulty, one can modify the design, using at point B a
mirror non-parallel with the mirror at A with a third mirror at some point C that will direct the ray back to mirror A to send
it to the clock. In this way, millions of reflections can be introduced to decrease the precision of satisfying the above equality
which corresponds to τ = 0. Non-satisfaction of that equality will mean that τ > 0.
There is another way to find out if τ > 0. Instead of many flat mirrors at B, one can employ one mirror in the form of a
circular cylinder rotating with a very high speed in a vacuum enclosure of the whole stand. The setup should be tuned with
a narrow ray (or spark) and still mirror at B to obtain the luminous line: Source → A → B → A → Light Sensor. Then,
the cylindrical mirror at B starts rotating at gradually increasing speed with a Light Sensor registering the light. At a certain
sufficiently high speed, the Light Sensorwill not register light coming from themirror at A since the lightwill be deflected by
rotating mirror at B out of the opening of the Light Sensor. This will mean that τ > 0. Slight imperfections in the cylindrical
surface of the mirror may cause the twinkling effect of rapid disappearances and appearances of light but eventually, at a
higher speed, there will be total eclipse. For this reason, the method with a cylindrical rotating mirror is unreliable for the
measurement of τ; it can just affirm that τ > 0.
5.3. Experiments of Fizeau [13] and Cornu [17]
An experimental value for τ > 0 can be obtained by making use of a simple setup following the idea of Fizeau [13]. A ray
of light of a certain wavelength travels through an evenly perforated disc with n narrow gaps (in the experiment by Fizeau,
there were 720 gaps with L = 8633 m, resulting in the speed of light c = 315324 km/s). A source of light sends a ray to a
semi-transparent plate (which serves also as amirror) that reflects it through a gap in the disc rotatingwith a constant speed
to a mirror located at a distance L behind the disc. That mirror reflects the light back through the disc and semi-transparent
plate to the eye of observer, if the time that light travels the distance 2L from the disc to the mirror and back is less than
the time an opening passes the luminous line, see Figure 32 in [30, p.144]. Otherwise, an eclipse is produced if the light
does not pass through an opening in the disc. If the distance 2L is increased, light may pass through the 2nd, 3rd, . . . , kth,
opening or produce the 1st, 2nd, 3rd, . . . , kth eclipse. In [30, p. 145], a simple calculation is presented for the condition
of the kth eclipse as follows. Total time the light travels from the disc to the mirror and back is T∗ = 2L/c where c is the
speed of light to be determined. During this time, the disc turns through the angle 1ϕ = ωT∗ = 2Lω/c where ω is the
angular velocity of the rotating disc. Since there are n openings (gaps) and n closures, and Fizeau sought a maximum or a
minimumof brightnesswhich happens at themiddle of an opening or a closure in the disc, so the condition of the kth eclipse
is 2Lωk/c = (k − 0.5)2pi/n where ωk is the angular velocity corresponding to the number k of the closure encountered by
the returning front of the ray. Taking k = 1 that corresponds to the smallest ω at which the front hits the middle of the first
closure, one can evaluate the smallest speed of rotation corresponding to the actual data in Fizeau’s experiment cited above.
Denoting u = 60ω/2pi, the number of revolutions per minute (rpm), we have for k = 1 the condition of the 1st eclipse in
the form 2Lω/c = piuL/15c = pi/n, yielding u = 15c/nL = 15× 315324/720× 8.633 = 760.95(rpm) = 12.68 (revolutions
per second) which is quite a reasonable speed. If an opening is 1 mm = 0.1 cm wide (and the same width for closures),
then the radius of the disc is R = 0.2 cm × 720/2pi = 22.9 cm. The errors of measurement are difficult to evaluate since
the moments of a maximum and a minimum of brightness were determined visually (in [13] there are no details of the
experiment).
Experiments by the method of Fizeau were repeated by Cornu [17] for L = 10310 m and 22910 m, with some
improvements that included the use of variable speed of rotation of the disc, the measurements of the moments t1, t2 of
successive disappearance and appearance of light, and of the speed of rotation at the moment (t1 + t2)/2. There were other
modifications of the method of Fizeau, however, a possible delay due to a positive time of reflection in the mirror was not
included in the experiments by Fizeau or other researchers.
5.4. Modification of design for measurements of τ
Let us modify the setup of Fizeau to include possible delay τ > 0 into measurements. Consider a thin evenly perforated
disc with windows (openings, gaps) of 1 mm wide and closures of the same width rotating with a very high speed in a
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vacuum enclosure. A flat mirror as in the setup of Fizeau can be fixed at different lengths from the disc and can be turned
around its vertical axis at small angles so that the ray passed near the left border of a window be reflected close to the right
border of the same window to hit a sensor on the other side of the disc. The stand is tuned so that at rest, with the disc
parallel with the mirror, the ray of light passing through a window hits the sensor at full intensity. Now, if the disc starts
rotating at a low speed, the sensor registers the light at almost full intensity. If the speed is increased, the registered intensity
of light is decreased. If the speed required to obtain a full eclipse is too high, themirror can be turned around its vertical axis,
to obtain full eclipse at a reasonable speed. In the same notations as used in Fizeau’s experiment described above, the total
time the light travels to the mirror and back is T∗ = 2L/c + τ, where τ is the time delay due to reflection. During this time,
the disk turns at the angle1ϕ = ωT∗ = (2L/c+ τ)ωwhich corresponds to a linear element1l = 1ϕRwhere R is the radius
from the center of the disc to the line of light. However, if the mirror is not parallel with the disc but turned at a small angle
α against the rotation of the disc, this element will be increased by L tan 2α ∼= 2αL so that the total deflection of light with
respect to the window in the disc during the time T∗ will be l = 1l+2αL = 1ϕR+2αL = ωT∗R+2αL = (2L/c+ τ)ωR+2αL.
The condition of the first total eclipse (with k = 1 above) is l = 2piR/2n, yielding for fixed n, R,ω > 0:
(2L/c+ τ)ωR+ 2αL = piR/n, 2Lc−1 + τ = pi/nω− 2αL/ωR := G(ω,α, L). (5)
Making two experiments with different L1, L2, we get from (5) a linear system with respect to c−1, τ with determinant
1 = 2(L1 − L2) 6= 0 which implies
c−1 = (G1 − G2)/1, τ = 2(L1G2 − L2G1)/1, Gi = G(ωi,αi, Li), i = 1, 2. (6)
Note that relation (6) is valid only at the occurrence of the first total eclipse, yielding the criterion: the time of light reflection
τ = 0 if and only if L1G2 = L2G1, that is
L1ω1/L2ω2 = (piR− 2nα1L1)/(piR− 2nα2L2), L1 6= L2, (7)
which allows us to verify if indeed τ = 0 as was tacitly assumed in past experiments with the speed of light, or to compute
it by (6), if τ > 0, together with the corrected value of the speed of light c.
Check 1. If α1 = α2 = 0, then τ = 0 iff L1ω1 = L2ω2 > 0.
Check 2. If ω1 = ω2 > 0, then τ = 0 iff α2 − α1 = piR(L1 − L2)/2nL1L2, (8)
and if L1 > L2 then α2 > α1; also if α1 = 0, then α2 = piR(L1− L2)/2nL1L2, fromwhich we can determine the order of α2 with
L1 = 22910 m and L2 = 10310 m, distances employed by Cornu [17], and n = 720, R = 22.9 cm = 0.23 m as in the stand of
Fizeau [13]. The result is α2 = 2.6767× 10−8 (rad) = 1.5336× 10−6 (grad) = 5.52× 10−3 (s).
It is interesting that if distances L1, L2 are decreased by 1000, then α2 is increased by 1000, yielding α2 = 5.52′′ (s) for
L1 = 22.91 m and L2 = 10.31 m. This allows experimentation in a room with more accurate angles for non-parallel mirror
positions.
Assuming τ > 0, the relative order of c−1, τ in comparable units is
c−1/τ = (G1 − G2)/2(L1G2 − L2G1)
= [piR(ω2 − ω1)+ 2n(α2ω1L2 − α1ω2L1)]/2[piR(ω1L1 − ω2L2)+ 2n(α1ω2 − α2ω1)L1L2]. (9)
If we take ω1 = ω2,α2 > α1 = 0, then formula (9) is simplified:
c−1/τ = nα2L2/[piR(L1 − L2)− 2nα2L1L2]. (10)
Now, using the above data of Fizeau [13] and Cornu [17], we have: L1 = 22910 m, L2 = 10310 m, R = 0.23 m,
n = 720,α2 = 2.6767 × 10−8 (rad), yielding c−1/τ = 4.1053 m−1 ∼= 4000 km−1. It means that if c ∼= 300 000 km/s,
then τ = (4000c)−1 = 8.333× 10−10 (s), in accordance with the estimate implied by (4) with L = 10 km, see above.
Despite a small estimated value of τ (if positive), the confirmation that τ > 0 is of fundamental importance since it would
mean the non-existence of instantaneous changes and non-simultaneity of certain events now believed to be simultaneous.
The author has no means to build the stand and perform the above experiment, and would be pleased if other physicists
could get interested in the method that takes into account the time of reflection and excludes imprecisions of a clock and
the time delay due to information transmittal.
6. Representations of Newton’s second law of motion
The time delay due to finite speed of information transmittal and another possible delay due to the time of mirror
reflection are examples of micro-effects, negligible in most situations of everyday life but prone to present major problems
in cases when we are dealing with small particles moving at high velocities, or studying objects distant from Earth. In this
section, we consider another point related to time that would allow us to remove unnecessary restrictions actually imposed
on forces by the representations routinely used for Newton’s second law ofmotion in classicalmechanics and control theory.
The second law of Newton states: “Law II. The change of motion is proportional to the motive force impressed and is
made in the direction of the right line in which that force is impressed” [35], see also [36, p. 259]. In high school textbooks,
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this law is written in the form: ma = F where m means a constant mass, a — the acceleration, and F is “the motive force
impressed” or simply “a force”, a self-explanatory notion known from life experience. In university textbooks, the Law II is
specified in more exact terms:
mx′′ = F(t, x(t), v(t)), v(t) = x′(t), x′′(t) = v′(t) = a(t), x(0) = x0, v(0) = v0, t ≥ 0, (11)
which define a particular motion starting at x0, v0, with velocity v(t) defined as time derivative
v(t) = x′(t) = dx/dt = lim[x(t +1t)− x(t)]/1t as1t → 0, 1t > 0. (12)
Widely used representations (11) and (12) impose heavy restrictions inmechanics and control theory which restrictions are
not necessary and can be removed.
6.1. Generalization for reactive forces by Buquoy [37]
When m = const, the first formula in (11) can be written as follows:
mx′′ = mv′(t) = mdv/dt = d(mv)/dt = F(t, x(t), v(t)), t ≥ 0. (13)
The last equality in (13) can be written in a more general form:
d(mv) = mdv+ vdm = F(t, x(t), v(t))dt, t ≥ 0, dt > 0, (14)
where differentials can be viewed as small increments, this leading to the well known interpretation: “the change of
momentum, d(mv), equals the impulse of force (or simply impulse), Fdt”. If m = const, then dm = 0, and (14) coincides
with (11) as dt → 0. If the mass m = m(t) 6= const, then (14) accounts for the changing mass of a moving body when
dm, moving with the same velocity v(t), separates from the body. However, if elementary mass dm is ejected from the body
(e.g., as burnt fuel) with a different velocity w(t) 6= v(t), it will impress an additional force upon the body which force must
be proportional to the additional “change of motion” (see Newton’s second law cited above), i.e., to the additional change
of momentum which is itself proportional to the relative velocity v − w with which dm is ejected from the body. Thus, the
quantity vdm shown in (14) should be replaced by the quantity (v− w)dm yielding the equation
mdv+ (v− w)dm = F(t, x(t), v(t))dt, t ∈ [0, T), (15)
where velocities v and w are absolute velocities of the body and the ejected mass dm respectively, in a coordinate frame at
rest in which the motion of a body is considered. The reader can see the change in the force impressed on the body by the
mass dm being ejected, if (15) is rewritten in the form which corresponds to the form in (11) and (13)
mdv = F(t, x(t), v(t))dt + (w− v)dm, t ∈ [0, T). (16)
Here the change inmomentum of a body is on the left, and all impulses are on the right of the equation. Now, ifm is constant
(dm = 0) or is being separated from the body without ejection (w = v, dm < 0), then the force is not changing, only the
massm(t) of the body is decreasing and acceleration increasing since the same force is acting on the decreasing mass of the
body. In this case, the last term at right is zero, and (16) coincides with (11). However, in a spacecraft with jet engine, the
burnt fuel mass is ejected, dm < 0, with velocity w different from the velocity v of the spacecraft. To explain the action of
ejectedmass dm in (16), we assume, for simplicity, thatw, v are collinear vectors. If the burnt fuelmass is ejected in the same
direction in which the spacecraft moves, so that w > v, then the additional reactive force exerts a braking effect upon the
spacecraft since (w− v)dm < 0. If it is ejected in the opposite direction, so that w− v < 0, then an additional reactive force
accelerates the motion since (w− v)dm > 0. However, the entries in (11)–(16) can be considered as 3D vectors (except time
t, dt andmassm, dmwhich are scalars), so that turning the funnel ejecting the burnt fuel mass allows one to also control the
direction of motion. The term (w− v)dm added to the nominal impulse F(.)dt in (16) represents, in fact, the control impulse
u(t)dt in the resulting total impulse F∗(.)dt = [F(.)+ u(t)]dt, yielding the equation of controlled motion:
m(t)dv/dt = F∗(.) = F(t, x(t), v(t))+ u(t), u(t) = [w(t)− v(t)]dm/dt, t ∈ [0, T). (17)
Burnt fuel generates not only the reactive force of ejected mass but also a direct active force of heated gas pressure
which is considered a part of F(.) in (15)–(17), but can be studied as separate action, see Space Shuttle example, Section 7.
It is worth noting that Eq. (17), quite different from Eqs. (11)–(14), can be included in the original statement of Newton’s
Law II since it is not specified what “the motive force impressed” actually is. This emphasizes the importance of particular
symbolic representations.
Eqs. (15) and (16) represent a fundamental generalization of the classical equations of motion (11)–(14), which is very
important for applications (as we know today). However, when published in 1815, see [37], this generalization was not
properly recognized, and not entered in textbooks, andwas thus quickly forgotten. So it was rediscovered by I. Mestschersky
in 1897, see [38] where many special cases are also studied. Then in 1928, the equation d(mv)/dt = F, cf. the right equality
in (13), was independently derived by T. Levi-Civita [39], representing the case w = 0, that corresponds to the motion of
a body with variable mass being ejected with relative velocity w∗ = w − v = −v, thus, excluding the control of motion by
means of ejected burnt fuel mass.
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6.2. Time orientation and causality
In the literature, velocity v(t) on which the motive force F(.) in (11) may depend is defined as right derivative through
the limit in (12). However, at the moment t of actual motion, the value v(t +1t) does not exist for any1t > 0. This means
that the limit in (12) also does not exist, so that Eq. (11) refers, in fact, to some prospective values of v(t) in future, being thus
non-causal. The reader may object: well, then what is shown on the speedometer of a car? Yes, the velocity is shown which
is actually measured as left time derivative v(t) = lim[v(t)− v(t−1t)]/1t,1t → 0,1t > 0, not right derivative as written
in (12). This reflects the positive orientation of time: suppose that x(t) in (11) is a distance of the moving mass m from the
origin if the motion has started at time t = 0 with initial conditions indicated in (11). If we consider a moment t∗ > 0 with
the past history of motion registered in a measuring device or in a computer over the segment [0, t∗], then over the interval
(0, t∗) there exist both right and left derivatives; at the moment t = 0, there exists only the right derivative; at t = t∗
there exists only the left derivative, and over the future interval (t∗, T), T ≤ ∞, there is no motion yet, thus, no derivatives
exist, and the same on the interval (−∞, 0)when there was no motion at all. This concerns all natural processes (physical,
biological, etc.) developing in time: right time derivatives may exist only in the registered past history of a process. Of
course, right derivatives at the current moment, as well as future situations and/or decisions (called rational expectations),
can be postulated (imagined as desired) and taken into account, which is routinely done in economy and finance; but in
engineering and technology it may be improper and needless to do so. In natural sciences, there is another way to include
current accelerations and other higher order time derivatives into process equations, thereby retaining their causality.
In motion, the effects of time orientation and time uncertainty are quite different. Indeed, velocity v(t) as the left
derivative continuously measured by speedometer in a car appears on driver’s panel with a delay δ > 0 due to a finite speed
of information transmittal. Hence, at the moment t = t∗, a driver sees the velocity v(t∗ − δ), not the actual velocity v(t∗).
However, in the Eq. (11) of themotion, the force F(.) is impressed (not measured by a device, but felt as are, e.g., gravitational
or resistance forces), thus, at a moment t∗, we have the force F(t∗, x(t∗), v(t∗)) acting without delay if there is no information
transmittal for the values x(t), v(t), in which case time-uncertainty is not implicated in the motion governed by the laws of
mechanics such as Law II above. In contrast, if the control u(.) in (17) depends on certain parameters which aremeasured on
the trajectory and transmitted into the power train of the motion, then u(t− δ) actually depends on δ > 0, at each moment
t > 0, through those measured parameters.
6.3. Generalization for controls with higher order derivatives
Consider the specification of Newton’s Law II presented by Eq. (11) which can be found in all books on mechanics and
related subjects. Distinctive feature of this equation is that “the motive force impressed” F(.) is defined for the moment
t and depends only on t and/or x(t) and/or v(t). In some textbooks, it is explained that force F(.) does not depend on
acceleration a(t) = x′′(t), since if it did, we would have the equationmx′′ = F(t, x, v, x′′)which, if solved for x′′, would render
x′′ = F∗(t, x, v,m), hence, the right-hand side F(.) would not be “the motive force impressed” in the sense of Newton’s Law
II, but rather it would be F∗(t, x, v,m)which does not depend on x′′(t) again. What would happen if F(.) = F(t, x, v, x′′, x′′′) is
not even mentioned since it is taken as an obvious blunder.
However, equations ofmotionwith variablemass contain controls:w in (15) and (16), or u(t) in (17), and it is not clearwhy
w and u(t)must not depend on acceleration x′′(t) and its rate of change x′′′(t). In fact, they can, and the so called acceleration
assisted control is widely used in practice for soft regulation, despite its contradiction with (11)–(14). Indeed, consider the
following railway construction principle. If to change direction of motion, a perfect circular arc is joined to a right line
segment of a railway, then at the connection point the train will receive a hard impact of centripetal force, and the trainmay
derail if its speed is high enough. If a person is standing on the platform of a coach with a door open, he will be thrown out
of the train by centrifugal force. To avoid such eventualities, the railway connection must be designed as a cubic or higher
degree curve in order to soften the turn and eliminate hard impacts by means of a correct profile of the railway. Obviously,
the same concerns the profile of a highway. Whatever the actual profile of a road, experienced drivers always soften a turn
by crossing lanes while continuously turning the steeringwheel (this cannot be done by a train because of the rails onwhich
it runs). Withmanual control, the pilot of an aircraft or spacecraft does the same bymaking a turn along some higher degree
curve following his personal feeling of the centrifugal force that appears during the turn. As a matter of fact, in allmanually
controlled vehicles, a turn is being done by a control u(.)which is called, in theory, “open loop control u(t)”, being, in reality,
a feedback control u(t, x(t), x′′(t), x′′′(t)) depending on the actual acceleration x′′(t) and its rate of change x′′′(t) felt by the
pilot, and, maybe, on higher order derivatives if they are felt by a human being (an open question for medicine). In manually
controlled aircraft, the pilot always employs a feedback control of the form u(t − δ, x(t − δ), x′′(t − δ), x′′′(t − δ)) which
depends on time t (with delay δ > 0 due to a finite speed of information transmittal in human senses) and distance x(t), if it
is seen during landing, but does not depend on v since constant velocity is not felt by a human being nor by instruments on
board, according to the postulate of physical equivalence of all inertial systems [1,48]. Dependence on velocity v(t)means,
in fact, dependence on acceleration dv/dt which accompanies a varying velocity v(t). A manual control u(.)always depends
on acceleration x′′(t − δ) and its rate of change x′′′(t − δ), no matter that they are theoretically excluded by a choice of
representation in the equations of motion (11) and (17). Therefore, it is important to extend real life situations in manual
control onto automatic control systemsby removing the existing restrictionwith a newchoice of representation forNewton’s
Law II, which would allow higher order time derivatives in the right-hand side of (11) and (13)–(17).
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Consider Eq. (17) where w and/or dm/dt, thus u(t), may depend on acceleration and higher order derivatives. Dividing
(17) by m(t) > 0 and using the left time derivatives at the right-hand side for t > 0, we can write the causal representation
of the general equation of motion in the form [40,41]:
x′′ = dv/dt = [F(t, x(t), v(t))+ u(t)]/m(t) = F∗(t, x, x′−, x′′−, . . . , x(k)−), x(0) = x0, x′−(0) = v0, (18)
where superscript (−) indicates the left time derivative of corresponding variable which is written in normal script for better
visibility. The only right time derivative is x′′ = dv/dt, at left in (18) due to forward propagation of motion. It is clear that
F∗(.) at right in (18) is well defined for all t > 0. The highest order k ≥ 2 in (18) depends on the control u(t) employed.
For simplicity, the time-uncertainty is omitted from further considerations as well as m(t)which is not shown explicitly as
a variable of F∗(. . .) in Eq. (18). For a natural phenomenon with resistance in F∗(. . .) depending on acceleration of a solid
falling into a viscous liquid, see [40, p. 181] and [41, p. 34]. For an application to acceleration assisted hovercraft control,
see [40, pp. 179–180] and [41, pp. 39–41].
Remark 6.1. Forces containing higher order derivatives can appear in equations of motion not only through controls. Such
forces depending on accelerations have been considered by Sir Horace Lamb in equations of motion of a solid in an ideal
liquid, see [42, p. 168, Section 124, Eqs. (1)] with reference to Kirchhoff and SirW. Thomson (1871), where forces of the fluid
pressure linearly depended on the acceleration of the solid itself, see [42, p. 168, Eq. (2); p. 169, Eq. (3)]. Such forces usually
can be taken into account by the introduction of adjoint masses, see example given in [42, p. 190, Section 137, Eq. (2)] with
reference to Thomson and Tait [43, Art. 321]. The author is grateful to V.V. Rumyantsev for these references. 
The causal equation (18) can be solved by standard methods of ordinary differential equations, for which we need the
following
Lemma 6.1 ([40,41]). If a function x(t) is defined on an open interval (a, b) and has continuous left derivative on (a, b), then x(t)
is continuously differentiable on (a, b).
Proof. By hypothesis, for every t ∈ (a, b) there is a limit
x′−(t) = lim
1t→+0
[x(t)− x(t −1t)]/1t, t −1t ∈ (a, b), (19)
which, as a function of t, is continuous on (a, b), that is
lim
t→t0
x′−(t) = x′−(t0), t0 ∈ (a, b). (20)
Let t −1t = t0, then (19) can be rewritten as follows, yielding the right derivative at t0:
lim
1t→+0
[x(t0 +1t)− x(t0)]/1t = x′+(t0) ≡ x′(t0), t0 +1t = t ∈ (a, b). (21)
Since by construction,
[x(t)− x(t −1t)]/1t ≡ [x(t0 +1t)− x(t0)]/1t, ∀t ∈ (a, b), ∀t0 = t −1t ∈ (a, b), (22)
so, from (19), (21) and (22), we have x′−(t) = x′+(t0) ≡ x′(t0), which, due to (20), implies
x′−(t0) = x′+(t0) ≡ x′(t0), (23)
as1t →+0, t → t0 for every t0 ∈ (a, b). 
Remark 6.2. Left and right derivatives considered above are special cases of Dini derivatives and the Lemma, in a more
general setting, corresponds to the Denjoy–Young–Saks Theorem [44] where only finiteness of a one-sided derivative is
required for every t ∈ (a, b), implying differentiability of x(t) almost everywhere in (a, b). 
Remark 6.3. As follows from (22)with t = (t0+1t)→ t0+0, as1t →+0, left derivatives in (18) can be regarded as delayed
right derivatives: x(k)−(t) ≡ x(k)+(t0) = lim x(k)+(t−1t), as1t →+0. This, however, leads to theoretical complications and
may result in the loss of stability which might not be the case for the original Eq. (18), see Section 7. For these reasons, we
do not use such representations.
6.4. Consistency condition and existence of solutions
The continuity of motion x(t), v(t) = x’(t) does not imply that the right-hand side of (18) is continuous. However, in this
research we are concerned with the existence and mechanical properties of motions affected by higher order derivatives in
the right-hand side. With this issue in mind and in order to get clear of other issues and complications caused by possible
discontinuities [45], we assume henceforth that the function F∗(. . .) in (18) and all its entries including all higher order
derivatives are continuous on [0, T), T ≤ ∞. In this case, Eq. (18) is mathematically identical, by the Lemma, to the similar
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equation with all right derivatives, and we assume, for the same reasons, that this equation with all right derivatives has no
singular solutions, is solvable for the highest derivative, and in its normal form
x(k)(t) = ϕ(t, x, x′, . . . , x(k−1)), t ∈ [0, T), k ≥ 2 (24)
the function ϕ(.) of (24) satisfies the standard conditions that guarantee the existence, uniqueness and extendibility of
solutions over the entire interval [0, T). Under these regularity conditions, there is a unique solution of (24) which depends
on the initial data
x(0) = x0, x′(0) = v0, x′′(0) = p2, . . . , x(k−1)(0) = pk−1, (25)
where x0, v0 are given and the values p2, . . . , pk−1 can be considered as control parameters. Since derivatives in F∗(.) of (18)
are, in fact, left derivatives, one has to assign initial values for p2 and pk = x(k)(0) in such a way that (18) and (24) hold for
t = 0:
p2 = F∗(0, x0, v0, p2, . . . , pk−1, pk), pk = x(k)(0), k ≥ 2, (26)
which we call the consistency condition. If k = 2 and x′′−(t) actually enters F∗(.), then there are no free control parameters,
due to (26), and the same if F∗(.) does not contain higher order derivatives which renders the usual 2nd order equation with
two initial conditions in (18). If k > 2, then there are exactly k−2 free control parameters in (25) plus two initial conditions
x0, v0 for the total of k initial conditions as required by the theory of ODEs. For example, if k = 3, then from (26) we compute
p2 = h(x0, v0, p3), and in (25) we obtain pk−1 = x′′(0) = p2 = h(x0, v0, p3), as required, whereby p2 is the initial condition for
(24) depending on a free parameter p3 which defines also initial data x′′−(0) = p2 = h(x0, v0, p3) and x′′′−(0) = p3 in (18). If
F∗(. . .) of (18) is linear in higher order derivatives, k ≥ 2, the calculations are simple, see Section 6.5.2 and other examples
in [40,41].
6.5. Effective forces and the parallelogram law
Eq. (24) with initial data (25) and consistency condition (26) has a unique solution in the form
x(t) = ξ(t, t0, x0, v0, p2, . . . , pk−1), t ∈ [t0, T), t0 ≥ 0, T ≤ ∞, (27)
x(t0) = ξ(t0, .) = x0, dx(t0)/dt = dξ(t0, .)/dt = v0.
Second derivative of this solution defines the function
f (t, t0, x0, v0, p2, . . . , pk−1) = d2ξ/dt2 = x′′(t), t ∈ [t0, T). (28)
With this function, we can write the equation of motion (18) in the usual form of Newton’s second law as x′′ = f (t, . . .). For
this reason, we call f (t, . . .) the effective force.
Consider (18) as a vector equation. At the initial moment t = t0, the vector F∗(t0, .) of (18) defines the vector F0 =
F∗(t0, x0, v0, p2, . . . , pk) due to (25) and (26). If the solution (27) is known, then the vector
F∗(t, .) = F∗(t, ξ, ξ′, . . . , ξ(k)) = x′′(t) = f (t, t0, x0, v0, p2, . . . , pk−1), t ∈ [t0, T) (29)
is also specified and equal to the effective force f (t, . . .) for each t ∈ [t0, T).
6.5.1. Fields of effective forces
Imagine that Eq. (18) is integrated for all possible initial data in (25) and (26). Then we have all possible solutions (27)
which create a field of effective forces f (t, . . .), see (28) and (29), identical to the field F∗(t, x, x′−, x′′−, . . . , x(k)−) in (18) with
respect to its action on a moving body m(t) in (16)–(18). The field f (t, . . .) does not depend on higher order derivatives
implying that over this field of effective forces Newton’s second law has the same form as described by Newton [35] and
symbolically specified in (15) and (16). This means that effective force (28) and (29) embodies “the motive force impressed”
mentioned by Newton in his Law II. The original feedback relation (18) represents a force in the sense of Newton only
on curves of (27), that is, for such higher order derivatives of x(t) that correspond to parametric Eq. (27). Outside those
curves, i.e., with unrelated x, x′−, x′′−, . . . , x(k)− considered as free or partially free parameters, Eq. (18) does not represent
any mechanical motion at all.
This observation means that the inclusion of left higher order derivatives in the right-hand side of (18), i.e., application
of controls with higher order derivatives (which aremeasured or computed derivatives, thus, automatically left derivatives),
does not violate any of Newton’s laws, if we consider the trajectories defined by (25)–(28). With higher order derivatives,
relation (18), due to Lemma 6.1 and assumed solvability of (18) with respect to its higher order derivative, introduces a field
of effective forces f (t, . . .) over which a body moves along the curves (27) as if acted upon by genuine Newtonian forces.
Therefore, the application of the parallelogram law (Corollary I in [35], also called Law IV of Newton) to the right-hand side of
(18)with respect to the vector F∗(.) is incorrect, as indicated in [46]; this is understandable since that right-hand side F∗(.) is,
in general for k > 1, not a force in the sense of Newton, but a feedback liaison of higher order defining certainmotion in space
for which the vector F∗(t, x, x′−, . . . , x(k)−) of (18) does not define an acceleration, but the vector f (t, . . .) = d2ξ/dt2 = x′′(t)
defines it.
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Fields of effective forces exist also if Eq. (18) contains terms with natural time delays due to a finite speed of information
transmittal. Effective forces are recovered after the integration of Eq. (18) and act along its solutions obtained with
consideration of time delays if they are known. If these delays are bounded but not exactly known, then corresponding
bands can be evaluated within which the real trajectories are located with effective forces acting along those trajectories. A
method of integration in this general case is demonstrated in Section 8.3, Example, Case 3.
6.5.2. Verification of the parallelogram law for effective forces in linear systems
Consider the motion of a mass m = const > 0 in a plane x10x2 defined by differential equations in the form (18) with
initial conditions xi(0) = 0, x′i(0) = 0, i = 1, 2:
mx′′1 = a1 + u1(t) = a1 − b1x′′−1 − c1x′′−2 = F1, t ≥ 0, (30)
mx′′2 = a2 + u2(t) = a2 − b2x′′−1 − c2x′′−2 = F2, t ≥ 0, (31)
where ai, bi, ci are constants. Equating left and right derivatives, we can write the system in the form
(m+ b1)x′′1 + c1x′′2 = a1, t > 0, (32)
b2x
′′
1 + (m+ c2)x′′2 = a2, t > 0. (33)
Setting t = 0 in (30) and (31) defines the values ui(0) and the consistency condition p2i = x′′−i (0), i = 1, 2, of (26) which
can be determined from (32) and (33) assuming that its principal determinant is nonzero. Determinants are:
D = (m+ b1)(m+ c2)− b2c1 6= 0, D1 = a1(m+ c2)− a2c1, D2 = (m+ b1)a2 − b2a1,
so we have x′′1 = D1/D, x′′2 = D2/D, and with zero initial data, the solutions are:
x1(t) = t2D1/2D, x2(t) = t2D2/2D, t ≥ 0, (34)
yielding a straight line trajectory in the plane x10x2with the angle
tan θ = x′′2(t)/x′′1(t) = D2 / D1 = const, if D1 6= 0, or (35)
tan θ = x′′1(t)/x′′2(t) = D1/D2 = const, if D2 6= 0.
According to Newton’s second law, this line should be the line of “the motive force impressed”. If we considered the
right-hand sides F1, F2 of (30) and (31) as components of the motive force F(t) = (F1, F2) before integration, then F(t) would
be undefined for t > 0, since accelerations in the left-hand sides of (30), (31) are yet unknown. If we considered right-hand
sides of the transformed system (32), (33) as components of the force, then its direction would be tanβ = a2/a1 6= tan θ, or
tanβ = a1/a2 6= tan θ, so it is not “themotive force impressed” in the sense of Newton’s second law. However, if we consider
F1, F2 in (30) and (31) as components of the effective force f (t, .), after the integration of Eqs. (30) and (31), then we have,
due to (34) substituted in (30) and (31):
F1 = a1 − b1x′′−1 − c1x′′−2 = a1 − b1D1/D− c1D2/D = mD1/D = const,
F2 = a2 − b2x′′−1 − c2x′′−2 = a2 − b2D1/D− c2D2/D = mD2/D = const,
yielding “the direction of the right line in which that force is impressed” (Law II):
tanβ = F2/F1 = (a2 − b2D1/D− c2D2/D)/(a1 − b1D1/D− c1D2/D) = D2/D1 = tan θ,
identical to the line in (35) of the “change of motion” (Law II) according to (34), in full compliance with Newton’s second
law of motion. This demonstrates that effective forces obey the parallelogram law. Clearly, the same is valid under any
initial conditions since they are eliminated by derivation of variables in (34). It also shows that consistency condition (26)
is essential since otherwise u(0)would be undefined and the motion in (30) and (31) could not start.
7. Space shuttle example
The ascending vertical motion of a rocket with the axis 0x directed straight up was considered by Mestschersky in 1897
and described by the equation [38, p. 114, Eq. (1)]:
mx′′(t) = −mg + σ(p∗ − px)− m′(t)w∗ − R(x′(t)). (36)
Here m(t) is the variable mass of the rocket, x(t) is its vertical coordinate (height) and g = 9.8 m/s2 is gravitational
acceleration; σ is the area of the funnel opening that ejects burnt gases, p∗ is the pressure of ejected gases, px is the air
pressure at the height x(t); m′(t) < 0 is the rate of change of mass of the rocket due to combustion, and w∗ = v − w is
“geometric difference between velocities of separating mass and the body directed straight down” [38, pp. 113–114], where w is
the absolute velocity of “separating mass” (gases) and v(t) = x′(t) is absolute velocity of the rocket; R(x′(t)) is resistance of
the air.
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A solution of Eq. (36) is given in [38, pp. 114–115], assuming resistance of the air R(x′) = R(v) = a + bv, uniform
combustion m = m0(1 − αt) ≥ m∗ > 0, α > 0 over some time 0 ≤ t ≤ T = (1 − m∗/m0)/α where m0,m∗ are initial
and final mass of a rocket, and the constancy of parameters: w∗ = const and p = σ(p∗ − px) = const. At higher velocities
of a rocket, air resistance is quadratic, R(x′) = R(v) = av2. With a finite volume of fuel in a spacecraft, Eq. (36) as well as
(15)–(17) are valid over finite periods of time when combustion takes place, and over periods of free flight one has to set
m′(t) ≡ 0, p = 0 in (37) returning to Newton’s equation (11) or its generalization (18) withm = const. Many other examples
of motion with variable mass are presented in [38].
Our primary goal is to investigate the influence of time-uncertainty on the equation ofmotion, sowe adopt, for simplicity,
the assumptions of Mestschersky, except for air resistance which we take in the form R(x′) = R(v) = av2. With the notation
x′(t) = v(t), this renders a differential equation of the first order (Riccati equation) for v(t):
m(t)v′(t) = −m(t)g + p− m′(t)w∗ − av2, 0 ≤ t ≤ T. (37)
Clearly, the same equation governs the launch of a space shuttle, but with a difference. A rocket is launched like a bullet,
but a shuttle ascends slowly which can be seen on T.V. showing a shuttle launch. This is due not only to a greater weight
of a shuttle, but mainly to the presence of humans in it. Indeed, the health of a human being requires certain gravitational
conditions with total acceleration v′(t) + g in the range [kg, ng], where the numbers 0 ≤ k ≤ 1, 1 ≤ n ≤ n∗ < 9 depend on
personal health and flight duration, and are determined by medical considerations since v′(t) + g > n∗g or |v′(t) + g| < kg
for a long time may cause sickness and incapacity of a person in the shuttle.
This means that m′(t), if used to control a dangerous gravitational load on people in the shuttle, must depend on
acceleration v′(t). Suppose that m′(t) = −b + qv′, where b, q are positive constants. With small q, we have m′(t) < 0, thus
dm < 0, due to combustion, so that qv′ > 0 acts as regulator and moderates the thrust in order to prevent too high an
acceleration. Substituting the feedback m′(t) = −b+ qv′ into (37) and assembling the terms that do not depend on v(t), we
obtain the equation with control parameter q:
m(t)v′(t) = h(t)− qw∗v′(t)− av2(t), h(t) = −m(t)g + p+ bw∗. (38)
However, the feedback qw∗v′(t) in (38) depends on measured acceleration which carries a small time delay δ > 0, yielding
the equation
m(t)v′(t) = h(t)− qw∗v′(t − δ)− av2(t). (39)
This is not an ordinary delay differential equation, DDE, since delay affects the highest order derivative, and there is no theory
yet for such equations. An attempt to formally expand v′(t − δ) into a Taylor series taking the first two terms in it to obtain
a normal ODE, yields an equation with a small parameter at the highest derivative, and the method fails. Indeed, we have
v′(t− δ) = v′(t)− v′′(t)δ+ v′′′(t)δ2 − · · ·, rapidly converging for small δ if all derivatives are uniformly bounded. Putting the
first two terms into (39) for v′(t − δ), we get the equation
qw∗v′′(t)δ = m(t)v′(t)− h(t)+ qw∗v′(t)+ av2(t), (40)
whichmay be extremely unstable. Indeed, assuming that the length of information transmittal is 1 mm and its speed equals
the speed of light, we have δ ∼= 10−11, see Section 2, so that the rate of change in acceleration v′′(t) = dv′/dt ∼= 1011[. . .], the
bracket standing for the right-hand side of (40) divided by qw∗, which, if nonzero, would cause the acceleration to explode.
To illustrate this effect, consider an example obtained from (39) by setting m(t) ≡ 1, h(t) ≡ 2, qw∗ = 1, a = 0, yielding an
equation similar to (39) but much simpler:
v′(t) = 2− v′(t − δ), v(0) = v0. (41)
If δ = 0, then v′(t) = 1 and the solution is v(t) = v0 + t. If δ 6= 0 small, then, using the first two terms of the Taylor series
above, we obtain the equation v′ = 2 − v′ + δv′′, that is, δv′′ − 2v′ + 2 = 0. For this equation of the second order, we have
to add one more initial condition, and to comply with (41) for δ = 0, t = 0, we should set v′(0) = 1. Characteristic equation
is δr2 − 2r + 2 = 0, with roots r1,2 = [1 ± (1 − 2δ)0.5]/δ. For small δ ∼= 10−11, we have (1 − 2δ)0.5 = 1 − δ + δ2 − . . .,
yielding r1 = (2− δ)/δ ∼= 2/δ, r2 = (δ− δ2)/δ = 1− δ ∼= 1, and the general solution is v(t) = a exp(2t/δ)+ bet . Using initial
conditions v(0) = a+ b = v0, v′(0) = 2a/δ+ b = 1, we get a = δ(1− v0)/(2− δ) ∼= δ(1− v0)/2, b = (2v0 − δ)/(2− δ) ∼= v0
so that v(t) ∼= 0.5δ(1 − v0) exp(2t/δ) + v0et → ∞, and very fast for δ ∼= 10−11 if v0 6= 1. Hence, we have to get rid of the
delay in (39). One way is to set δ = 0, which renders one and the same equation in (38)–(40) with acceleration assisted
control whose action provides a smoothing effect on a flight with a seemingly increased mass of the shuttle corresponding
to actually decreased acceleration, with lesser gravitational load on the people in the shuttle. There is another approach to
account for time delays, see Section 8.3, the physical pendulum example, Case 3.
8. Geometry and time in classical mechanics
Consider differential systems of Newtonian mechanics in relation to time-uncertainty and time orientation to
demonstrate interesting implications due to natural time effects. First, we reproduce somewell known concepts of analytical
mechanics [47,48], ignoring time-uncertainty and equating left and right time derivatives, thus, considering only geometry
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of Newtonianmotion as presented in classical theory. Then, the influence of natural phenomena related to time is discussed
to take into account some problems of control, and the possibility of appearance of higher order time derivatives at the
right-hand sides of equations of motion.
Newtonian equations of motion for a constrained mechanical system of N point-wise masses are written in the form:
mix
′′
i = Fi(t, x, v)+ Ri(t, x, v), i = 1, . . . ,N; x′′ = v′ = d2x/dt2, v = dx/dt, t ≥ 0, x ∈ R3N, (42)
where mi are constant masses, Fi are active forces and Ri reactions of constraints acting on masses mi. The variables xi, vi, x′′i
are state, velocity and acceleration vectors in Cartesian (rectangular) coordinate systems (phase space). Since the mass mi
can be subject to forces acting from other masses, the 3N-vector x composed of N 3D-vectors xi (that denotes coordinates of
masses mi) is included in the forces Fi and Ri together with velocity v. This is a short form to avoid a double index writing
mix′′i = Fi(t, xk, vk)+ Ri(t, xk, vk), cf. (46), where xk means {x1, . . . , xN}with index k not included in subsequent summations.
If Eqs. (42) are divided by masses and reduced to the normal form by writing dvi/dt instead of x′′i with vector equations
dxi/dt = vi added, we obtain 6N dimensional vector equation (42) of the first order whereby Fi can be regarded as controls
(or containing controls). Constraints are assumed ideal which means that the total work of constraint reactions is zero,∑
Riδxi = 0, where δxi are any possible, i.e., allowed by the constraints (virtual, t fixed) displacements. Using this equation
to exclude unknown reactions of constraints yields the general equation of motion (principle of D’Alembert):
N∑
i=1
[mix′′i − Fi(t, x, v)]δxi = 0, (43)
for the N-mass system (42). At rest x′′i ≡ 0, and in this case Eq. (43) renders the criterion (necessary and sufficient condition)
for the equilibrium of active forces Fi (principle of virtual displacements, J. Bernoulli, 1717).
At the time of Newton (1687) [35], and for more than two centuries thereafter, only constant massesmi were considered,
with “the motive force impressed” Fi(.) being known functions of time, coordinates and velocities. It means that trajectories
ofmotionwere considered as fixed geometric curves x(t) known for all t ∈ [0, T). The time twas perceived as absolute, speed
of light as infinite, information transmittal as instantaneous, and reactive forces were irrelevant with the consideration of
constant masses. Since the results of Buquoy (1815) [37] were not properly recognized, thus, unknown for more than a
century, and reactive forces were ignored even after the publications of Mestschersky and Levi-Civita, it is not surprising
that Eqs. (42) and (43) are still written in their maiden form of eighteenth century, excluding reactive forces and control
forces depending on left higher order derivatives.
With the advent of jet propulsion, the forces in (42) and (43) should be replaced by F∗(.) of (17), with variable masses
mi(t), whichwould, of course, alter the classical formulae (42) and (43). As concerns time-uncertainty, in general applications
it can be ignored, considering (42) and (43) as approximations to reality (except for small particles at high velocities). With
the use of acceleration assisted control, there is no problem, if left and right time derivatives are considered identical and
equations ofmotion are resolved for actual accelerations as in (42), requiring nonzero Jacobianwith respect to accelerations.
For controls with left higher order derivatives, Eqs. (42) and (43) are propelled by effective forces generated by expressions
Fi(.) in (42) with ideal reactions Ri(.) excluded by (43). It means that Fi(.) can still be formally written in (43) with higher
order derivatives of v(t) included therein for subsequent integrationwhichwould render the trajectories ofmotion (27), and
identify the actual effective forces (28) and (29) in the system which are to be recognized as “the motive force impressed”
mentioned by Newton in his Law II [35].
8.1. The principle of minimum forcing and totally optimal fields in dynamics
From (43), it follows the least curvature principle of Gauss and Hertz [47, #105, pp. 254–256], also known as theminimum
forcing principle [48, Ch. IV, # 8]. To present it in the form of [47], drop “δxi = 0”, in (43), then takemi out of the bracket, and
square the new bracket yielding
N∑
i=1
mi[x′′i − Fi(t, x, v)/mi]2 = min. (44)
Indeed, taking t as initial moment, we have xi(t + s) = xi(t) + x′i(t)s + 0.5x′′i (t)s2 + · · ·, so for small s we have δxi(t + s) =
0.5δx′′i (t)s2 since initial xi(t), vi(t) are not varied [48]. Putting this into (43) and noting that masses and active forces do not
vary too, we get
N∑
i=1
[mix′′i − Fi(t, x, v)]δ[mix′′i − Fi(t, x, v)]/mi = δ
∑
mi[x′′i − Fi(t, x, v)/mi]2 = 0,
which is equivalent to (44) due to convexity of the square bracket with respect to accelerations, and attains its global
minimum equal zero for a free system when the bracket is zero (the second law of Newton). Another derivation see in [47,
p. 256].
The principle of minimum forcing is valid for any kind of ideal constraints. It relates to any moment t, thus, establishing
a totally optimal (with respect to neighboring arcs) field of trajectories for any constraints and forces which are considered
given and not depending on accelerations and higher order derivatives.
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With the consideration of reactive forces produced by the ejected burnt fuel mass and noting that mi(t), xi(t), vi(t) are
not varied with fixed t, we see that the only modification in (43) and (44) is the replacement of Fi(.) by F∗(.) of (17), thus, the
principle ofminimum forcing stays intact butwith different entries for forces andmasses in (44). However, for reactive forces
or controls with higher order derivatives, F∗(.) of (18), the relation (44) does not hold since δ[mix′′i − Fi(t, x, v, x′′, . . . , x(k))] 6=
miδx′′i .
8.2. Generalization of the Lagrange and Hamilton equations
The general equation of motion (43) excludes reaction forces of ideal constraints, but not the constraints themselves
which are still restricting coordinates and velocities of themotion, nomatter if forces of reaction are excluded. Let us consider
the exclusion of constraints altogether, i.e., elimination of kineto-statical relations of the problem [47].
Analytically, constraints are expressed by several independent equations:
lk(t, xi, vi) = 0, k = 1, . . . , s. (45)
If Eqs. (45) do not contain velocities vi or can be integrated not to contain them, the constraints are called geometric, and
the system (42)–(45) is called holonomic. In this case, from equations lk(t, xi) = 0 one can express certain s coordinates as
functions of 3N− s other coordinates and time t and consider those 3N− s coordinates as independent variables that define
the state of the system at time t. However, it is not binding to take Cartesian coordinates as independent variables. It may
be convenient to express all 3N Cartesian coordinates as functions of n = 3N − s independent parameters q1, . . . , qn and
time t which define the so called configuration space. Substituting thus obtained xi = xi(t, q1, . . . , qn) into (42) and using
(43), a new system of second order equations with respect to independent parameters q1, . . . , qn and time t is derived.
Those parameters (called generalized coordinates) do not have the transparent meaning of Cartesian coordinates, but they
present a differential systemwithout constraints, ofminimal order with respect to independent variables qi(t)which define
all Cartesian (rectangular) coordinates and velocities, thus, the state of original system (42) subject to constraints (45). Using
(43), and noting that elementarywork of active forces δA =∑Nj=1 Fjδxj =∑ni=1 Qiδqi, theminimal order systemof the Lagrange
equations of the second kind is obtained in the form:
d
dt
∂T
∂q′i
− ∂T
∂qi
= Qi, Qi = Qi(t, qk, q′k), T = 0.5
∑
aikq
′
iq
′
k +
∑
aiq
′
i + a0, i = 1, . . . , n. (46)
Here at left stand generalized forces of inertia expressed through kinetic energy T of the system, Qi are generalized active
forces, and sums are taken from 1 to n. It is clear that Lagrange’s equations at left in (46) represent Newton’s second law of
motion (42) in generalized coordinates {qk} with reactions Ri excluded by (43). If constraints are stationary, i.e., (45) does
not depend on t, then a0, ai are zero in (46). Substituting the expression of T in (46) into the Lagrange equations yields
n∑
k=1
aikq
′′
k + (·) = Qi(t, qj, q′j), q′′i = Q∗i (t, qj, q′j), i = 1, . . . , n, (47)
where (·) stands for terms not containing second derivatives, and the second equation is the unique solution of the first one
for q′′i , since determinant det(aik)
n
i,k=1 6= 0. This is known as the explicit form of Lagrange’s equations [47, pp. 39–40] which
define the motion of the system determined by initial values qi(0), q′i(0).
The transformation to independent generalized coordinates in configuration space that excludes geometric constraints
does not depend on the presence of higher order derivatives in (43). For holonomic systems with variable masses,
generalized coordinates qi(t) can be introduced to eliminate the constraints (45) even if forces in (43) depend on higher order
derivatives. It is interesting and important that the equations thus obtained will also be in the form of Lagrange’s equations
but with quite different entries, and the order of those equations will be minimal, by construction, with generalized forces
depending on left higher order derivatives of generalized coordinates.
Indeed, we have according to (15) and (43), after the transformation:
N∑
i=1
{mi[vi(t, q1, . . . , qn)]′ + (vi − wi)m′i − F∗i (t, x, x′−, x′′−, . . . , x(k)−)}δxi(t, q1, . . . , qn) = 0, (48)
where vi(.) = x′i(.), x(r)− = [x(t, q1, . . . , qn)](r)−, r = 0, . . . , k, but δxi(t, q1, . . . , qn) are not arbitrary, due to (45).
However, all xi(t, q1, . . . , qn), x(r)− = [x(t, q1, . . . , qn)](r)−, and δxi(t, q1, . . . , qn) can be expressed through qj, qj, . . . , q(k)−j and
δqj(j = 1, . . . , n) yielding
N∑
i=1
{mi[vi(t, q1, . . . , qn)]′ + (vi − wi)m′i − F∗i (t, q, q′−, q′′−, . . . , q(k)−)}
n∑
j=1
(∂xi/∂qj)δqj = 0,
wherewe retain the same notation F∗i (t, q, . . .) derived from F∗i (t, x, . . .) of (48) after the transformation. Changing the order
of summation, we obtain
n∑
j=1
δqj
N∑
i=1
{miv′i + (vi − wi)m′i − F∗i (t, q, q′−, q′′−, . . . , q(k)−)}(∂xi/∂qj) = 0. (49)
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Since δqj in (49) are arbitrary virtual displacements, we have
N∑
i=1
{miv′i + (vi − wi)m′i − F∗i (t, q, q′−, q′′−, . . . , q(k)−)}(∂xi/∂qj) = 0, j = 1, . . . , n. (50)
Let us call “generalized forces” the expressions:
N∑
i=1
[wim′i + F∗i (t, q, q′−, q′′−, . . . , q(k)−)](∂xi/∂qj) = Q∗j , j = 1, . . . , n, (51)
so that (50) can be rewritten in the form
N∑
i=1
[mi(t)vi(t, q1, . . . , qn)]′(∂xi/∂qj) = Q∗j , j = 1, . . . , n. (52)
The term [mivi]′(∂xi/∂qj) under summation sign in (52) can be transformed as follows:
[mivi]′(∂xi/∂qj) = d[mivi(∂xi/∂qj)]/dt − mivid(∂xi/∂qj)/dt. (53)
Since vi = dxi/dt = ∂xi/∂t +∑(∂xi/∂qj)q′j , so ∂vi/∂q′j = ∂xi/∂qj. Also we have
∂vi/∂qk = ∂2xi/∂t∂qk +
∑
(∂2xi/∂qj∂qk)q
′
j = d(∂xi/∂qk)/dt. (54)
Relations (53) and (54) imply
[mivi]′(∂xi/∂qj) = d[mivi(∂xi/∂qj)]/dt − mivi(∂vi/∂qj)
= d[∂(0.5miv2i )/∂q′j]/dt − ∂(0.5miv2i )/∂qj. (55)
Summing up the expression in (55) to obtain the left-hand side of (52), we get
N∑
i=1
[mivi]′(∂xi/∂qj) = d
[
∂
(
0.5
N∑
i=1
miv
2
i
)/
∂q′j
]/
dt − ∂
(
0.5
N∑
i=1
miv
2
i
)/
∂qj
= d(∂T∗/∂q′j)/dt − ∂T∗/∂qj = Q∗j , T∗ = 0.5
∑
mi(t)v
2
i (t, q1, . . . , qn), j = 1, . . . , n. (56)
Relations at left in (56) have the form of Lagrange’s equations (46), with a difference:
(1) “generalized forces” Q∗j may depend on higher order derivatives of generalized coordinates, q(k)−, thus, the explicit form
(47) of Lagrange’s equations is not preserved;
(2) the function T∗ = 0.5∑mi(t)v2i (.) of (56) corresponds to variablemasseswith the same formula as in the case of constant
masses, but T∗ 6= T(.) of (46);
(3) the function T∗which resembles the expression of kinetic energymaynot represent the real kinetic energy of the system;
to determine the real kinetic energy of the system, one has to equate left and right derivatives in (51) and (56), solve the
higher order system with additional initial conditions to obtain the solution in the form of (27), compute the effective
velocities v∗i , not those vi that appear in (48) to (56), and compute the real (effective) kinetic energy of the system.
Preservation of the formof Lagrange’s equations for holonomic systemswith variablemasses andhigher order derivatives
presents a usefulmethod, allowing one to formally construct the equations ofmotion excluding geometric constraints, solve
the resulting differential system of minimal order with respect to independent generalized coordinates in the configuration
space, then return to natural rectangular coordinates, velocities and accelerations, and evaluate by (28) the effective forces
in the system that represent Newtonian forces [35] in this case. The reader can check that withmi = const and higher order
derivatives absent from (48), Eqs. (56) coincide with the Lagrange equations (46) and (47).
If in the Lagrange equations (46) generalized forces Qi do not depend on generalized velocities, Qi = Qi(t, q1, . . . , qn),
then there exists a potential function P(t, q1, . . . , qn) such that Qi = −∂P/∂qi. Introducing kinetic potential (the Lagrange
function) L = T − P, the system (46) at left can be written in the form:
d
dt
∂L
∂q′i
− ∂L
∂qi
= 0, i = 1, . . . , n. (57)
If active forces in (48) depend on left higher order derivatives, so do also the generalized forces Q∗j (.) in (51), (52) and
(56). In this case, consider the “generalized” potential function P∗(t, q, q′−, q′′−, . . . , q(k)−), if it exists, such that Q∗i (.) of (51)
can be expressed by the formulae, cf. [47, p. 44]:
Q∗i = d(∂P∗/∂q′i)/dt − ∂P∗/∂qi, i = 1, . . . , n. (58)
With Q∗i from (58), the Eqs. (56) can be written in the form (57) if L is substituted by the function L∗ = T∗ − P∗ with T∗ from
(56). Clearly, these new equations are not the second order equations, but the higher order system written in the form of
(57). This form is preserved in mechanical systems with higher order derivatives in active forces, if there exists a potential
function P∗(.)with which Q∗i can be expressed in the form (58).
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Eqs. (57) suggest new coordinates proposed by Hamilton. Denote ∂L/∂q′i = pi (generalized impulses), so that by (57)
dpi/dt = p′i = ∂L/∂qi, and consider new variables p1, . . . , pn which together with old variables q1, . . . , qn constitute the set
of 2n variables of Hamilton. Since ∂2L/∂q′i∂q′k = det(aik)ni,k=1 6= 0, see expression of T in (46), so Jacobian of ∂L/∂q′i is nonzero,
and equations ∂L/∂q′i = pi can be resolved for q′i yielding q′i = ϕi(t, qk, pk), which together with p′i = ∂L/∂qi = θi(t, qk, pk)
present Hamiltonian systems of 2n equations of the first order equivalent to Lagrangian systems of n equations (57) of the
second order, cf. (42) and (47). If the quantity
∑
piq′i−L is expressed as a function of {t, qi, pi} anddenoted byH, then equations
of motion (57) in the Lagrangian form can be represented also inHamiltonian or canonical form as follows [39, pp. 263–264]:
δH = δ
{∑
piq
′
i − L
}
=∑(q′iδpi − p′iδqi), thus, q′i = ∂H/∂pi, p′i = −∂H/∂qi. (59)
If instead of L in (57) and (59), the function L∗ = T∗ − P∗(t, q, q′−, q′′−, . . . , q(k)−), with T∗ from (56) is considered, denote
∂L∗/∂q′i = p∗i (.), so that by (57) with L∗ instead of L we have dp∗i (.)/dt = p∗′i = ∂L∗/∂qi. If the Hessian ∂2L∗/∂q′i∂q′k 6= 0,
then Jacobian ∂L∗/∂q′i is nonzero, and equations ∂L∗/∂q′i = p∗i (.) can be resolved for q′i yielding q′i = ϕi(t, qk, p∗k(.)), which
together with p∗′i = ∂L∗/∂qi = θi(t, qk, p∗k(.)) present generalized Hamiltonian-like systems of 2n equations of higher order
equivalent to generalized systems of n equations (57) with L∗ substituted for L. If the quantity
∑
p∗i (.)q′i − L∗(.) is expressed
as a function of {t, qi, p∗i (.)} and denoted by H∗(.), then we see that canonical form (59) is preserved, with the understanding
that coordinates p∗i (.) contain higher order derivatives on which p∗i (.) and Q∗i of (58) depend, so that new equations
δH∗ = δ
{∑
p∗i (.)q
′
i − L∗(.)
}
=∑(q′iδp∗i − p∗′i δqi), thus,
q′i = ∂H∗/∂p∗i , p∗′i = −∂H∗/∂qi, (60)
present a higher order system from which the effective forces (28) actually acting in the system can be recovered after
integration and passage to Cartesian coordinates.
8.3. Example
Consider a physical pendulumconsisting of a rodOC of length l suspended in a hinge at Owith a heavy disc ofmassM fixed
at its center to the end C of the rod. With such pendulums are equipped free standing clocks that can be seen in furniture
or antique stores. Friction at the hinge is neutralized by a spring or a battery, and the mass of the rod can be ignored. The
moments of inertia of the disc are
IC =
∫ r
o
r2dm =
∫ r
o
2piρr3dr = 0.5Mr2, IO = IC +Ml2 = 0.5M(r2 + 2l2).
The pendulum oscillates in a plane xOywith the axis Ox directed straight down and axis Oy directed to the right. It is required
to derive equations of motion.
Case 1. Classical solution. The system has one degree of freedom, and it is convenient to take the angle ϕ between Ox and
the rod as the generalized coordinate q = ϕ. The coordinates of the center of mass are: xc = l cosϕ, yc = l sinϕ. The acting
force of gravityMg = (X, 0) is directed straight down, so that generalized force Q = X∂xc/∂ϕ = −Mgl sinϕ. Kinetic energy is
T = 0.5IOϕ′2, so that ∂T/∂ϕ′ = IOϕ′, ∂T/∂ϕ = 0, yielding the Lagrange equations (46) and (47) for the case as follows:
IOϕ
′′ = Q = −Mgl sinϕ, ϕ′′ + 2gl sinϕ/(r2 + 2l2) = 0, ϕ(0) = ϕ0, ϕ′(0) = 0. (61)
The equivalent length of themathematical pendulumwith the sameperiod is l∗ = r2/2l+l. Thepotential function forQ canbe
taken in the form P = −Mgl cosϕ, so thatwith the Lagrange function (kinetic potential) L = T−P = 0.5IOq′2+Mgl cos q, q ≡ ϕ,
the Lagrange equation in (61) at left can be represented in the form (57). If we denote p = ∂L/∂q′(≡ IOq′), then, due to (57),
we have p′ = dp/dt = ∂L/∂q = −Mgl sin q, and can define the Hamiltonian H(t, q, p) = pq′−L = IOq′2−L = p2/2IO−Mgl cos q,
yielding canonical equations of the motion, cf. (59):
q′ = ∂H/∂p = p/IO, p′ = −∂H/∂q = −Mgl sin q, q ≡ ϕ, p ≡ IOϕ′, (62)
which are equivalent to (61) since ϕ′′ ≡ p′/IO = −Mgl sinϕ/IO = −2gl sinϕ/(r2 + 2l2).
This classical solution which excludes any variable reaction in the hinge can be found in most textbooks on theoretical
mechanics.
Case 2. Consider the same pendulum submerged in an aquarium with water. Then the pendulum will be affected by the
additional force of water resistance F = −αϕ′ − βϕ′′(α,β = const > 0) where −αϕ′ is Newtonian fluid friction, and −βϕ′′
is the Kirchhoff-Thomson adjoint fluid acceleration resistance [42,43], see Remark 6.1. Nowwe have a different generalized
force Q∗ = −Mgl sinϕ − αϕ′ − βϕ′′ with the same kinetic energy of the pendulum. This yields a different equation for the
same generalized coordinate q = ϕ:
IOϕ
′′ = Q∗ = −Mgl sinϕ− αϕ′ − βϕ′′, or (IO + β)ϕ′′ + αϕ′ +Mgl sinϕ = 0. (63)
If α = 0, then Eq. (63) can be converted into canonical form with the introduction of generalized potential function
P∗ = −Mgl cosϕ+ βϕ′′ϕ, such that Q∗ = −∂P∗/∂ϕ+ d(∂P∗/∂q′i)/dt. It is left to the reader to obtain generalized Hamiltonian
equations through the introduction of the L∗ functionwith this generalized potential P∗. Setting alsoβ = 0, onewould return
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to the classical canonical equation (62). It is interesting and important that the acceleration of a moving body can enter
Lagrange’s and Hamilton’s equations also through generalized forces, not only through kinetic energy which is stipulated by
the classical representation (42) ofNewton’s second lawofmotion. Thepreservation of the formof Lagrange’s andHamilton’s
equations for generalized systems with higher order derivatives in the right-hand sides opens a way for the use of those
equations in the large area of soft control with higher order derivatives, excluding ideal constraints whose reactions, if
needed, can be found afterwards.
Case 3. Consider the same pendulum in air affected by a strong wind from a ventilator in the direction of the negative
axis Oy (to the left). With a laser, small computer and connecting wires, the ventilator can be controlled to supply a flow of
air upon the disc from right to left generating a force Y = −(a+bϕ′+hϕ′′+kϕ′′′) < 0 depending on higher order derivatives
of the motion. The generalized force is
Q∗ = X∂xc/∂ϕ+ Y∂yc/∂ϕ = −Mgl sinϕ− (a+ bϕ′ + hϕ′′ + kϕ′′′)l cosϕ, (64)
where a, b, h, k are some constants. Since ϕ′(t) is measured and ϕ′′,ϕ′′′ are also measured or computed from the measured
ϕ′(t), so all three derivatives in (64) are necessarily left and delayed. In this situation, time-uncertainty may play a major
role. To fix the ideas, let us consider, for simplicity, that ϕ(t) is small (small oscillations) and also b = 0, h > 0, k > 0, a >
|hϕ′′ + kϕ′′′|. Then in (64) we can set cosϕ = 1, and consider
Q∗ = −al−Mgl sinϕ(t)− l[hϕ′′−(t − δ1)+ kϕ′′′−(t − δ2)]. (65)
Note that ϕ(t) is without delay since it is not ameasured and transmitted quantity. With this generalized force and the same
kinetic energy, we have the equation, cf. (61) and (63):
IOϕ
′′ = Q∗ = −al−Mgl sinϕ(t)− l[hϕ′′−(t − δ1)+ kϕ′′′−(t − δ2)], t ≥ 0. (66)
In (65) and (66), we assume that all three moments of time are within the time interval of the actual motion; out of this
interval, the entries are equal zero. Physically, it is clear that always δ1 > 0, δ2 > 0, the question is whether we can ignore
both or one of them. It is also clear that oscillations will be distorted and not symmetric with respect to the axis Ox.
Recall that over the length of 100 cm, the information transmittal with the speed of light takes the time δ ∼= 10−8 s,
whereas the information transmittal with the speed v∗ ∼= 10−2 cm/s of the ordered motion of electrons over the same
length of 100 cm would take δ∗ ∼= 104 s = 167 min = 2.8 h, which makes quite a difference, see Section 2. For information
transmittal over 1 cm, the corresponding delays are 10−10 s and 100 s. For different delays δ1, δ2 within [10−10, 1] s, different
dynamics can be obtained for the same system in (66). Equating left and right derivatives, we consider the following cases.
3.1. If δ2 ∼= 10−8 s, small, and δ1 > δ2, then differential equation (66) is changing its order and right-hand sides over
different intervals, and when it is of the third order, initial conditions in (61) are insufficient to define its unique solution.
At t = 0, derivatives at right in (66) are not yet in action, so over [0, δ2) we have in (66) the same equation as in (61) with
the same initial conditions, yielding the values ϕ(δ2) ∼= ϕ0, ϕ′(δ2) ∼= 0, ϕ′′(δ2) ∼= −(al + Mgl sinϕ0)/IO. At t = δ2, this
value ϕ′′(δ2) presents the initial condition for Eq. (66) where the second derivative at right is not yet in action. This assures
continuity of motion over [0, δ1) but with dynamics of the third order over [δ2, δ1) since the third derivative in (66) comes
into play and will overtake the motion for small δ2 ∼= 10−8. At the moment t∗ = δ1, the term hϕ′′(t − δ1) at right in (66)
comes into play, so we have to replace the value ϕ′′(δ1) by the new initial condition at t = δ1 according to the equation
IOϕ′′(δ1) = −al − Mgl sinϕ(δ1) − l[hϕ′′(0) + kϕ′′′(δ1 − δ2)], see (66), which is the consistency condition (26) for the case,
yielding ϕ′′(δ1) = −(al+Mgl sinϕ(δ1))/IO− l[−h(al+Mgl sinϕ0)/IO+ kϕ′′′(δ1−δ2)]/IO. Now, for t ≥ δ1 the motion is defined
by the third order differential equation, and with the approximation δ2 ∼= 0, this equation can be written as ordinary DDE:
lkϕ′′′(t) = −IOϕ′′(t) − al − Mgl sinϕ(t) − lhϕ′′(t − δ1), t ≥ δ1 with ϕ(δ1),ϕ′(δ1) defined as end-point values of the previous
segment of ϕ(t) over [0, δ1] and ϕ′′(δ1) given by the consistency condition.
3.2. If δ1 ∼= 10−8 s, small, but δ2 is relatively large, then in (66) we have, in fact, the second order differential equation
with a discontinuity in the right-hand side. Indeed, until after t∗ > δ2 the third derivative at right of (66) is not in action,
thus, setting δ1 ∼= 0, we get from (66) the equation (IO + lh)ϕ′′(t) = −al−Mglϕ(t), different from the equations in (61), due
to a seemingly heavier disc, but with the same initial conditions. This equation exists until t∗ = δ2 at which moment the
third derivative in (66) comes into play, changing the right-hand side for t > δ2 as follows:
IOϕ
′′ = −al−Mgl sinϕ(t)− l[hϕ′′(t − δ1)+ kϕ′′′(t − δ2)], t > δ2. (67)
This is the same equation as (66) with all right derivatives. However, the third derivative at right does not project themotion
as it did in Case 3.1, due to a greater delay δ2 > δ1. It adds an additional force1f (t) = −lkϕ′′′(t − δ2) depending on the rate
of change of actually realized values of past acceleration ϕ′′(t− δ2) for t > δ2 assuring a softer rate of change in acceleration
which is good for a vehicle and for the people in the vehicle, if we consider in place of the pendulum a swing with people at
entertainment centers.
N.B. In the theory of DDEs, functions with delays in the right-hand sides must be defined prior to the start of the motion.
For example, to define a unique solution in (66) for t ≥ 0, cf. (61), the theory requires to define Q∗(.) over the prior segment
[−δ, 0] where δ = max(δ1, δ2). With time delays due to information transmittal, delayed terms in forces Q∗(.) cannot be
“defined” on prior intervals because they physically do not exist in those time intervals. Setting them at zero may bring
contradictions. Indeed, if δ1 < δ2 and we set ϕ′′− = ϕ′′′− ≡ 0 over [0, δ1) with ϕ(0) = ϕ0 > 0, then by continuity
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(Lemma 6.1), we have also ϕ′′ ≡ 0 at left in (66), so that at t = 0 we get in (66): 0 = −al−Mgl sinϕ0 < 0, an absurdity. For
these reasons, we did not mention prior segments of definition for delayed terms which can be dealt with as they come into
action.
3.3. The absence of time uncertainty inmathematical descriptions of motionmay lead to substantial errors, especially for
small particles at high velocities. In deterministic consideration, this can be seen on example of a linear harmonic oscillator
by comparison of the magnitude of its period with the order of natural time delays. Suppose that gravitation acts on the
electron in the same way as on a metal pendulum and that it is added to other forces according to the parallelogram rule.
Then we can imagine that small oscillations are superimposed on the rotational motion of an electron around the nucleus
which would distort its uniform rotation. In the oscillatory part of the motion along the bottom arc 2ϕ0, we can consider
the electron as a point-wise mass, so that the second equation in (61) with r = 0, for small ϕ0 takes the form ϕ′′ + gϕ/l = 0,
irrespective of the mass of the electron, and the solution is ϕ = ϕ0 sinωt, where ω2 = g/l, with the period T = 2pi(l/g)0.5.
If we take l = a0 = 0.529 × 10−8 cm which is the radius of the first (innermost) Bohr orbit in the hydrogen atom (Bohr
radius [31, p. 7]), then we have T = 1.460 × 10−5 s. This is just at the middle of the time uncertainty segment for delays
δ1, δ2 within [10−10, 1] s considered above, so that model (61) is inapplicable to the study of harmonic oscillations of the
electron in the hydrogen atom.
In the microcosm region (on a scale from 10−6 to 10−13 cm, cf. the Bohr radius a0), the probabilistic approach is applied
according to which the intensity of the probability wave (de Broglie wave of λ = h/mv associated with a particle of mass
m moving with velocity v; h is Planck’s constant) is a measure of the probability that the particle will be found at a given
place in space at a given instant of time. The probability p(x, y, z, t) of finding a particle in the volume dV = dxdydz is
p(x, y, z, t) = |ψ(x, y, z, t)|2dV whereψ(x, y, z, t) is thewave functionwhich is the solution of the Schrödingerwave equation.
Now, suppose thatψ(.) is known and the values x, y, z, dV are fixed (measured) at an instant t, so p(x, y, z, t) is computed
and observed (known), though not at time t but at some moment t + δ, since computation and transmittal of information
takes time δ > 0. At that moment, p(x, y, z, t + δ) is not yet transmitted, thus, unknown. What is known at any moment
t is p(x, y, z, t − δ). The exact current value p(x, y, z, t) is not known due to time delay δ > 0 in information transmittal
and to Heisenberg’s uncertainty in coordinate measurements. With high velocities of electrons approaching the speed of
light (relativistic quantummechanics), time and coordinate errors growmuch larger. It means that the microcosm given in
measurements and computations is not the same as in reality. The practical effects, however, need not be all too different.
In steady oscillations, a time delay of a whole number of periods does not change the picture; in contrast, a split second
computational delay in anti-missile systems may be catastrophic.
Of course, the probabilistic approach in quantummechanics mitigates time uncertainty problems by shifting them onto
probability measure; however, they still remain and persist on that measure. Further abatement is possible by integration
of probabilities over time intervals greater than time delays [49]. In deterministic studies, time delays should be taken into
account, when possible, especially if computations are involved in experiments, or particles move in a field of controlled
forces, in which cases time delays due to information transmittal really take place.
9. Conclusions
The main ideas and results of this research are outlined in the abstract and introduction. Some interesting points, in our
view, are the following:
– the timeuncertainty introduced in [10], and comparedwithHeisenberg’s uncertainty relation presented in [11], is further
discussed in application to some physical notions and problems, such as stress relief phenomena, synchronization of
clocks, high speed computations, measurement of the speed of light and universal physical constants, time of mirror
reflection, and the motion of small particles at high velocities;
– a stand for experimental measurement of the time spent in mirror reflection is proposed by modification of the Fizeau
experiments;
– reactive forces in moving bodies with variable mass are considered in Newton’s equations of motion as proposed by
G. Buquoy [37] and I.V. Mestschersky [38];
– time orientation and causality are discussed in connection with higher order time derivatives which are included in the
right-hand sides of equations of motion as left (possibly delayed) higher order derivatives, thus, preserving causality of
motion governed by forces with such time derivatives;
– the notion of “effective forces” introduced in [40,41] is further discussed, and the parallelogram law regarding those
forces is verified in the case of linear systems with acceleration assisted controls;
– for holonomic systems with variable masses and left (possibly delayed) higher order derivatives in forces of the right-
hand sides, it is demonstrated that all geometric constraints can be excluded, leading to certain generalized forms of
Lagrange and Hamilton equations which, thus, preserve their structure with modified expressions for kinetic energy
and generalized forces. This yields the minimal order system of equations for generalized coordinates in configuration
space, upon integration of which the Cartesian coordinates and natural effective forces can be recovered. An example of
a physical pendulum illustrates the method of integration and possible changes in dynamics of the systemwith different
time delays in the right-hand side.
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