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Introduction 
THOMASA. PETERS 
THEIDEA OF A THEME ISSUE ON THE TOPIC of assessing digital library (DL) 
services immediately raises at least two red flags. First, have DL services 
evolved sufficiently to be amenable to a sustained organized assessment 
effort? In the last several years, online library services have grown by leaps 
and bounds, but we were starting almost from scratch. Are baseline data 
and best practices ready to be harvested? As a profession, are we ready to 
gather and gain sustenance from the harvest? The answers to this first set 
of questions depend in part on one's philosophy of assessment. Some may 
argue that planning for assessment should be one of the activities of the 
pre-planning stages of any library service project or program, while others 
may argue that a sound assessment plan can emerge only after the project 
or program to be assessed has been in existence for some time. 
Second, what types of assessment models and methods need to be 
adapted, adopted, or created for this field of assessment? At first glance, it 
appears that it would be logical to rely on the mature field of assessing 
public services in physical libraries as the template for assessing DL ser- 
vices. On closer examination, however, we notice some pronounced dif- 
ferences between the two service environments. Online information envi- 
ronments can be structured differently than physical information envi- 
ronments, and online information environments can contain multiple 
structures simultaneously, unlike physical information environments that 
are informed by pre-use structural and organizational decisions made by 
architects and librarians alike. Also, in general, humans are becoming 
accustomed to pursuing their information needs in online environments. 
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It is doubtful that reliable patterns of user needs, wants, expectations, and 
behaviors have become settled, particularly when we consider online ser- 
vices. 
The articles in this issue attempt to lay a foundation for the poten- 
tially large diverse field of assessing digital library services. Borgman, 
Gilliland-Swetland, Leazer, Mayer, Gwynn, Gazan, and Mautone provide 
an overview of the evaluation project related to the development and de- 
ployment of the Alexandria Digital Earth ProtoType (ADEPT), a digital 
library of geographical information designed to be used in conjunction 
with undergraduate education. One goal of ADEPT is to expand on the 
testbed architecture developed for the Alexandria Digital Library (ADL) 
in a way that focuses on users, use, and outcomes. The authors concen- 
trate on how DLs can facilitate the integration of information technolo- 
gies into campus-based instruction. They note that, if DLs are to be as- 
sessed in terms of learning outcomes, many fundamental research design 
questions need to be addressed in rapidly changing information and in- 
structional environments. Their thesis is that DL services “will contribute 
positively to undergraduate instruction and to student learning of scien- 
tific processes.” Their chief interest is to understand how the use of digital 
libraries can promote thought processes associated with problem domains. 
They want to assess the “cognitive consequences” of participating in an 
ADEPT environment. Thus the goals of their assessment program go far 
beyond the concept of a digital library as a self-contained online system of 
information and information services. The type of assessment examined 
in this article concerns learning outcomes and, more fundamentally, 
thought processes. They note that the browsing capabilities of DLs can 
aid students’ question-asking, one of the five skill sets needed to engage 
in scientific thinking in geography. The authors assert that “digital librar- 
ies are more than storehouses of information; they should be aids to the 
question-asking, information-gathering, information-organizing, informa- 
tion-analyzing, and question-answering processes of users.” They suggest 
that formative evaluation is a useful approach in most current DL situa- 
tions. The design team and the evaluation team have undertaken an itera- 
tive and collaborative approach to their tasks. Three types of evaluative 
studies (employing both qualitative and quantitative methods) are being 
conducted to assess ADEPT classroom-based studies, laboratory studies, 
and system use studies. Based on their initial classroom-based studies, the 
authors realized that ADEPT modules need to be flexible, adaptable, and 
relatively small in scope. 
Carter and Janes present the results of an exploratory study that at- 
tempts to establish a methodology for the unobtrusive automatic analysis 
of an online reference service. Since the Internet Public Library’s (IPL) 
digital reference service began in March 1995,over 40,000 questions have 
been handled. IPL’s reference service is an educational enterprise, and 
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many of the reference service providers are graduate students still in the 
process of learning reference techniques and service styles. The authors 
note that, because reference services delivered over the Internet currently 
are mediated primarily in a textual way, we have new ways of examining 
online reference activities. For the study reported here, over 3,000 refer-
ence interactions occurring during the first quarter of 1999 were ana- 
lyzed. The IPL currently offers two forms for asking questions-a general 
form and one designed specifically for youths. Only 4 percent of the ques- 
tions were submitted on the youth form, and 26 percent of all questions 
arrived as free-form e-mail questions. Methodologically, the authors are 
interested primarily in what sorts of insights can be gleaned from the clus- 
ter of interactions using automatic means. Consequently, no content analy- 
ses were undertaken nor were patrons queried directly regarding their 
impressions of the online reference service. They found that the median 
turnaround time to answer questions wasjust over two days, and approxi- 
mately 20 percent of the answers caused users to send thank-you mes- 
sages. People who submitted questions related to library science and mu- 
sic exhibited a greater tendency to submit “thank you” notes. There was 
frequent disagreement between the subject areas of questions as identi- 
fied by the asker and as determined by the reference service provider. 
The authors note that, because many users of online reference services 
have difficulties articulating what their question is about, automated 
disintermediated reference services face a substantial challenge. This is a 
fascinating study in a nascent field. It raises many interesting questions 
about how to interpret, categorize, assess, and improve online reference 
services. The authors conclude that “when designing a reference ques- 
tion intake form, librarians should consider not only what they will need 
to answer the question, but also what sort of automatic data analysis they 
may wish to do in the future.” This article contributes significantly to our 
understanding of the possibilities for unobtrusive analysis and assessment 
of online reference interactions. 
Gorman, Ash, Lavelle, Lyman, Delcambre, Maier, Weaver, and Bow- 
ers implicitly suggest that any attempt to create and evaluate sustainable, 
useful DL public services must be premised on a deep understanding of 
how real people look for, make sense of, and manage information in real- 
life situations. For example, they explore how experts often create and 
use “bundles” of information (i.e., organized collections of highly selected 
information) to solve problems and maintain current awareness of situa- 
tions. Bundles of information are created to help perform specific tasks. 
Digital libraries should incorporate computer-based tools for creating and 
managing bundles. This article describes aspects of a larger DLI-2 (Digital 
Libraries Initiative, phase 2) funded project, “Tracking Footprints in an 
Information Space: Leveraging the Document Selections of Expert Prob- 
lem Solvers.” When health care professionals (e.g., critical care nurses, 
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resident physicians, attending physicians, pharmacists, and medical ethi- 
cists) are focused on gathering information that may help to solve a spe-
cific medical condition, they make explicit choices about which items to 
ignore and which items to examine more carefully. In particular, messy 
bundles are valued not only for their convenience, but also for their im- 
mediacy, portability, disposability, and flexibility. The authors note that, 
for many information seekers, finding a satisfactory solution that suffices 
is preferable to devoting substantially more time, attention, and effort to 
finding the optimal solution. They also question whether these bundles 
can be reused by the same person/team or others. The authors also ex- 
plored how experts combine information into high level scripts that trig- 
ger retrieval of additional details from memory. 
If a satisfactory set of DL services were being designed for this popu- 
lation, what would these services have to do? How could they improve on 
the paper-based versions currently being used? The authors also indicate 
an intriguing behavior that could be called ignorance, defined as the as- 
sertive decision and action to ignore certain information objects. 
For Greenstein, a digital library “mediates between diverse and dis- 
tributed information sources on the one hand and a changing range of 
user communities on the other.” He makes a strong case for services as 
the distinguishing characteristic of a digital library. Because, in a digital 
environment, a library assumes responsibility for configuring access to a 
world of information, a digital library is known less for the collections it 
owns than for the networked information space it defines through its online 
senices. Because the digital library is “evolving as the library’s defining 
function and as such is developed with aview to its financial and organiza- 
tional sustainability,” assessing a digital library is a high stakes endeavor. 
Greenstein suggests that the emerging business-to-business economy for 
networked environments could be mimicked to supply a class of 
infrastructural DL services that are more effectively mounted on an insti- 
tutional or even cross-institutional level. Lest we fall into the belief that 
assessing DL services is solely a professional prerogative and activity, 
Greenstein reminds us that there is a distinctive need for benchmarks 
that help users evaluate DL collections and services. Greenstein’s article 
also reminds us of the symbiotic relationship between digital collections 
and digital library services. 
Marchionini describes the multifaceted and longitudinal (beginning 
in 1987) evaluation efforts related to the Perseus Digital Library (PDL) 
(http://www.perseus.tufts.edu), an evolving digital library for the study 
of aspects of the ancient and modern worlds. He notes that a DL is a 
marriage between the cultures of physical libraries and the sometimes 
disparate cultures of computing and telecommunications. Marchionini 
notes that the problem of assessing and evaluating digital libraries is one 
of assessing complex adaptive systems. The ultimate goal of evaluation is 
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to assess the impacts of libraries on patron’s lives and the larger social 
milieu. Marchionini cautions that it is important to assess the impact of a 
DL over a long period of time. He notes: “Perhaps the most important 
long-term developments are changes at organizational levels such as de- 
partments and schools and the emergence of a community of practice 
that leverages and advances the PDL.” He reminds us of the important 
distinction between evaluation as a research process and evaluation in the 
product testing and system efficiency sense. Marchionini defines evalua- 
tion as “a research process that aims to understand the meaning of some 
phenomenon situated in a context and the changes that take place as the 
phenomenon and the context interact.” The ongoing PDL evaluation pro- 
gram depends primarily on educational evaluation. Four types of data 
collection methods are used: observation, interviews, document analysis, 
and learning analysis. He notes that assessing interactivity remains a sig- 
nificant challenge as we try to understand browsing and other interactive 
behaviors in online environments. Marchionini cautions that the motiva- 
tions and styles that students bring to learning tasks affect the effective- 
ness of a digital library. Although the Perseus Digital Library focuses on 
content and emphasizes self-directed learning, the implications of this 
excellent longitudinal evaluation program on the assessment of DL pub- 
lic services in general are obvious. 
Peters suggests that, at the present historical stage of the develop- 
ment of DL services, particularly online reference services (ORS), it may 
be more fruitful to concentrate on “meta-assessment” activities than on 
assessment activities proper. Meta-assessment is defined as the deliberate 
examination of the elements, basic conditions, and needs of a service pro- 
gram that transcend particular instantiations of a particular thing. Meta- 
assessment does not entail assessing particular programs but rather the 
conditions (if any) under which all online reference services must exist. It 
occupies the conceptual space between the philosophy of reference ser- 
vice (i.e., the examination and articulation of first principles) and the 
assessment of a particular reference service program. Peters also raises 
questions concerning the impact of “rogue” reference services (i.e., ORS 
that are not affiliated with any particular digital library) on the process of 
meta-assessment. Peters concludes that, although the widespread recur- 
ring assessment of specific ORS may be a few months off, the window of 
opportunity for an optimally effective meta-assessment of ORS in general 
may be closing. Now is the best time to engage in meta-assessment activities 
because expected patterns and modes of online reference service have 
not yet been established, and because the distance between theory and 
practice is at its perigee. 
Noting that evaluation has not been a conspicuous activity in many 
DL projects and programs, Saracevic concentrates on clarifylng the defi- 
nitions and possible taxonomies related to DL evaluation programs. 
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Saracevic warns that evaluation at these early stages of DL development 
and evolution could have dangerous stifling effects. Among other things, 
Saracevic suggests that the conceptual state of the art of DL evaluation 
may be insufficiently developed at this point in time to be widely prac- 
ticed. He advocates a systems approach to evaluation, defining evaluation 
as an appraisal of the performance or functioning of all or part of a sys-
tem in relation to some articulated objectives. Clear specifications regard- 
ing construct, context, criteria, measures, and methodology are required 
for any evaluation of digital libraries. Any DL evaluation project or pro- 
gram must specify clearly what elements (e.g., collections, access, services, 
costs, etc.) are being evaluated. The levels of a DL evaluation can range 
from a broad social level through the interface to the engineering, pro- 
cessing, and content supporting the system. Saracevic notes that, to date, 
evaluations of digital libraries have not been conducted on more than 
one level. Criteria from the evaluation of traditional libraries, traditional 
information retrieval systems, and traditional HCI studies can and must 
be adapted for DL evaluation projects. Uniformity across DL systems and 
persistence over time may serve as additional evaluation criteria. Saracevic 
offers multiple perspectives for conceptualizing the structure and pur- 
pose of DL service assessment projects and programs. 
Seadle provides an anthropological perspective on the National Gal- 
lery of the SpokenWord, an NSF-funded DLI-2 project centered at Michi- 
gan State University. He argues that any attempt to assess the worth and 
outcomes of a DL program must be preceded by an attempt to under- 
stand the people (including their “micro-cultures”) involved, ranging from 
the co-principal investigators of the grant-funded project to the real and 
anticipated end-users. A micro-culture denotes units of shared meaning 
as small as academic professions, university departments, and interest 
groups. Most DL users have links to, and are molded and influenced by, 
various micro-cultures. Seadle notes that the meaning and goals of a DL 
often are elusive. The texts emanating from a DL project, such as the 
original grant proposal, often do not fully reveal the goals and meaning. 
Seadle suggests that the methods and mode of cultural anthropology can 
provide the intellectual foundation upon which informed choices can be 
made concerning the sample population, survey design, and focus group 
selection for the assessment component of the project. Seadle concludes, 
among other things, that the imprecisions of meaning lie at the core of 
the evaluation issue regarding DL services. The different micro-cultures 
involved in this DL initiative make different assumptions about the com- 
position, needs, and desires of the end-user population. The introduction 
of cultural anthropology to the DL assessment process is a beneficial mes- 
sage for librarians. 
The question concerning the design and deployment of projects and 
programs to assess digital library services contains many discussion and 
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decision points, ranging from the relentlessly practical to the purely theo- 
retical. The emergence and maturation of DL services over the past few 
years has been impressive. We need not be ashamed that some of this 
development has been fueled by adopting software originally designed 
for other purposes, such as Web-based call center services. In the emerg- 
ing field of online reference services, the adaptation of CRM (customer 
relationship management) software to the online reference encounter 
has been a tremendous liberating breath of fresh air. 
As one would expect, this group of articles raises more questions than 
it answers. Online environments in general, and DL environments in par- 
ticular, continue to evolve at a rapid pace. Imagine trylng to provide refer- 
ence desk service in a physical library while the architect changes her or 
his mind about the basic disposition of the edifice. Imagine trying to serve 
a populace that is still formulating its basic expectations about the envi- 
ronment in which the service is provided. These are the challenges faced 
by the profession as we develop assessment programs for digital library 
public services. 
Evaluating Digital Libraries for Teaching and 

Learning in Undergraduate Education: 

A Case Study of the Alexandria Digital Earth 

ProtoType (ADEPT) 

CHRISTINEL. BORGMAN, J. GILLILAND-SWETLAND,ANNE 
GREGORYH. LEAZER,RICHARDMAYER,DAVID GWYNN, 
RICH GAZAN. PATRICIAMAUTONE 
ABSTRACT 
THISISA Discussioiv ON THE RESEARCH DESIGN FOR AN educational evalu- 
ation of the Alexandria Digital Earth ProtoType (ADEPT), a digital library 
of geo-referenced information resources. ADEPT is being studied in un- 
dergraduate classrooms at the University of California, Los Angeles, and 
the University of California, Santa Barbara. The article provides a brief 
review of the deployment of digital libraries in educational settings, the 
role of information technology in developing students’ scientific think- 
ing, and the evaluation of digital libraries. We outline the overall research 
design, report on progress to date, and describe plans for the remainder 
of the five-year project. The article concludes with initial observations about 
classroom environments for using ADEPT and about the initial deploy- 
ment of ADEPT prototypes. 
INTRODUCTION 
Digital libraries offer a wealth of opportunities to improve access to 
information resources in support of both “traditional” on-campus instruc- 
tion and distance-independent learning (Borgman, in press). We are still 
at the early stages of realizing the potential of digital libraries in educational 
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contexts, however. Few of the technological, logistical, and economic as- 
pects of integrating digital libraries into university education have yet been 
assessed, much less the curricular and pedagogical challenges (National 
Research Council, Center for Science, Mathematics, and Engineering 
Education, 1998). Relatively little work has been done on evaluating the 
usability of digital libraries in any context, and minimal work has been 
done on assessing learning outcomes associated with the implementation 
of digital libraries in instruction. Many complex research design questions 
remain to be addressed, such as what to evaluate, by what methods, and 
how to determine if learning is occurring. 
We report here on the research questions, research design, and pre- 
liminary observations from the first year of a five-year project (1999-2004) 
to develop and deploy a digital library of geo-referenced information re- 
sources (“geolibrary”) in undergraduate courses at the University of Cali- 
fornia, Los Angeles, and the University of California, Santa Barbara. This 
study is part of the Alexandria Digital Earth ProtoType (ADEPT) project 
funded by the U.S. Digital Libraries Initiative, Phase 2 (National Science 
Foundation, 1999).ADEPT is an emerging digital library that will provide 
instructors and students with the means to discover, manipulate, and dis- 
play dynamic geographical processes. The ADEPT system provides an in- 
teresting case study to observe the deployment of a digital library in in- 
structional settings. Our thesis is that digital library services will contrib- 
ute positively to undergraduate instruction and to student learning of sci- 
entific processes. To examine this thesis, we employ a variety of qualitative 
and quantitative methods to investigate the impact of ADEPT in under- 
graduate instruction. This article extends our initial reports on the educa- 
tion and evaluation component of ADEPT (Leazer, Gilliland-Swetland, & 
Borgman, 2000; Leazer, Gilliland-Swetland, Borgman, & Mayer, in press). 
Continuing reports will be provided on the ADEPT Web sites at UCLA 
(http://dlis.gseis.ucla.edu/adept/) and UCSB (http://www.alexandria. 
ucsb.edu/adept/) . 
DIGITALIBRARIES EDUCATIONAND UNDERGRADUATE 
Educational applications of digital libraries range from primary school 
through graduate school and across all disciplines. One of our chief inter- 
ests is how the use of digital libraries can promote thinking processes asso- 
ciated with problem domains (e.g., science, social sciences, humanities) 
at the undergraduate level. The first stage of the ADEPT educational evalu- 
ation focuses on scientific thinking and is being conducted in physical 
geography courses. This section provides a brief literature review of the 
role of digital libraries in education and in scientific thinking to set the 
context for the case study of ADEPT. The literature is reviewed relating to 
the evaluation of digital libraries in general. 
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Educational Applications of Digxtal Libraries 
Faculty and librarians alike are concerned about ways to implement 
digital libraries in education. The Council on Library and Information 
Resources (1999) held a meeting “to consider changes in the process of 
scholarship and instruction that will result from the use of digital technol- 
ogy and to make recommendations to ensure that libraries continue to 
serve the research needs of scholars.” Among their recommendations was 
that institutions of higher education should “place more emphasis on train- 
ing and support for faculty use of information and instructional technolo- 
gies.” 
The University of Michigan Digital Library Project (Wallace, Krajcik, 
8c Soloway, 1996) posits that the main benefit of digital libraries in the 
classroom is improved means and opportunity for inquiry-based learning. 
A component of this research, the Middle Years Digital Library project 
(Soloway et al., 2000),allowed science students in grades six through nine 
to learn and explore topics in a less-regimented manner than traditional 
textbook learning. The few outcome-based studies that have been con- 
ducted have suggested a positive correlation between integrating electronic 
information sources into the classroom and increased scholastic success. 
Newnham, Mather, Grattan, Holmes, and Gardner (1998), for example, 
gave geography students access to Internet source material downloaded 
onto a local network file server. Students were encouraged to make use of 
the material and communicate among themselves via electronic mail. The 
study found that access to electronic geo-information sources enhanced 
student learning. 
In a distance-learning study, Mose and Maney (1993) found that ge- 
ology students with access to a combination of televised instruction and 
computer-based communications software demonstrated higher levels of 
learning than did non-computer-equipped students. Data were collected 
via software questionnaires, case study interviews, and course grades. While 
this study focused on the student-student and student-instructor commu- 
nications opportunities provided by educational technology, the research- 
ers concluded that the use of this technology in undergraduate geology 
courses facilitated learning and increased student engagement. 
At the other end of the age spectrum, digital libraries also have helped 
very young children understand complex scientific concepts. Many com- 
plex concepts become understandable when taught in a contextualized 
and incremental manner (Metz, 1995). Kafai and Gilliland-Swetland (in 
press) built on Metz’s work in a study where young science students re- 
created the process of generating and describing digital scientific docu- 
mentation by emulating the activities of an early naturalist. The research- 
ers noted that the students found visual materials more intellectually ac- 
cessible, even when the source materials were meant for more advanced 
students. 
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Digztal Libraries and Scientqic Thinking 
One method of determining the success of digital libraries in improv- 
ing student learning is to examine whether they are helping to achieve 
pedagogical objectives. One such overarching objective in geography in- 
struction, for example, is the development of scientific thinking in students. 
Consensus exists that students need to learn five skill sets in order to en- 
gage in scientific thinking in geography: (1) asking geographic questions, 
(2) acquiring geographic information, (3) organizing geographic informa- 
tion, (4) analyzing geographic information, and ( 5 )answering geographic 
questions (Geography Education Standards Project, 1994, pp. 42-44). 
The first skill set-asking geographic questions-involves being able to 
pose questions that can be addressed in the field of geography. When faced 
with an issue, students need to be able to formulate geographic questions, 
such as How did that get there? or What are the consequences of that being 
there? Digital libraries have a role to play at the question-asking phase of 
scientific thinking, because students can get ideas for questions by browsing 
some of the available information. In this way, the browsing capabilities of 
digtal libraries can aid the user’s question-asking process. 
The second skill set-acquiring geographic information-includes 
locating and collecting relevant information, such as reading maps and 
other visual representations of space. The information-gathering phase 
represents perhaps the most obvious venue for digital libraries, because 
they can greatly increase the efficiency of obtaining relevant information 
and may even allow access to information that would not otherwise be 
available. In this way, the information retrieval capabilities of digital li- 
braries can aid the user’s information-gathering process. 
The third skill set-organizing geographic information-includes sys-
tematically arranging and displaying geographic information, such as maps 
and graphs. For example, in some cases, a user may create a map based on 
collected information. Digital libraries can help users in their informa- 
tion-organizing process if the libraries include tools for manipulating in- 
formation-especially tools for creating visual representations of infor- 
mation. 
The fourth skill set is analyzing geographic information-a process 
that includes finding patterns, trends, relationships, and connections in 
the information one has gathered and organized. In some cases, the analysis 
may involve scrutinizing patterns in maps or charts, and in other cases the 
analysis may involve statistical analyses of quantitative data. Digital librar- 
ies can aid in this information-analysis process by providing tools for ag- 
gregating and analyzing data. 
The fifth skill set is answering geographic questions and often takes 
the form of a written or oral generalization or conclusion. The Standards 
emphasize that “students should also understand that there are alternative 
ways to reach generalizations and conclusions” (Geography Education 
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Standards Project, 1994, p. 44). Digital libraries can assist in this question- 
answering process by allowing users easily to check the predictions of the 
explanatory models they construct. 
By understanding how students will use a digital library in the con- 
text of scientific thinking, it is possible to construct the digital library in a 
way that will support the underlying processes. In short, digital libraries 
are more than storehouses of information; they should be aids to the ques- 
tion-asking, information-gathering, information-organizing, information- 
analyzing, and question-answering processes of users. In this way, digital 
libraries can also support the broader call in the National ScienceEducation 
Standards (National Research Council, 1996) for allowing “inquiry into 
authentic questions generated from student experiences” (p. 31).Although 
we focus on promoting geographic thinking in our project, the same kinds 
of skills that support geographic thinking also apply to other scientific 
disciplines. The five skills can be used in inductive (or data-driven) rea- 
soning, such as looking for trends in data that lead to a theory, or in de- 
ductive (or theory-driven) reasoning, such as testing two competing theo- 
ries through dynamic modeling. 
Evaluating Digztal Librarips 
The goals of the ADEPT project, from an educational perspective, 
are to construct a digital library that will make geo-spatial and geo-refer- 
enced information resources useful in undergraduate instruction and 
whose use will lead to better learning outcomes than with traditional modes 
of instruction. We are conducting both formative evaluation that assists in 
formulating design requirements and summative evaluation that assesses 
learning outcomes from using the system in instructional settings. 
Digital libraries are difficult to evaluate due to their richness, com- 
plexity, and variety of uses and users. Few proven methods are available. 
The need for evaluation methods and metrics was among the key findings 
of the Social Aspects of Digxtal Libraries Workshop (Borgman et al., 1996). 
Some progress is being made, as evidenced by this special issue and by a 
forthcoming book on the evaluation of digital libraries (Bishop, 
Buttenfield, & Van House, in press). Most evaluation studies of digital 
libraries address questions of usability (Borgman, in press-b) . “Usability,” 
however, like “user friendly,” is an amorphous term with a wide range of 
context-dependent interpretations. 
Many general criteria for usability exist, such as those proposed for 
“every citizen interfaces to the nation’s information infrastructure” (TO-
ward an Every-Citizen Interface ..., 1997, P. 45). Criteria include “easy to 
understand, easy to learn, error tolerant, flexible and adaptable, appro- 
priate and effective for the task, powerful and efficient, inexpensive, por- 
table, compatible, intelligent, supportive of social and group interactions, 
trustworthy-secure, private, safe, and reliable, information centered, 
BORGMAN ET AL./EVALUATING DIGITAL LIBRARIES 233 
[and] pleasant to use” (p. 45). Other applicable criteria are the user in- 
terface design rules established by Shneiderman (1998) as adapted to in- 
formation retrieval (Shneiderman, Byrd, & Croft, 1997) :strive for consis- 
tency, provide shortcuts for skilled users, offer informative feedback, de- 
sign for closure, simple error handling, permit easy reversal of actions, 
support user control, and reduce short-term memory load. Nielsen (1993) 
identifies five general usability attributes for information systems as well 
as other applications: learnability, efficiency, memorability, errors, and sat- 
isfaction. 
These principles offer general guidance for design but are far from a 
“cookbook for constructing any individual digital library. Principles such 
as “easy to learn” must be applied relative to the application and the user 
community.A system that supplies daily weather reports to the public must 
be much easier to learn than one that supplies geophysical data to re- 
searchers, for example. Setting appropriate benchmarks for any given sys- 
tem involves evaluation with members of the target audience and com- 
parisons to similar applications. 
Design guidelines and evaluation criteria can be employed to build 
more usable systems but only to the extent that design goals are appropri- 
ate for the application. Determining appropriate design goals for digital 
libraries is itself a challenge given the early stages of research on uses, 
users, and usability and the rapid evolution of the underlying technolo- 
gies. Formative evaluation is a particularly valuable approach in such 
situations, because user needs and requirements can be studied concur- 
rently with initial stages of designing the system (Gilliland-Swetland, 1998; 
Marchionini & Crane, 1994; Fitz-Gibbon & Morris, 1987). 
The Digital Library for Earth Sciences Education (DLESE) project 
(http://www.dlese.org/SoftwareArchitecture/requirements/index.html), 
with which ADEPT is a cooperating partner, also is in the early stages of 
formative evaluation. DLESE has solicited scenarios from their user com- 
munity of K-12 teachers as a basis for identifying requirements for 
functionalities and systems architecture. The scenarios are reviewed and 
refined with assistance from the user community, which is actively involved 
in the project. The DLESE project is finding that the requirements are a 
moving target because, as community level of sophistication grows, so does 
the number and sophistication of their requests. One goal of the evalua- 
tion plan is to examine how well the final products meet the functionalities 
defined in the scenarios submitted by the community (Marlino, personal 
communication, August 14,2000). 
ADEPT UNDERGRADUATEIMPLEMENTATION 
AND EVALUATION 
ADEPT is an extension and enhancement of the Alexandria Digital 
Library (ADL) ,which was developed at the University of California, Santa 
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Barbara (UCSB) under the first Digital Libraries Initiative (19941998). 
ADL is an operational digital library that provides access to collections of 
maps, images, and other geo-referenced materials from a 1.5 terabyte (and 
growing) collection of materials from UCSB’s Map and Imagery Labora- 
tory (http://www.alexandria.ucsb.edu). The operational version of ADL 
provides users with access to services that allow them to answer such ques- 
tions as what information is available about a given phenomenon at a 
particular set of places. ADL also provides new types of library services 
based on gazetteers and other information access tools. ADL went online 
in Fall 1999 as part of the California Digital Library (http://www.cdlib.edu) . 
Formative evaluation of ADI, focused on multiple target user communi- 
ties (earth scientists, information specialists, and educators) using a vari- 
ety of methods, including online surveys, ethnographic studies, a class- 
room study with a later version of the interface (Hill et al., 2000) and 
transaction logs (Buttenfield & Kumler, 1996). 
The ADEPT project, also centered at UCSB, is developing a digital 
earth metaphor for organizing, using, and presenting information at all 
levels of spatial and temporal resolution. A central aspect of ADEPT is the 
development of I-scapes (information landscapes), whose working defini- 
tion is as follows: 
I-scapes are a means of expressing and visualizing geo-spatial con- 
cepts and processes, for research, instruction, and learning. I-scapes 
also include a set of tools and resources for the use of geo-spatial and 
geo-referenced information resources in teaching undergraduate 
courses. Instructors will employ I-scapes to convey concepts; students 
will use I-scapes to learn concepts and to get experience manipulat- 
ing information resources in the ways that domain experts use them. 
Our working scenario for the use of ADEPT I-scapes is that the course 
instructor will define the scope and concepts of a topic to be taught. The 
instructor, with the aid of a graduate student researcher from the educa- 
tion and evaluation team, will assemble a small collection of information 
resources for teaching the topic and will apply ADEPT tools and services 
to create I-scapes. The instructor will use one or more I-scapes to present 
the topic in class lecture sessions. Teaching assistants also will use I-scapes 
to discuss and demonstrate the topic in laboratory sessions. Students will 
perform exercises in lab sessions and outside of class using I-scapes to test 
hypotheses in the pre-selected collection of resources. 
In support of this proposed scenario, the ADEPT project is develop- 
ing a range of analysis tools and modeling services that will enable users 
to construct their own personalized digital libraries and to use them in 
creative ways alone and in collaboration with other users. 
At the core of effective digital library design is the relationship be- 
tween the content to be provided and the user community to be served. 
Design goals can originate from either perspective. Best of all, design goals 
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from both perspectives should converge. We are taking a convergence 
approach to design, with the education and evaluation team focusing on 
needs assessment, evaluating prototypes in active use, and identifylng sys- 
tem requirements. Concurrently, the ADEPT implementation team is fo- 
cusing on evolving the ADL testbed architecture and services, such as in- 
terface specifications, service prototypes, interoperability, and collection 
growth and diversity. Ours is an iterative and collaborative approach to 
development, with evaluation integrally embedded in design. Needs are 
identified from the user and collections perspective, prototypes are con- 
structed and evaluated, and the results fed back into the design and de- 
velopment process. 
Research Questions 
We hypothesize that digital library services that provide instructors 
and students with the means to discover, manipulate, and display dynamic 
geographical processes will contribute positively to undergraduate instruc- 
tion and to the development of scientific and other discipline-specific rea- 
soning skills. This hypothesis generates a number of research questions, 
only a few of which are addressed in this article. Here we focus on how the 
evaluation research design addresses the following questions: 
How can ADEPT modules support domain knowledge, work practices, 
and reasoning models of multiple disciplines that use geo-spatial re- 
sources? For example, can ADEPT modules and services be structured 
in such a way that they will help a student to think like a geographer or 
an environmentalist? 
How can ADEPT accommodate users with different skills, knowledge, 
cognitive styles, and pedagogical styles? While it is difficult for any 
digital library to support such heterogeneity in its users, are there ways 
in which ADEPT can facilitate moving between different domain knowl- 
edge and technological skill levels as users become more sophisticated? 
Are there also ways in which users who are less comfortable with the 
spatial metaphor can enhance their spatial processing capabilities? 
How can ADEPT help users view primary geographical evidence in 
new ways to answer scientific or geographical questions? ADEPT pro- 
vides users with diverse primary research data (e.g., remotely sensed 
data) as well as published information. It also provides users with links 
to non-digital information held elsewhere and enables users to incor- 
porate additional content that they have created or collected them- 
selves. Using the tools and services provided by ADEPT, can users com- 
bine, manipulate, and visualize these resources in ways that will allow 
them to ask and answer questions in original and creative ways? 
How can ADEPT support the range of heterogeneous resources and 
their metadata necessary for learning applications? Even though 
ADEPT’S holdings are vast, it is difficult to anticipate the specific 
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resources that instructors or students may wish to incorporate into a 
class presentation or project. Frequently, they will wish to draw upon 
additional materials that they already have in their possession, materi- 
als that may not be in the preferred file formats or accompanied by 
the systematic metadata of existing ADEPT holdings. 
Project Methods 
We are addressing these research questions through several concur- 
rent approaches, including establishing general design principles; analyz- 
ing cognitive processes and information-seeking needs of instructors and 
learners; analyzing practices, behaviors, and knowledge-processing require- 
ments of the disciplines within which ADEPT is being implemented; and 
developing case-based prototypes. 
GeneralDesign Principles.We began the project with a top-down approach 
to setting requirements, establishing general design principles such as: 
ADEPT should support real scientific problems that can be studied, 

learned, or solved with the use of geo-spatial and geo-referenced in- 

formation resources. 

I-scapes should focus on dynamic (rather than static) processes for 

which “real data” can be visualized and manipulated by instructors 

and students. 

Research should concentrate initially on geography, as we have the 

most knowledge and information resources in this domain. 

Research should expand later to other disciplines that use geo-spatial 

and geo-referenced information resources (e.g., geology, earth and 

environmental sciences, sociology, urban planning, and even humani- 

ties fields that sometimes organize content by geographic location, 

such as art history and theology). 

ADEPT must be easy to learn and use by undergraduates with minimal 

domain knowledge and technical skills (e.g., freshmen in geography 

courses for non-majors) . 

ADEPT must be easy for instructors to learn and use. 

ADEPT should improve teaching productivity. 

ADEPT should create minimal additional workload for instructors. 

The latter three principles address the problem of incentives for faculty 
to use ADEPT in instruction. While faculty at research universities such as 
UCLA and UCSB are held to high standards of teaching, it is but one of‘ 
several significant demands on their time. They are most likely to adopt 
new teaching tools and methods if the overhead in time and effort is mini- 
mized and if the resulting advantages are deemed worthy of the invest- 
ment. The project includes a substantial amount of graduate student re- 
search assistance for working with faculty in developing and deploying 
I-scapes in instruction as a means to encourage participation. 
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User Groups and Tasks.Based on the usage scenario described earlier, we 
identified four user groups for study: (1)faculty (in their role as course 
instructors), (2) teaching assistants, ( 3 ) students in the courses where 
ADEPT is implemented, and (4) students continuing to study the disci- 
pline after the completion of the course. These groups differ in needs, 
activities, and levels of domain knowledge. Analysis of baseline data indi- 
cates that each of these user groups generates different requirements for 
what and how ADEPT resources and services are developed. We have iden- 
tified the following list of candidate tasks that ADEPT should support: 
highly-directed uses such as lab exercises to reinforce a specific disci- 
plinary concept; 
instructional modules that introduce concepts in an incremental man- 
ner and can be customized and extended by faculty for use in lec- 
tures; 
free-form exploration conducted by students preparing term papers 
or faculty putting together a lecture that might include personal ma- 
nipulation of data sets, information visualization, and the integration 
of new information or data sets to augment existing content; 
collaborative applications that might be used by students doing team 
projects or faculty and teaching assistants who are team-teaching; and 
discipline or domain-specific methods of building knowledge that sup- 
port specific information seeking and use processes. 
Information systems and services designed to facilitate learning must ac- 
commodate a variety of pedagogical goals and styles and a variety of learn- 
ing styles. The processes whereby information is identified, selected, re- 
trieved, manipulated, annotated, and presented to others often are more 
important than the retrieval and use of the information itself. To examine 
these usage contexts and the interplay among them, we are conducting 
three types of studies, employing qualitative and quantitative methods: 
classroom-based studies, laboratory studies, and system use studies. Some 
will be conducted longitudinally and others will occur at different points 
throughout the development of ADEPT. 
Assessing Learning Outcomes. How can we assess students’ scientific think- 
ing in geography? What cognitive changes occur in students who receive 
experience in ADEPT that do not occur in non-ADEPT students? In short, 
what are the cognitive consequences of participating in an ADEPT envi- 
ronment? Our evaluation of cognitive learning outcomes seeks to answer 
these questions through performance assessments of scientific problem 
solving. Performance assessment involves giving learners realistic tasks and 
carefully observing how they go about handling them; in a science do- 
main, this means presenting a scientific problem and observing how stu- 
dents engage in scientific problem solving-that is, observing how students 
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actually “do science” (Doran, Lawrenz, & Helgeson, 1994, p. 415). Perfor- 
mance assessment techniques are popular in science education because 
they allow for a richer assessment that goes beyond testing for students’ 
remembering specific facts (Baxter, Shavelson, Goldman, & Pine, 1992; 
Persky et al., 1996). We plan to assess the cognitive consequences of par- 
ticipation in the ADEPT program by testing an ADEPT group and a com- 
parison group on a series of performance tasks, each tapping one of the 
five target skills in geographical thinking. 
1. 	Asking Geographic Questions. The first skill is to formulate a testable ques- 
tion. To assess this skill, we will present students with a geography sce- 
nario, expressed as a short video, and ask them to generate as many 
testable questions as possible. Scoring will be based on the number of 
acceptable questions that each student proposes. 
2. Acquiring Geographic Information, The second skill is to gather relevant 
information. To assess this skill, we will present students with a geogra- 
phy question, expressed as a short video, and ask them to list the kinds 
of information they would need. As in the prior test, scoring will be 
based on the number of acceptable information requests that each 
student proposes. 
3. Organizing Geographic Information. The third skill is to organize relevant 
information in a way that supports scientific thinking. To assess this 
skill, we will present various information sources to students in the 
form of text, video, or graphics files that can be accessed and ask them 
to create summary graphics for a future presentation about a target 
question. For this and the following two tests, scoring will be based on 
a scale of 0 to 5. 
4 .  	Analyzing Geographic Information. The fourth skill is to find patterns or 
relations in organized geographical material, such as graphics. To as- 
sess this skill, we will present various summary graphics-intended to 
address a geography question-and ask students to write a sentence 
to accompany each one. 
5. Answering Geographic Questions. The final skill is to create a verbal con- 
clusion or generalization to a target question based on organized and 
analyzed information. To assess this skill, students will be asked to write 
a one-paragraph answer to a target question based on a series of nar- 
rated graphics that organize and analyze the relevant information. 
The design of a performance assessment program involves a number 
of issues. Our design decisions are guided by a conception of assessment 
in which the quality of a test depends on four characteristics: 
1. reliabilitythe test gives a consistent score, 
2. validitythe test measures what it is supposed to measure, 
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3. 	standardization-the test score allows for comparison among test-tak- 
ers, and 
4. 	objectivity-the test is scored and administered the same way for every- 
one. 
First, should we focus intensively on one geography scenario or broadly 
on several? We plan to include several geography scenarios rather than 
focus on one because a broader set of scenarios is likely to increase the 
reliability of our assessment. 
Second, should we test for near transfer (i.e., problems like those 
used during instruction) or far transfer (i.e., problems that are not closely 
related to those used during instruction)? We opt for testing students 
on problems that are similar in format to the problems used during in- 
struction so they require the same scientific thinking skills but which 
involve different geography content so students cannot simply remem- 
ber specific answers. This approach increases the validity of our assess- 
ment. 
Third, should our measurements be quantitative-i.e., in the form of 
numbers-or qualitative-i.e., in the form of a written summary of our 
observations? We opt for quantitative measurements that are tied to a clear 
scoring rubric. This approach increases the standardization of the assess- 
ment. 
Fourth, should we provide scripted or open-ended guidance to stu- 
dents as they seek to solve the problems we present? We intend to provide 
scripted guidance so that all students will receive the same kinds of inter- 
actions with teachers. This approach increases the objectivity of the as- 
sessment. 
The final product will be a set of performance assessment instruments 
that allow for quantitative measurement of each of the five target skills in 
scientific thinking in geography. 
Research Schedule and Strategy 
First Year Progress (1999-2000).This first academic year of the implementa- 
tion and evaluation component of the ADEPT project has been devoted 
to requirements analysis, evaluation design, and pilot testing that is con- 
current with the development of the ADEPT architecture by the UCSB-
based development team. Activities have included: 
establishing general design principles; 
developing the evaluation design and instruments; 
identifying and recruiting faculty and students to participate in imple- 
mentation and follow-up; 
identifymg pedagogical goals and styles in participating faculty through 
classroom observations and interviews; 
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identifjmg canonical concepts (from texts, standards, interviews with 
faculty, and examination of instructions to teaching assistants) that 
can be introduced incrementally and described by flexible instructional 
modules and used at different levels of granularity; 
developing prototype I-scapes and pilot testing our evaluation meth- 
ods in courses at UCLA and UCSB; 
gathering baseline demographic and performance data on students 
who have taken the classes under study in the previous five years as 
well as students currently enrolled in the classes; and 
gathering preliminary feedback from students at the mid- and end- 
points of the classes in which prototype modules of ADEPT have been 
implemented. 
Based on consultations with the chairs of the geography departments at 
UCSB and UCLA, we determined that the introductory courses in physi- 
cal geography at both campuses were best suited for initial studies. This 
course is taught three times per year at UCLA (Fall, Winter, and Spring 
terms), which is a larger campus, and the equivalent course is taught once 
per year at UCSB. The course is taught at the lower division level (fresh- 
man-sophomore) and satisfies general education requirements for the 
bachelor’s degree, so it draws students from all disciplines. The course 
also is a prerequisite for geography majors. All four instructors agreed to 
participate in the evaluation study, and all four sections of the course were 
observed on a reguIar basis by members of the ADEPT education and 
evaluation team. The instructors also provided copies of laboratory as- 
signments and exams used to assess students. 
During the Spring term (April to June 2000), prototype I-scapes were 
deployed in the physical geography courses at UCSB and UCLA. We con- 
sulted the instructors to identify a list of course topics that involved dy- 
namic processes and that could be explained better through dynamic pre- 
sentations rather than the current static presentations on overheads, slides, 
or chalkboards. Of the suggested list, the topics selected for the initial I-
scapes were hydrology and fluvial processes, as a body of materials and 
instructor expertise were most readily available. At UCSB, four ADEPT 
lectures were guest lectures given by a faculty member who is part of the 
ADEPT team rather than being presented by the course instructor. 
Plans for Year Two (2000-2001).Based on knowledge gained from the first 
year of the project, we will devote the second year to a case-based bottom- 
up approach to the education and evaluation project. We are construct- 
ing several exemplar cases that will help to generalize design from spe- 
cific instances. We have selected two cases from those previously agreed 
upon by participating instructors of physical geography and one for a course 
on human geography to be taught in the 2000-2001 academic year. The 
physical geography cases are erosion, as a topic on fluvial processes, and 
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subduction, as a topic on plate tectonics. For human geography, we have 
tentatively selected Von Thunen models as a topic on land usage. 
We will collect appropriate content for these topics, working with par- 
ticipating instructors, and the implementation team will develop services 
and functional capabilities for ADEPT prototypes. To date, we have iden- 
tified these requirements for the three cases: 
appropriate metadata and representation of content; 
appropriate searching capabilities to select content within I-scapes; 
ability to manipulate appropriate parameters to demonstrate processes 
and test hypotheses; 
visualization features to demonstrate processes and test hypotheses; 
ability for individual students and instructors to save their work for 
reuse; and 
instrumentation to capture user-system interactions. 
Evaluation will be conducted in classrooms and in laboratory settings, as 
discussed earlier. 
Plans for Years Three through Five (2001-2004).Years three through five of 
the project will continue the usability and evaluation studies with subse- 
quent iterations of I-scapes in multiple classrooms in multiple disciplines. 
Lectures are only a starting point, as noted earlier. We plan to expand 
ADEPT into laboratory applications, independent learning, and provide 
functionality for collaborative and distributed learning. 
INITIALOBSERVATIONS 
Our findings are preliminary, as we are still analyzing the first year’s 
data at this writing, and ADEPT itself is in the early stages of develop- 
ment. We report here only on baseline classroom observations and on 
results from the prototype I-scapes deployment at UCLA and UCSB. The 
prototypes provided a first look at introducing computer-based technol- 
ogy into geography classrooms for teaching dynamic processes and an 
opportunity to test our instruments. We have no learning outcome data 
yet. Further data from faculty interviews, student interviews, and student 
demographics will be reported later. Initial observations reported here 
are in two categories: classroom environment and implementation of 
ADEPT I-scapes prototypes. 
ClassroomEnvironment 
We recognized early in the project that ADEPT modules would have 
to be flexible, adaptable, and relatively small in scope. Among the design 
questions we are exploring at this stage are the following: At what level of 
detail or granularity should I-scapes be created? How detailed can or should 
modules be if they are to be usefu1,for multiple instructors? What are the 
implications for metadata to describe and represent the concepts? What 
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are the collection requirements for ADEPT? These questions guided our 
observations of lectures and discussion sections of the physical geography 
courses at UCLA and UCSB. Faculty and graduate student researchers 
from the ADEPT education and evaluation team observed a sampling of 
class sessions before, during, and after the implementation of the I-scapes 
prototypes. We also videotaped one lecture by each of the UCLA instruc- 
tors and videotaped the I-scapes lectures at UCSB. These observations 
form baseline data to determine what is in common and what varies across 
the multiple offerings of the same and similar courses, what aspects of the 
courses might be incorporated in I-scapes, and what aspects are indepen- 
dent of I-scapes. We are not attempting to reform undergraduate educa- 
tion as a whole; rather, our purpose is to identify ways in which digital 
libraries can be utilized effectively in instruction. 
At UCLA, the same introductory physical geography course was taught 
by three different instructors in one academic year (Fall, Winter, and Spring 
terms on the quarter system), providing the opportunity to compare mul- 
tiple approaches to teaching the same course. The comparable introduc- 
tory course at UCSB, taught only once per year, has similar content and 
used one of the same textbooks as at UCLA. The three UCLA courses 
were taught with two lectures per week plus one required laboratory ses- 
sion taught by a graduate teaching assistant. The UCSB course was taught 
with three 50-minute lectures per week plus one required laboratory ses- 
sion taught by a graduate teaching assistant. Enrollment ranged from 60 
to 120 students, and four to six laboratory sections were offered for each 
course. In total, we observed four courses (three at UCLA and one at 
UCSB) and five instructors (three at UCLA and two at UCSB: the regular 
course instructor and the guest who presented the four I-scapes lectures). 
Course Content. Topic emphasis varied considerably due to differences in 
course texts and in instructors’ interests and expertise. The five instruc- 
tors were experts in climatology, geomorphology, remote sensing, river 
systems, pedology, and soil evolution. Although all the instructors cov- 
ered all the requisite topics, the proportional amount of time devoted to 
each topic reflected their respective research areas. In interviews with the 
instructors and in observation of their lectures, all had a core teaching 
goal in common, which was to present geography as a system of interact- 
ing processes. In the areas of their greatest expertise, instructors were 
most likely to interject anecdotal stories, specific case studies, and state- 
of-the-art research into the classroom discussion. In doing so, instructors 
were able to personalize the scientific process and explain “how science is 
done” in the field or in the lab. 
The three UCLA instructors chose three different textbooks and fol- 
lowed them to varying degrees. One instructor followed the text closely, 
lecturing chapter by chapter and testing students on textbook content. 
BORGMAN ET AL./ EVALUATING DIGITAL LIBRARIES 243 
Another drew illustrations from the text and incorporated other materi- 
als into lectures, testing students on all materials covered in lectures and 
lab sessions. The third instructor relied on the text for background read- 
ing and structured his lectures much differently than the textbook orga- 
nization. The UCSB instructor and guest lecturer occasionally referenced 
textbook chapters for the day’s lecture but did not follow the text closely, 
nor did they follow the ordering of the chapters. From time to time, one 
of the UCSB instructors would indicate parts of the textbook, such as a 
table or graph, which summarized something he had just discussed, or he 
would display a table pulled from the text and elaborate upon it. 
TeachingStyles. We also found considerable variation in teaching style, part 
of which we attribute to the amount of teaching experience. At UCLA, 
one of the instructors was an assistant professor who was teaching the 
course for the first time, another was a recently-promoted associate pro- 
fessor who had taught the course at least once before, and the third was a 
senior full professor who had taught this course many times over a period 
of several decades. At UCSB, the instructor and guest instructor were full 
professors with many years of teaching experience, though neither had 
taught this course recently. The five faculty vaned in lecture style, use of 
instructional technology, and their approaches to engaging students in 
discussion. 
Perhaps, as might be expected, the degree of reliance on the text- 
book varied with teaching experience. The assistant professor relied most 
heavily on the text and the full professors the least. While all the instruc- 
tors answered student questions during lectures, the degree to which they 
directly elicited student involvement varied. At UCLA, one instructor ac- 
tively involved students in the lecture sessions, while the other two tended 
to defer student discussion to office hours and lab sections, devoting more 
classroom time to lecturing. At UCSB, the instructors would occasionally 
direct questions to the students or give them a scenario and ask them to 
make predictions, but they also tried to engage the students by drawing 
references between the topics being discussed and students’ personal ex- 
periences. For example, in discussing types of land or river formations, 
the instructor asked how many students had taken a hike in a certain local 
area, asked them to describe what they saw, then related specific features 
of that area to a topic in the lecture. For the most part, however, any active 
student discussion took place in lab or during office hours. 
The five faculty also had different approaches to the use of instruc- 
tional technology in their classrooms. At UCLA, one instructor lectured 
almost entirely from notes on an overhead projector, another lectured 
almost entirely from the chalkboard, and the third used a mixture of chalk-
board and overheads. The instructor who made the most use of the chalk- 
board wrote copious notes on the board with detailed diagrams. Dynamic 
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processes were illustrated in multiple colors of chalk. He often came to 
the classroom about twenty minutes before class to prepare his diagrams 
on the board. He also brought in a large map of the world on which he 
would point out the location where specific processes occurred. Some lec- 
tures were augmented with slides and one with rock samples. 
At UCSB, both instructors primarily used computer presentations 
which were displayed on one or both of the two screens in the front of the 
room and on several smaller television screens mounted throughout the 
lecture hall. The primary course instructor used a hypermedia format for 
his computer presentation, which usually consisted of an outline of key 
terms and an accompanying image or animation. He occasionally used an 
overhead projector, displayed on the second screen, to write down addi- 
tional information or to use one of his favorite transparencies. He did not 
read from prepared notes but instead used the outline of his computer 
presentation as a prompting tool. He would spend from two to twenty 
minutes on each screen image. The guest lecturer used two computers, 
presenting his lecture outline on one screen and images and animations 
on the other. His lecture was fairly fast paced, mostly following the outline 
but occasionally deleting or re-ordering topics. 
The instructors also varied in the emphasis they placed on learning 
specific concepts and on learning processes. One instructor focused on 
approximately six processes per lecture, each illustrated with an overhead 
from the textbook. This format allowed students to follow the lecture in 
the book and to repeat concepts and clarify processes during the lecture 
period. 
We also noted differences in the instructors’ use of the physical space 
in the classroom. One of the UCLA instructors was very active, constantly 
moving as he drew detailed diagrams at the board and as he pointed out 
locations on the world map. Another instructor was moderately active, as 
she switched from writing notes on the board, to speaking from the over- 
head, to entertaining questions from the class. The latter two instructors 
were in a large bright lecture hall with many windows and a high ceiling. 
The third instructor was least active, standing at the podium for the dura- 
tion of the lecture, showing overhead figures and writing on transparen- 
cies. His course was held in a low-ceilinged windowless room that he kept 
dark to maximize the legibility of his overheads. 
The two UCSB faculty were physically constrained by their use of com- 
puting equipment, although they used it differently. The regular profes- 
sor used one computer terminal, which was located in the lectern. He 
would pace around the front of the lecture hall, point to relevant areas on 
the projection screen, and speak directly toward the students, returning 
to the lectern only when he needed to switch to the next screen. The 
guest professor occasionally walked up closer to the students and moved 
around but, due to the use of two computers, the faster pace of screen 
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changes, and some technical difficulties with the microphone, was more 
restricted in physical movement. He wrote diagrams and notes on the 
computer screen using a computer pen rather than using an overhead 
projector. 
Classroom Implementation of ADEPT I-scapes Prototypes 
Given the amount of development required to produce fully-opera- 
tional I-scapes with real scientific data, we took a rapid-prototyping ap- 
proach and constructed simple prototypes using MicroSoft PowerPoint. 
This approach enabled us to incorporate text, photographs, diagrams, 
images, and moving images that illustrated dynamic processes and allowed 
the instructor to add comments and annotations in real time. As noted in 
the prior section, the UCLA instructor developed one lecture on fluvial 
processes using a one-screen method that combined graphics, simulations, 
and the lecture outline, while the UCSB guest instructor deveIoped four 
lectures on hydrology and fluvial processes using a two-screen projection 
method (one for graphics and simulations and one for the lecture out- 
line). Both instructors were assisted in the I-scapes development by gradu-
ate student researchers employed by the ADEPT project. 
Following are some of our initial findings on the classroom imple- 
mentation in Spring 2000 and their implications for subsequent iterations 
of ADEPT. 
Integrating Infomation Resources into ADEPT I-scapes. Despite the richness of 
the Alexandria Digital Library, we found it necessary to locate additional 
information resources in support of the hydrology and fluvial processes 
lectures for introductory physical geography courses. Instructors wished 
to integrate materials such as lecture outlines and notes, diagrams, or 
personal slide collections for which they presumably held intellectual prop- 
erty rights. Other materials of interest were drawn from textbooks, 
CD-ROMs, online resources, or other sources for which they did not hold 
the rights. The need to integrate additional materials has implications for 
system design, management of intellectual property, and sharing of re- 
sources. Under fair use guidelines, instructors normally can present pub- 
lished materials in a classroom lecture and often do. When materials are 
incorporated in other products, posted online, or shared with other in- 
structors, rights and permissions are much less clear. The simple proto- 
types were developed for research purposes only and will not be shared 
until and unless we can resolve the intellectual property issues. 
Presentation Capabilities. In gathering materials for the ADEPT I-scapes pro- 
totypes, we found that display, layout, and other presentation features are 
essential considerations. Instructors often selected illustrations based on 
graphical qualities over relevance and familiarity (e.g., an image of a river 
in Africa was visually more striking than an available image of a local river). 
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Visual context must be provided by clear labeling, zooming, use of recog- 
nizable geographic features, and other means. 
Instructors’ Experiences with Information Technologaes. All of the instructors 
studied at UCLA and UCSB are accomplished researchers who employ 
high-end technology in their scholarship. Geography is a technology-in- 
tensive field, particularly in areas covered by courses such as climatology 
and geomorphology. Even so, the UCLA instructors did not normally 
employ computer-based instructional technology in teaching this intro- 
ductory course (other than that provided by the ADEPT project), instead 
relying upon chalkboards, overhead projectors, slide projectors, and pa- 
per maps for instruction. When asked their reasons, they said that too 
much advance planning was required for computer-based instruction, and 
that too much assistance would be required to install equipment, keep it 
running, and so on. They were interested in experimenting with new in- 
structional methods, however, and were willing to participate in ADEPT 
because we supplied equipment, technical assistance, and graduate assis- 
tant support in developing lecture materials. Several of the instructors 
commented that they would prefer, at least initially, to have “canned” 
materials rather than live digital libraries or online connections in the 
classroom. Two faculty members commented that they did not wish to 
present a technology-based lecture in front of 100 or more students “with- 
out a net.” The course section studied at UCSB did incorporate computer- 
based materials and had technical assistance at a level equal to, or greater 
than, that supplied by ADEPT. 
The UCLA instructor who implemented the ADEPT I-scape proto- 
type Spring term told us in interviews that he was willing to experiment 
with our technology in his lectures, acknowledging that he was somewhat 
apprehensive about the computer-driven nature of the presentation as it 
ran counter to his usual teaching style. He found the experience satisfac- 
tory, however, and sees ADEPT’Sprimary benefit as an effective visual aid 
to communicate concepts in physical geography. While he was concerned 
initially that the extra effort and stress might be detrimental to his teach- 
ing, he felt that his students benefitted from the experience. He found 
the one-screen I-scapes module somewhat cumbersome, however. He had 
trouble moving back and forth through concepts as he does in regular 
lectures and felt constrained by the computer. He also felt the slide show 
sped up the lecture and did not give students time to digest the content 
and to take notes at the same time. He said that next time he would keep 
overheads nearby and use ADEPT as a supplement, not as the driver of a 
whole lecture. 
The UCSB guest instructor used dual screens, one for the illustra- 
tions and one for the lecture outline. He was very positive about the expe- 
rience (it “converted him”), even though he had not used computer-based 
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tools in his own teaching in the past. He said that he “loves it” and “feels 
like he can get his points across more cleanly and effectively.” He also 
thinks that the only way for students to comprehend complex phenom- 
ena is to see these demonstrated visually. He did find that ADEPT was 
something of an obstacle to communicating with students because the 
technology drew some of his focus, but thought that he would become 
more comfortable as he became more familiar with the setup. Also, the 
computer kept him physically in the same place during the lecture, which 
he sees as an improvement over the amount of pacing across the room he 
normally does during lectures. 
CONCLUSION 
Our goals for the ADEPT project are to construct a digital library that 
will make geo-spatial and geo-referenced information resources useful in 
undergraduate instruction, ultimately leading to better learning outcomes 
than with traditional modes of instruction. The first year of the education 
and evaluation component of the ADEPT project has been devoted to 
establishing general design principles; developing the research design; 
developing and pilot testing data collection instruments; gathering baseline 
data on how geography courses currently are taught and on the students 
who take these courses; developing, deploying, and evaluating the first 
ADEPT I-scapes prototypes; and planning subsequent stages of the project. 
The research design, including the development of methods and in- 
struments for gathering qualitative and quantitative data, has been a sub- 
stantial undertaking in itself. To date, we have drawn our methods from 
educational evaluation, cognitive psychology, human factors, systems analy- 
sis, and user-centered design. We expect the methods and research ques- 
tions to evolve throughout the project as the technology, classroom envi- 
ronments, and user requirements are all moving targets. 
Our initial observations suggest that matching the content and capa- 
bilities of I-scapes to the range of instructors’ approaches to teaching the 
same topics will be a considerable challenge. The five instructors we have 
studied so far vary substantially in their topic emphases, choice of texts, 
use of instructional technology, and student assessments. We need to de- 
termine the appropriate granularity of I-scapes topics as well as their con- 
tents and their features, such as the abilities to manipulate data, test hy- 
potheses, and visualize processes. The early data also suggest that the 
presentation quality of images or simulations may be as important as their 
source or location. These instructors traded clarity and labeling of images 
with familiarity to the students (e.g., local rivers versus rivers on other 
continents). Similarly, the metadata to describe content is an issue. While 
some information resources were sought by location (eg., names of local 
rivers; latitude and longitude coordinates), others were sought by type 
and topic (e.g., simulations of river erosion). Pacing is yet another concern. 
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Much more material can be presented with computer-based instructional 
tools than with chalkboards and overhead projectors, and students easily 
can be overwhelmed. Conversely, students may be entertained by slick 
presentations without learning the scientific processes as well as they might 
through slower-paced chalkboard explanations. We hope to address these 
issues in more depth in the next year by concentrating on laboratory sec- 
tions and student interaction for a few selected cases. 
Campus infrastructure, instructional support, and technical support 
are essential concerns of the faculty studied. They are willing, if not 
always eager, to experiment with computer-based technologies in the 
classroom, provided sufficient support is available. They want support 
for developing instructional materials such as I-scapes. The ADEPT 
project provided this support by investing a considerable amount of 
graduate research assistant effort. Similarly, they need technical support 
so that precious minutes in the classroom are not wasted with set-up, 
debugging, and take-down of equipment. The faculty we are studying all 
are sophisticated users (and some are developers) of information tech- 
nologies. They know from experience that overhead projectors and chalk 
are more reliable instructional technologies than are computer systems, 
and these experiences are reflected in their teaching styles and their 
advice to the project. 
Digital libraries hold great potential for teaching and learning at the 
undergraduate level. The ADEPT project is building on a rich source of 
geographic information resources in the Alexandria Digital Library, ad- 
vanced technical infrastructures at two major research universities, and 
the participation of technically sophisticated faculty who teach undergradu- 
ate courses. We have a tremendous opportunity to understand more about 
the requirements for constructing digital libraries that will enhance scien- 
tific thinking and learning. We are making inroads at understanding the 
problem and hope to offer some workable solutions in later phases of the 
project. 
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Unobtrusive Data Analysis of Digital Reference 
Questions and Service at the Internet Public 
Library: An Exploratory Study 
DAVIDS. CARTERAND JOSEPH JANES 
ABSTRACT 
THISARTICLE PRESENTS THE RESULTS OF AN exploratory study attempting 
to establish a methodology for the unobtrusive analysis of a major digital 
reference enterprise. Logs of over 3,000 questions asked of the Internet 
Public Library in early 1999were analyzed on the basis of questions asked 
(subject area, means of submission, self-selected demographic informa- 
tion), how those questions were handled (professional determination of 
subject and question nature, questions sent back to users for clarifica- 
tion), and answered (including time to answer) or rejected. In addition, 
answers that received unsolicited thanks were analyzed separately. Users 
seem to have difficulty in assigning subject categories to their questions, 
and to determine whether they are factual or require sources for assis- 
tance, and these decisions were often overridden by question administra- 
tors. The median time to answer questions was just over two days, and 
about one in five answers received thank-you messages from users. 
INTRODUCTION 
The advent of digital reference creates for librarians many new op- 
portunities. Most of these revolve around new ways of offering service- 
i.e., at different times, to different populations, via different media, etc. 
However, since reference services delivered through the Internet are 
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mediated in a chiefly textual environment, digital reference services also 
afford us new ways of examining the activities of reference. At the Internet 
Public Library (IPI,) ,we have been providing digital reference services to 
our international patron group since opening on March 17, 1995, over 
five years ago. During that time, we have kept an exact record of every 
reference interaction that we have handled, over 40,000 questions to date. 
In this article, our goal is to explore just what sort of things can possibly be 
learned by examining this record. 
As this is an exploratory study, we have limited our data set of interest 
to the questions received during the three-month period from January to 
March 1999. This period provides over 3,000 questions to examine. We 
are also purposely limiting inquiries to rather elementary data analysis- 
no content analysis or direct patron inquiries-as we are primarily inter- 
ested in what sort of data can be drawn out of'the amalgamation of ques- 
tions via automatic means. In short, we want to know if anything useful 
can be learned about a digital reference service without investing a huge 
amount of resources. 
As is typical with these sorts of studies, our explorations raise as many, 
if not more, questions than answers. In the conclusion of this article, we 
examine the more complex inquiries that are suggested by our elemen- 
tary data analysis. We also consider ways in which the service itself might 
be modified to allow for more and more complex information to be gath- 
ered non-intrusively. 
Our research questions were: 
What are important characteristics of questions and users (user-assigned 
subjects, self-identification of users)? 
How frequently do IPL administrators override user-defined subjects 
and nature of questions? 
How frequently do IPL question-answerers use internal features of the 
question-answering system? 
How long do answerers take to answer questions? 
Who sends thank-you messages back to the IPL? 
What are important characteristics of rejected questions? 
REVIEW OF RELATED LITERATURE 
Although digital reference services have been a part of libraries for 
some time, most of the literature has been anecdotal in nature. The few 
studies that have been done have generally focused on the nature and 
existence of these services (e.g., Janes, Carter, & Memmott, 1999, for aca- 
demic libraries; Garnsey & Powell, 2000, for public libraries) and not any 
sort of qualitative or quantitative approach to the results or outcomes of 
these services. In a sense, this study is in the tradition of the numerous 
studies involving the evaluation of traditional reference services (e.g., 
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Hernon & McClure, 1987; Durrance, 1989) as well as transaction log analy- 
sis (Peters, Kaske, & Kurth, 1993). The unobtrusive nature of our study 
shares some of the inherent limitations of transaction log analysis; as Kurth 
(1993) states: “Transaction log data.. . don’t reflect, except through infer- 
ence, who enters the searches, why they enter them, and how satisfied 
they are with their results” (p. 98). However, we are unaware of any previ- 
ous studies of digital reference services and, as such, are taking the first 
small steps into a new area of inquiry with this study. 
OVERVIEW REFERENCEOF INTERNET PUBLIC LIBRARY 
Internet Public Library reference has been covered in detail in many 
other places (e.g., Lagace, 1999; Lagace & McClennen, 1998). However, 
we feel that it would be instructive to provide first a brief overview of the 
process before diving into the data. 
Users are invited to ask their questions by completing one of two forms: 
either a general purpose form (http://www.ipl.org/ref/QUE/ 
RefFormQRC.htm1) or a youth form (http://www.ipl.org/youth/ 
refform.htm1). We also take questions that have been submitted via e-mail. 
Users are informed that their question may be used for research purposes, 
as per the IPL Privacy Statement (http://www.ipl.org/about/privacy.html). 
All of the questions received by the IPL are entered into QRC, our Web- 
based centralized software used for patron interaction in general and ref- 
erence administration in particular (Lagace & McClennen, 1998). Ques- 
tions to QRC become items, and each item can exist in one of several 
categories. Questions are first relegated to an Incoming category where 
an IPL reference administrator (a “mucker” in IPL lingo) performs the 
initial tasks on the question-chiefly accepting or rejecting the question 
(and notifylng the patron) but also assigning a subject and a subject line, 
verifying the e-mail address, deciding if it is a “sources” or “factual” ques- 
tion (see definitions below) and, if necessary, asking the patron for clari- 
fylng information. These administrators are experienced in the use of 
QRC, the IPL question-answering process and guidelines, and are either 
advanced students or volunteer professionals. 
From there the question is transferred to one of two “To be Answered” 
categories, one each for factual and source questions. The questions are 
then available to be answered by the cadre of IPL reference librarians, 
who choose from among the available questions and CLAIM a question to 
indicate that they are working on it. During the process of finding an 
answer for the question, the librarian may post messages to herself (or, in 
fact, messages on others’ questions as well) via a FOLLOWUP,’ or 
ASK-INFO functions so as to seek further clarifymg information from the 
patron. Finally, a question is ANSWERED by sending an e-mail response 
via QRC back to the patron. A patron may decide to respond back to the 
question, usually to ask for more information or to offer a note of thanks. 
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After the question has been answered, an administrator checks the an- 
swer (an important step, as IPL reference is chiefly an educational enter- 
prise and many of the answerers are students still in the process of learn- 
ing reference techniques) and then removes the item from the category. 
The entirety of this reference interaction is then filed away into the QRC 
archives. 
METHODOLOGY 
Although the current version of the QRC software is not built into a 
database, the questions, answers, and attendant interactions are stored in 
formatted text files. Thus it was rather straightforward to write a program 
in Per1 to cull through the files and extract the desired data. When pos- 
sible confusion arose, consultation with the reference administrators was 
able to clear up any points about the subtleties of the administration pro- 
cess. Data now in hand, a variety of exploratory analyses were performed, 
the results of which we will now go into in detail. 
Results and Discussion 
During the period used for this study, January-March 1999,3,022ques-
tions were submitted to the IPL. The entire corpus was analyzed using 
automatic processing of QRC archive files. 
The first area we examined was the nature of the questions asked by 
Internet Public Library patrons. We looked at three areas: what means 
were used to ask the question (form or e-mail) ,the subject assigned to the 
question by the user, and self-identified demographic characteristics. 
Table 1 shows the source of the questions received-i.e., whether the 
questions were submitted via the standard form, the youth form, e-mail 
(to any @ipl.org address), or by an unknown means (usually from an- 
other form on the IPL site-e.g., a patron might ask a reference question 
in a form intended to suggest a site for the IPL's Online Newspapers col- 
lection). As can be seen, the majority of the questions received, 68 per-
cent, come from the general reference form and 26 percent arrive via 
e-mail. Only 4 percent of the patrons used the youth form. This 26 per-
cent is an important number: these questions have much less structure- 
i.e., they do not have the field structure of questions that come in via the 
form and, more importantly, they do not necessarily have the information 
Table 1.Source of Questions. -
Source Number Percentage 
form 2064 68.3 
e-mail 788 26.1 
kidform 127 4.2 
unknown 43 1.4 
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requested on the form, which is most valuable when answering. Often, 
e-mail-based questions do not specify sources already consulted, motiva- 
tion or reason behind the question, intended uses for the information, 
and so on. This has a significant impact both on policy and performance. 
The two forms ask patrons to identify the subject area of their ques- 
tions. Table 2 shows the distribution of these choices. Note that nearly 
one-third of the questioners were unable to match the subject area of 
their question to the list provided and thus chose “Other/Misc.” (this is 
not the default setting on the form-the patron is forced to choose a 
subject area when submitting and must actively select “Other/Misc.” 
the bottom of the list of available choices). A comparison of the d afrOmta in 
Table 2 to that in Table 5 ,  the subject area chosen by the IPL reference 
administrators, shows a serious disconnect between the two. This has sig- 
nificant implications, especially in the realm of automated assistance in 
reference question processing-i.e., any system that relies on users to self- 
identify their questions will end up with a significant number of questions 
in the wrong places within the system, and thus the system will still require 
a substantial hands-on component from human beings. 
Table 2. Subiects Assigned by User(chosen from form). 
0ther/Misc 869 28.8 
<blank>- usually e-mail 795 26.3’ 
Education 196 6.5 
Science 186 6.2 
Humanities 166 5.5 
Government/Law 150 5.0 
Business/Economics 121 4.0~ ~ ~ ~ ~ ~ . ~ ~ , / ~ . ~ ~ ~ ~ ~ ~ ~ ~ ..-_I . . . ..-. ._ 105 ..’ -3.5 
Health/Nutrition 63 2.1 
Entertainment 58 1.9 
Computers 49 1.6 
Internet 44 1.5 
Social Services/Issues 
Environment 
39 
35 
1.3 
1.2 
News/Current Events 29 1.o 
The general reference form gives patrons the options to identify them- 
selves as a businessperson, a teacher, and/or a librarian. This is done so 
that the administrators and answerers can have a better understanding of 
the background of the answerer and what resources may be available to 
them. Table 3 shows the distribution of these choices: nearly 25 percent of 
the patrons using the form identify themselves as business persons, 11 
percent as teachers, 7.5 percent as librarians (only 15 people chose more 
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than one category; nobody chose all three). These numbers should be 
taken with a grain of salt, as it is quite possible that a patron chooses one 
of these options to give themselves, and thus their question, a seeming 
higher level of import. We also know, from anecdotal evidence and spot- 
checking, that oftentimes questions from persons identifjmg themselves 
as business people are not business related and are, in fact, reflecting 
personal information needs. 
Table 3. People who Identify Themselves as . . , 
Business People 
Teachers 
501 
234 
24.3 
11.3 
Librarians 153 7.4 
(only 15 people chose more than one category; nobody chose all 3) 
In addition, both forms ask if the question is “for a school assign- 
ment,” again so that the people answering have a better idea of how to 
properly respond to the question. Over half of the patrons using the ref- 
erence forms identify their question as being school related (1,073 or 52 
percent), indicating a high level of educational usage for the IPL refer-
ence service. 
WHAT WE DIDWITH THE QUESTION 
Administration 
Sources us. Factual. Patrons can specify whether they want their question 
answered with a brief factual answer to their query, or a list of sources to 
consult to help them with their quest (or nothingmay be indicated, espe- 
cially if the question comes via e-mail) . 
When processing the incoming questions, the IPL administrators 
make this judgment. Based on the nature of the question and their own 
experience, a question is accepted as either factualor sources, indicating to 
the people answering what the most likely type of response should be 
given. Aquestion may also be rejected-i.e., not accepted into the question 
pool (more discussion of this later). 
Table 4 shows the distribution of factual, sources, and rejected ques- 
tions, comparing the patrons’ expectations with the administrators’ as- 
signments. While the patrons were very evenly split among their choices 
(one-third each for sources, factual, and nothing responses), the adminis- 
trators were more than twice as likely to assign a question as being sources 
rather than as factual. It is quite likely that patrons are being overly opti- 
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mistic that their questions can be answered simply and directly. We also 
note that the rejection rate for questions is independent of whether the 
patrons say they want a factual or sources answer. 
Table 4. Factual, Sources. Reiected Distributions. 
the user said they wanted sources 986 times (33%) 

we agreed 681 times (69%) 

we reversed 70 times (7%) 

we rejected 235 times (24%) 

the user said they wantedfuctuulanswers995 times (33%) 

we agreed 357 times (36%) 

we reversed 395 times (40%) 

we rejected 243 times (24%) 

the user said nothing 1041 times (34%) 

we said sources 614 times (59%) 

we said factual 205 times (20%) 

we rejected 222 times (21%) 

1690 questions were answered with sources (56%) 
632 questions were answered with factual answers (21%) 
700 questions were reiected (23%) 
Question Subject 
IPL staff also assign subject categories to each question via subject 
codes that are appended to the beginning of the description line for 
each question. These categories are slightly different from those from 
which the patron can choose, but it is fairly easy to relate one set to 
another. (Questions that have been rejected do not receive subject 
codes.) The distribution of the subjects assigned by administrators is 
shown in Table 5. It is important to note that two of these designations, 
FARQ and PF, are not actually subjects but rather indicate that the ques- 
tion was responded to by the administrator using a standard response 
referring the patron to one of the IPL’s Frequently Asked Reference 
Questions (FARQ) or Pathfinders (PF). This is also interesting since, 
even though patrons are encouraged to look over these resources on 
the IPL Web site prior to asking their questions, 13percent of the ques- 
tions are still answered in this fashion. Another important thing to note 
is that the number of Health and Law/Legal questions will be artificially 
low-as is noted in the section on Rejection below; questions on these 
subjects are routinely rejected for being outside the scope and purview 
of the IPL service. 
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SCI 
HIS 
LIT 
BIO 
HUM 
LIB 
MSC 
GEO 
FF 
BUS 
POTUS 
ENT 
SOC 
EDU 
GOV 
GEN 
INT 
COM 
HEA 
MUS 
LAW 
DIY 
POL 
MIL 
PSY 
REL 
228 
225 
201 
184 
147 
147 
129 
96 
79 
78 
77 
74 
60 
57 
53 
49 
47 
39 
38 
27 
23 
19 
16 
14 
13 
13 
10 
9.8 
9.7 
8.7 
7.9 
6.3 
6.3 
5.6 
4.1 
3.4 
3.4 
3.3 
3.2 
2.6 
2.5 
2.3 
2.1 
2.0 
1.7 
1.6 
1.2 
1.o 
.8 
.7 
.6 
.6 
.6 
.4 
(Frequently Asked 
Reference Question) 
Science 
History 
Literature 
Biography 
Humanities 
Libraries 
Miscellaneous 
Geography 
(answered with IPL 
Pathfinder) 
Business 
Presidents of the 
United States 
Entertainment 
Social Science 
Education 
Government 
General Reference 
Internet 
Computers 
Health 
Music 
Law 
Do-It-Yourself 
Politics 
Military. 
Psychology 
Religion 
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Answering 
When answering questions, IPL students, volunteers, and staff have 
several options. They may CLAIM a question, indicating that they are work- 
ing on the question; UNCLAIM, indicating that they aren’t anymore; mark 
a question as NEED-HELP, requesting assistance from others; or ASK-INFO, 
indicating that they have asked the patron for further clarifymg informa- 
tion. The QRC system also allows anyone to post internal messages (known 
as FOLLOW-UPs), either as temporary notes to oneself during the process 
of searching for an answer or as assistance to others in answering. 
Of the 2,322 questions answered (700 were rejected), 669 (28.8per-
cent) were answered before being posted to a “To Be Answered” cat- 
egory; these were answered directly by an administrator (nearly half via 
a FARQ or PF message) and thus will not have CLAIMS, NEED-HELPS, 
ASK-INFOs, and so on. 
Thus, 1,653 “regular” questions were answered. Tables 6-10 show an 
analysis of those questions. It can be seen by these data that the majority 
of the questions are answered in what would be considered a “standard” 
fashion-i.e., CLAIMed once, never UNCLAIMed, with no FOLLOW-UPs 
from either the answerer or others. However, nearly 15 percent of the 
questions are worked on by more than one person (i.e., CLAIMed more 
than once), 35 percent of the questions have FOLLOW-UPs by the an- 
swerer, and 25 percent have FOLLOW-UPs by someone other than the 
answerer. The average number of self-FOLLOW-UPs is 0.63, and the av- 
erage number of FOLLOW-UPs by others is 0.44.Only a small fraction of 
the questions were ever marked NEED-HELP or ASK-INFO-by corol-
lary, IPL question answerers offer help far more often than it is requested. 
Table 6. CWMed Questions (Being Worked On). - u.
 
Number ofT i e s CX.AIMed Number Percentage 1 
30 1.8 
1401 	 84.8 
165 10.0 
48 2.9 
7 0.4 
1 0.1 
1 0.1 
Table 7. UNCLAIMed Questions (have Stopped Working on the Questions). 
1449 87.7 
160 9.7 
36 2.2 
7 0.4 
1 0.1 
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Table 8. FOLLOW UPSbv Eventual Answerer. -
Number ofTimes Followed Up
by Eventual Answerer Nwllber fcrcatagc 
0 1088 65.8 
1 31 1 18.8 
2 135 8.2 
3 61 3.7 
4 26 1.6 
5 18 1.1 
6 11 0.7 
7 2 0.1 
10 1 0.1 
Table 9. FOLLOW UPSbv Others. - ,
Number ofTunesFoUowtd 
up by m e n  Number pCrtent*gc 
1232 74.5 
260 15.7 
93 5.6 
33 2.0 
15 0.9 
9 0.5 
7 0.4 
3 0.2 
1 0.1 
Table 10. Ouestions Marked. . -
Options Number Percentage I 
NEED-HELP 53 3.2 
ASK-INFO 66 4.0 
both of these 7 0.4 
Tim to Answer 
One important measurement of a digital reference service is the time 
it takes to respond to the patron with an answer (patrons are promised 
their answer within one week of posting). To evaluate this, we examined 
the time to answer the question as measured in days, as recorded auto- 
matically from the time the question was received at the IPL to the time 
an answer was posted back to the patron. Figure 1 shows the distribution 
of these answer times, while Table 11 gives the average time to answer as 
well as the quartiles. (These results do not include questions that were 
answered directly by administrators, only those posted to a “TO Be An-
swered category.) 
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Table 11. Time to Answer (Measured in Davs BetweenTime Ouestion Posted to-
IPL and Time Answer Posted Back to User): 
average 2.96 (s.d. 2.70) 
Q1 (25th percentile) 0.77 
median 2.05 
Q3 (75th percentile) 4.89 
skew 1.13 
ANSRDAYS 
_I 

100 
SM. Dev =270 
M* 1653.000 
1 2 9 4 5 6 7 8 9 10 11 12131415 16 1 
As can be seen from the data, it takes on average nearly three days for 
a question to be answered, with nearly half of the questions answered 
within two days and more than a quarter answered within one day. 
The questions answered directly by administrators averaged only 0.44 
days to answer; when including these in the analysis, the overall average 
time to answer for all questions is 2.26 days (median 1.07 days). 
We also compared time to answer with other characteristics of the 
question. The average time to answer was 2.10 days for a factual question 
and 2.31 days for a sources question-no significant difference. The fast- 
est questions to answer were factual questions received from e-mail (aver- 
age 1.69 days,n = 166); the slowest to answer were sources questions from 
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e-mail (average 2.38 days, n = 465). This discrepancy can partly be ac- 
counted for by the fact that a factual question is more likely to be answer- 
able directly by an administrator by employing a standard FARQresponse. 
Thanks 
Of the 2,322 questions answered, 458 (19.7 percent) received unso- 
licited thanks from users. The thank rate was 24.4 percent for factual ques- 
tions, and 18.0percent for sources questions (the difference is significant 
at the .001 level, C = .071). 
Table 12 shows the thank rate by the subject area of the question. In 
general, humanities subjects rank near the top, physical sciences near the 
middle, and social sciences near the bottom. Unsurprisingly, users whose 
questions were answered with a standard FARQ or PF response were far 
less likely to express gratitude. 
LIB 26.2 
MUS 25.9 
EDU 23.8 
LIT 22.3 
HUM 22.2 
BUS 19.0 
COM 18.8 
MSC 18.5 
SCI 18.3 
POTUS 18.3 
HIS 18.2 
GEO 18.1 
INT 17.4 
GOV 17.0 
GEN 16.4 
SOC 16.2 
ENT 15.8 
BIO 15.4 
LAW 13.3 
HEA 12.5 
PF 0.4 
FARQ 0.3 
Table 13 shows the thank rate by questioner type. There does not 
appear to be much of a difference in the thank rate for those who do or 
do not choose to identify themselves as part of one of these groups, nor 
among the three groups. 
Table 14 shows the thank rate by the question source. While there is 
"9signiGc2nt~~~~4nr,e;~-o,iieatinn,s~~,h~ittedJriae-~~l-~~dfr~gl----
1 
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Questioner Type Percentage 
librarians 25.4 
business people 25.3 
teachers 21.1 
school asst 15.0 
Table 14. Thank Rate by Question Source. , -
Question %we . c Percentage 
e-mail 
form 
kidform 
20.7 
20.3 
7.6 
the regular form, questions submitted using the youth form receive thanks 
at a far lower rate. The thank rate for questions identified as being for a 
school assignment was also significantly lower, 15.0 percent, leading one 
to a conclusion that kids send thanks along far less often than adults. 
The thank rate for questions answered in less than the median time 
(2.05days) was 18.4percent; far less than the median time, 22.6percent-
a significant difference at the .01 level. This at first seems counter-intui- 
tive in that the longer it took to answer a question, the more likely the 
patron was to send back a note of thanks. However, further examination 
of the data suggests a different factor at work. The thank rate for ques- 
tions answered before posting by an administrator was 10.8percent (72/ 
669). The thank rate for questions (not answered before posting) with 
one or  more FOLLOW-UPS was 28.9 percent; for those with no 
FOLLOW-UPS, the rate was 16.9percent. As these factors can be taken as 
a measure of question difficulty (i.e., the harder a question, the longer it 
takes to answer, the more notes made to oneself, the more assistance of- 
fered, and so on) it can be inferred that the harder a question is, the 
more appreciative the patron is for the answer provided. 
Rejection 
Of the 3,022 questions received during the examination period, 23 
percent (700) of the questions were rejected-i.e., not accepted to be 
answered. Table 15 shows the distribution of the reasons for rejection by 
the administrators. More than half of the questions were rejected because 
the service was over quota-i.e., the service received more questions that 
day than could reasonably be answered by the service. Another 18 per-
cent were rejected because the patron wanted an answer faster than the 
service could provide. Still another 7 percent were rejected because the 
patron supplied an invalid e-mail address (and the administrator could 
not ascertain what the correct address was). 
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TABLE15. Reason for Reiection. 
Reason Number Percentage 
quota 374 53.4 
date-passed 125 17.9 
bounce 51 7.3 
no reply 33 4.7 
law question 34 4.9 
medical question 23 3.3 
scope 14 2.0 
closed 14 2.0 
not your library 8 1.1 
rerout 20 2.9 
Of the 112 questions that were marked asASK-INFO, 33 did not re- 
ply, a dropout rate of 29.5 percent. This is an indication of the difficulty of 
establishing any sort of dialog between the patron and the librarian in an 
e-mail-only environment. 
Table 16shows the rejection rate based on the source of the question. 
Questions submitted via the youth form were the most likely to be re- 
jected, questions received via e-mail the least, with those from the regular 
form in the middle. When shown these data, the IPL reference adminis- 
trators were quite surprised, as their anecdotal evidence suggested that 
the exact opposite was true. 
Table 16. Source of Rejected Questions. 
Rejea Rate 
Source Number Percentage 
form 496 24.0 
e-mail 156 19.8 
kid form 35 27.6 
Table 17shows the rejection rate by self-identification of the patron. 
Of note here is that perhaps it does not pay to identify oneself as a busi- 
ness person. 
Table 17. Reject Rate by Type of Questioner. 
Qvestioner Tn>e Percentage 
Business 28.3 
Teacher 23.1 
Librarian 22.9 
School 24.7 
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CONCLUSION 
As can be seen in the earlier analysis, there is a potential wealth of 
information that can be culled from the data surrounding a digital refer- 
ence question. However, one is obviously limited to the data collected. 
This may seem to be an obvious point but, when designing a reference 
question intake form, librarians should consider not only what they will 
need to answer the question, but also what sort of automatic data analysis 
they may wish to do in the future. 
An interesting phenomenon that shows in the study is the existence 
of a tiered reference service: a number of questions are rejected, com- 
mon inquiries are responded to via standard answers (FARQs and Path- 
finders), quick questions are handled by the administrators, and “regu- 
lar” questions are handled by the reference librarians. These tiers were 
not designed into the system, but rather have evolved from experience 
and are evident in the analysis. 
While the data analysis is, in many aspects, interesting, in its own right 
it can also serve as a powerful tool for further exploration. Armed with 
such knowledge, we can now dive into other avenues of exploration- 
such as content analysis of the questions, a patron satisfaction survey, li- 
brarian attitudes, and so on-with a much better background than can be 
accomplished in evaluating “traditional” reference services. 
Another fairly obvious extension of this analysis would be a longitudi- 
nal approach: looking at a similar period of time from 1998 and 2000 
could give a picture as to how things at the service have changed (or not). 
Furthermore, comparisons of data between and among other librar- 
ies, as well as other “AskA” services (e.g., “Ask A Space Scientist”) and 
commercial question and answer services would also be instructive. 
NOTE 
Words in all caps here are designations of question status within the QRC system 
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Bundles in the Wild: Managing 
Information to Solve Problems 
and Maintain Situation Awareness 
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We cannot know what the task is until we know what 

the tools are. (Hutchins,1995, p. 114) 

ABSTRACT 
THISAKTICLE DESCRIBES HOW EXPERTS CREATE and use bundbs-organized, 
highly selective collections of information-to help solve problems and 
maintain situation awareness. In field observations of expert clinicians 
caring for patients in critical care units, bundles appear to be a widely 
used means of managing information to support diverse, complex, and 
often simultaneous tasks. They may be especially useful in settings that 
are characterized by high uncertainty, low predictability, frequent inter- 
ruptions, and potentially grave outcomes; where time and attention are 
highly constrained; and where interdisciplinary teamwork is essential. 
Reports of analogous observations from other domains such as aviation 
and air traffic control suggest that bundles may be a common information 
management tool for solving problems and maintaining situation aware- 
ness. In an age of digital libraries, computer-based tools for creating and 
managing bundles may be useful as the information in these settings is 
increasingly represented in digital collections that are larger, more com- 
plex, more diverse, and potentially more difficult to explore and manipu- 
late. 
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BACKGROUND 
Digztal Libraries Research: Tracking Footprints in Infomation Space 
The observations described in this article are part of a larger project, 
“Tracking Footprints in a Medical Information Space: Computer Scien- 
tist-Physician Collaborative Study of Expert Problem Solvers” funded by 
the National Science Foundation Digital Libraries Initiative Phase 2 (Na-
tional Science Foundation, 1998). The goals of the Tracking Footprints 
project are to understand how experts select information in a large and 
complex information space and to develop tools that assist them in this 
process. The research focuses on experts in health care, but analogous 
observations by others suggest that the findings will be applicable in other 
domains such as aviation. The research is being conducted by two teams- 
an observation team whose job is to accurately describe the information 
behavior of expert clinicians in situ, and a computer science team whose 
job is to investigate the application of superimposed information technol- 
ogy (Delcambre & Maier, 1999) to assist experts in navigating vast and 
complex digital information spaces. It is important to explicitly state the 
underlying assumptions of this research and to distinguish it from other 
areas of digital library research and other uses of digital libraries. Most 
important here is to distinguish the focused information seeking of clini- 
cal problem solving from other information behaviors such as browsing or 
information gathering (Krikelas, 1983) that may be observed in other uses 
of digital libraries. 
Assumptions: Framing the Problem 
Imagine a heart specialist who is called in to see a patient to manage 
a specific heart condition. While reviewing the medical records of the 
patient, the specialist must somehow locate sufficient relevant informa- 
tion to understand and solve the problem, ignoring the much larger quan- 
tity of information that belongs in the record but is irrelevant or redun- 
dant with respect to the problem at hand. As she traverses this large, di- 
verse, often disorganized collection of documents, she makes explicit 
choices about which items to ignore and which to examine more care- 
fully. Taken together, her choices create a discrete subset of information 
and documents that are relevant to a given problem and likely to be of 
interest to other users of the collection who are concerned with the same 
problem. 
The “user” in this case is an expert or team of experts, possessed of 
specialized knowledge, focused on a specialized patient care task. Infor- 
mation management, although essential, is of secondary importance com- 
pared to the clinical task. Significant constraints are present-i.e., time 
and attention are quite limited; considerable uncertainty and 
unpredictability are present; and misunderstanding or error have poten- 
tially grave consequences. To be effective under these constraints, expert 
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clinicians must employ cognitive strategies such as hypothetico-deductive rea- 
soning (Elstein, Shulman, & Sprafka, 1978) to narrow the problem space, 
and “satisficing” (Simon, 1955) to find a solution that is satisfactory rather 
than devote substantially more time and attention to arrive at an optimal 
one. It is expected that only a small fraction of the available information 
will be examined, the vast majority of the collection will be ignored, and 
these choices will often be based on the appearance and organization of 
the documents rather than on their content (Nygren & Henriksson, 1992; 
Nygren, Lind, Johnson, & Sandblad, 1992). 
The task, involving some aspect of patient care, is likely to be both 
generic and unique. It is assumed that most users in most circumstances 
need similar information to make a certain type of decision or to perform 
a certain task. But in health care especially, every instance is expected to 
have unique elements, relating to the patient, to the clinician, or to local 
circumstances, and this variability cannot be completely predicted from 
prior instances. As Sir William Osler put it nearly 100 years ago: “Variabil- 
ity is the law of life, and as no two faces are the same, so no two bodies are 
alike, and no two individuals react alike and behave alike under the ab- 
normal conditions which we know as disease” (Osler, 1932). 
The information space for this task includes the medical record of the 
patient (see Figure 1)-a large complex collection of information distrib- 
uted across multiple, often geographically dispersed, information systems- 
some electronic, some paper-created by a diverse array of health profes- 
sionals, for divergent purposes, over an extended period of time. Differ- 
ent classes of users may inhabit distinct territories within this space, rarely 
venturing into other regions (Ames, 1993). Importantly, the medical record 
itself is only one of many sources of information, electronic and other- 
wise, that are likely to be employed in the management of clinical prob- 
lems (Gorman, 1999). Sorting through these sources to locate needed 
information can be a formidable and time-consuming task. As electronic 
health information systems, like digital libraries, expand and evolve, their 
diversity, size, and complexity are increasing dramatically while familiar 
cues that enable efficient navigation in print media disappear (Nygren & 
Henriksson, 1992; Nygren et al., 1992). The result may be an information 
management task that is even more formidable than before. 
Research Questions 
A common observation in our early pilot work for this project was 
that clinicians in a variety of settings select and organize bits of informa- 
tion into what we are calling bundles (Figure 2).  As a result, we refined our 
research questions to focus on the following: 
1. How do experts choose which items to examine and which to ignore? 
2. 	 (a) Is there value in the selection and organization of information 
items into bundles? 
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Figure 1.Medical Records. 
Medical records (larger than most) readily available for clinicians to examine in 
an intensive care unit. The institution also has highly evolved electronic clinical 
information systems. Rubber bands hold together multi-volume records of 
individual patients. Inferences about the patient and the task may be made based 
on external appearance of the records alone. 
(b) Can a bundle be reused by the expert who created it? 
(c) Can a bundle be used by other experts? 
3. Can we capture and leverage the information inherent in bundles? 
Initially, we considered devising protocols to examine questions 2a, b, and 
c in a laboratory environment. However, our observations of expert clini- 
cians in subsequent fieldwork has provided the opportunity to answer these 
questions “in the wild” (Hutchins, 1995). 
INFORMATIONUSEIN CRITICALCARE 
This study employs observational methods to address the general 
question, “How do expert clinicians use information to help patients in 
critical care?” Complete details of the methodology of this study will be 
available in a forthcoming report. In this discussion, we briefly review the 
methods and describe in detail those findings related to the creation and 
use of bundles by experts as they care for patients in an intensive care 
unit. 
Setting and Subjects 
This study was conducted in the intensive care unit (ICU) and the 
cardiac intensive care unit (CICU) of a university-affiliated metropolitan 
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Figure 2. A Bundle in situ. 
Clinician locating information in a printed medical record, an electronic medical 
record, and from the patient (out of camera view). Her fingers preserve locations 
in the chart, forming a simple bundle of information items relevant to the 
problem(s) at hand. Her attention was required to create it (cost) and her 
expertise is inherent in the selections she has made (value). 
hospital of moderate size. This institution serves as a regional referral 
center for smaller community hospitals and as a training institution for 
multiple professions, including medical and nursing undergraduate stu- 
dents, an internal medicine residency training program, and a variety of 
postgraduate and advanced practice programs in nursing and medicine. 
The ICU and CICU employ a common layoutwith individual patient rooms 
on the perimeter of a rectangle surrounding a central work zone for nurses, 
physicians, and others. Each patient’s room has its entrance and a trans- 
parent wall facing the central area maximizing the ability of clinicians to 
directly observe the occupants and equipment of every room from the 
central area (views of the setting and many observed artifacts can be found 
on the project Web site at: http://www.cse.ogi.edu/footprints/). 
This clinical setting is characterized by a high level of patient com- 
plexity and acuity; a considerable and unpredictable flow of patients in 
and out of the unit; complex medical equipment of every description to 
support a variety of patient care and other tasks; a constant stream of 
diverse hospital personnel and visitors from outside the unit; a remark- 
ably high level of ambient noise; and a professional team approach that is 
highly focused on patient care in a setting of constant change, interrup- 
tion, and uncertainty. 
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Participants in the study included the critical care nurses, resident 
physicians, attending physicians, pharmacists, therapists, and an array of 
other health professionals that are typically engaged in modern critical 
care. Consent was obtained from informants in group meetings at the 
outset of the study. By coordinating with unit leaders, observation sessions 
were scheduled only when staff who were willing to participate were on 
duty. Individual staff or patient identifymg data either were not collected 
or have been obscured where they are inadvertently included in images, 
and so on. 
Data Collection 
Data were collected mainly through participant observation, supple- 
mented by key informant interviews, oral histories, and focus groups. Data 
included field notes, taped transcripts of interviews, photographs, and 
video recordings. The data collection team included a nurse (ML), a medi- 
cal librarian (JA),a physician-in-training (‘JL),and an attending physician 
(PG). The team leader (PG) is a physician on the attending staff of the 
host institution, enabling the team to “gain entry” to the unit more readily. 
The mix of professions on the team afforded the ability to match observ- 
ers and participants by professional background, promoting better rap- 
port with informants and more valid observations. This mix of professions 
also ensured that multiple perspectives would be represented in the ex- 
amination of data, improving the reliability of our analysis. Field observa- 
tions and data analysis were guided by the general research question, “How 
do expert clinicians use information to help patients in critical care?” Fol- 
lowing analysis by the research team, findings were presented to infor- 
mants in small groups to obtain a validating “member check on our ob- 
servations and inferences. 
OBSERVATIONS: IN THE WILDBUNDLES 
A full report of the findings of this study is forthcoming. We focus 
here on observations relating to the creation and use of bundles. Follow- 
ing are descriptions of several types of bundles which expert clinicians 
used in the course of patient care. 
The Kardex 
The Kardex (Figure 3) captures the current state of active medica- 
tions, treatments, and other management information for a given patient. 
One Kardex is created and maintained for the duration of each patient’s 
stay in the ICU, then discarded on transfer to another unit. Printed on 
heavy stock and folded, it is durable, portable, and separate from other 
documents, enabling it to survive frequent revision and heavy use as it is 
taken along to the bedside, to the workstation, to the pharmacy, or to the 
telephone in support of various tasks. Identifylng information is stamped 
in ink using an addressograph, as it is on all patient-specific documents. 
272 LIBRARY TRENDS/FALL 2000 
Virtually all other entries are made in pencil. This permits inactive medi- 
cation or treatment orders to be erased and new information to be added 
so that only current active information is present at any given moment. 
The primary nurse caring for each patient is responsible, with help from 
the unit secretary, for keeping that patient’s Kardex up-to-date, although 
many others, including physicians, nurses, pharmacists, etc., may refer to 
the Kardex in the course of carrying out their respective duties. 
Figure 3. The Kardex. 

In the foreground is a Kardex. Most entries are in pencil, erased and updated 

regularly to reflect the current state of active interventions for this patient. 

Identifjmg information is stamped in ink. Three-ring binders on the right contain 

the current medical record for this Datient in two volumes. 

Most of the information recorded on the Kardex is also recorded in 
another location, such as in the nursing care plans, in the physicians’ 
orders, in pharmacy records, in laboratory records, and so on. But no 
other source contains this particular combination of information. Some 
information is recorded only on the Kardex. This information tends to be 
details that are helpful to nurses and others caring for the patient but 
which are too sensitive, uncertain, unique, or temporary to be documented 
in the permanent record. While copies of the information on the Kardex 
exist in other locations, only one Kardex exists for each patient. This pro- 
vides a physical form of version control: there is no confusion about whether 
the Kardex in hand is the current and correct version, a problem that can 
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occur with other documents of which multiple versions may exist and 
multiple copies may be printed. 
The layout of the Kardex provides predictability in the location of 
information but allows flexibility of content according to the unique and 
changing patient situation. Frequent revisions are made to keep the Kardex 
current, complete, and relevant. Observation reveals that it is used fre- 
quently by nurses, physicians, and other personnel. In the ICU under study, 
the Kardex was reported to be among the most useful sources of informa- 
tion by residents (unpublished data). As one nurse observed, “if you talk 
to people, it’s probably their number one communication tool.” In many 
institutions, efforts are being made to eliminate the use of the Kardex 
(Krause, Westdorp, Coonen, &Jenks, 1996; Newell, 1996). 
A Resident’s Worksheet 
Resident physicians often create an informal temporary daily 
worksheet containing selected task-oriented information (Figure 4). Al-
though styles vary, these generally are preprinted or photocopied forms, 
often using a format borrowed or modified from that of a colleague. In 
the example in Figure 4, each row contains information about a single 
patient and each column contains information of a certain type: in the 
leftmost column is identifying information, often only the last name and 
room number; in the second column, a list of active health problems; in 
the third column, pertinent, often numeric, laboratory data; in the 
rightmost column, action or to-do items. In each cell, only a subset of the 
available information is included: complete information can be found else- 
where. For example, the active problem list cell usually includes only those 
conditions that require action or attention while in the ICU. A more com- 
plete problem list may be found in the medical record but is not necessary 
on this worksheet. 
The figure illustrates annotations that suggest the meaning of unla- 
beled numeric or text data. Some of these annotations, such as the simple 
matrices used to record standard hematologic and metabolic parameters, 
are widely used and readily understood by other clinicians. Other annota- 
tions may be idiosyncratic or ad hoc and understood only by their author 
or in context. The content of these worksheets is generally unique to the 
individual patients, to the individual resident, and to the time it is cre- 
ated: what is relevant and important to one clinician on one shift may not 
be relevant and important to another clinician or at another time. Often 
there is a mix of patient-specific data and informal or local procedural 
information (Forsythe, Buchanan, Osheroff, & Miller, 1992; Gorman, 
1995). 
There is an emphasis on recording numeric laboratory data (third 
column from the left), perhaps because these numeric details are less 
easily retrieved from memory. In contrast, the simple list of abbreviations 
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Figure 4. Resident’s Worksheet. 

Worksheet used by a resident (in training) physician illustrating flexible content 

in predictable arrangements. Annotation and organization of items suggests the 

meaning of data and status of processes. 

or phrases in the “Active Problems” column (second column from the 
left) can trigger retrieval of additional details from memory, either infor- 
mation obtained by direct experience (hearing the history from the pa- 
tient, observing physical findings through physical examination) or infor- 
mation that is more amenable to “chunking” into high level “illness 
scripts”’(Evans & Gadd, 1989; Schmidt, Norman, & Boshuizen, 1990). 
Graphical cues, annotation, and white space are used: (1)to specify item 
types (check boxes for to-do items); (2) to specify data types (the shape of 
simple matrices identify the type of laboratory data), and ( 3 ) to draw at- 
tention to important or needed information (empty matrices suggest a 
need to retrieve specific laboratory data). Although many elements are 
recorded for all patients, the combination of data recorded is unique to 
the patient and the situation. Placeholders are not present for data that is 
t*.bz.rR.e&eb.-- - - - _ _ _ _ _ii& 

This bundle is like the Kardex in several respects: (1)it is a represen- 
tation of the current state (active problems and current laboratory data); 
(2) it serves to organize the performance of important tasks; ( 3 )its stmc- 
ture has predictability but great flexibility for information content; (4)most 
of the data have been or will be recorded elsewhere; (5) the data are 
highly selected, with more complete details available in other documents; 
and (6) there may be a mix of patient-specific data (found in the print or 
electronic patient record) and local or informal procedural information 
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(often communicated orally or found in local information sources). Also 
like the Kardex, it is a portable, temporary, and highly task-oriented docu- 
ment. Unlike the Kardex, it contains information about multiple patients, 
it is usually created and used by a single individual, and is not generally 
shared. Similar resident worksheets were observed which were shared, but 
these often contained only baseline information with unique annotations 
added by individual recipients of partially completed bundles. 
Messy Bundles 
While both the Kardex and resident physician’s worksheet are pre- 
pared in advance, with some a priori sense of what to record and where 
and why to record it, other bundles are ad hoc, literally “back of the enve- 
lope” creations (Figure 5 ) .  We refer to these as messy bundles, with the 
messiness occurring on multiple levels: from the informality of the re- 
cording medium, such as this “four by four” gauze pad package, to the 
shorthand used to record it, often without labels or formatting; and even 
perhaps to “messiness” or uncertainty about these data. Messy bundles 
may be created by anyone and reused by their author or by others, but 
they tend to be very tightly integrated with tasks, and their interpretation 
depends much more on context than is true of other types of bundles. 
Messy bundles may be advantageous beyond mere convenience be- 
cause of their immediacy, portability, disposability, and flexibility. Poten- 
tial advantages of messy bundles may include: (1)where there is uncertainty 
Figure 5 .  Messy Bundle. 

Handwritten annotations on the back of a gauze pad package. Handy, portable, 

highly flexible, and quite typical temporary storage. Domain experts recognize 

data types using cues such as range, order, annotations, separator symbols, and 

grouping. 
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about the data, it can be verified before it is added to the permanent 
record; (2) the act of physically recording the data may improve under- 
standing, allowing the clinician to “think through” the information as it is 
being recorded; (3) messy bundles can be taken to the bedside, to the 
medication room, wherever the information is needed, to whomever needs 
it, without interrupting patient care; (4)messy bundles can be kept handy 
as a physical reminder of patient status, of the need to perform some task, 
or that the task has been performed; (5)messy bundles allow information 
to be recorded in whatever form is appropriate without the limitations of 
the recording technology, which may be especially useful for such items as 
waveforms, diagrams of physical findings, or the location of equipment in 
relation to the patient; and (6) assembly of messy bundles can be readily 
integrated into routine workflow, adding items of information as they be- 
come available at separate locations, often distant from formal documen- 
tation technology. 
Another advantage of messy bundles is that their flexibility allows for a 
very high signal-to-noise ratio, a concept borrowed from information theory 
referring to the amount of meaningful information (“signal”) conveyed in 
a message relative to the amount of useless information (“noise”) in that 
message. The bundle in the figure contains seventeen numeric values, only 
two of which are labeled. Yet, in informal feedback sessions, physicians and 
ICU nurses readily recognized these to be hemodynamic data from a pa- 
tient with a pulmonary artery catheter. In a critical care unit, the terms 
“W”and “Wedge” have specific meanings that help provide context for 
the other data. For the unlabeled items, the range of values, the order in 
which they are recorded, the use of separator characters and annotation 
(encircled groups, bars over “means”), and the grouping of items provide 
the necessary cues for the data types to be understood by experts in this 
domain, even if undecipherable to others. Evans and Gadd (1989),in their 
analysis of expert discourse, comment on this sort of efficiency in expert 
communication: “Experts share knowledge not only of the details of their 
domains, but also of the structure and goals of their discourses” (p. 214). 
The ICU Flow Sheet 
The flow sheet (Figure 6) is a nearly ubiquitous tool for managing 
information in intensive care units. Unlike the first three examples, a flow 
sheet is both an essential working document and a part of the permanent 
record. Compared to the other bundles, it is less portable, not disposable, 
more structured, and less flexible in its content and organization, although 
much flexibility and some portability remain. It is a dynamic document, 
evolving over the course of a shift or a day as it is detailed with data about 
the patient. Like the Kardex, only the nurse primarily responsible for the 
patient makes entries on the flow sheet, while nearly every clinician in- 
volved in caring for the patient makes use of it. 
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Figure 6. Flow Sheet. 
Beneath the other objects, the large format flowsheet provides a frequently 
updated overview of the current state and recent past states helping to maintain 
situation awareness for the team. Legend at far right explains meanings of some 
symbols. In the foreground lower right is the nurse’s handwritten worksheet for 
I I&is patient. 
The data content is highly predictable but still sufficiently flexible to 
remain context-specific and serve the needs of the individual patient and 
clinicians. For example, vital signs are always recorded, but the frequency 
and means of recording them depends on the state of the patient. Medi- 
cations, various nursing observations, hemodynamic measurements, or 
laboratory data may or may not be included as dictated by the current 
Context of me patient s”cire. Highif amor&% Mm&, rapidly charigirig 
parameters, or measurements used to monitor an active treatment or con- 
dition will be included, but only for as long as is necessary. Experts using 
the flow sheet can determine at a glance the overall severity and stability 
of the patient’s condition as well as the major conditions that require 
attention at a given point in time. 
The data format is highly structured, using a row and column arrange- 
ment. Data in each column roughly represent a cross-section in time, with 
time moving from left to right across the page. The time scale may be 
expanded or contracted according to the frequency of data collection 
required by the patient’s condition. Rows are grouped to contain related 
data: temperature, pulse, and blood pressure at the top, nursing observa- 
tions and physiologic parameters beneath these, medication information 
and laboratory data in groups of rows near the bottom, and text annota- 
tions added wherever meaningful. Common symbols, figures, abbrevia- 
tions, annotations, separators, and data arrangements are used. There is 
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general predictability but specific flexibility in the recording of data items. 
A domain expert from another institution can readily interpret flow sheet 
information with no training and minimal explanation, partly because of 
expertise about the data, partly because of experience with similar docu- 
ments used in other institutions. 
Nearly every individual item of information is recorded in other docu- 
ments or information systems, but the flowsheet contains an assembly of 
information collected asynchronously in the course of workflow from di- 
verse, physically separate, sources, and the flowsheet contains alternate 
representations of the data that are meaningful and useful in task-specific 
ways, using graphical plots, symbols, diagrams, numbers, text annotation, 
and meaningful arrangements or juxtaposition. The current dose of pow- 
erful medications is recorded alongside current physiologc measurements 
that influence or are influenced by that medication, allowing minute-to- 
minute adjustment. Text annotations such as “questionable waveform,” 
“vomiting, possible aspiration,” or “family visiting” are recorded immedi- 
ately adjacent to numeric or other data, allowing those data to be under- 
stood in a way that would not be possible otherwise. Even juxtaposition in 
time of items that may not otherwise appear to be related (and therefore 
would not be recorded together) may enable patterns to be recognized 
that could otherwise go unnoticed. Like the Kardex, many institutions are 
replacing the flow sheet with electronic systems that attempt to emulate 
the content, format, and/or functions of the flowsheet (Shabot, 1997). 
A Bundlf of Bundle5 
Groups of bundles may be positioned together in temporary arrange- 
ments, creating what may be referred to as a metabundle as illustrated in 
Figure 7. Bundles may be present, such as the large flowsheet and Kardex, 
alongside other nonselective information collections, such as the patient’s 
chart (three-ring binder) and electronic information systems in varying 
combinations. The entire workstation is immediately adjacent to the 
patient’s room so that the patient and all monitoring and treatment de- 
vices are in view at all times from this location. Once again, this is prima- 
rily a workstation for the critical care nurse, but many other expert clini- 
cians use it: physicians, pharmacists, therapists, and others. Unwritten so-
cially negotiated rules of “ownership” allow for some objects to be shared 
or removed for use elsewhere, while others are left in place except under 
unusual circumstances. It is rare, for example, to observe a physician re- 
cording information on a flow sheet, but it is common to see physicians 
arid others reading from it. Redundant recording of information provides 
a degree of fault-tolerance, allowing certain items to be removed for task- 
specific purposes while keeping essential data available at the bedside. 
The content and arrangement of this metabundle is quite flexible 
and meaningful. What is lost in predictability of content is gained in mean- 
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Figure 7. Metabundle. 
Several related bundles in an arrangement that supports current tasks. Many 
clinicians from multiple disciplines use this collection, which is maintained by a 
single nurse. The presence and arrangement of information tools and other 
objects suggests current status, needs, or priorities. 
ing: the presence and arrangement of objects contains information about 
the present state and immediate past and future states of the patient. 
Implicit in the positioning of information objects is a to-do list and a pri- 
ority classification. Lab slips pinned to the doorframe suggest the need to 
collect specimens. Hemodynamic data left out in full view suggest that: 
(1)  there is a reason for this patient to have it recorded; (2) the task of 
obtaining it has been completed; (3) the task of interpreting it is not yet 
complete; and (4)the attention of an appropriate expert may be needed. 
Laboratory report slips positioned neatly out of view beneath Kardex on 
the clipboard suggest that these data have been obtained, recorded, ex- 
amined, and probably interpreted to some extent. If a major important 
abnormality were present, the report would likely be on top of the clip- 
board; if the data were normal, stable, and unlikely to require further 
attention, the paper would likely be filed or recycled. The computer screen, 
showing a clinical information application rather than a screen saver pat- 
tern, suggests recent use. 
To describe this as a metabundle is to focus only on the information 
objects and information systems that are present. But to do this is to cre- 
ate an artifact, artificially separating the information objects from the 
people and the other objects that are integral to the tasks. The location of 
this metabundle is essential: its usefulness is in large part a function of 
where it is, and to move it could significantly alter its ability to support the 
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tasks of patient care. Similarly, the other objects that are present are not 
traditionally viewed as information objects, but they are integral to 
performance of patient care tasks, and their presence and physical state 
(open versus closed, and so on) contain information about the state of 
the patient or patient care tasks. Airline pilots use the same sorts of cues; 
for example, the physical position of controls in the cockpit can be a rep- 
resentation of the current state of the object being controlled and may 
have implications for the current stage in completion of a task (Hutchins 
& Klausen, 1996). 
Not visible in the figure are the sounds-i.e., regular constant sounds 
that suggest stability; irregular or intermittent sounds that suggest change 
and draw attention; and alarms that indicate a problem and demand at- 
tention. Any of these, by virtue of their volume and directionality, provide 
a direct analog representation of the problem: its location, its importance, 
and its relevance to the listener. Though often not viewed as elements of 
an information system, these are important sources of information that 
can be essential to effective and efficient performance of critical tasks. 
SUMMARY PROPERTIESOF BUNDLE 
The goal of this article is to describe bundles-organized collections 
of highly selected information-which we observed to be commonly used 
by expert clinicians to help solve problems and maintain situation aware- 
ness. Based on fieldwork in an intensive care unit, five examples of bundles 
have been described that illustrate the variety of bundles in use; their 
information content; organizational format; common and distinguishing 
features; and usefulness in the intensive care environment for solving prob- 
lems; performing patient care tasks; and developing, maintaining, or shar- 
ing situation awareness. To clarify what bundles are and what they are not, 
the properties of bundles can be summarized as follows: 
Bundles are always: 
actively created A bundle is by definition actively created by an 
expert in the course of problem solving, task 
performance, or maintaining situation awareness. 
physical Some important information exists only as an 
individual or collective mental representation 
but, for our purposes, a bundle is always a 
physical representation. 
collections Creating a bundle involves grouping items, based 
on some idea of relatedness. A single item would 
be trivial and require no processing. 
selective Creating a bundle involves selection, separating 
relevant and important from nonrelevant or 
unimportant. A complete and comprehensive 
mu1 tigranular 
context specific 
task oriented 
redundant 
Bundles are sometimes: 
organized 
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collection would be of far less value, possibly 
interfering with task performance. 
Most bundles are comprised of bits and pieces of 
data of varylng levels of granularity from single 
items, to groups of contiguous or related 
items, to a paragraph or more of information. 
Rarely does a bundle incorporate a complete 
document. 
Bundles often share common data elements or 
format, but every bundle is to some extent context 
dependent, where context may include 
properties specific to its creator, the setting, the 
patient and task, and a specific point in time. 
Bundles are therefore never completely 
predictable and must be highly flexible. 
Bundles are created not for their own sake but to 
facilitate performance of specific tasks. Creating 
a bundle may: (1)provide a data cache for specific 
items especially where precision is required as 
with laboratory values physiologic parameters; 
(2) trigger memory of additional details; 
(3) facilitate development of an individual’s 
situation awareness (getting the story straight, 
thinking the problem through); (4) enable 
sharing of related data with others having related 
expertise and duties, achieving group situation 
awareness; and (5) facilitate multi-tasking and 
multi-threading in an environment characterized 
by simultaneous demands and frequent 
interruptions. 
Almost every item of information in a bundle can 
be found elsewhere: in another bundle; in other 
documents, collections, or information systems; 
or in some physical representation. The bundle 
itself is a unique collection that can be found 
nowhere else. 
All bundles probably have some degree of 
organization, distinguishing them from 
unordered collections. Bundles observed in this 
study had varying degrees of organization: 
(1)high degree of order in a fixed, widely 
recognized pattern; (2) high degree of 
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dynamic 
temporary 
diverse 
complex 
multiauthored 
shared 
multipurpose 
uncertain 
visual 
Bundles are not: 
distributed 
organization in an individual or locally unique 
order; and (3) loosely organized with fuzzy or 
uncertain relationships. The order in bundles is 
often latent, emerging as the bundle is created. 
Some bundles are static: created and used, then 
stored or discarded. Others are frequently revised 
(the Kardex) or regularly updated (the flow 
sheet) as the situation changes. 
Some bundles are for temporary use, others 
become a part of the permanent record with 
implications for the kinds of data they can 
contain. 
Most bundles include information items derived 
from multiple sources or systems, although many 
are single-source. 
Many bundles contain multiple data types or 
multiple media. Numeric data, text, annotations, 
diagrams, cutouts or replicas of waveforms, and 
a variety of graphic elements may be included. 
Many examples of composite, multiauthored 
bundles exist, though those illustrated here tend 
to be single author. 
Some bundles are created and used by a single 
person, but many are used by multiple 
individuals, often crossing a variety of disciplines. 
Bundles may serve one or many tasks. 
Some data or the suggested relationships among 
data are tentative or uncertain. Bundles provide 
a means of dealing with this uncertainty by 
making it temporary or keeping it private, for 
example. 
Almost all bundles we observed made use of visual 
cues (layout, ink color, handwriting style, white 
space, check boxes, arrows, circles, etc.) to 
organize information, draw attention to specific 
items, suggest relatedness or patterns, and 
otherwise provide a means of adding meaning 
and focusing the attention of viewers. These 
annotations tended to be graphical, flexible, and 
were sometimes novel. 
Bundles by definition are items brought together 
in one place, although the items may be gathered 
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from widely distributed sources. 
comprehensive 	 As stated above, exhaustive lists, though 
important for archival and other purposes, 
appear to be of less value than selected task- 
specific information. 
simple lists 	 Bundles have some internal organization, 
determined by the context in which they are 
created and by the ontology of their creator’s 
domain. This internal organization thus cannot 
be completely predicted in advance. 
forms or views 	 Views or forms can provide highly meaningful 
grouping of information items but, unlike 
bundles, are less context specific and are entirely 
predictable in their content and arrangement. 
BUNDLESAND DIGITALIBRARIES 
As libraries evolve from physical repositories in fixed locations to digital 
collections available in virtually any location, it can be expected that they 
will be used in new ways beyond traditional information gathering or re- 
search. In particular, because digital libraries can provide vast amounts of 
information at the times and places where information intensive tasks are 
performed, they have the potential to transform the work of those whose 
information management and decision making are tightly integrated with 
the physical operations they perform. To achieve a truly beneficial trans- 
formation, however, requires a deep understanding of the work, the ex- 
perts who perform it, and the information tools and processes that they 
use. As Ruhleder (1994) states: “Medium, thought, artifacts, and work 
processes are deeply intertwined, often in ways we do not fully under- 
stand” (p. 210). 
Our observations of expert clinicians using bundles to manage infor- 
mation while caring for patients in an ICU are analogous to observations 
from other fields. Levy and Marshall (1995),for example, describe how 
information analysts in a digital library “create more fluid, transient, and 
nondigital materials, constructing and maintaining local collections, which 
can then be shared with others” (p. 80).These observations may provide 
insights into some of the challenges that digital libraries must address if 
they are to become truly useful in their new roles. Five features of bundles 
that appear to be especially important in this regard are: tangibility, infor- 
mality, redundancy, annotation, and active creation. 
Tanpbility refers to the physical properties of bundles and the task- 
specific advantages these physical properties confer. As portable objects, 
they can be kept on-hand at-hand and thereby allowing information to be 
collected, referred to, and shared as individuals niove about to perform 
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tasks that are often exacting, messy, or physically demanding. For groups 
collaborating on multiple simultaneous complex tasks, they provide a 
tangible means of version control (the Kardex); socially negotiated au- 
thorial control (as with the flow sheet); a visible means of determining 
and transferring responsibility both for the bundle and for the task it is 
created to support; and a physical representation of the state of a task or 
tasks that enables multi-threading in the face of frequent interruptions, 
reshuffling of priorities, and reassignment of responsibilities. Similar ob- 
servations have been reported in other domains, notably among groups 
of air traffic controllers who rely on paper Jlzght s t ~ @ s ,“physical objects 
with multiple affordances that support various aspects of the controllers’ 
work (Mackay, 1999, p. 323). 
Informality refers to the flexibility, on multiple levels, that bundles pro- 
vide their users, including flexibility of content, format, granularity, own- 
ership, and so on. As temporary disposable collections, they can contain 
information that does not belong in the permanent record: sensitive in- 
formation that is meant to be kept private; logistic information with only 
short-term contextual usefulness or relevance; and combinations of infor- 
mation types (Gorman, 1999) that must be integrated to perform clinical 
tasks but must be stored separately in formal information systems. As in-
formal creations, bundles allow individuals or groups to manipulate infor- 
mation in tentative combinations, avoiding the substantial cognitive over- 
head demanded by computer systems that require formal specification of 
categories and relationships (Shipman & Marshall, 1999). The “pile” meta- 
phor for a file system interface (Rose et al., 1993) and computer-supported 
incremental formalization (Shipman & McCall, 1999) are two examples 
of information systems designed to allow for, and benefit from, informal 
specification by users. 
Redundancy refers to the use of multiple representations of data and 
multiple processes or procedures for managing it. Most of the data present 
in bundles are also present in at least one other information system. Many 
of these items are collected, recorded, or shared by more than one per- 
son or through more than one process. One advantage to this use of mul- 
tiple representations and multiple processes is fault tolerance: bundles 
are one tool used to check and double check information that may be 
questionable, unavailable, or lost. Experts thus take advantage of one 
another’s expertise and attention to make sense of the information and 
make certain it is correct (Figure 8). Similar fault tolerance has been de- 
scribed when a group receives communication in an airline cockpit 
(Hutchins & Klausen, 1996) and when the presence of aircraft is simulta- 
neously apparent on a radar screen and as a physical flight strip (Mackay, 
1999). 
A second benefit to this use of multiple representations is the task 
suitability of the representation. As Shipman and Marshall (1999) note, 
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Figure 8. Managing Information. 
Several sources are being used, several processes are taking place. Bundles are 
being updated to reflect the current state, compared to confirm accuracy, and 
summarized for sharing with others. An example of “propagating representations 
across representational media” (Hutchins, 1995). 
“a representation that is suitable for one task may not be appropriate for 
a very similar related task” (p. 345). Hutchins describes this phenomenon 
on the navigation deck of an aircraft carrier. Bearings and ranges are si- 
multaneously recorded in numeric tabular form on the ship’s log for docu- 
mentation purposes and separately plotted as a direct analog representa- 
tion on the navigation chart, a form that is more immediately useful for 
navigation purposes (Hutchins, 1995). This process of “propagating of 
representational state across a series of representational media” (Hutchins, 
1995) appears to be analogous to some of the bundles created in the ICU, 
where bundles allow multiple representations, each suited to a specific 
task. 
Annotation here refers to the ways in which experts add meaning to a 
collection of information. The importance of annotation and the useful- 
ness of a technology (currently paper) that enables it has been described 
by others. Levy and Marshall (1995) report that: “In spite of organiza- 
tional efforts to make all sources available through digital means. . . ,ana-
lysts still make extensive use of paper as the principal interpretive me- 
dium” (p. 81). Three forms of annotation appear important here: selec- 
tion, organization, and the addition of symbols. Selection alone can be 
considered a form of annotation, adding value through data reduction, 
where expert knowledge of what is relevant and important is inherent in 
the selection itself. Organization of selected information is another form 
of annotation, adding meaning by positioning items in a manner that 
suggests relationships or categories. This may occur within bundles, where 
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the location of items may impart meaning (Figures 4 and 5) or between 
bundles, where the location of documents suggests meaning (Figures 6 
and 7). Experts in other domains use spatial positioning in this way, 
including air traffic controllers (Mackay, 1999) and information analysts, 
who “express nuances of meaning by simplyjuxtaposing paper documents” 
(Levy& Marshall, 1995, p. 81). Shipman and Marshall (1995) have devel- 
oped a “spatial parser” to infer meaning inherent in spatial organization. 
The third and most obvious form of annotation is the addition of symbols, 
including text, evident in the bundles described in this discussion (Fig- 
ures 4 and 5).Marshall (2000) has provided a detailed discussion of the 
challenges to digital libraries that annotation presents. 
Actiue creation is a final property of bundles that appears to be impor- 
tant to their usefulness. Each of the bundles described in this article was 
actively created to support one or more specific tasks. In focus groups, 
informants in this study commented on the benefit of this activity, allow- 
ing active processing of information, improving their understanding and 
awareness. In related work, physician trainees commented that the pro- 
cess of organizing patient information into a single “History and Physical” 
document at the time of hospital admission enhanced their understand- 
ing of the case, and this enhanced understanding was lost when responsi- 
bility for creating this document was transferred to others (Ash, Gorman, 
Hersh, Lavelle, & Poulsen, 1999). A related phenomenon has been noted 
in aviation automation, where it has been suggested that cockpit automa- 
tion, such as Ground Proximity Warning Systems (GPWS) , by removing 
humans from the information processing loop, may diminish situation 
awareness by the flight crew and thereby fail to achieve the intended goal 
of reducing the danger of Controlled Flight Into Terrain (CFIT) (von 
Thaden, 2000). It is thus an open question whether automatically gener- 
ated bundles, with information selected, organized, and annotated with- 
out human participation, would be as useful as the real thing. 
BUNDLESIN CAPTIVITY:SLIMPAD 
Based in part on these observations, the computer science team in 
our group has been exploring the issues associated with constructing 
bundles using a computing tool. We have built SLIMPad, the Superim- 
posed Layer Information Manager scratchpad, which allows problem solv- 
ers to easily select, annotate, and elaborate information from diverse in- 
formation sources. SLIMPad also allows us to explore the use of superim- 
posed information (Delcambre & Maier, 1999), maintaining active links 
from the SLIMPad (the superimposed layer) to the selected (referenced) 
information in the original sources (the base layer). SLIMPad supports 
freeform construction of nested bundles. Each bundle rnay contain one 
or more scraps, analogous to scraps in a scrapbook, where each scrap con- 
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tains a mark or reference to the underlying selected information in its 
original source. At present, SLIMPad supports marks that reference a va- 
riety of source document types, including XML documents, Microsoft Excel 
worksheets, objects in Microsoft PowerPoint presentations, and elements 
in HTML pages. Examples can be viewed at http://www.cse.ogi.edu/foot-
prints and a more complete description is available in Delcambre et al. 
(2000). 
CONCLUSION 
Field observations of expert clinicians caring for patients in intensive 
care units revealed widespread use of bundles as a means of managing 
information to support diverse, complex, and often simultaneous tasks. 
They appear to be especially useful for managing information in settings 
that are characterized by a high degree of uncertainty, a low level of pre- 
dictability, and potentially grave outcomes; where time and attention are 
highly constrained and interruptions are frequent; and where interdisci- 
plinary teamwork is essential. Reports of analogous observations from other 
fields such as aviation and air traffic control suggest that the use of bundles 
may be common in other domains. In an age of digital libraries, com- 
puter-based tools for creating and managing bundles may be needed as 
the information in these settings is increasingly represented in digital col- 
lections which promise to be much larger, more complex, more diverse, 
and more difficult to explore and manipulate. If successful, such tools 
may contribute to meeting “the traditional, and still vexing, challenge of 
getting critical information to those who need it in a sufficiently timely 
fashion that it can contribute to the quality of the decisions they make” 
(Scholtz, 2000). 
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Digital Libraries and Their Challenges 
DANIEL GREENSTEIN 
ABSTRACT 
THISARTICLE DERIVES FROM A REVIEW OF KEY CHALLENGES confronted by 
libraries that are actively investing in online collections and services. Con- 
ducted in the first instance to help refine the programmatic goals of the 
Digital Library Federation (DLF), it took account of the digital library 
developments, successes, needs, and challenges perceived by profession- 
als working at the DLF’s twenty-four member libraries.’ Methodologically, 
the review relied on two research tracks. The first involved desk-based 
research into the strategic documentation and technical reports that in- 
form members’ work in this area. The second involved extensive discus- 
sions convened at some twenty-seven sites2 
After a brief summary of some key findings related to the digital li-
brary-definitions of the digital library are possibly premature and will 
underrepresent the extent to which its activities are shaped by local insti- 
tutional, legal, and business imperatives-this article reviews five key chal- 
lenges offering some thoughts about how each may be confronted in the 
future. 
INTRODUCTION 
The digital library extends the breadth and scale of scholarly and 
cultural evidence and supports innovative research and lifelong learning. 
To do this, it mediates between diverse and distributed information re- 
sources on the one hand and a changing range of user communities on 
the other. In this capacity, it establishes “a digital library service environ- 
ment”-that is, a networked online information space in which users can 
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discover, locate, acquire access to and, increasingly, use information. Al-
though access paths will vary depending on the resource in question, the 
digital library service environment makes no distinctions among informa- 
tion formats. Books, journals, paper-based archives, video, film, and sound 
recordings are as visible in the digital library service environment as are 
online catalogs, finding aids, abstracting and indexing services, ejournal 
and e-print services, digitized collections, geographic information systems, 
Internet resources, and other “electronic” holdings. 
In constructing a digital library service environment, the library be- 
comes responsible for configuring access to a world of information ofwhich 
it owns or manages only a part. Accordingly, the digital library is known 
less for the extent and nature of the collections it owns than for the net- 
worked information space it defines through its online services. In the 
world of commercial publishing, aggregators compete on the basis of the 
value-added services that they layer on top of overlapping electronic col- 
lections. Similarly, digital libraries establish their distinctive identities, serve 
their user communities, emphasize their owned collections, and promote 
their unique institutional objectives by the way in which they disclose, 
provide access to, and support the use of their increasingly virtual collec- 
tions. 
The digital library service environment is not simply about access to, 
and use of, information. It also supports the full range of administrative, 
business, and curatorial functions required by the library to manage, ad- 
minister, monitor engagement with, and ensure fair use of its collections 
whether in digital or non-digital formats, whether located locally or off site. 
The digital library service environment integrates (and interfaces with) in- 
formation repositories that are characterized by open-access shelving, high- 
density book stores, and availability via interlibrary loan, and include data 
services and digital archival repositories. It manages information about col- 
lections and items within collections often throughout their entire life cycle. 
It incorporates patron, lending, and other databases, and integrates appro- 
priate procedures for user registration, authentication, authorization, and 
fee-transaction processing. The digital library service environment may also 
evolve into a networked learning space, providing access to, and a curato- 
rial home for, distance and lifelong learning materials. The digital library 
service environment is, in sum, an electronic information space that sup- 
ports very different views and very different uses of the library. It is designed 
for the library’s patrons as well as for its professional staff and with an eye 
on the needs and capacities of those who supply itwith information content 
and systems. It is built in the full knowledge that information technologies 
will continue to change rapidly as will our understanding of how they can 
be used to support education and cultural engagement. Finally, it is evolv- 
ing as the library’s defining function and as such is developed with a view to 
its financial and organizational sustainability. 
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ARCHITECTURAL CHALLENGESND SYSTEMS 
The digital library typically relies on a narrow base of appropriately 
skilled professionals to keep abreast of the rapid pace of technical change 
while maintaining, indeed extending, robust and fully operational online 
services and c~llections.~ In both respects, it is stretched beyond capacity 
with evident deleterious effect. Lacking the resources to develop core sys-
tems components (e.g., search and retrieval tools, user interfaces and user 
profiling services, user authentication and authorization services) that work 
across individual collections and services, the digital library adopts a ten- 
dency toward a more ad hoc approach that meets the most pressing de- 
mands involving development work.4 Although viable in the short term, 
the strategy threatens severely to undermine a position over which the 
library exerts only a tenuous hold-that of the trusted provider of high- 
quality information services." Where pure research and development ac- 
tivities are concerned, the rate and pace of technical change diminishes 
the time between the identification of a potentially valuable new technol- 
ogy and its deployment in a digital library service environment while the 
risks and costs associated with any decision to deploy a new technology 
remain stable or increase. Accordingly, libraries are investing in more tech- 
nologies, more often, and with less information than at any time in the 
past. 
The palliative measures that are currently offered are only partial at 
best. Mechanisms that encourage greater information sharing offer some 
promise, though one cannot underestimate the severe constraints under 
which they operate. One can envisage (can already identify, for example, 
in the Coalition for Networked Information) forums that allow appropri- 
ately skilled professionals to: 
inform one another about potentially valuable new technologies; 
share results of any local experimentation with and assessment of such 
technologies; and 
foster shared experimentation and assessment where appropriate. 
More systematic information sharing requires more formal exchange and 
review of the rich technical literature that is beginning to populate digital 
library's internal Web pages.6 
Research and development efforts led by OCLC and other organiza- 
tions that are grounded in, and responsive to, the library community are 
also promising. Yet one cannot overestimate the contributions that such 
organizations can make in an area that cannot easily be made to sustain 
itself financially. 
Perhaps greater reward will accrue from recent efforts to delineate 
which of the panoply of systems necessary to support digital libraries need 
to be developed and maintained by the library per se. Initial investigation 
into certificate-based authentication, reference-linking, and name-resolu- 
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tion services, for example, suggest the existence of a class of infrastructural 
services that is required by the digital library but more effectively mounted 
on an institutional, or even cross-institutional, level. In the commercial 
world, such high-tech utility services are the stuff of the business-to-busi- 
ness sector. Encouraging a similar developmental trajectory for digital li- 
brary services that are commonly required but beyond the capacity of any 
single library organization to supply would require libraries to articulate 
requirements and aggregate demand for such services in order to create 
incentives for third party suppliers to move in and supply the market. 
STANDARDSAND BESTPRACTICES 
The need for “standards” and “best practices” is universally felt but so 
differently defined as to render the objects of desire almost meaningless. 
The emergence of guidelines that lay equal claim to objectivity and au- 
thority, a welcomed sight when only a trickle, begin to compound the 
obfuscation through their proliferation. In this context, it may be helpful 
to reveal three related, but distinctive, needs: 
1. for information that helps digital libraries flatten their own learning 
curves; 
2. 	for some community-wide agreement about the minimum level of data 
creation practices that promise to support the library in its various 
roles of integrating access to, supporting use of, and managing elec- 
tronic information content; 
3. 	for benchmarks that help “consumers” evaluate digital library collec- 
tions and services. 
Flattening the learning curve is a main source of concern that can be 
explained in part with reference to the fact that the digital library’s ambi- 
tions frequently exceed its research and development capacity. Whether 
launching an initiative to construct EADs, digitize illuminated manuscripts, 
or develop proxy authentication services, the digital library has a natural 
inclination to learn from, rather than to relearn, the experiences of oth- 
ers. Satisfylng this substantial demand is probably more a matter of infor- 
mation sharing than some other complex effort aimed at identifymg stan- 
dards or even best practices. What is required is not so much prescriptive 
documentation (e.g., how to use the Core Categories supplied by the Vi- 
sual Resources Association-VRA) so much as decision tools that guide 
project planning and introduce and signpost alternative solution strate- 
gies. 
Agreement about preferred data creation practices is necessary to 
support digital libraries in their efforts to supply services (e.g., resource 
location and retrieval, data analysis and long-term management, user 
support) that mediate between end users on the one hand and exten- 
sively distributed, deeply heterogeneous, information content on the 
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other. Diversity of data content is not tied exclusively to the existence of 
different data formats (e.g., raster graphics, ASCII texts, GIS) and 
metadata schemes (e.g., the Text Encoding Initiative’s [TEI] Header, 
the VRA core, the metadata standards recommended by the Federal 
Geographic Data Committee-FGDC) but to the fact that there are few 
common implementations of any single format or scheme. Data resources 
are typically developed to meet the very specific needs and interests of 
particular end-users (one is all too familiar with the diversity borne of 
the phrase “fitness for purpose”). They rarely take into account the 
library’s needs as an organization responsible for layering services across 
a cacophony of electronic content. The impact on libraries is as consid- 
erable as it is predictable and once again encourages a tendency already 
noted toward ad hoc solutions that are developed to meet the need of 
specific collections. The more cost-effective and scalable approach that 
relies on the development of core technologies requires a greater de- 
gree of consistency across networked information resources than cur- 
rently applies. 
Here one suspects that libraries would do well to work cooperatively 
with one another and with the specialist communities that develop and 
implement data creation standards to articulate the minimum level char- 
acteristics they prefer (even require) for the different classes of informa- 
tion content they are expected to serve.7 The result need not be unduly 
prescriptive or constrain the idiosyncrasy and innovation that has emerged 
as a hallmark of the online information resources that are produced by or 
for scholarly communities. It may also be welcomed by the data creators 
who would at least be supplied with some formal statement of those prac- 
tices that are most likely to promote access, exchange, security, and lon- 
gevity of their own content. 
Benchmarking is required because digital libraries operate in a net-
worked environment where they are both consumers and suppliers of digi- 
tal collections and services. As consumers, they will want to know, for ex- 
ample, about the quality, persistence, and longevity of the collections and 
services that are offered by commercial third party suppliers of subscrip-
tion-based journal content. As suppliers of collections and services, librar- 
ies should expect to confront (and to meet) the same demand from their 
own users. Those users definitely include individuals but also institutions- 
other libraries for example-which link to, or wish to interoperate with, 
their locally managed collections. As a supplier of networked information 
services, it is simply not enough for a digital library to disclose a collection 
of Web-accessible images created as surrogates for items in its special col- 
lections, for example. Institutional users must know about image quality, 
persistence, and longevity as will scholarly users whose academic endeav- 
ors are built in part on the ability to identify and relocate information 
sources. 
GREENSTEIN/DIGITAL LIBRARIES 295 
Benchmarking standards are not, one suspects, a short-term goal. They 
are more likely to develop as a logical outgrowth of the other activities 
that are indicated in this section. Indeed, the developmental path is likely 
to be an incrementally progressive one. Exchanging information about 
current practices will help flatten the learning curve encountered by digi- 
tal libraries as they launch new collections and services. By reviewing cur- 
rent practice once assembled, it may be possible to identify those pre- 
ferred practices that support the digital library in its development of me- 
diating services that work across deeply heterogeneous information con- 
tent. Comparative evaluation of those mediating services as they mature 
may supply a foundation upon which some benchmarks may emerge. 
COLLECTIONDEVELOPMENT 
Had this review been conducted seven, five, or even three years ago, 
it might have encountered a more heroic approach to the development 
of digital collections. Whether compelled by the business logic of elec- 
tronic publishing, the proliferation of public-domain Internet content; 
the prospects of enhanced access to special, rare, and archive holdings; or 
by an interest in gaining core competence in key technical areas, libraries 
were found enthusiastically creating and acquiring access to digital infor- 
mation content. Some years on, work in each of these areas is as enterpris- 
ing. Enthusiasm for it, however, is tempered by an equal measure of reti- 
cence that is borne of experience and reflects concern about cost, longev- 
ity, integration, and scale. One consequently encounters a very real con- 
cern to understand better how decisions to create or acquire access to a 
digital resource will impact on how and at what cost that resource will be 
used, how it will be integrated into existing library collections and ser- 
vices, and how it will be maintained and supported over time. In effect, 
one encounters the earliest stages of what may emerge as a fundamental 
revision of traditional library collection policies and practices. 
Such revisionism can only be encouraged even if it transpires that the 
same high-level considerations effectively govern the development of tra- 
ditional and hybrid (digital and nondigital) collections. From our present 
perspective, the differences on either side of the digital divide are more 
apparent than the similarities. For digital formats, the rate and pace of 
technical change, the volatility of digital media, and the implications that 
access licenses have for collection development and use forces fundamen- 
tally new considerations, e.g., 
the costs involved in accessioning a data resource into a collection (a 
process that may itself include data reformatting, metadata creation 
or amendment, systems design or modification, development of any 
documentation that may be required by end users, public service li- 
brarians, systems librarians, etc.); 
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the copyright and licensing issues and associated system requirements 
(e.g., to maintain security, process registrations or payments) ; 
the hardware, software, and networking environments that are required 
to provide access to a resource and of the stability, maintenance, and 
potential migration of those environments; 
the methods and costs involved in migrating data through changing 
technical regimes with as little information loss as possible; 
the development and provision of appropriate user support services; 
the impacts that a digital resource once accessioned or created will 
have on the work of departments concerned with cataloging, licens- 
ing and administration, public service, and library systems. 
Here, as elsewhere, it may be prudent to assemble and critically assess 
current practice emerging within those libraries that are beginning to think 
strategically and programmatically about developing their digital collections.’ 
A library-based literature already exists to guide the planning and imple- 
mentation of digitization projects.9 If synthesized and supplied with a life- 
cycle approach that anticipates how design and implementation decisions 
impact longitudinally over time and horizontally across the full range of 
library services, it would contribute enormously to any revision of library 
collection policy. A similarly systematic review might be conducted for other 
components of the library’s increasingly digital collection including, for 
example, the electronic information that is supplied by commercial third 
parties and the online finding aids and indexes, including those compris- 
ing links to third-party networked information resources. 
Clearly, the library needs ultimately to allocate its limited acquisitions 
budget effectively across a range of very different information resources, 
including those listed earlier but also the more traditional paper-based 
and analog formats. In this respect, it needs collection policies that assist 
in weighing the relative short- and long-term costs, benefits, and value 
that are associated with very different resource types. Although the effort 
described here will not supply that policy framework, it will provide some 
essential building blocks. 
PENETRATING USERCOMMUNITIESAND MOBILIZING 
In a digital library, how information is made, assembled into collec- 
tions, and presented online affects whether, to what extent, and how it 
can be used. A truism, perhaps, but one that marks an incremental step 
for the library into an arena traditionally occupied by publishers. The 
statement is not intended to re-open a tired and unhelpful debate about 
whether the future holds a place for either the library or the publisher. 
Rather, it demonstrates how our understanding of a digital object’s life 
cycle implies a need to engage differently or, perhaps, just more deeply 
with our users in order to enhance our understanding of their needs, 
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aspirations, and behaviors as an essential design component of online col- 
lections and services; and develop appropriate support services. 
There are at least three additional reasons to place user relations on 
a revitalized-perhaps slightly different-footing. Some user communi- 
ties that surround the library are producers of digital content, including 
research data, dissertations, e-prints, and computer-assisted teaching ma- 
terials. That content has enormous educational and cultural value, but 
only if it is assembled into professionally managed collections, maintained 
over time, and made meaningfully accessible to other end users through 
online portal and other services. User communities may also possess the 
expertise or knowledge that, when applied effectively to existing collec- 
tions, digital collections can substantially enrich and enhance those col- 
lections, thereby lending new meaning to them and even making them 
accessible or comprehensible to communities for which they were not ini- 
tially intended. In this regard, engaging with user communities is a vital 
component of any effective collection development policy. 
Second, some user communities are aware of the tools necessary to 
manipulate information and are mobilizing, sometimes on a large scale, 
to supply those tools-especially where they are unavailable from the com- 
mercial sector. Ask a professional archaeologist or a geographer about 
GIS; a musician or engineer about the manipulation of sound data; an 
economist, social scientist, or astronomer about the management and 
analysis of large-scale statistical data; a medic or a film producer about the 
management and analysis of still or moving images. Just as some user com- 
munities are poised as net suppliers of digital content, others may be in a 
position to supply tools to a digital library service environment that can 
enhance that environment’s functionality. 
Third, digital library collections and services represent a substantial 
and growing investment by libraries, educational institutions, and other 
cultural organizations. Even where there is no commercial imperative to 
mount such collections and services on a cost recovery or revenue-gener- 
ating basis, there will be significant pressure to measure performance and 
value of investment in terms of use. By engaging with user communities 
more effectively, libraries can inform investment decisions by anticipating 
their potential benefits (and beneficiaries, where some financial return 
on investment is sought). 
To re-engage its user communities, the digital library will work on 
several levels and in ways that are dictated by purely local circumstance. 
Work in at least one area may benefit from some greater community-wide 
attention, notably in the development and application of quantitative and 
qualitative methods that help assess users’ needs and interests in light of 
their behavior in, and use of, contemporary online environments.10 Al-
though such methods exist and are being deployed by libraries to meet 
some of their user assessment needs, there is substantial room for shared 
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activity. Work coordinated by ICOLC (International Coalition of Library 
Consortia, 1998) testifies to the potential that exists for such activity, yet it 
focuses narrowly on the use statistics that the library community would 
prefer to gather from its commercial suppliers. The community might 
benefit from a similarly concerted undertaking that focuses simultaneously 
in two directions: on measures deployed in a commercial context as a 
central part of marketing e-services, and on the use being made of exist- 
ing library-supplied online services and collections. Work along the first 
of these tracks will require perspective and expertise from outside the 
library and academic communities. Work along the second will require 
some systematic assessment of existing but highly fragmented experience. 
LONG-TERM TO DIGITAL ’ACCESS INFORMATION’ 
The persistence of digital information remains an essential challenge 
for digital libraries. A few are poised to develop limited archival reposito- 
ries. Their progress may rely on the emergence of two elements that are 
currently absent. 
First, there is no widespread agreement about the minimum func- 
tional requirements of a digital archival repository. Such agreement is es-
sential. Without defining what maintenance entails (and thus the require- 
ments of the repository), libraries cannot tell suppliers of digital content 
what is needed to preserve the information. The suppliers need to agree 
on the requirements of a repository to satisfy any demand that libraries 
may make with regard to that content’s persistence.12 Finally, for emerg- 
ing repositories to be trusted, whether as suppliers or consumers of digital 
content, they require a blueprint for the services they need to offer and a 
benchmark against which their services can be measured and validated. 
A second element that is absent from the digital preservation arena is 
a more realistic understanding of the value of digital information. The 
costs of maintaining digital information over time are unknown but un- 
doubtedly high. The costs of information loss are likewise unknown, but 
the potential costs must be considered. For example, a drug company 
maintains data generated in the development of a new product for as 
long as those data have value to the company. Such data might be kept as 
evidence in the case of legal action; the costs of not preserving the data 
could be ruinous. In this context, preservation may be expensive but less 
so than the alternative. 
It would be difficult for libraries to make similar assessments, given 
their overwhelming focus on commercially produced scholarly materi- 
als (e.g., journals and reference services). Moreover, because of the num- 
ber of subscriptions they hold, i t  would be unlikely that any single li-
brary or library consortium could take responsibility for preserving such 
content over the longer term, nor does long-term preservation motivate 
the commercial supplier. And the commercial supplier’s understanding 
GREENSTEIN/DIGITAL LIBRARIES 299 
of “longer term” will understandably be at variance with that of the li- 
brary. 
Might we begin, then, with digital information for which no one is 
likely to take an archival interest-e.g., with the digital surrogates, for 
example, that are created by some libraries? This is not to suggest that all 
digital surrogates must be preserved. The Britsh National Gallery periodi- 
cally re-digitizes its collection of some 2,500 art objects to take advantage 
of new imaging technologies. The same strategy is not necessarily advis- 
able for all, especially those conducting projects to digitize tens or even 
hundreds of thousands of individual objects. The question to be addressed 
is not only about the costs of preservation but also about the higher costs 
that are likely to be involved in periodic re-digitization. 
And what about the digital content emanating from surrounding aca- 
demic departments that makes up an increasing proportion of the 
university’s intellectual assets? Computer-based research, learning, and 
teaching materials have significant value. Yet that value is fully realized 
only if the materials are assembled into professionally managed collec- 
tions and maintained over time. 
Admittedly, decisions to maintain the university’s intellectual assets 
will not be made by the university library in isolation. The information 
content that is available from the university’s digital library makes up only 
one part (a very important part to be sure) of the university’s portfolio of 
information assets. To determine its value and the bearable expense in- 
volved in its preservation, the entire portfolio needs to be reviewed. In 
the university context, progress in digital preservation is likely to require 
institutional ownership of a far broader preservation problem. 
Digital library research and development agendas are not difficult to 
come by and I am certain that others will include more compelling and 
urgent issues than those included here. The key challenge is in mobiliz- 
ing efforts behind those agendas, and it is here that the digital library, 
given its commitment to maintaining legacy services and the dearth of 
R&D capacity, faces significant obstacles. Membership organizations have 
a role to play, and many are engaged in relevant activities. There are con- 
straints, however, on what they can achieve. Some have substantial invest- 
ment in legacy services that need to be maintained in a way that limits 
organizational capacity for innovation. Others are built and rely on broad 
group consensus that may not always be conducive to the pioneering spirit 
that is required. 
The digital library’s institutional context presents another set of ob-
stacles. In the university sector, the digital library is constrained by the 
absence of any institution-wide approach to electronic information and 
knowledge management. Key infrastructural components that are 
commonly required by administrative, academic, and information service 
departments (e.g., those associated with rights management and security, 
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preservation services, aggregating and indexing functions) are offered on 
a piecemeal departmental basis. They are thus under-resourced (as may 
be the case for authentication services) or unsupplied (e.g., with respect 
to preservation services). A balkanized approach also characterizes the 
creation of educational content, whether construed as online learning 
materials, research data, or e-prints. As a result, the content emerges in 
such diversity as to hyper-inflate the cost of its professional long-term 
management and exploitation. In the meantime, no single organizational 
unit within the institution is positioned to mount a meaningful defense 
against the large and growing number of commercial providers stepping 
aggressively into the provision of educational information and services. If, 
in the evolving knowledge economy, the university’s future is tied to its 
ability to capitalize on local intellectual and information assets, its present 
approach to information management will emerge as its biggest, and po- 
tentially most debilitating, threat. 
In the higher education sector, the digital library’s challenges are not 
its own. They belong to its host institution and need to be resolved at an 
appropriate institutional level. Wendy Lougee (1998) has persuasively 
characterized the digital library’s development as a staged evolutionary 
process. I would endorse that view and suggest that the digital library is 
mature when its activities are woven into the fabric of its host institutions- 
when its challenges and its successes are no longer its own. One suspects 
that maturation will at some point require a bold step on the part of the 
digital library-one that entails giving up to a higher or broader authority 
its hold over its own strategic planning process. Only such an authority 
will be able meaningfully to guide the mission-critical activities on which 
the digital library’s development currently encroaches. 
NOTES’ The Digital Library Federation (2000) is a consortium of digital libraries operating un- 
der the umbrella of the Council for Library and Information Resources and seeking to 
leverage their collective reputations, investments, and research and development ca- 
pacities for their own benefit and for that of the library community at large. * Institutions visited in the course of the review include the Library of Congress, the New 
York Public Library, the National Archives and Records Administration, and the univer- 
sity libraries at Berkeley, California Digital Library, Carnegie Mellon, Chicago, Colum- 
bia, Cornell, Emory, Harvard, Indiana, Mirhigan, Minnesota, New York, North Carolina 
State, Penn State, Pennsylvania, Princeton, Southern California, Stanford, Tennessee, 
Texas at Austin, Virginia, andYale. Visits were also made to the Research Libraries Group 
and OCLC. Documentation pertaining to digital library developments is included in a 
bibliography of technical reports and strategic documents available from the DLF’s Web 
site (“Documenting,” 2000). 
The typical digital library will maintain few, if any, professional staff devoted exclusively 
to research and development activities. At the same time, access to research capacity in 
academic departments is severely curtailed in part because digital library research ap- 
plications are perceived as being less attractive to researching scholars than those with 
immediate application in industry, and in part because the exigencies of producing 
scalable, robust, and stable online services rarely fall within the researching scholar’s 
purview. Interesting counter examples exist at  several libraries which have, sometime 
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in conjunction with other departments, established units with an applied research ori- 
entation. Examples include university libraries at Columbia in its Academic Informa- 
tion Systems Research and Development unit (n.d.) and its Center for Research on 
Information Access (2000), at Harvard through its Library Digital Initiative (2000), the 
California Digital Library through its Advanced Technology Unit, Michigan through its 
Digital Library Production Service (2000), and the Cornell Institute for Digital Collec- 
tions (n.d.). 
Counter examples may be found at  Columbia (through ACIS, n.d.), Michigan (where 
the DLPS is developing middleware for various classes of digital content including text, 
image, bibliographic, and finding aids, Harvard (through the work of its Library Digital 
Initiative, 2000), Virginia, Cornell (“Cornell Project Prism,” 2000), Berkeley, and the 
California Digital Library. Here, work is underway on so-called “middleware” that sup- 
plies core digital library system components. 
One cannot help but to be astonished by the persistent failure of academic faculty to 
recognize the library as a trusted supplier of high-quality information content capable 
of offsetting the disturbing tendency they detect among students to conduct their re-
search and seek support for their assignments through commercially supplied Internet 
search engines and reference services. 
The directory of technical reports referenced above represents a narrow attempt by the 
DLF to develop such an exchange (“Documenting,” 2000). ’ This approach is being adopted by the University of Michigan among others and is most 
fully developed for data in text and image classes. See, for example, the documentation 
surrounding the image class at  Image Services (2000). 
For a few examples, see the Library of Congress’ “Collection Policy Statement: Elec- 
tronic Resources” (1999); “Electronic Resources at the University of Michigan” (2000), 
and the several publications that exist at “Managing Electronic Resources at Yale Uni- 
versity” (2000). The latter site, currently under early development, is an aggregation of 
Yale University Library policies and procedures related to electronic resources. These 
documents have been created, variously, by CoDGeR (the Committee on Digital Gen- 
eral Resources), the Collections Development Council, the e-cataloging committee, the 
Medical Library, Kimberly Parker (Electronic Collections Librarian), and others. This 
page is a product of CoDGeRs deliberations and is maintained by its chair, Kimberly 
Parker (kimberly.parker@yale.edu); Cornell University “Report of the Committee on 
Electronic Resources” (World Wide Web Working Group, 1996). 
Cf. “Building Image Collections: Technical Information and Background Papers” (2000) ; 
Chapman (2000); Smith (1999); Hazen, Horrell, & Merrill-Oldham (1998); Beagrie & 
Greenstein (1998). 
lo The inter-relationship of qualitative and quantitative methods is explained in Rieger & 
Gay (1999). 
l 1  The text of this section appeared in Greenstein (2000). 
l 2  See Marcum (2000) and “Minimum Criteria for an Archival Repository of Digital Schol- 
arly Journals (Version 1.2)” (2000). The minimum requirements presented are based 
on the “Reference Model for an Open Archival Information System” (2000). 
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Evaluating Digital Libraries: A Longitudinal 
and Multifaceted View 
GARY MARCHIONINI 
ABSTRACT 
THE PERSEUS (PDL) IS ONE OF THE primary digital re- DIGITALLIBRARY 
sources for the humanities. Under continuous development since 1987, 
the project has included an ongoing evaluation component that aims to 
understand the effects of access to digitized source materials in the hu- 
manities. X summary of the PDL genesis and current status is given and 
the multifaceted and longitudinal evaluation effort is described. A brief 
synthesis of results is provided and reflections on the evaluation along 
with recommendations for DL evaluation are given. 
INTRODUCTION 
Digital libraries marry the missions, techniques, and cultures of physi-
cal libraries with the capabilities and cultures of computing and telecom- 
munications. Evaluating digital libraries is a bit like judging how success- 
ful is a marriage. Much depends on how successful the partners are as 
individuals as well as the emergent conditions made possible by the union. 
All three entities-the two individuals and the gestalt union-are of course 
influenced by their context as well. The difficulties arise from the com- 
plexity of mutually self-adapting systems interacting in a rich environment. 
Metrics for success for component parts of a complex system may be dis- 
tinct from the metrics for success of the marriage (e.g., success for an 
individual partner is typically necessary but not sufficient to ensure SUC-
cess for the marriage). 
Digital libraries (DLs) are extensions and augmentations of physical 
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libraries (Marchionini & Fox, 1999).As extensions, we might evaluate the 
individual partners using existing techniques and metrics. Assessing the 
impacts of libraries on the lives of patrons and the larger social milieu are 
the ultimate goals of evaluation, but the practical difficulties of assessing 
such complex and varied impacts cause us to measure the effectiveness 
and efficiencies of library operations and services as surrogates for these 
impacts. Metrics such as circulation, collection size and growth rate, pa- 
tron visits, reference questions answered, patron satisfaction, and finan- 
cial stability may be used to assess physical library performance in this 
regard. Clearly, these are metrics that may be points of departure for evalu- 
ating digital libraries, but they are not sufficient to characterize the new 
rapidly emerging entity. Evaluation criteria for digital technologies can 
also be useful. For example, metrics such as response time, storage capac- 
ity, transfer rate, user satisfaction, and cost per operation may be useful in 
assessing technological components but may not be sufficient to charac- 
terize DL performance, let alone impact. As extensions of physical librar- 
ies and digital technologies, these metrics are good starting points, but we 
must look further to consider the effects of DLs as augmentations that 
provide new services, products, and capabilities. 
In assessing new services and products, it is difficult to distinguish 
novelty effects (both positive and negative) from long-term effects. More 
importantly, new services and products typically create new effects that 
cannot be predicted until an “installed base” of practice takes root. Addi- 
tionally, some of these unanticipated effects are due to the new services 
and products, and some are due to the marriage of existing services and 
products to the new ones. It seems certain that assessing these effects will 
not happen in “Internet time.” The effects of DLs will emerge over time 
as physical libraries, DLs, and people mutually adapt and mature; the prob- 
lem of evaluation for DLs is thus one of assessing complex adaptive sys-
tems. 
The goal of this discussion is to provide a view of an important DL 
that has been evolving for more than a decade. Over this time, both the 
Perseus Digital Library (PDL) (Crane, n.d.-a) and the related evaluation 
effort have evolved, guided by central missions to provide and understand 
the effects of broad access to digitized source materials in the humanities. 
From the beginning of the evaluation effort in 1987, the primary evalua- 
tion aim was to address the impact of this project on users and the hu- 
manities community. This article will provide a reflective summary of re- 
sults for this particular DL, discuss the methodological approaches taken 
to understand the evolving DL, and argue for multifaceted and longitudi- 
nal assessments of DLs in general. The article first describes the genesis, 
evolution, and current status of the Perseus Digital Library; provides a 
perspective on evaluation as a research and problem solving endeavor; 
summarizes how this perspective was applied to the evaluation of the 
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Perseus DL over a twelve-year-period and what outcomes have emerged; 
and finally provides some reflections and recommendations for DL evalu-
ation. 
THEPERSEUSDIGITALIBRARY: 
ACCESSTO PRIMARYRESOURCES 
As stated on its Web page: “The Perseus Project is an evolving digital 
library of resources for the study of the ancient world and beyond.” The 
mission statement reads: “Our primary goal is to bring a wide range of 
source materials to as large an audience as possible” (Crane, n.d.-b). 
These themes of evolution and wide-scale access to source materials have 
been constants from the earliest days of the project. A small team of 
classicists led by Gregory Crane began planning in 1985, and several 
small grants supported a number of prototypes that led to a large grant 
from the Annenberg/CPB Project to begin building the “hypertext” in 
1989. One component of the plan was an external evaluation effort that 
has continued until the present. The initial plan was to digiti;re as many 
ancient Greek texts and English translations as possible; gather or cre- 
ate images, maps, and video objects related to locations and artifacts; 
and build tools for searching and manipulating these materials (see 
Crane, 1988, and Crane 8c Mylonas, 1988, for early articulations of the 
Perseus vision). The Apple Hypercard platform was selected since it of-
fered the best hyperlinking and multimedia capabilities in the late 1980s. 
One objective was to create a CD-ROM package that contained many of 
the primary readings and resources that students taking classics courses 
would need and to make this package available for the cost of one or two 
textbooks. In addition to university students, the Perseus team expected 
that classical scholars would find the corpus and tools helpful to their 
research and would also contribute new translations, interpretations, and 
tools. Because the funding aimed to apply new technologies to improve 
learning and teaching, the project was characterized as an interactive 
curriculum. 
Elli Mylonas conducted a series of interviews with twenty professors 
in a variety of humanities fields at twelve institutions in 1987 to discuss 
how Perseus might be used for instruction (Mylonas, 1987). The results 
suggested that Perseus could be both a reference and a source of primary 
materials. Although professors were skeptical about using Perseus for their 
own research, they saw possibilities for extending and refreshing their 
own knowledge, especially in small departments where they teach courses 
outside their main research expertise. They raised issues of using a new 
technology, navigation in the corpus, and overall quality of the informa- 
tion resources (e.g., accuracy of texts, keeping information up to date, 
choice of Loeb editions of texts). Most importantly, they raised issues about 
the relationships between Perseus (digital realm) and the rest of the schol- 
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arly universe and whether students would limit themselves to Perseus 
materials and points of view. This issue of defining an information space 
and shaping user perspective through what is (and is not) included and 
how users may work through the materials became an important peda- 
gogical issue for the project. As part of a planning grant before the project 
began, a workshop, “Assignments in Hypertext,” was held at Harvard Uni- 
versity in March 1988.At that meeting, the Perseus team clarified their 
aim to focus on primary source material that scholars and students might 
use to create their own interpretations rather than instructional materials 
that explicated meaning didactically. This constructivist philosophy rejected 
the use of secondary readings and authoritative rigid “paths” through the 
database’ and promoted the notion of primary materials as raw materials 
for student exploration and investigation. To this end, the primary drivers 
for Perseus became acquiring as much primary source material as pos- 
sible and developing navigational and analysis tools (e.g., search, hyperlink 
structures, and morphological summaries). 
The first prototypes consisted of Hypercard stacks that presented 
Greek texts and English translations, graphical site plans for temples and 
other environments, and basic search and display tools. The staff recog- 
nized that rapid changes in technology could render their efforts obso- 
lete unless they chose robust data models. One crucial decision was to use 
the Standard Generalized Markup Language (SGML) to code texts as they 
were keyed into digital form. This was an expensive decision at the time 
because the Hypercard platform did not handle SGML markup and the 
value added by domain experts marking up structure and semantics in 
the texts was not usable in the short term. In hindsight, this was a pre- 
scient decision as systems more than a decade later are able to take advan- 
tage of this coding. Another decision was to use an object-oriented ap- 
proach to managing the multimedia data. A “catalog card” was developed 
for each physical object (e.g., vase, coin, architectural object, sculpture, 
site). This card serves as an entry point or reference for all specific files or 
screens related to that object. For example, an important vase might have 
more than 100 image files associated (shots at various details around, in- 
side, and on the bottom) with it but one main entry that includes infor- 
mation on the following: Collection, Summary (text), Ware, Shape, Painter, 
Potter, Context, Region, Date, Period, Dimensions, Primary Citation, Deco- 
ration, Graffiti, Inscriptions, Parallels, Collection History, Condition, Shape 
Description, Sources Used, Keywords, and Views (links to the actual im- 
age files). Catalog templates for the other objects are likewise defined 
(see the art and archaeology collections at http://www.perseus.tufts.edu/ 
art8carch.html). The Perseus team was thus creating specialized metadata 
schemes for different objects in the collection long before bibliographic 
management became known as metadata. These crucial data management 
decisions were informed by a technical advisory board and an educational 
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advisory board, each made up of internationally prominent researchers 
who met annually to react to decisions and give advice. 
The collection development plan called for amassing a significant 
portion of the extant Greek text and a large number of images and maps. 
Selection of Greek textual materials and translations was driven by logic 
(useful in undergraduate courses) and opportunity (availability). For texts, 
in addition to Greek text itself, several other types of information were 
included: apparatus criticuses (commentaries and explanations added to 
texts), scholia (annotations made by people over time on the manuscripts, 
sometimes becoming part of the text itself), metrical analysis (for poetry), 
staging notes (for plays), bibliographies, and English translations. The 
translations were particularly controversial since there were many transla- 
tions for the important works, and intellectual property decisions led to 
using the Loeb translations at Harvard where the project was then based 
(in a few cases, new translations were commissioned). In addition to these 
basic files, existing indexes and a lemmatized word index were included. 
Because the Greek language is highly inflected, finding the lemma (root 
forms) for a word is crucial to reading and translation; as a side effect, the 
complexity of the morphology makes word search in Greek potentially 
more powerful than in English since there is more information packed 
into the morphology. Crane developed the Morpheus tool (a morphologi- 
cal parser) for this purpose, and it was used to create the word indexes 
and is an important component of the Perseus text analysis tools in the 
current version. The team identified texts in ten genres (epic poetry; El- 
egiac, Iambic and Lyric poetry; tragedy; comedy; historians; orators; my- 
thology; philosophy; inscriptions/papyri; and other). More than ninety 
primary texts were identified for inclusion in these genres. Greek texts 
were keyed offshore and then subjected to extensive editorial processing 
where proofreading, additional notes, and markup were done. In the cur- 
rent PDL, there are almost 300 Greek and Roman texts in Greek, Latin, 
or English along with eighteen secondary texts and nineteen Renaissance 
texts. 
An important goal of Perseus is to bring text and other media to- 
gether to add value to scholarship and learning. The original plan called 
for both purchasing slides from museums and a large-scale origmal pho- 
tography effort. To guide collection development, a set of thirteen topics 
related to art, architecture, and archaeology (AAA) were identified: house, 
propylaea, stadia, stoa, temples and sanctuaries, invention and refinement 
of architectural idiom, theaters, topography, town planning, artists and 
artisans, Greek athletics, daily life, and stylistic development in Greek art. 
The artifacts that carry the meaning characterized by these topics include: 
architecture, vase painting, architectural sculpture, other relief sculpture, 
and freestanding sculpture (coins were added later). The representations 
for these artifacts are in the form of slides and drawings that were digi- 
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tized. Over the years, in addition to rights to existing slides, thousands of 
original slides were taken at museums and sites in the United States and 
Europe. Original slides were copied and archived remotely, and the ac- 
quisition and preservation experience is documented for others to use.2 
Today there are more than 33,000 images available through the image 
browser, representing more than 500 coins, 1,500 vases, 1,400 sculptures, 
180 sites, and 380 buildings-each object having a catalog card entry point.3 
In addition to the art, architechture, and archeology visual media, 
there were three meta collections created that cut across the texts and 
AAA-an encyclopedia, a narrative overview, and an atlas. The encyclope- 
dia is accessible via hyperlink or word search from any view of the PDL. 
The overview is a substantial essay (an electronic book) by Thomas Martin 
that introduces the ancient Greek world and includes hyperlinks to items 
in the DL. The current PDL includes a number of additional secondary 
treatments (e.g., vase painting, Greek and Latin syntax). The atlas has 
gone through many changes as it moved from the CD-ROM version that 
included LandSat imagery and maps for pre-determined regions to the 
WWW version that is built upon a full geospatial database. The current 
WWW atlas provides access to more than 1,000 physical places in the an- 
cient world at multiple levels of resolution, ranging from a global view 
that allows a user to label bodies of water, populated places, and modern 
borders, to a zoomed in resolution that allows the user to display contour 
lines, spot elevations, and rivers (Chavez, 2000). 
The Perseus project, from its earliest days, was situated in an aca- 
demic region (Cambridge, Massachusetts) that supplied a wealth of tech- 
nical and content talent. The project team was led by a philologist who 
articulated the mission and assembled an interdisciplinary humanities team 
that included people with specializations in ancient history, archaeology, 
art history, and Greek and Latin language and, over the years, drew gradu- 
ate student assistants from many departments in the Boston-area universi- 
ties. Importantly, the Perseus team shared a belief that information tech- 
nology is a powerful medium for advancing the study and appreciation of 
the fruits of humanistic thought and facilitating new levels of expression 
by students and scholars alike. This point of view was somewhat radical in 
the mid 198Os, and the original team members who were in untenured 
faculty positions or about to become assistant professors in classics depart- 
ments openly discussed the dangers of working to change how classics is 
practiced and taught. In the short term, these dangers were instantiated, 
as all three of the tenure-track central team members were not offered 
tenure in their first faculty position. In the long term, each of these three 
are tenured faculty leading their departments and the field in leveraging 
technology to advance classics and the humanities in general. There are 
two lessons here. First, the importance of leadership, tenacity, and com- 
mitment and a ready talent pool all contributed to the persistence and 
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evolution of the DL. Second, it is important to assess impact over a long 
period of time. 
The ambitious plan to create Perseus emerged over a three-year pe- 
riod (1985-88) and was supported first by small equipment and plan- 
ning grants before the four-year grant from the Annenberg CPB/Project 
began in 1989. The main evaluation plan was developed as part of the 
proposal for the four-year cycle. Over the 1989-1993 period, the system 
was developed as a set of Hypercard stacks with a variety of database 
backend supports on Unix and Macintosh platforms. A CD-ROM ver- 
sion (Perseus 1.0) was produced and published by Yale University Press 
(now out of print). A second Macintosh version (Perseus 2.0) has been 
available for several years, and a platform-independent CD-ROM ver- 
sion is now available. Funding to extend the system to the platform-in- 
dependent version, to add materials related to the history of science, to 
add materials related to ancient Rome, and to create and evaluate in- 
structional models was obtained from a variety of sources, including the 
National Science Foundation, the National Endowment for the Humani- 
ties, and the Fund for Improvement of Post-Secondary Education 
(FIPSE).These grants extended the hypertext corpus and tools to a more 
diverse library and made the project an ideal candidate for the Digital 
Library Initiative Phase Two program, which provides support for the 
1999-2004 period. Evaluation has been included in all of these efforts at 
various levels of support to ensure persistent and longitudinal assess- 
ment feedback to the project team. Securing a steady stream of funding 
cannot be overestimated when examining the overall impact of the Per- 
seus DL. 
Over the past twelve years, the corpus migrated from a Hypercard 
driven CD-ROM to the World Wide Web while adding new materials and 
tools. The central mission of providing access to large amounts of source 
materials has been carried out by the project director (Greg Crane) and 
many original Perseus team members and they have continued to guide 
the emerging DL. Although in the early days the project did not refer to 
itself as a library, the library metaphor was explicitly captured in the 
catalog card metadata records and in providing cheap and easy access to 
large volumes of primary source materials. Today the Perseus DL includes 
more than 225 gigabytes of texts, images, maps, and indexes and gar- 
ners 300,000 http requests per day mainly at the Tufts site but also at 
European mirror sites at Oxford and Berlin. Commercial encyclopedias, 
as well as hundreds of syllabi at universities and K-12 institutions around 
the globe, link to it. A spin-off organization, Stoa (www.stoa.org), has 
been created to support research and electronic publication for humani- 
ties scholars, and Tufts university has begun to support the Perseus DL 
as part of its overall infrastructure. The DL funding in coming years 
promises to extend the scope of materials and tools greatly. In the fol- 
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lowing sections, the evolution of the evaluation effort and key results 
are detailed. 
EVALUATIONAS A RESEARCH ACTIVITY 
Evaluation has many connotations ranging from highly focused and 
well-defined product testing to the highest form of cognitive refle~tion.~ 
Classical program evaluation aims to identify causal models that link well- 
specified variables to dependent outcomes. Suchman (1967) indicates the 
difficulties in actually executing such evaluations in social science settings 
but gives guidelines for systematically collecting and using quantitative 
methods for large-scale program evaluation. Inspired by anthropological 
research, a range of qualitative methods for evaluations have been devel- 
oped that do not pose hypotheses or presuppose causal models. Williams 
(1986) provides a set of readings that support such qualitative approaches 
to evaluation. Many theorists propose combining methods through trian- 
gulation. Cook and Reichardt (1979) offer a collection of papers that de- 
scribe qualitative and quantitative approaches to evaluation with an eye 
toward synthesis, including Campbell’s (1979) recommendations for sys- 
tematic case studies. Rossman and Wilson (1985) provide an example where 
data from multiple methods are synthesized. In contrast, Bednarz (1985) 
provides a theoretical overview of the different paradigms and argues that, 
although it is effective to synthesize multiple data within a paradigm, syn- 
thesizing across paradigms ultimately fails as one approach inevitably domi- 
nates. Clearly, evaluation research continues to be an active area of meth- 
odological research in its own right. 
It is important to distinguish evaluation as a research process from 
evaluation in the product testing and system efficiency sense. Many spe- 
cific measures applied to product testing may very well be used as evi- 
dence in evaluation research. However, evaluation research considers the 
interactions of complex phenomena-including people-and reaches 
conclusions through chains of inferences supported by data rather than 
direct measurement. As noted earlier, the evaluation literature bristles 
with debates over basic approaches to evaluation, especially with respect 
to qualitative versus quantitative methods and rationalistic versus herme- 
neutic philosophies. Collecting multiple data sets and triangulating the 
results is advocated in most paradigms, and the PDL evaluation takes this 
approach by systematically collecting data using statistical techniques for 
summarizing data where appropriate but not using inferential statistics to 
test pre-conceived hypotheses. Rather, triangulation is used to make in- 
ferences and develop arguments about PDL meaning and impact. This 
approach is based on the belief that evaluation is a research process that 
aims to understand the meaning of some phenomenon situated in a con- 
text and the changes that take place as the phenomenon and the context 
interact. This definition implies that evaluation specify what is the research 
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process (metrics and procedures), what is the phenomenon (its mission 
and salient characteristics), and the context(s) in which the phenomenon 
occurs. Of course, when developing evaluation plans and carrying out the 
work, the primary emphasis is on the research process because the phe- 
nomenon and context are so omnipresent to instigators of the evaluation. 
This last point is the reason outside evaluators are often used, although 
this implies more expense since the outsiders must “come up to speed” on 
the phenomenon and context at hand. The Perseus experience suggests 
that this very process of learning about the phenomenon and the context 
was itself an important part of the overall evaluation. 
Evaluation has both theoretical and practical impact in information 
science. Theoretical constructs, such as information needs, relevance, and 
information transfer, are debated and assessed regularly, and metrics for 
assessing system development and operation are crucial to continued 
progress in practice. In the case of information retrieval, evaluation is 
often focused on the effectiveness of a result set in a specific search, or 
aggregations of results across many searches, to assess and compare dif- 
ferent search systems (see Harter & Hert, 1997, for a recent review of IR 
evaluation; see Voorhees & Harmon, 2000, for an overview of the recent 
Text Retrieval Conference [TREC] results). Metrics such as recall and 
precision are typically used, and a standard set of procedures that includes 
test questions and pooled relevancejudgments are used to ensure compa- 
rability across systems. Usability testing is another type of evaluation that 
focuses on the effects obtained when individuals apply an information 
processing system to accomplish tasks (Nielsen, 1993). Usability testing 
adopts metrics such as time to completion, accuracy, satisfaction, and er- 
rors. A variety of procedures for situating the tasks (laboratory/field set- 
ting, assigned/open tasks, and so on) are used in usability tests. Another 
branch of information science, bibliometrics, aims to assess the impact of 
individuals or communities (e.g., journals) on research progress through 
citations and other bibliographic relationships (see White & McCain, 1989, 
for a review). Citation and co-citation counts (including hypertext links in 
the WWW) serve as the basic metrics upon which new indicators, such as 
impact value, are derived. Evaluations are also conducted to determine 
how effective libraries are in carrying out their missions. Griffiths and 
King (1991) use a model for evaluating information centers that includes 
measures in four classes: input cost, outputs (quantities, quality, timeli- 
ness, availability, and accessibility), effectiveness (e.g., amount of use, user 
perceptions of services, user satisfaction), and domain (e.g., patrons, staff, 
information need types, user behaviors). Saxton (1997) provides a meta- 
analysis of reference service effectiveness that considers nine variables 
(expenditures, total collection size, reference collection size, collection 
size per patron, volumes added per year, volumes discarded, overall change 
in collection size, proportion of change to total size, and number of hours 
MARCHIONINI/EVALUATING DIGITAL LIBRARIES 313 
open). System engineering evaluations judge the effectiveness and effi- 
ciencies of hardware and software using such metrics as access and trans- 
fer latencies, mean time to failure, and development and maintenance 
costs. The PDL evaluation depends mainly on educational evaluation but 
draws heavily upon each of these information science subfields for metrics 
and techniques. 
THEPERSEUSEVALUATIONPLANAND EVOLUTION 
As part of the proposal to the Annenberg/CPB Project in 1988, an 
evaluation plan was outlined. The plan was detailed during the first six 
months of the project and served as a guide for activities throughout the 
four years of funding and beyond to subsequent funding cycles 
(Marchionini, Neuman, & Morrell, 1989). The plan presented a multifac- 
eted approach to evaluation as a research process that included multiple 
metrics and methodologies and aimed to understand Perseus as a new 
electronic phenomenon with impact in multiple contexts. Two contex- 
tual factors were strongly influential in slanting the evaluation effort to- 
ward educational contexts. First, the funding was aimed at educational 
applications of electronic materials-the project was titled “An Interac- 
tive Curriculum on the Ancient Greek World.” Second, the evaluation 
team’s background and experience were both rooted in education and 
instructional technology. Steve Ehrmann, the Annenberg/CPB Project 
program director, asked us to consider the definitional question “What is 
Perseus?” and, over the years, we posed various explications of the Per- 
seus phenomenon. Crane, in an interview in April 1989, noted that Per- 
seus was “a laboratory” to study heterogeneous information tied together 
to focus on one subject. To Neuman and me (both faculty in an informa- 
tion science program), it seemed from the start that Perseus was a library 
that extended the possibilities for self-directed learning. 
In the introductory paragraph, the evaluation plan was characterized 
as a roadmap that would guide decision-making over the years rather than 
a detailed blueprint specifying all details of the evaluation. This was so for 
three reasons: technology changes rapidly; variables and metrics related 
to educational and scholarly processes are complex and difficult to quan- 
tify; and we aimed to assess the interactive nature of learning, teaching, 
and scholarly production. This last point is an important one because as- 
sessing interactivity had few precedents at the time and remains a signifi- 
cant challenge today as we struggle to assess browsing and other interac- 
tive behaviors in the WWW environment. 
The architecture of the evaluation plan was characterized by crossing 
goals with objects of evaluation to define a set of research questions and 
then mapping a variety of data collection and analysis methods onto these 
questions. Three high level goals this DL offered to learners and scholars 
were access (to large volumes of multiple media source material), freedom 
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(self-directed access and use), and collaboration (among learners and 
teachers). Four classes of evaluation objects were defined: learners, teach- 
ers, the technical system, and the content. These generated a hierarchical 
set of ninety-four research questions. The learner questions had four main 
categories': specific tactics and strategies with six specific subquestions; 
overall patterns of use with five specific subquestions; changes of behavior 
and perception with ten subquestions, one of which also had two 
subsubquestions; and Perseus use compared to other approaches with three 
subquestions. Three instructor questions6 had nine associated 
subquestions; three system questions7 had thirty-eight subquestions and 
subsubquestions; and three content questions' had twelve subquestions 
associated with them. Methods deemed appropriate and applicable were 
then associated with each of these questions. The basic methodology aimed 
to collect data using avariety of methods and then triangulating results to 
answer the research questions. Four classes of data collection methods 
were defined: observations, interviews, document analysis, and learning 
analysis. 
Five kinds of observations were identified. Baseline observations were 
made to situate the evaluators and build relationships with individuals 
involved in the observations. These were semi-structured where we sat 
unobtrusively in classrooms or labs and made notes during lectures, dis- 
cussions, and lab sessions. Structured observations were defined to follow a 
specific protocol in a classroom or lab-e.g., systematically observe the 
behavior and record notes for a purposive sample of individuals. For ex- 
ample, select five students and alternate observations every three minutes 
to record whether they were taking notes, looking at the instructor, and 
so on. Although we conducted a few such observations, this technique was 
used less often than we expected due to the difficulty in collecting such 
fine grained data in a classroom environment or laboratory with so many 
other pertinent activities underway. Participant observations involved the 
evaluator with students and were audiotaped. The observer is guided by a 
semi-structured protocol and may ask or answer questions (participate) 
according to the situation. This technique was used heavily in one site 
where a graduate assistant worked intensively with a class over an entire 
semester (Evans, 1993). Think-aloud observations aim to determine what 
cognitive activity underlies behavior and are used widely in psychology 
and education research (Ericsson & Simon, 1984). Subjects were asked to 
think aloud while they worked on various tasks, and the entire session was 
audiotaped. Both participant observation and think aloud could have been 
included in the interview category, but we classified them as observations 
because they are less dependent on self-report on the part of the subject 
and more focused on the observed activity in which the subject is engaged. 
The final observation method is automatic screen journaling (transaction 
log analysis). This technique automatically captures user actions such as 
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keystrokes or mouse clicks, adds time stamps to the record, and may in- 
clude “snapshots” of the screen at critical junctures of the interaction. 
Routines for capturing user actions were developed and used extensively 
in one site over a semester (Evans, 1993). Evans provided graphical dis- 
plays for sessions that demonstrated both systematic and opportunistic 
study strategies. Patterns such as clear demarcations between persistent 
use of texts and images contrast with regular and/or random alternations 
between media. We have also used transaction analysis to study usage in 
WWW sites such as the Bureau of Labor Statistics (Hert & Marchionini, 
1997). Transaction log analyses are used with the Perseus WWW logs to 
determine gross interaction patterns today (e.g., number of requests for 
different resources, temporal patterns of access, and so on). 
Interviews were initially defined around course schedules with intro- 
ductory, midsemester, and exit interviews planned. Although we did con- 
duct interviews at different intervals for some classes, a better way to cat-
egorize the interviews we eventually used is verbal interviews with indi- 
viduals or groups and written or online questionnaires. We often conducted 
interviews with individual instructors and students. These interviews were 
guided by semi-structured protocols and were typically audio taped. Such 
interviews were conducted at ten different universities, in some cases over 
several years, and have proven to be one of the most valuable evidence 
sources for our findings and reports over the years. Group interviews were 
also conducted at several universities. These are likewise guided by gen- 
eral questions and audio taped (one session was videotaped). Most of these 
sessions were with groups of students and yielded candid commentary on 
how instructors use Perseus and what students thought about the DL. A 
written questionnaire was developed for use in classrooms and, over the 
years, almost 1,000 students at several universities completed the ques- 
tionnaire (the questionnaire was modified several times over the years to 
reflect changes in the technology and content). The questionnaire has 
three main sets of questions: demographics, including computing and 
Perseus usage; system features; and impact on learning. Check lists, Likert 
scales, and a few open-ended questions are included. A somewhat surpris- 
ing result that recurred over the years was the lack of correlation between 
demographics and learning impact and a positive correlation between sys- 
tem interface features and learning impact. Perceptions about ease of use 
are closely related to perceived learning effects. 
In recent years, as attention has shifted to Perseus impact on teach- 
ing and research, a number of verbal protocols and e-mail questionnaires 
have been used with instructors. In 1999, a short online questionnaire 
eliciting general information about Perseus use via the WWW was used to 
collect data. After a pilot test with voluntary responses, the questionnaire 
was automatically given to every tenth unique visitor to the Perseus home 
page (IP addresses were recorded so that no single address received the 
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questionnaire a second time). There were 20,701 responses. Of those 
completing the questionnaire, 7 percent were professors, 24 percent were 
undergraduates, 11 percent were graduate students, 16 percent were 
K-12 students, 5 percent were continuing education students, 4 percent 
were K-12 teachers, and 25 percent placed themselves in the “other” 
category. 
Clearly, the PDL is finding substantial usage in educational settings as 
well as by the public outside the classroom. The majority (66 percent) of 
respondents said that they were using the PDL for the first time, and 11 
percent said they used the PDL once a week or more often. The PDL (and 
other DLs) must consider serving first-time or casual users for the foresee- 
able future. Of those responding, 54 percent said they were using the 
PDL from home, 16 percent at school, 14percent at the office, 3 percent 
from a library, 3 percent from other places, and 9 percent did not re- 
spond. The significant home access data has interface design and system 
performance implications for digital librarians since home infrastructure 
support will tend to lag behind institutional infrastructure (e.g., band- 
width, latest client software). It is interesting to note that 37 percent of 
the respondents said they were using the PDL for personal interest, fol- 
lowed by 23 percent for research, 21 percent for homework, 9 percent for 
class work, and 9 percent had no answer. In many ways, the PDL is used 
like a public library in this regard. Of those responding, 36 percent re- 
ported that they learned about the PDL from a search engine and 27 
percent followed a link from another site. These huge numbers of visits 
based on searches or links distinguish the PDL from physical libraries. 
Another 13 percent learned about the PDL from a teacher, 7 percent 
from a friend, 3 percent from a publication, 6 percent from other sources, 
and 9 percent provided no answer. These data represent a large sample of 
DL users and bear reflection as digital librarians develop and upgrade 
their systems (see Marchionini, Scaife, & Crane, 2000, for the details of 
this survey). 
Document analysis uses the content of a variety of objects to under- 
stand goals, outcomes, and processes. In another venue, we used docu- 
ment analysis extensively in assessing user needs for the Library of Con-
gress Digital Library Program (Marchionini, Plaisant, & Komlodi, in press). 
In the Perseus evaluation, we first focused attention on products produced 
by the project such as documentation and project reports. Later, with fund- 
ing from FIPSE, we focused on instructional documents such as syllabi, 
assignments, and instructional materials such as structured paths through 
the materials. Other documents analyzed include: the number and range 
of research papers and conference presentations, link patterns (e.g., WWW 
links [citations] to the Perseus home page), electronic list messages (num- 
ber of messages, who participates, and content categories), and original 
materials contributed by scholars (the Stoa) . 
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Learning analysis was the fourth general class of methodology defined 
in the evaluation plan and included baseline data such as student reading 
and translating rates, assignments and syllabi characteristics, and estimates 
of student performance. Grades and other instructor assessments and struc- 
tured self-assessments were also proposed. In hindsight, we were able to 
obtain far less of this type of data than we hoped. Access to student grades 
is problematic and gathering representative samples of skill levels was 10-
gistically impossible. Bill McGrath reported at the Perseus evaluation meet- 
ing in 1996 on his systematic analysis of student course evaluations for his 
classes over several years while Perseus was introduced and used. In this 
case, the evaluation averages went down. Student interview data we col- 
lected with McGrath’s classes indicated that students very much enjoyed 
the lively lectures and discussions, were attracted to his courses for this 
reason, and were somewhat resentful of time taken away from class discus- 
sions as electronic resources were used to augment the lectures. Although 
student course evaluations are attractive potential sources of evaluation 
data, the many factors that go into final evaluations and the logistical prob- 
lems of obtaining access make them less useful in practice. It is important 
that instructors be prepared to accept negative effects (course evaluations 
being only one indicator) as well as positive effects when they make sig- 
nificant changes to their courses and teaching styles. 
Based on the evaluation plan, we conducted site visits to ten univer- 
sities from 1989 to 1993 and produced reports for each site visit at the 
end of each year. In one case, we were able to conduct a controlled 
comparison of four sections of a large class in which two sections used 
Perseus and two did not. Other data-collection activities were under- 
taken opportunistically. For example, Perseus was used in the Fogg Mu- 
seum exhibit as an adjunct to a classics course, and several Perseus work- 
stations were incorporated into the “Greek Miracle” exhibit at the Na- 
tional Museum of Art (NMA). In both cases, patron questionnaire data 
were collected and interviews were conducted at the NMA. Marchionini 
and Crane (1994) report the results of the evaluation to that time with 
emphasis on  the comparative study. Neuman (1991); Morrell, 
Marchionini, and Neuman (1993); and Marchionini, Neuman, and 
Morrell (1994) report details for different aspects of the evaluation 
through the first half-decade. 
In 1995, funding to evaluate the educational and scholarly productiv- 
ity aspects of Perseus was obtained from FIPSE. Although the overall evalu- 
ation plan continued to serve as a rubric, this funding marked an impor- 
tant juncture in the evaluation focus as the main efforts shifted to teach- 
ing and scholarship as the primary emphasis, with learning as an indica- 
tor of teaching effects. The first three-year cycle focused on building and 
assessing instructional materials that incorporated Perseus resources, and 
the second three-year cycle focused on how Perseus influenced scholarship 
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in support of teaching. The first three years essentially extended the origi- 
nal evaluation plan, although with substantially less support, and the sec- 
ond three years extended the evaluation to the research and scholarship 
goals of Perseus. Annual reports for these evaluations were produced, and 
several are available in the Perseus DL under the teaching with Perseus 
division (http://www.perseus.tufts.edu/FIPSE/)(see Marchionini, Scaife, 
& Crane, 2000, for a recent report). 
RESULTS SYNTHESIS 
Many of the detailed results of the evaluation are available in pub- 
lished reports or WWW sites, so the main findings are briefly summarized 
here. The results are organized into five categories: physical infrastruc- 
ture; conceptual infrastructure; mechanical advantage; augmentations; and 
community development/systemic change. 
PHYSICALINFRASTRUCTURE 
The results from the early years were strongly influenced by technol- 
ogy. In every interview and observation, issues of using the physical com- 
ponents of the PDL arose. Whether working with a standalone Hypercard 
application on a dedicated workstation in a lab, or a network sharing the 
PDL from magnetic or CD-ROM stores, there were recurring problems 
with hardware and software reliability. These problems were organized 
under a category labeled “physical infrastructure.” These problems were 
due to a variety of factors, including creating and delivering commercial- 
grade systems with personal computer platforms and development envi- 
ronments; primitive computing support for faculty offices and laborato- 
ries in most universities, especially for the humanities; lack of technical 
support and training staff; low levels of computer literacy on the part of 
humanities faculty and students; complex interfaces due to wide ranging 
content and tools; and poor mass delivery technologies (CD-ROM and 
networks). In the mid-l990s, moving Perseus to the WWW and increasing 
experience with digital technology by students, faculty, and universities 
substantially reduced the number of complaints and comments related to 
physical infrastructure. Although the interface is still complex due to the 
variety of material and tools for search and analysis, Perseus is generally 
accessible twenty-four hours a day, seven days a week to anyone in the 
world who has an Internet connection. Thus, substantial progress has been 
realized toward the general mission of providing widespread access to 
humanities source materials. In hindsight, it is important to note that, if 
the evaluation of the PDL had ceased after the first four years, the many 
problems related to physical infrastructure would have likely dominated 
the results and stymied continued development and decision making. This 
point again illustrates the importance of taking a longitudinal approach 
to evaluation. 
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CONCEPTUALINFRASTRUCTURE 
Along with the need for physical infrastructure, the evaluation quickly 
made it apparent that there is little guidance and support for using DLs. 
Teachers do not know how to integrate these resources into their instruc- 
tion; students do not know how to best use these resources when guided 
by assignments, let alone direct their own learning with digital resources; 
scholars do not know how to leverage DLs and incorporate their scholar- 
ship into them; and organizations such as universities, museums, and pub- 
lishers do not know how to value, reward, and adopt DLs and the people 
who work with them. The FIPSE grants aimed to address some of these 
issues, and we have some good examples of instructors who are integrat- 
ing their research and teaching through the DL. For example, early in the 
project, Nee1 Smith guided students through data collection activities with 
geospatial data in Perseus to discover new relationships in the altitudes of 
cities that minted coins in ancient Greece. Today there are several new 
examples at the Stoa site (www.stoa.org) . For example, Nick Cahill is us-
ing his research on Olynthus as part of his course materials, supplement- 
ing his scholarly book with online materials, and Christopher Blackwell 
and a group of collaborators are creating online resources and a public 
forum related to Athenian democracy, The Perseus DL section on teach- 
ing includes information (e.g., syllabi, links, assignments) on fifty-one 
courses offered by twenty-seven different instructors at twenty-three dif- 
ferent institutions. Although there is yet much progress to be made on 
creating and using digital resources in learning, the Perseus DL and its 
related projects are providing raw materials as well as pedagogical models 
for conceptual infrastructure. 
MECHANICALADVANTAGE 
A class of anticipated results showed up repeatedly over the years. 
The PDL provides people with more information more quickly than oth- 
erwise possible. These mechanical advantages provided by the digital me- 
dium were evidenced in several ways. First and foremost, access to large 
amounts of information is available with a few mouse clicks rather than 
grabbing a book (or, as many students pointed out, walking to the library 
and finding the book) and finding information manually. Such access is 
especially important in smaller schools where the library collection does 
not include broad ranges of texts nor multiple copies of common texts; 
where slide collections are not extensive and may be highly restricted to 
faculty and graduate students; and where the artifact collection does not 
have many examples of vases, sculptures, or other objects. In the WWW 
environment, this applies beyond the PDL as links in and out lead to much 
broader arrays of resources. This access is even more crucial from homes; 
referrer logs show many distance education courses that link to the PDL. 
Second, selective access is improved and faster for electronic materials. 
320 LIBRARY TRENDS/FALL 2000 
Students were able to do word lookups in the Greek lexicon faster in their 
translation courses, although some students did express concern that the 
“ease” of lookup might diminish their translation skills. More common 
examples were the advantages of doing word searches in Greek or English, 
which facilitated finding relevant passages when writing essays or construct- 
ing arguments. 
The results of the comparative study were statistically significant: stu- 
dents found more unique citations when using Perseus than not using it. 
However, there was no significant improvement in the overall quality of 
the resulting essays. Third, instructors are able to present more varied 
examples in class and use these examples in a more facile manner. The 
range of images and texts in the PDL exceed what might be shown with 
slides, and moving between images, texts, and maps is easier with a com- 
puter than multiple slide projectors, video recorders, and overhead trans- 
parencies. It is important to qualify this with the observation that setting 
up and using a computer and projector and mastering the PDL interface 
is a requisite for such usage that has become less onerous today than it was 
ten years ago. Fourth, instructors can create directed paths through the 
materials rather easily. The early versions of Perseus included a path tool 
that allowed users to record selected portions of their traversal of the da- 
tabase. In the WWW environment, instructors can easily provide sets of 
URLs interspersed with commentary or questions as part of student as- 
signments. Likewise, students can easily create their own paths/electronic 
presentations or add URLs in their word-processed papers. 
In all these cases, it is important to note that mechanical advantage 
alone is not sufficient to improve learning or critical thinking. In fact, 
mechanical advantage raises many issues about learning in electronic en- 
vironments. What to do with the time that might be saved? How to deal 
with possible information overload? How to integrate results from mul- 
tiple data sources such as texts and vases? Students and instructors some- 
times worried about how easy it is to focus on searching and examining 
results rather than the more challenging activities of reflecting on mean- 
ing and creating one’s own interpretation of the evidence. As Tom Mar- 
tin, a Perseus advisor and early user, noted in an interview: “Collecting 
data comes more easily than interpreting it.” Clearly, broad fast access to 
source materials has been made possible by the PDL, thus achieving one 
of the guiding missions of the project. The evaluation results answer the 
questions of what people do with this access and how they manage the 
new challenges brought by such access. Many examples of exasperation 
and rebellion were found-e.g., students who strongly preferred reading 
assigned secondary works and writing essays rather than conducting in- 
vestigations in masses of data to discover relationships and make interpre- 
tations that might be presented as Perseus paths or Web pages. On the 
other hand, other students reported being inspired by the self-directed 
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exploration and multiple media. Clearly, individual differences, such as 
motivation, learning style preferences, and domain knowledge as well as 
the classroom and university setting, influenced these reactions for stu- 
dents as well as instructors. Rather than focusing on these differences, we 
early on began to look for examples of ways that the PDL empowered new 
types of learning and teaching, going beyond the amplifications of me- 
chanical advantage to new augmentations made possible by the PDL. 
AUGMENTATIONS 
Clark (1983) long ago warned researchers to avoid media compari- 
son studies when assessing educational technology impacts since the many 
variables cannot be controlled. Kozma (1991) and Salomon (1979) have 
argued that the symbol systems of different media do in fact strongly in- 
fluence learning. All agree that it is extremely difficult to do comparative 
studies of learning effects. As part of the PDL evaluation, several com- 
parative assessments were made, yielding no definitive effects but rather 
reinforcing the “it depends” conclusion. Moreover, identifymg new effects 
using existing treatments and metrics is unlikely, and the interviews and 
observations yielded interesting anecdotes which suggested that new kinds 
of teaching and learning were emerging. Thus, we began to look for spe- 
cific examples that would demonstrate how the PDL augmented learning 
and teaching. Four classes of augmentations are briefly summarized here. 
First, students who had no Greek language were able to apply the 
philological tools in the PDL to investigate the meanings and nuances of 
Greek words and associated concepts. Different instructors have used varia- 
tions of this activity, but the main idea is to explore an important cultural 
concept (e.g., concepts such as wealth and honor) by: (1)first looking for 
all occurrences of the term in the Greek to English lexicon (a simple 
search in the lexicon), thus locating all the Greek words that have this 
term in their definitions, (2) locating all occurrences of those Greek words 
in the Greek text corpus (a set of simple searches in the texts), and 
(3) reading the English translation of the section of text containing the 
Greek term (users can display Greek or English versions). By doing so, 
students were able to see that concepts such as “wealth” carried modern 
connotations (gold, animals, etc.) but also that the “house” in the sense 
of family and lineage was an important facet of wealth in ancient Greek 
culture. Such investigations reflect the kind of work scholars do to build 
interpretations about ancient cultures. These investigations would have 
been impossible without the electronic corpus of Greek text and transla- 
tions and the associated indexes and lexicons. In interviews with students, 
both strongly positive and negative reactions were voiced-the positive 
centered on the exploratory investigation, the negative on the time-con- 
suming nature of the searches when a treatise on the topic could have 
been read more quickly. Another student wrote on the questionnaire: “The 
322 LIBRARY TRENDS/FALL 2000 
amount of information initially overwhelmed our research group. It took 
many hours to glean any meaning from the text references Perseus pro- 
vided. But those many hours would have been many weeks if it was not for 
Perseus. In the end, Perseus gave us the ability to come up with an intelligent 
Liew of what Herodotus thought about freedom.” Clearly, the motivations 
and styles students bring to tasks affect the effects any DL will have. 
Second, students were able to leverage the ready access to volumes of 
text and visuals to make discoveries and amass evidence to support their 
discoveries-the PDL is a laboratory for humanities research. One stu- 
dent spent the semester studying vase paintings to determine how women 
were depicted and gathered evidence that mortal women, except deities 
and hepatia, were always depicted in subservient positions to men. An-
other student discovered anomalies in vase paintings depicting hoplites 
without sandals but line drawings in books showing them with sandals. A 
treatment of the veracity of the historical record became a scholarly theme 
that grew out of simple curiosity about why, on a vase painting, Sciptians 
wore sandals but heavily armored Greek soldiers did not. This particular 
student noted that he spent about fifteen hours looking at images before 
he made his “discovery.” Without traveling to many museums to study 
these vases, neither of these students would have melded visual thinking 
into their written work. Other students were able to use text tools to do 
first rate research. One student noticed that Herodotus uses the concept 
of “catastrophe” as if it were an infectious disease. She then investigated 
the usage in Lysias to compare how a historian and an orator used the 
concept and discussed the overlaps and distinctions of a “crippling agent” 
in human affairs. Students preparing for a summer course trip to Greece 
used Perseus to prepare tours of specific sites. Each student was respon- 
sible for leading the tour of a site and used the site maps, site photo- 
graphs, as well as background information in Perseus, in preparing the 
tour. Clearly, not all students make discoveries, and significant portions of 
time are spent “surfing” for interesting connections but, as these examples 
pile up, the value of easy access to large volumes of data begins to emerge. 
Third, there were instances of teams of students or students and pro- 
fessors collaborating around the PDL as “electronic campfire.” In addi- 
tion to the example of the coinage and altitude correlation noted earlier, 
other instances of spontaneous, as well as forced, collaboration were cited. 
In one case, a graduate student and professor using word analysis tools 
discovered that the morphological variation Antigone uses to refer to her- 
self is distinctly different from how others in the play refer to themselves. 
They argued that Euripides used this as a lexical device to reinforce her 
alienation from the rest of society. Another professor was elated by a dis- 
cussion that took place in class as the group explored the use of terms for 
freedom in Greek democracy. He noted new insights he had during class 
(and shared his excitement with the class) in spite of being a seasoned 
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authority on the subject. Several instructors used group projects and “labs” 
in their courses. Not surprisingly, the results were mixed. One instructor 
noted that, although in his class Perseus tended to encourage more group 
work which, in turn, led to more idea sharing and clarity in expressing 
those ideas, there were also cases of homogenization of thinking and aban- 
donment of responsibility. He summed the collaboration nicely as: ‘You 
get brand new highs and brand new lows.” The message here regarding a 
wider range of diversity in behavior has important implications for in- 
struction, DLs in general, and evaluation. 
Fourth, the PDL provides the material and tools for new forms of 
creative expression. In the early days, students used the path tool to 
create paths through the corpus that represented their interpretation 
of assignments or ideas. In the WWW environment, students create Web 
pages that integrate PDL materials or word-processed documents that 
have images, texts, linguistic analysis results, and live links to the pri- 
mary materials that support their arguments. Instructors increasingly 
require students to create such expressions rather than traditional es- 
says. The PDL has become an especially useful resource for humanities 
scholars as they do research and incorporate their results into instruc- 
tion. Scholars investigating word senses and uses as part of their transla- 
tions and interpretations of Greek texts have used the philological analysis 
tools in Perseus. To explicitly support scholars in many classics subfields, 
the Stoa consortium was founded in 1997 to create a venue for scholarly 
research and instructional support. Stoa (www.stoa.org) provides tools 
and advice for scholars creating electronic documents, develops stan- 
dards for tagging and displaying these products, and offers an electronic 
publishing platform for sharing their work and eliciting scholarly feed- 
back. To date, thirteen ongoing research projects are included in the 
Stoa, and many of these projects incorporate PDL materials and serve to 
extend the PDL. 
COMMUNITY CHANGEDEVELOPMENT/~YSTEMIC 
Perhaps the most important long-term developments are changes at 
organizational levels, such as departments and schools, and the emergence 
of a community of practice that leverages and advances the PDL. The 
original project depended on advisory committees that served as liaisons 
to the larger technical and educational communities. The team also gave 
talks at regional and national conferences and published papers in jour- 
nals to inform the broader community about PDL and generate interest 
and reaction. In addition, the evaluation team conducted site visits to a 
number of universities which, in addition to the main objective of gather- 
ing evidence of use, caused local self-reflection on PDL practice. Instruc- 
tors and students who participated in interviews were surely cognizant of 
what they said and likely reflected afterward on the interview and the 
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PDL experience. In addition, member checks (asking interviewees to re- 
view the written summaries and interpretations of their comments) facili- 
tated reflections days or weeks later as participants reviewed the summa- 
ries. All these efforts served to alert classicists and instructional technolo- 
gists to the goals and progress of the PDL. 
The first tangible example of system change outside of the project 
staff settings was at Ball State University (BSU) in the mid-1990s. At site 
visits, we noted that four professors were using Perseus in their courses, 
and the department had committed the bulk of its materials and equip- 
ment resources to acquiring equipment to deliver the PDL. The faculty 
leveraged PDL use within the university to garner support for technical 
innovations that were strongly encouraged by the administration (e.g., 
faculty served on university-wide committees devoted to educational tech- 
nology and were profiled in campus publications). In interviews with clas- 
sics majors, students noted how they had used PDL in their assignments 
and projects and expected that they would have access to PDL in their 
graduate programs at other universities (which at the time was highly 
unlikely). The faculty discussed ways to build PDL into introductory courses 
so that students in advanced courses could be expected to take advantage 
of PDL without special instruction. In effect, the PDL was becoming insti- 
tutionalized-part of the educational culture-in this department even 
before the WWW version was widely available. 
These developments at BSU signaled new developments in classics 
departments and the field itself. By the late 1990s, job postings for faculty 
in several classics departments began to include requirements or prefer- 
ences for technological skills. The core Perseus faculty were obtaining 
tenure and promotion at the schools to which they had moved. Yale Uni- 
versity Press sold out of the first run of CD-ROMs, and the second edition 
served as an alternative to the WWW-based PDL. New textbooks began to 
include supplemental course materials that incorporated Perseus, and some 
online encyclopedias began to link users to the PDL. Another indication 
of community acceptance is the continued success of the project in re- 
ceiving funding in highly competitive research initiatives. Peer-review fund- 
ing sustained over multiple funding cycles demonstrates a level of pres- 
tige and usefulness within scholarly communities. The PDL has attracted 
funding in competitions judged by the humanities, information and com- 
puter science, and educational communities. Likewise, both the CD-ROM 
and WWW versions of the PDL have received many awards (e.g., more 
than four dozen awards, reviews, and certifications are listed on the WWW 
site in the summer of 2000). 
As the WWW version of the PDL continued to evolve, the evidence of 
its impact on the field grew as more and more people accessed the cor- 
pus. Figure 1 summarizes WWW requests over a four-year period. Note 
that these numbers represent page requests rather than all transfers on a 
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page (e.g., a page with five GIFs counts as one request even though the 
transaction logs contain six http requests). Note that spikes in usage recur 
during academic periods. In spring 2000, the PDL was responding to as 
many as 250,000 requests per day. The AltaVista portal listed almost 30,000 
links to the PDL home page in mid June 2000 compared to almost 56,000 
for the iiboraryoE-2ongress home page. Tius, the rransacuon log data 
provide another powerful indication that the PDL has become an impor- 
tant part of the humanities infrastructure. 
HTTP Requests per Month 
Figure 1.  Perseus HTTP Requests. 
Yet another indication of the influence of the PDL in education and 
the scholarly community is its expansion from Greek and Roman culture to 
other humanities areas as holders of important intellectual property are 
drawn to the technical and editorial expertise that has accrued at the PDL. 
The issues of editing and managing large corpora of source materials have 
led to demand for new roles and new skill sets for scholars in the humani- 
ties. The need to explicitly address the challenges of training and promot- 
ing scholars who demonstrate both domain and technical excellence was 
made explicit in a recent paper (Crane & Rydberg-Cox, 2000) that called 
for post doctoral positions in the humanities to support corpus editors. 
REFLECTIONS AND RECOMMENDATIONS 
The evaluation effort has explicated many of the outcomes and chal- 
lenges related to the PDL over more than a decade. The results above 
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provide guidance to other DLs and shed light on questions at many levels. 
Is the impact worth some $10 million of investment? How has the PDL 
influenced learning? Teaching? Scholarly research? Is the PDL still viable? 
Sustainable? How does the evaluation inform continued development? 
The evaluation offers partial answers to all these questions as discussed in 
the results synthesis above. In this final section, attention is focused on 
the evaluation process itself and on recommendations for digital library 
evaluation in other settings. Three main points about DI, evaluation with 
associated corollaries are offered: 
1. 	 Evaluation efsorts must explicate goals on a continuum ranging from eualua- 
tion research to product/system testing. 
At the research end of the spectrum, the goals are related to under- 
standing complex phenomena through inference and chains of evidence. 
At the product/system-testing end, the goals are related to direct mea- 
surement of well-specified criteria that inform practical decision making. 
Most evaluation efforts in academic settings fall somewhere in between, 
using direct measurement and inference chains to build arguments and 
cases that inform decision making and continued development. In the 
PDL evaluation plan, formative and summative components were origi- 
nally specified to distinguish this c o n t i n ~ u m . ~  What is important for evalu- 
ation research is to gather and integrate as many specific measures as 
feasible without depending too heavily on any single measure. Metrics 
such as number of HTTP requests, number of objects digitized, response 
rates, server down (or busy) time, interface feature sets, error rates, num- 
ber of abandonments,'" satisfaction ratings, interview comments, e-list traf- 
fic, cost per request," and interesting anecdotes provide important 
glimpses into the DL phenomenon and context but individually do not 
provide a full view. It is surely possible and necessary to measure these 
results, but they are only threads in the more substantive evaluation ques- 
tions asked in a research vein. Evaluation research that incorporates mul- 
tiple data threads yields a complex fabric of effects that itself changes 
shape and meaning depending on the light and angle of view. Clearly, 
explicating evaluation goals on the research side of the continuum im- 
plies more cost and time commitments-factors that must be taken into 
account as evaluation is planned. If limited resources are available, focus- 
ing on a small set of well-defined system effectiveness questions may be 
prudent. However, because DLs are emergent systems, more ambitious 
evaluation efforts that gather baseline data and track changes over time 
are encouraged because they will more strongly benefit the DL commu- 
nity in the long run. 
2. 	 Digztal libraries are emergent complex systems. 
Digital libraries meld electronic tools and procedures with the entire 
range of forms of human expression. This includes new forms of expres- 
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sion made possible by the technology associated with DLs. The resulting 
complexity may yield effects that are greater than the sum of the parts- 
i.e., emergent properties (Kauffman,1995). The PDL offers some hints of 
this in the ways that students are empowered to do research and investiga- 
tions traditionally reserved for graduate students, professors, and other 
scholars; in the implications of the PDL as a humanities laboratory; in the 
incorporation of PDL sources into the basic infrastructure of classical stud- 
ies; and in the need for new skill sets for humanities scholars who leverage 
technical tools to create new interpretations and expressions. If DLs are 
emergent phenomena, DL evaluation must surely be designed to seek 
unexpected outcomes. Two characteristics that support such an evalua- 
tion are longitudinality and flexibility. 
The original evaluation plan aimed to address a number of general 
questions over time by using a variety of data collection and analysis tech- 
niques. The plan was designed to be flexible in that techniques and ques- 
tions could be adapted as the PDL itself and the technological and cul- 
tural contexts changed. This flexibility and attention to the interactions 
between the PDL and its environment is a defining characteristic of what 
might be termed “emergent evaluation.” Emergent phenomena are driven 
by a small set of rules that control how systems interact with the environ- 
ment (Clark, 1997). In the case of evaluation, the rules are determined by 
a high-level mission and data collection techniques. For the PDL, evalua- 
tion of the emergent phenomena of electronic resources in the humani- 
ties is controlled by the mission of broad access to source materials and a 
set of techniques that are adapted to the environmental conditions in 
which the mission operates. Over a dozen years, the environments included 
many physical sites (various instructional and research settings), a range 
of physical infrastructure developments (from single stand-alone PCs in a 
department office running primitive hypertext software to high-end work- 
stations in dorms, homes, and offices linked through the WWW deliver-
ing software and content supported by 24/7 campus system administra- 
tors), and a growing range of conceptual infrastructure (from novice stu- 
dents and teachers with no experience using technology in learning and 
teaching to highly computer literate students and faculty). If the evalua- 
tion had concluded after five years, the effects of physical infrastructure 
would have dominated the results. The longer view illustrates some of the 
more substantive effects of the PDL as a critical infrastructure for the hu- 
manities and an important focal point for computing in the humanities. 
A rationalistic approach to evaluation would compare the effects of a 
DL with the effects of a physical library on library effectiveness metrics. 
Various components effects (e.g., technical, content, and individual user) 
would ideally be separated out and weighted to produce some predictive 
model that explains performance and informs subsequent design. Unfor- 
tunately, such an approach oversimplifies both the components and metrics 
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and, more importantly, does not take into account the higher-order inter- 
actions that emerge when dynamic systems operate in the real world. Posi- 
tive outcomes on one dimension lead to unpredictable side effects on 
another dimension. In contrast, the longitudinal and multifaceted ap- 
proach taken in the PDL evaluation was able to tolerate contradictions 
and side effects by looking at long-term effects and juxtapositioning data 
from multiple sources. The many specific questions under the four classes 
of main questions served to guide questionnaire and structured protocol 
developments and guide observations but, because the intention was to 
develop a high-level road map rather than a detailed blueprint, a richer 
process that captured some of the emergent properties of the PDL was 
possible. 
3. 	 Integrate statistical data and narratives to assess impact as well as perfor-
mance and usage 
Like circulation and holdings data in physical libraries, transaction 
log summaries and other performance data demonstrate operational ef- 
fects of the library but do not explain how this usage impacts stakehold- 
ers. Marchionini has argued (Marchionini, 1995;Marchionini, Plaisant, & 
Komlodi, in press) that impacts change over time and vary by stakeholder 
(e.g., individuals, groups, organizations, society). Operational data are 
powerful components in a chain of inferences that address impact, but 
the PDL evaluation illustrates the value of anecdotes and “stories” that 
illustrate new effects-i.e., how DLs augment existing capabilities with 
new ones. These augmentations garner public support for a DL and should 
not be underestimated in assessing impact. 
In evaluating DLs, it is important to consider the changes that DLs 
bring and only some of these are explainable through deltas in statistical 
data. Some of these changes are positive, but others will be controversial. 
Because human attention is a finite resource, new or additional capabili- 
ties can displace or reprioritize existing capabilities. Seeking and docu- 
menting these changes can be uncomfortable, especially when the evalu- 
ation funding is tied to the DL. Integrating multiple views is more natu- 
rally done with narratives rather than summary statistics, and integrating 
these forms of evidence can aid in assessing complex change. 
Similarly, it is evident that DLs will lead to more diversity. Beyond the 
obvious broader access by global populations of users, the ranges of mate- 
rials and new tools for access and use lead to new “highs and lows” of 
human application. Evaluation that treats these ranges may not make fund- 
ing bodies or traditional user communities happy, but they will prepare 
the way for the changes that are inevitable as new information phenom- 
ena take their place in the realms of education and scholarship. Narrative 
explanations are crucial here as well. 
The PDL evaluation reveals some of the complex interactions among 
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information resources, stakeholders, and technology. Several observations 
about the success of the PDL may inform the development and evaluation 
of other DLs. Digital library success is aided by: 
clear missions; 
strong leadership and a strong talent pool; 
good technical vision and decisions; 
quality content and data management; 
giving users multiple access alternatives; and 
ongoing evaluation effort. 
As we worked to understand the mission of Perseus in the early days, many 
metaphors were used by the staff to describe the project vision. One con- 
stant was the mission to maximize access to source materials. This mission 
immediately led to many benefits that garnered support and understand- 
ing. These include: allow people to make their own interpretations rather 
than learning accepted dogma (facilitating critical thinking) ;critical mass 
of content facilitates new discoveries; extending appreciation of classical 
culture makes classics more viable and sustainable in university curricula. 
This clear and populist mission served the PDL well over the years, and 
other DLs can benefit from a clear and crisply articulated mission state- 
ment. 
Leadership is important to organizational success and, although DLs 
may exist in virtual space, the resources behind the scenes are real and 
must be assembled, inspired, and managed. The PDL has had a single 
chief and highly stable steering group throughout its history. Addition- 
ally, the talent pool offered by several major universities supplied the man- 
power to build the PDL. Continuous leadership works with a clear mission 
to attract and inspire such talent. Knowing the needs of stakeholders is 
important to leadership-this includes potential funders and discipline 
leaders as well as staff and end users. Tenacity and commitment lead to 
ongoing dissemination and evangelizing that garner support and usage. 
Although this is hardly surprising in any organizational setting, it is worth 
pointing out that it clearly extends to DLs in cyberspace. 
The PDL benefited from staff and advisory boards that recognized 
important trajectories in technical development. Good decisions about 
storage and dissemination (e.g., CD-ROM for standalone and LAN use, 
early adoption of WWW), system architecture (e.g., object-oriented de- 
sign, database lookups rather than hard-coded hyperlinks, and current 
emphasis on open source tools), and multi-platform delivery (e.g., stand- 
alone and WWW) all allowed the PDL to evolve while technology changed 
dramatically. It is easy to say that good technical decisions are required for 
DL success but harder to put into practice. Excellent advisory groups that 
represent different points of view and are willing to give regular attention 
to progress are difficult to assemble. They should not be political bodies- 
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once they are assembled, the DL staff must be prepared to take full advan- 
tage of their advice. 
Likewise, decisions about content and data models are crucial to SUC-
cess. The PDL collection development policies were informed by an advi- 
sory board and are also opportunistic. It was aided in some sense by a 
finite set of ancient Greek texts, but there were many arguments over 
which texts to include and which museums and sites to approach for im- 
ages. Good decisions about data models (e.g., catalog card metadata for 
art objects), data descriptions (e.g., adoption of SGML), and a general 
focus on content rather than technology may have been aided by the fact 
that classicists understand the importance of persistence of data and were 
prepared to plan for a DL that would outlive the latest technical solution. 
The PDL grew out of the early hypertext research of the 1980s and 
thus was rooted in the notion of giving users control through multiple 
links and access points. The philological tradition of concordances and 
systematic word searches brought advanced search capabilities to the cor- 
pus from the earliest days. This combination of support for browsing and 
analytical search supports diverse usage and is an important lesson for 
other DLs. Giving people control over how they access and use the DL 
satisfies a broader range of users and gives rise to wider ranges of applica- 
tions. 
Finally, an ongoing evaluation effort serves multiple purposes. Evalu- 
ation serves a political/administrative role by providing the reports and 
data upon which decisions about funding and development may be based. 
Evaluation results also inform the ongoing development of the DL both 
technically and conceptually. Evaluation activities also serve to involve staff 
and users in the work of the DL at reflective levels that may improve usage 
and support. Evaluation serves to document the evolution of a particular 
DL. Most importantly, evaluation with a research focus helps to explain 
the effects of a specific DL and relate it to the larger issues of DL evolu- 
tion and impact. 
Perseus has always been a library. Although it was not fashionable (or 
fundable?) as a digital library in the mid to late 1980swhen libraries were 
written off as anachronisms and library and information science programs 
were closing, the aim of making source materials widely available, the 
emphasis on self-directed learning, the organizational schemes applied 
for preserving and ensuring scholarly access, and the access and analysis 
tools created all reflect information science theory and practice. Perhaps 
better than the other answers about hypertextual systems, digital objects, 
interactive curricula, and communities of practice, the best answer to 
Ehrmann’s question is that Perseus is a digital library. It has continued to 
evolve and stands as a significant city in a cyberspace that is now being 
defined by a vast network of linked digital libraries with tangible connec- 
tions to the physical artifacts that make up our world. 
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NOTES’ A path mechanism that teachers and students could use to record sequences through 
the corpus was provided as a tool. 
See Daniels & Chavez (1999) for instructions for contributing to the Perseus Digital 
Library collection. 
The current PDL offers CD-ROM and WWWversions. Because some museums restricted 
image use to CD-ROM, the image collections differ according to intellectual property 
rights agreements. Likewise, full Greek lexicon versions and some materials beyond the 
original Greek culture corpus are only available in the WWW version. Additionally, the 
technical capabilities differ slightly as WWW display and transfer capabilities differ from 
what is possible with locally mounted CD-ROM. See http://www.perseus.tufts.edu/ 
order.htm1 for a comparison chart of the two instantiations of the PDL. 
Bloom, in his taxonomy of educational objectives, poses evaluation as the highest of six 
cognitive goals for learners (Bloom, 1956). 
An example of a comparative question in the learner group is 4.2. In different courses 
with similar objectives, are there differences in the amounts and kinds of achievement 
for courses supported by Perseus and those not supported by the system? 
An example of a usage question in the instructor group is 2.1. What tactics, strategies, 
and patterns do  instructors develop with Perseus in connection with their teaching? 
’ An Research? example of a system question is 3.4. How are student-defined paths used? Shared? 
An example of a content question is 3.2. How well can Perseus help the student or  
scholar clearly delineate fact from scholarly conjecture? 
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Flagg (1990) provides a good set of formative evaluation case studies related to educa- 
tional technology projects. 
lo 	Hert and Marchionini (1997) report 50%abandonments in 1996 from non .gov, .corn. 
and .edu domains at the BLS Web site but half as many abandonments a year later. 
Thus, these data must be considered over time. 
It costs the government $14 if a person requests federal tax forms by phone, $7 by mail, 
and $3.50 by walking into a post office to pick them up in person. Online requests for 
those forms cost the government 13 cents (Trimble, 2000). The cost of the citizen’s time 
to obtain the form is an additional factor beyond the government savings. 
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Current Opportunities for the Effective 
Meta-Assessment of Online Reference Services 
THOMASA. PETERS 
ABSTRACT 
THEAUTHOR SUGGESTS THAT CURRENT CONDITIONS ARE nearly ideal for 
the effective meta-assessment of online reference services (ORS),in part 
because expected patterns and modes of service have not yet been estab- 
lished for emerging and evolving online environments, and in part be- 
cause the distance between theory and practice regarding reference ser- 
vice in general is at its perigee. Meta-assessment is defined as the deliber- 
ate examination of the elements, basic conditions, and needs of a thing 
(service, event, system, and so on) that transcend particular instantiations 
of that thing. Meta-assessment does not assess particular programs but 
rather the conditions under which all online reference services must ex- 
ist. Meta-assessment occupies the conceptual space between the philoso- 
phy of reference (i.e., the examination and articulation of first principles) 
and the assessment of a particular reference service program. The basic 
conditions for the evaluation and assessment of ORS are articulated and 
explored. The impact of “rogue” ORS (i.e., ORS that are not affiliated 
with any particular digital library) on the process of meta-assessment is 
examined. Several parameters of the basic conditions for reference ser- 
vice in any form and any environment are enumerated. Although the wide- 
spread recurring assessment of specific ORS may be a few months off, the 
window of opportunity for the effective meta-assessment of ORS in gen- 
eral may be closing. 
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INTRODUCTION 
If environments are understood as places and spaces in which human 
beings pursue their wants and needs, technological developments are in- 
teresting because they change existing environments and create entirely 
new ones. The digital revolution has fostered many new environments 
that generally fall under the rubric of cyberspace. The digital libraries 
movement involves both substantial environmental change and the emer- 
gence of new service environments. New technologies at least encourage 
(and perhaps force) humans to re-examine what they think about envi- 
ronments, the horizons visible at the edges of known environments, and 
what new environments seem to offer and encourage. 
Technological changes are affecting the environments and environ- 
mental conditions related to reference service. The emergence of digital 
libraries and other online environments force us to re-think the philosophy 
of reference. If assessment is defined as the deliberate process of compar- 
ing the reality of a service against both its stated goals and the realm of the 
possibilities for such a service, the process of assessment currently faces 
formidable challenges. It is extremely difficult to assess digital library public 
services, especially online reference services, in part because we do not re- 
ally know yet what types of demanded services will emerge from users of 
digtal libraries as they settle into these new online environments. We should 
not assume that simply transporting traditional real-world library services 
into the digital realm will be either necessary or sufficient. 
One is reminded of the transformational processes of bringing water 
from the town well into individual homes. Simply delivering the same old 
water indoors seems at first to be a great leap forward-a triumph of the 
technological arm of civilization. As the first wave of enthusiasm for the 
home delivery of water subsides, however, homeowners begin to demand 
new services. They want their water to be heated, treated, filtered, and 
fluoridated. Although some of these new demands for services may have 
been predictable, some probably were not even imaginable to people who 
formerly trudged to the central village well to draw their water. When 
water was delivered into the home, a new service environment emerged. 
Similarly, just as the central library served as the font of information for 
an often geographically defined community of users (civic, educational, 
or corporate), when digital libraries began to deliver information directly 
into residences and workplaces, some of the demands for new DL services 
may have surprised and astounded both librarians and library users. For 
example, people will queue for services at the town well and the reference 
desk at the community library, but apparently they are unwilling to queue 
and wait patiently for similar services when delivered into domiciles, of- 
fices, and classrooms. 
We should not assume that a digital library service must, by defini- 
tion, be associated directlywith a full-service digital library. It is possible to 
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conceive of, and implement, a digital service (e.g., reference) without 
having it be part of a full-blown digital library. In online environments, 
information services typically associated with robust real-world libraries 
could float free from their tethered moorings. The economics of online 
information services may undergo a substantial alteration in the near fu- 
ture. Another reason online reference services may be difficult to assess is 
that “rogue” reference services have burst onto the scene (e.g., 
AskJeeves.com and WebHelp.com) that are not affiliated with any specific 
digital library. Suddenly the field of reference is flooded with a host of 
players who apparently are attempting to play the same game under vari- 
ous conditions and rules. How can we assess the value and worth of these 
rogue reference services? How will they affect the development of ORS 
within full-service digital libraries? Should we use the same criteria and 
standards that we would use for ORS that are affiliated with some sort of 
full-serviceDL? In the vast deserts of online environments, there probably 
is room for both types of ORS. Online reference service may be further 
subdivided into a wide variety of specialized services. Some of these spe- 
cialized services may be amendable to commercial for-profit models while 
others may not. 
The proliferation of rogue reference services raises an interesting 
meta-assessment question. What is the relationship between any reference 
service and the full library that surrounds it? What are the ties that bind a 
reference service to broader organizational goals? Some core real-world 
library functions, such as collection development, acquisitions, catalog- 
ing, and circulation do not make much sense without a collection. Other 
services (e.g., document delivery) rely on a collection, but it may not be a 
locally owned, housed, and controlled collection. Reference service seems 
to thrive when the human reference providers have ready access to some 
sort of extra-cranial collection of information, but it may not yet be self- 
evident what type of reference collection will be needed to optimally sup- 
port an online reference service. Physical proximity is neither a necessary 
nor sufficient condition. 
PHILOSOPHY, AND ASSESSMENTMETA-ASSESSMENT, 
For these reasons, it may be difficult to assess current DL service pro- 
grams (particularly ORS) in the context of the universe of all possible DL 
services. We simply have not yet discovered the entire online universe and 
the way humans will comport themselves in it, which in part is a process of 
self-discovery as one dives into a new pool of information. A philosophy of 
reference could be described as the examination and explication of the 
fundamental principles and goals of any and all reference services. Phi- 
losophy attempts to get at the essence of the thing, regardless of general 
and specific environmental conditions. The assessment of a specific refer- 
ence service program examines how well a particular reference effort in a 
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known environment is able to achieve its goals. Assessment certainly draws 
upon (and relies upon) a philosophy of reference, even if that philosophy 
is only implied in a pre-reflective fashion. At this moment in the overall 
development of reference services, a deliberate collaborative attempt at 
meta-assessment is warranted. Whereas an assessment project attempts to 
evaluate and assess a particular instantiated reference program, a meta- 
assessment project attempts to evaluate and assess the very preconditions, 
limitations, and assumptions upon which any online reference service re- 
lies. For the purposes of this article, meta-assessment is defined as the 
deliberate examination of the elements, basic conditions (necessary and 
sufficient), and needs of a thing (service, event, system, and so on) that 
transcend particular instantiations of that thing. A meta-assessment of ORS 
and surrounding online environments should be undertaken as a deliber- 
ate conceptual environmental scan and blueprint for future ORS. 
Assessment and evaluation often are used almost interchangeably. 
Saracevic and Covi (2000) define evaluation as an appraisal of the perfor- 
mance or functioning of a system, or part thereof, in relation to articu- 
lated objectives. They insist that any evaluation must specify clearly what 
elements are being evaluated because an exhaustive evaluation of any- 
thing is impossible. Performance can be evaluated in terms of effective- 
ness, efficiency, or a combination of cost-effectiveness. This sense of evalu-
ation could be understood as an “intra-system” definition, because the 
assessment or valuation of the system or service in relation to the broader 
environment, or in relation to all possible systems or services that could 
be designed and deployed to meet user needs, is not an integral part of 
this type of evaluation process. Questions such as “Why does this service 
have this set of articulated objectives rather than another set?” are diffi- 
cult to address in an evaluation process so defined and pursued. For ex- 
ample, traditional real-world reference services tend to focus on helping 
users of the information system discover and retrieve information and 
information objects from the system. Helping the user with the myriad 
post-retrieval processing tasks is not a primary focus of traditional refer- 
ence service, but it could be for DL reference services, in part because 
post-retrieval processing of digital information could become very com- 
plex and potentially valuable. At the early stages of DL design and deploy- 
ment, we need an assessment and evaluation system that enables these 
kinds of meta-assessment questions to be raised and efficiently and satis- 
factorily addressed. 
Meta-assessment occupies the middle ground between philosophy 
and assessment. Meta-assessment efforts must focus on the realm of the 
possible as well as on what actually has emerged as implemented ser- 
vices. Any assessment of a particular library program must be grounded 
somehow in both the philosophy and the meta-assessment of that aspect 
of librarianship. The meta-assessment of real-world reference services 
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(centered around the reference desk concept) has not occupied the 
profession’s attention for some time because the basic parameters of 
that environment are fairly well known. We know much more about hu- 
man beings in real-world environments than about human beings in 
online environments. 
ONLINEREFERENCESERVICES 
Reference services are one class of library public services. A simple 
definition of a library public service (in any environment-real or vir- 
tual) is any attempt by the library as a service organization to provide 
guidance and assistance to individual users of the library (usually via 
one-on-one, face-to-face, real-time, human-to-human interaction) as they 
search for, interpret, and gain value from both information objects and 
the ambient information environment. Any library public service that 
attempts to mediate between an articulated structured set of informa- 
tion and its users and potential users could be considered a public ser- 
vice. 
Online reference services have been springing up all over cyberspace 
both inside full-service digital libraries and outside. For-profit and not-for- 
profit ORS have been successfully launched. Saracevic and Covi (2000) 
list three service constructs or elements within digital libraries: availabil- 
ity, range of available services, and assistance and referral. Janes, Carter, 
and Memmott (1999) define digital reference service as “a mechanism by 
which people can submit their questions and have them answered by a 
library staff member through some electronic means (e-mail, chat, Web 
forms, etc.), not in person or over the phone” (p. 146). 
Saracevic and Covi (2000) note that the boundaries of any system 
often are difficult to determine, and ultimately the establishment of sys-
tem boundaries involves rather arbitrary decisions. Every system and ser- 
vice exists within (and interacts with) a complex, comprehending envi- 
ronment, and the boundaries between the two are blurry. Meta-assess- 
ment activities explore the possible relationships between a system and its 
surrounding environment. Borgman (1999)observes that digital libraries 
are created by and for a community of users. The functional capabilities 
of a digital library support the information needs and uses of that commu- 
nity. On its Web site (www.clir.org/diglib/dlfhomepage.htm), the Digital 
Library Foundation defines digital libraries as “organizations that provide 
the resources, including the specialized staff, to select, structure, offer 
intellectual access to, interpret, distribute, preserve the integrity of, and 
ensure the persistence over time of collections of digital works so that 
they are readily and economically available for use by a defined commu- 
nity or set of communities” (Digital Library Federation, 1999).These last 
two definitions emphasize the community of users (and potential users) 
as a key environmental component of any DL service. 
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ASSESSMENT REFERENCEOF ONLINE SERVICES 
Measuring use of a service may be inherently more complex than 
measuring the use of information content-or any type of tangible com- 
modity, for that matter. Use of content, however, has its own set of mea- 
surement, interpretation, and assessment problems. Because the actual 
use of information is very difficult to isolate and measure, often use is 
measured in terms of allegedly good indicators of use. In real-world librar- 
ies, the circulation of the text-bearing device (often a book) serves as the 
primary measurable indicator of use. In the digital library arena, the dis-
play, downloading, and printing of files currently function as the primary 
indicators of use. High activity seems to indicate more use, which gener- 
ally is perceived as good. When we turn our attention from content to 
services, however, the equation that worked well for the collection (where 
more use may serve as an indicator of a good program) is not as firm when 
the program is a public service, especially if the service purports to have 
some sort of educational component. If many users of a reference service 
are frequent, almost habitual, users of the service, this may be an indica- 
tion that the reference service is not optimizing its impact as a form of 
education, not that the reference service is a runaway success. In addi- 
tion, the accessibility of a service and the level of use appears to be di- 
rectly related. If ORS are perceived as more accessible to an online popu- 
lation than traditional reference desk services are to a geographically cir- 
cumscribed population, the raw usage of the ORS will be understandably 
higher. 
Levy (2000) asserts that the lack of attention to preservation issues 
has been the most glaring omission of the first decade of digital library 
research and development. A strong argument could be made that lack of 
attention to DL public services is almost as glaring. The brief history of 
the development and deployment of digital libraries has an uncanny re- 
semblance to the history of the development of real-world libraries. If 
public services are the third leg of the library stool (after collections and 
bibliographic records), evaluation and assessment projects and programs 
receive little attention until all three legs of the stool are firmly in place. 
Saracevic and Covi (2000) note that, during the explosion of DL funding 
and projects in the 199Os, evaluation was conspicuous by its absence in 
the vast majority of DL projects and programs, both research and practice 
oriented. Within the context of digital libraries, evaluation has not yet 
been specified as to what it might mean and entail. Saracevic and Covi 
raise the sobering question that it may be too early in the evolution of 
digital libraries to attempt to evaluate them in any formal way. In the boom- 
ing frontier of DL development and deployment, no one has much inter- 
est in (and time for) formal evaluation and assessment activities. They 
assert that the conceptual nature of evaluation of digital libraries is too 
underdeveloped to be useful. Because the evaluation of DLs will be a 
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complex undertaking, it needs to be understood both as a conceptual and 
a pragmatic challenge (Saracevic & Covi, 2000). Perhaps before we can 
assess ORS in any meaningful, sustainable, and generally useful way, we 
need to philosophize and “meta-assess” about the possibilities for library 
reference services in online environments. Such activities could substan- 
tially inform and influence the future development of digital library pub- 
lic services. 
Because the current environment is changing rapidly and filled with 
unknown opportunities for digital library services, assessment tools, 
projects, and programs should focus on environmental conditions, includ- 
ing the needs and wishes of users of digital libraries, rather than on actu- 
ally implemented projects and programs. We should evaluate digital li- 
brary services in the context of all possible services rather than in the 
context of physical library services. We should not assume that the reason 
for a particular service is self-evident. As our attention shifts from a spe- 
cific DL public service program toward an examination of all possible ser- 
vices within a new online environment, we are moving away from assess- 
ment toward meta-assessment. 
Defining the assessment criteria for a DL public service is a matter of 
some debate. Buttenfield (1999) notes that patrons use digital libraries 
for tasks that are not feasible in traditional physical libraries, and some- 
times they use the digital library in ways that are not anticipated by system 
designers. Although no one would argue that the reference librarian is 
the sole interface to the real-world library, in many ways the DL interface 
is the system. The interface is a gatekeeper to the collection and services. 
If the DL user cannot understand and navigate through the interface, the 
contents of that DL remain inaccessible (Buttenfield, 1999). “The dilemma 
is to evaluate a library which has not been completed and which is ex- 
pected to become functionally more complex, using methods whose effi- 
cacy cannot be determined absolutely, and which may in fact not be ap- 
propriate” (Buttenfield, 1999, p. 43). Buttenfield sees numerous differ- 
ences between evaluation procedures used for physical libraries and the 
procedures needed to evaluate digital libraries. Lankes and Kasowitz (1998, 
p. 180) suggest that digital reference services can learn from the research 
and implementation of evaluation programs of traditional library refer- 
ence. More recently, Kasowitz, Bennett, and Lankes (2000) have written 
about quality standards for online reference service consortia designed 
initially for the Virtual Reference Desk AskA Consortium. 
These are boom times for DL projects and the development of DL 
services. Lankes and Kasowitz (1998, p. 181) note that, because the con- 
cept of digital reference is so new, not much information is available that 
delineates best practices for the evaluation of digital reference and AskA 
services. Because digital libraries are both similar to, and different from, 
physical libraries, the challenge to digital library evaluation is to develop 
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and apply new modeling and evaluation concepts and approaches 
(Saracevic& Covi, 2000). They suggest that evaluation criteria from previ- 
ous evaluations of traditional libraries, information retrieval systems, and 
human-computer interactions could be adapted to evaluate digital librar- 
ies. 
Saracevic and Covi (2000) identify at least two approaches to the evalu- 
ation of a digital library. The ethnographic approach “is highly appropri- 
ate for gaining a broad understanding of the role and effects of a practice 
or a construct in a wider social or organization framework.” In a recent 
introductory essay to a special issue of the Journal of the American Society for  
Infomation Science on digital libraries, Hsinchun Chen (2000) noted that 
digital libraries are a type of information technology in which social im- 
pact matters as much as technological advancement, and that it is difficult 
to evaluate this type of new technology in the absence of real users and 
large collections. Chen seems to argue for the adoption of an ethnographic 
approach. Saracevic and Covi elect, however, to focus on the system ap- 
proach because it is the most widely practiced or suggested approach for 
evaluating all kinds of information systems, including digital libraries. 
Closely related to the ethnographic approach could be what we call 
the holistic approach. This approach tries to put the activities occurring 
within digital libraries in a broader (yet user-based) context. The approach 
involves asking questions such as: How well do the DL services help the 
user integrate information found in the DL with other information avail- 
able to the user population? For example, the earth scientists who were a 
target user group for the Alexandria Digital Library (ADL) often work in 
sophisticated online information processing environments. They want and 
need the ADL to be tightly integrated with this overall online working 
environment in which they retrieve and manipulate data sets and digital 
maps (Hill et al., 2000, p. 250). The service goal has shifted from helping 
people identify and retrieve information from the library to interpreting 
and integrating the information into their present personal projects, what- 
ever they may be. 
POSSIBLEROLESFOR ORS IN ONLINENVIRONMENTS 
Any library service must mediate among the organization, policies, 
and procedures of the library and the needs and wants of the user popula- 
tion seeking library services. Providers of mediation services need to know 
the library, the users, and the basic conditions of the environment in which 
services are provided. In order to serve, a service unit must know its users. 
This is as true for rogue reference services as it is for public services nestled 
in a digital library. Most real-world library service units rely on self-decla- 
rations from users concerning their needs and wants. Digital libraries of- 
fer other ways to learn about users. ORS and associated software, much of 
it developed originally to serve as customer relationship management 
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software for e-commerce sites, offers systematic ways to glean information 
from the reference interview. 
What we need to assess are the several variable components of online 
reference services. A combination of controlled-environment and real- 
life research projects will be needed. Somehow we need to assess the pos- 
sibilities of reference service in online environments in addition to the 
assessment of particular online reference pilot projects and programs. 
Meta-assessment is proposed as this type of higher level assessment of en- 
vironmental conditions and opportunities, including new and evolving 
end-user needs and wants. 
The role of online reference services in online environments remains 
an open question. What roles do public services play in any library organi- 
zation, regardless of the virtual or real spaces and service areas of the 
library? Are public services for emerging digital libraries even necessary? 
We may be witnessing (in an accelerated fashion) the prototypical stages 
in the development of libraries. Libraries began with collections of docu- 
ments-usually books in libraries that developed during and after the 
Enlightenment. Then came metadata records and databases about the 
items in the collection and the organization among them. In the good old 
days, organized collections of metadata records were known as accession 
lists, finding aids, and catalogs. The third stage in the development of 
libraries is the emergence of public services. Reference services, library 
instruction, reader’s advisory services, research services, and other public 
services all emerged quite some time after the existence of collections 
and metadata about collections. Although this is all recent compressed 
history, with the DL movement, the collections generally arrived first, fol- 
lowed by a concern for metadata and other aspects of organization and 
intellectual discovery, followed at last by a concern for public services in 
online environments. 
Marchionini (1999) observes that, even with powerful search tools, 
people often are unable to solve their information problems on their own. 
He notes that the need for reference librarian assistance remains a signifi- 
cant challenge in digital libraries. People become lost more easily in digi- 
tal libraries. Perhaps an online service program is needed that actively 
seeks to find or detect lost information seekers. It may not be in the best 
interests of DL users to wait for them to become aware and declare that 
they are in need of DL services. The onus of service initiation should be 
on the system, not on the user. 
Online reference services also are dealing with communities that or- 
ganize themselves differently (and perhaps seek information differently) 
than do traditional user communities. Collaborative seeking and use of 
information may be a prominent feature of the future landscape, and 
digital library services will need to be designed to facilitate group and 
team activity, not solitary information hunters. Marchionini (1999) advo- 
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cates a model of digital library development that would augment existing 
real-world library services by facilitating community-based sharing of time 
and information. He calls this new type of digital library, where people 
and their interactions are as important as the structured environment of 
information objects, a “sharium.” A sharium would be a new type of DL 
that combines elements of learning communities, scientific collaboratories, 
and special libraries to facilitate communication and to distribute the load 
of solving information problems among a group of people (Marchionini, 
1999). The services within the sharium would facilitate group problem 
solving and intellectual exchanges. The real-world library model, where 
asynchronous communication is encouraged but synchronous communi- 
cation is discouraged (e.g., through prohibitions against talking and chat 
room discussions), would be augmented by the sharium service model 
where synchronous communication is fostered and facilitated, within es- 
tablished norms of acceptable social behavior, of course. The sharium 
concept involves a more broad-based, intra-communal sharing of exper- 
tise than is commonly found in traditional reference services. 
In addition to services that will help individual users (or small work 
groups) customize an existing DL environment to meet their particular 
needs, digital libraries also could provide services that facilitate end-user 
input into the basal structure and content of the DL environment. Real- 
world libraries and library services were not designed to systematically and 
continuously seek input from the end-user population. For example, de- 
spite heavy use of OPACs over several decades, what traces of influence 
from actual users are manifest in these systems as they exist today? Online 
booksellers, such as Amazon.com, have learned that users want to talk 
about and assess their use of information objects. In plain English, read- 
ers want to recommend or warn other potential readers about good and 
bad books. Amazon.com provides a carefully designed service to provide 
an outlet for this basic human need. The exploration and use of an infor- 
mation space creates expertise. A smart information space would contain 
services that help tap that expertise to assist other users and to improve 
the information space itself. In Marchionini’s conception, the sharium, as 
an information-rich collaborative environment, would encourage the user 
community itself to share expertise and time to add new value to digital 
libraries. 
META-ASSESSMENT REFERENCEOF ONLINE SERVICES 
We currently enjoy a unique historical opportunity. As reference ser- 
vice migrates to online environments (probably without abandoning real- 
world environments), we have the opportunity to examine the fundamen- 
tal assumptions and foundations of reference service in a changing envi- 
ronment wherein our examinations really could make a difference in what 
actually evolves. The meta-assessment of online reference services may be 
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uniquely effective at this time in history because the distance between 
theory and practice is at its perigee. By arguing for a historical window of 
opportunity where meta-assessment may materially affect the reality of 
online reference services, the author is not suggesting that at most other 
times the meta-assessment of reference services would be useless. In as- 
sessing reference service in online environments at this moment in his- 
tory, we need to raise several high-level meta-assessment questions. It is 
not too late. As Janes, Carter, and Memmott (1999) note, although the 
Internet has been broadly available for years, the use of the Internet as a 
medium for the reference process in academic libraries is still in its in- 
fancy. We must not dawdle, however. Although some theoreticians and 
practitioners may argue that it is too early to meaningfully assess opera- 
tional online reference services, it may be almost too late to undertake a 
meta-assessment of ORS in general, if one anticipated outcome of such 
an assessment is to significantly influence their design, development, and 
deployment. 
A meta-assessment undertaking could focus on raising several key 
questions and assumptions about reference service in general and online 
reference services in particular. Once the questions have been raised 
and the assumptions questioned, they can be examined and tested-in 
thought experiments, in controlled research environments, and in pilot 
programs. 
To be successful, does online reference service have to be conducted in real time? 
Examples of delayed service include snail-mail reference, delayed 
phone reference (where the user calls in the question, then the ser- 
vice provider phones back at a later time with the answer or assistance), 
and e-mail reference. None of these forms of reference service have 
proven to be widely accepted and frequently useful to a service popu- 
lation. Although all reference service involves some sort of time delay, 
it appears to be true that, for most users and most reference needs, 
delays of more than a few minutes significantly diminish both the use- 
fulness and use of a reference service that routinely incorporates such 
delays into its service architecture. The challenge for designers of ORS 
becomes how to provide real-time reference service in a 24/7 online 
environment. Customer relationship management software appears 
to present some currently available, relatively low bandwidth, options 
for real-time online reference services. 
Should online reference seruice inuolue nonverbal communication ? 
Reference programs that attempt to circumvent both real-time ser- 
vice and the use of nonverbal communication may be seriously struc- 
turally disadvantaged. Based on a random survey of academic library 
Web sites conducted in May 1999,Janes, Carter, and Memmott (1999) 
found that none of the surveyed libraries used other means (beyond 
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e-mail and Web forms) of answering digital reference questions, such 
as real-time chat, I C Q  and video technologies. 
Should ORS consist primarily of human-to-human communication ? 
The fundamental question concerning digital library public services is: 
What is the value of human intervention? Do humans need to search 
for information, and do other humans need to help those humans search 
for (and interpret) information, or can machines (hardware and soft- 
ware) assume increasing responsibility for meeting these human infor- 
mation needs? The role of humans in the emerging global information 
infrastructure is not obvious and assured. Frequently asked question 
(FAQ) documents or in-house collections of previously asked questions 
are common alternatives to human-to-human communication. Perhaps 
another way to state this fundamental question concerning reference 
service: Does each reference interaction need to be treated as a unique 
information need or can canned responses to previously asked, re- 
searched, and answered reference queries be designed into a reference 
service in a manner that is truly acceptable and useful to the users of the 
service? We should not assume that DL services must be based on hu- 
man-human interaction. This type of interaction may be the most ex- 
pensive, but it also may be the most complex and fruitful. A DL service 
program could be evaluated and assessed based on its ability to maxi- 
mize the fruitfulness of the human-human interaction while minimiz- 
ing the expense. For good successful online reference services, human- 
human interaction may be a luxury, not the typical modus operandi. 
How should knowledge and navigational expertise within a givenpopulation 
be gleaned f m m  and diffused throughout that population ? 
One goal of any reference service is to provide an effective, efficient, 
and accessible mechanism for identifying (or fostering the develop- 
ment of) expertise, then diffusing that expertise among the popula- 
tion of willing and needful recipients of that expertise. Currently there 
is much discussion and hope that the processes of seeking and using 
information in online environments will be much more collaborative 
than in real-world libraries. If collaboration becomes all the rage among 
the DL user population, the impact on DL service programs could be 
profound. The question becomes: How can a system extract and effi- 
ciently distribute expertise in a collaborative environment? The ser- 
vice paradigms that made sense in real-world libraries where scholar- 
ship and learning often were solitary pursuits may need to be rethought 
and revised for the emerging collaborative DL environments. If refer- 
ence assistance is broadly conceived, peer assistance may gain market 
share at the expense of expert assistance. 
The challenge of how to extract expertise from a given population, 
then distribute it in a meaningful way throughout a given population, 
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is both daunting and exhilarating. Perhaps at one extreme is tradi- 
tional reference desk service, where a reference librarian (or small 
group of librarians) serves as a conduit for theoretically all knowledge 
and structural/navigational expertise through an information space. 
Perhaps at the other extreme is a community of users defined by a 
listserv discussion list. If a user needs reference assistance, he or she 
posts the question or problem to the list, then lets individuals from 
the community self-select to attempt to meet the information need. 
The questioner may receive no responses to the query or many re- 
sponses of varying quality. Between these two extremes of reference 
service are many potential service models. 
Ultimately, any reference service in any environment is a system 
for finding needed expertise within a system and disseminating that 
knowledge and expertise to other areas of the defined environment 
that are in need of that expertise. In the traditional model ofprovid- 
ing reference service via a physical reference desk, a single refer- 
ence librarian often draws on his or her training, own knowledge (of 
topics and the structure of information sources), and various infor- 
mation sources to meet the articulated information and expertise 
needs of the reference seeker. The reference interaction is the elabo- 
rate process by which this need for expertise is communicated and 
(it is hoped) satisfied. This traditional mode of expertise mining 
and dissemination has proven to be quite successful. As reference 
service moves into online environments, however, we are compelled 
to ask the fundamental question again: What is the most efficient 
way to find, translate, and transmit expertise in online environments? 
In the long run, we may discover that our early attempt to morph 
the traditional mode of real-world reference service to meet our 
unfolding comprehension of what online environments offer and 
demand as environments is not a particularly efficient and effective 
way to pursue the enduring need for reference service in online en- 
vironments. 
9 Is software a crucial facet of a n  online reference service assessment project? 
Because software (including human use of software) really defines the 
environment in which online reference services come into existence, 
the functionality and performance of the supporting software is cru- 
cial. We need methods for understanding and reviewing software that 
go beyond (or perhaps delve more deeply into) the look and feel and 
basic functionality of the software. This sophisticated software is ca- 
pable of creating complex online environments and interactions. There 
seems to be nothing analogous to this facet for the assessment of real- 
world reference service other than perhaps assessing the layout of the 
reference desk and the ready reference collection-a rather simple 
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assessment challenge compared to the task we face with assessing the 
supporting software. 
META-ASSESSMENT METHODSOF ASSESSMENT 
Every act of assessment should be at least a little self-reflective. 
Buttenfield (1999) argues that a good DL assessment program should evalu- 
ate not only the DL itself but also the evaluation methods. Such a self- 
referring analysis, termed a double-loop paradigm, allows evaluators to 
identify the relative efficacy and efficiency of particular assessment meth- 
ods for specific situations. In addition to assessing the value of what is 
being assessed, the assessment activity should focus on the context and 
value of the assessment activity itself. Meta-assessment efforts also can ex- 
amine the basic methods of an assessment program. For example, com- 
puterized monitoring (i.e., the use of computers to monitor human-com- 
puter interaction) in general, and transaction log analysis in particular, 
are interesting in the context of evaluating digital library services because 
they represent the possibility of making a service or online information 
environment automatically customized or self-improving. The system can 
contain within its programming the seeds of a self-evaluation. (The “self” 
here is the humancomputer interaction as a series of events, or the online 
environment itself, not the human self.) A self-improving environment 
utilizes actual use of the system or service as data for making decisions 
and design changes that ostensibly improve the service for present and 
future users, both collectively and individually. Buttenfield (1999) states: 
“Ideally, one would prefer a self-evaluating and self-modifying system . . .” 
(p. 54). Hill et al. (2000) recommend that session logs be available to 
ADL (Alexandria Digital Library) help desk personnel as they interact 
with users (p. 257). In mid 1998, the Alexandria Digital Library was using 
a registration form with controlled response options, session IDS linked 
with user IDS, session logs, and exit polls for user comments and evalua- 
tions after each session to obtain user feedback (Hill et al., 2000, p. 248). 
Buttenfield (1999) describes how the evaluation of the Alexandria Digital 
Library project used the convergent methods of transaction log analysis, 
talk-aloud protocols, and exit interviews to learn more about user behav- 
ior and motivation. 
CONCLUSION 
Libraries can be understood as a communication medium. Content 
creators (the artists formerly known as authors) and content users com- 
municate over space and time. The emergence of any new communica- 
tion medium creates needs for new services. The telephone led to direc- 
tory assistance, maps of area codes, white pages, and yellow pages. The 
television created the need for TV Guide, new types of furniture (e.g., 
La-Z Boy loungers and home entertainment centers), and microwave 
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popcorn. It seems almost certain that the emergence and acceptance of 
digital libraries will lead to the creation of new services that meet the 
needs of online users. Needs assessment, a form of meta-assessment, should 
precede the creation and assessment of programs. Our professional chal- 
lenge is to discern these new needs, then meet them. Discerning nascent 
and emerging needs for a service program is a form of assessment. This 
type of assessment could serve as a bridge between pure meta-assessment 
and more traditional assessment activities. 
Currently there is a strong division between real-world (physical) and 
online environments. As computing becomes more diffused throughout 
the real-world environment and throughout human experience within 
real-world environments, the current cognitive disconnects between be- 
ing online and being in the real world may pass away. Eventually, real- 
world library services and digital library services may meld into a seamless 
whole. 
In real-world libraries, at any given time physical objects can be orga- 
nized only in one way. From all of the possible ways of organizing the 
physical objects, one had to be chosen, and the choice was made by some- 
one other than the user prior to the moment of exploration and use. The 
service programs of real-world libraries often focus (rightly so) on explain- 
ing these “a priori” organizational choices to the user population. For 
example, the simple statement from a reference librarian that “unbound 
journal issues are located in the current periodicals room on the second 
floor” contains a wealth of clues to the user about how the real-world li-
brary has been chosen to be organized and how materials are processed 
within that library. The digital library, however, does not operate under 
this fundamental constraint of real objects. It can be organized in mul- 
tiple ways and, perhaps more importantly, the user can control (either 
wittingly or unwittingly) how the DL is organized and presented. Sud- 
denly, the service program of the DL appears to be built on quicksand. 
Saracevic and Covi (2000) observe: “The evaluation of digital librar- 
ies is still in a formative stage. Concepts have to be clarified first. This is 
the fundamental challenge for digital library evaluation.” Meta-assessment 
is one way to clarify some basic concepts of online reference services. Al-
though the widespread recurring assessment of specific online reference 
service programs may be a few months off, the window of opportunity for 
the optimally effective meta-assessment of ORS in general may be closing. 
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Digital Library Evaluation: Toward an 
Evolution of Concepts' 
TEFKOSARACEVIC 
ABSTRACT 
WHILETHERE WERE MANY EFFORTS IN THE RESEARCH and practices of digi- 
tal libraries, evaluation was not a conspicuous activity. It is well recognized 
that digital library evaluation is a complex and difficult undertaking. Chal- 
lenges facing digital library evaluation are enumerated. A conceptual frame- 
work for evaluation is suggested. A review of evaluation efforts in research 
and practice concentrates on derivation of criteria used in evaluation. Es-
sential requirements for evaluation are stated. Discussed are constructs, 
context, and criteria of digital libraries: What should we evaluate? For 
what purpose do we evaluate? Who should evaluate? At what level do we 
evaluate? Upon what criteria do we evaluate? In addition, included are 
suggestions for adaptation of criteria from related activities. The article is 
considered as a part of the evolution of concepts for digital library evalu- 
ation. 
INTRODUCTION 
Digital libraries have a short yet turbulent and explosive history. A 
number of early visionaries, such as Licklider (1965),had a notion of li-
braries in the future being highly innovative and different in structure, 
processing, and access through heavy applications of technology. But, be- 
sides visionary and futuristic discussions and highly scattered research and 
developmental experimentation, nothing much happened in the next two 
decades. By the end of the 1980s,digital libraries (under various names) 
were barely a part of the landscape of librarianship, information science, 
or computer science. But just a decade later, by the end of the 199Os, 
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research, practical developments, and general interest in digital libraries 
exploded globally. What a phenomenal decade for work on digital librar- 
ies. The accelerated growth of numerous and highly varied efforts related 
to digital libraries continues unabated in the 2000s. 
While the exciting history has yet to be written, Borgman’s (1999) 
discussion of competing visions for digital libraries is a good beginning 
for understanding the forces and players involved. These competing vi- 
sions and associated definitions come from several communities that are 
involved in digital library work. The work of two communities, research 
and practice, are reviewed below. While they work and proceed mostly 
independently of each other, they can be considered as two ends of a 
spectrum, which as yet have not met in the middle. The research commu- 
nity, on one end of the spectrum, asks research questions directed toward 
future vision or visions of digital libraries, or rather of their various as- 
pects and components, unrestricted by practice. On the other end of the 
spectrum, the practice community asks developmental and operational 
questions in real-life economic and institutional contexts, restrictions, and 
possibilities, concentrating on applications on the “market” end of the 
spectrum. 
Large resources and efforts have been expended on digital library 
research and practice. There are many efforts, projects, and implementa- 
tions, not only in the United States but in many other countries and on 
international levels as well. More are underway. Many exciting things are 
being done and explored. However, evaluation is more conspicuous by its 
absence (orjust minimal presence) in the vast majority of published work 
on digital libraries, in either research or practice. So far, evaluation has 
not kept pace with efforts in digital libraries (or with digital libraries them- 
selves), has not become a part of their integral activity, and has not been 
even specified as to what it means and how to do it. At this stage of digital 
library evolution, evaluation in any formal sense (as opposed to anecdotal) 
is being more or less bypassed. True, evaluation has been talked about 
and implemented in a few instances (as reviewed below), but these are 
exceptions rather than the rule. Why is that? Some speculations are: 
Perhaps it is too early in the evolution of digital libraries to attempt 
evaluation in any formal way. Evaluation at this stage of evolution may 
be premature and even dangerous because of possible stifling effects. 
At this stage, informal and anecdotal ways of evaluation suffice. 
Maybe evaluation is taken to be sufficient on a very basic technical 
level-the fact that something computes or that an electronic collec- 
tion is searchable and accessible is sufficient as evaluation in itself. 
From a cynical perspective, we might suggest that the interest in evalu- 
ation is suppressed. Who would want to know about or demonstrate 
the actual performance? 
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On the other hand, perhaps in the pressure of the rapid pace of evolu- 
tion, the rush to do something and then to rush to something next 
does not leave time for evaluation. 
And maybe evaluation of digital libraries is so complex that, even when 
desired, it cannot be accomplished with what we presently know about 
evaluation. In other words, we might conclude that the conceptual 
state-of-the-art of digital library evaluation is not sufficiently developed 
to start with. 
While all these speculations may be true to some extent, I believe that 
the last, the one about the underdeveloped conceptual nature of evalua- 
tion, is actually true. Evaluation of digital libraries is a complex undertak- 
ing, and thus it is a conceptual and pragmatic challenge. The main pur- 
pose of this discussion is to address various conceptual and theoretical 
questions about the evaluation of digital libraries and to propose con- 
cepts and approaches believed to be appropriate toward their evaluation. 
The article is considered as a part of the evolution of the concepts for 
digital library evaluation. 
DIGITALLIBRARYCOMMUNITIES 
While there are numerous communities interested in digital librar- 
ies, the concentration here is, as mentioned, on the research and practice 
communities as being most closely evaluation bound. Each has adiffering 
interpretation and definition affecting the conceptual nature of evalua- 
tion. This translates into specific questions: What is adigital library? What 
is there to evaluate? What are the criteria? How to apply them in evalua- 
tion? Why evaluate digital libraries in the first place? 
The distinction (and possible source of tension and lack of communi- 
cation) between the two communities and approaches has been nicely 
illustrated by Rusbridge (1998)while contrasting two different approaches 
to digital libraries-i.e., the U.K. approach in the electronic libraries (eLib) 
program with the U.S. approach in the Digital Library Initiatives (DLI): 
The participants [at digital library conferences in the United Statcs 
reflecting DLI] aimed (properly) to be innovative and free-thinking, 
leaving aside the constraints of existing practice. The results are ex- 
citing and extraordinarily interesting, but it is very hard to deter- 
mine how many of these ideas might be effectively deployed in real 
life situations. It is notoriously difficult to transfer new technology 
from experiment to practice, but this is clearly harder the more dis- 
tant the experimental context from real life. 
By contrast, the eLib program characterised itself right from the 
start as “development” rather than research. . . . [The mission of 
Joint Information Systems Committee (JISC) funding the eLib 
projects] is to stimulate and enable the cost effective exploitation of informa-
tion systems and to provide a high quality national network infrastructure 
for the UK higher education and research . . . communities; in this context, 
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JISC funds a number of development programs aimed at supporting 
universities by piloting the use of appropriate new technologies. 
Unlike the fundamental research characteristics of the NSF and simi- 
lar agencies, JISC’s projects are concentrated at the near-market prac- 
tical application end of the spectrum. Both are needed. The eLib 
work is still research, despite a curious disdain for the word in some 
quarters. 
RESEARCHCOMMUNITY 
The research community, with most members having a background 
in computer science, concentrates on developmental research and ex- 
perimentation in dealing with technology applications in a variety of ar- 
eas and media, for various communities, and on enabling technologies 
and networks as an infrastructure for digital libraries. While there is a 
notion that the research will result in practical applications and in actual 
digital libraries, the goal is not connected to actual operations but to re- 
search. This is an important point to consider because it impinges on 
evaluation. 
In the United States, digital library research is guided, and even de- 
fined, through the projects supported by Digital Library Initiatives (DLI) . 
The DLI are funded by a consortium of government agencies under the 
leadership of the National Science Foundation (NSF). DLI-1 (19941998), 
funded by three agencies, involved six large projects. DLI-2 (1999-2003), 
funded by eight agencies, involves approximately sixty large and small 
projects. There are also large research digital library initiatives funded, 
among others, in the United Kingdom, Germany, Japan, Australia, New 
Zealand, and regionally by the European Union. This article concentrates 
on the efforts in the United States while recognizing the existence of many 
other efforts in many other countries and regions. 
DLIs did not define “digital library.” In order to incorporate a wide 
range of possible approaches and domains, the concept is treated broadly 
and vaguely. Thus, the projects, particularly in DLI-2, cover a wide range 
of topics, stretching the possible meaning of “digital library” to, and even 
beyond the limit of, what can be considered as being “digital” and at the 
same time recognizable as any kind of a “library” or a part thereof. This is 
perfectly acceptable for research-frontiers need to be stretched. But, at 
the same time, it makes evaluation not exactly a possibility to start with. It 
is not surprising, then, that evaluation is hardly a significant part of DLI 
efforts. 
While formal evaluation was not a big part of DLI-1, three interesting 
approaches merged. The most notable formal evaluation was done within 
the Alexandria Digital Library Project (ADL) at the University of Califor- 
nia, Santa Barbara (Hill et al., 2000). The approach included a series of 
user studies involving different user communities and concentrating on 
different design features as related to their usability and functionality. 
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Some of the results were fed back to improvements of design, 
“influenc [ing] the Project’s implementation goals and priorities.” The 
results served as a base for specifying a “partial list of requirements for 
new ADL interfaces that came from user evaluation studies.” User logs 
were also studied as a part of the evaluation. The evaluation concentrated 
on users and their interactions through the interface, with usability and 
functionality as the main criteria. The usability studies have become one 
of the more popular ways to approach and implement digital library evalu- 
ation (e.g., Buttenfield, 1999). But usability is only one of the possible 
and needed criteria and approaches. 
In the DLI-1 project at the University of California at Berkeley, as part 
of the evaluation, a series of interviews with intended users were conducted 
(Schiff, Van House, & Butler, 1997). They focused on situated actions, 
defined as “[action] performed by specific individuals in specific socio- 
cultural context using tools and technologies for a specific purpose.” A 
sociological theory about the relationship between individual agency and 
fields of behavioral orientation by Pierre Bourdieu (1990) was used as a 
framework. He concluded, “investigating the social setting for which a DL 
is intended provides us with a rich understanding of the people involved, 
their relative interest and abilities to act, their opportunities and con- 
straints, and their goals.” The criteria for the study of users are social 
environment and user actions. However, it is not clear whether Bourdieu’s 
theory of “habitas” can be immediately applied and used to test digital 
libraries. 
In the DLI-1 project at the University of Illinois, academic research- 
ers studied how readers use scientific journal articles in both print and 
digital environments-how they “mobilized the work . . . as they identify, 
retrieve, read and use material in articles of interest” (Bishop, 1999, pp. 
255-56).The criteria were work and use of retrieved materials by users. In an- 
other report by Bishop (1998), the criteria related to access were promi- 
nently investigated with results aimed at removing trivial and other barri- 
ers to access and use. 
These three projects, and similar studies of user behavior related to 
digital libraries or to information in general, provide useful information, 
as pointed out by Bishop (1999), “[with] implications for user education 
and digital library system design” (p. 257). But they are really not directly 
devoted to systematic evaluation. This raises the larger point: User stud- 
ies, while useful for understanding how people use systems, by themselves 
are not evaluation even though they may have evaluative implications and 
they provide important criteria that can be used in evaluation. 
PRACTICECOMMUNITY 
The practice community, whose majority resides in operational librar- 
ies, concentrates on building operational digital libraries, their mainte- 
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nance and operations, and providing services to users. The approach is 
eminently practical, with relatively little research involved. As a result, 
hundreds, if not thousands, of digital libraries have emerged worldwide, 
with more becoming operational every day. The efforts are diverse. Many 
approaches are being used. Numerous types of collections and media are 
included and processed in many different ways. Several are located in 
libraries, creating a hybrid library (combining a traditional and digital 
library), while others are not bound to libraries at all. The Library of Con- 
gress on its Web pages provides an impressive set of links to various digital 
libraries (starting with www.loc.gov) and so does the journal D-Lib Mugu-
zine (http://www.dlib.org) .The American Memory Project, pioneered by 
the Library of Congress, has provided a template for many other projects 
and is also among the earliest such projects to have paid attention to evalu- 
ation with criteria of use, usability, and a variety of technical aspects 
(http://memory.loc.gov/ammem/usereval.htmland http://memory. 
loc.gov/ammem/ipirpt.html) . 
Among the early and longest lasting evaluations of practical digital 
libraries is the evaluation of the Perseus Project, a corpus of multimedia 
materials and tools related to the ancient Greek world (http:// 
www.perseus.tufts.edu). The mission of Perseus is to provide improved 
access to primary source materials related to the needs of students and 
faculty and to foster greater understanding of culture. The evaluation 
addressed a set of questions related to learning, teaching, scholarly re- 
search in the humanities, and electronic publishing (Marchionini & Crane, 
1994). Four evaluation criteria were identified: (1) learning, (2) teach-
ing, (3) system (performance, interface, electronic publishing), and 
(4) content (scope, accuracy). The evaluation provided a number of re- 
sults that were summarized in four categories: amplification and augmen- 
tation of learning, physical infrastructure, conceptual infrastructure, and 
systemic change to the field. This is still a model evaluation project for 
digital libraries. 
PEAK (Pricing Electronic Access to Knowledge) is one of the more 
interesting projects that involves both observation of use and evaluation 
of a variety of aspects, particularly including economic factors (Bonn, 
Lougee, Mackie-Mason, & Riveros, 1999; Mackie-Mason, Riveros, Bonn, & 
Lougee, 1999). It is unique in that it involves a publisher of electronic 
journals, Elsevier Science, and about a dozen libraries. (A project, TULIP, 
also done by Elsevier and a number of universities, preceded PEAK.) Cri- 
teria for evaluation included access (different types of access to journals 
were offered to different groups), pricing (different models), and reuenues 
and costs. This project extended evaluation criteria and measures to eco- 
nomic factors or efficiency evaluation. 
The Museum Educational Site Licensing (MESL) Project was a col- 
laboration of seven collecting institutions and seven universities, defining 
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the terms and conditions for the educational use of digitized museum 
images and related information. The MESL implementation at Cornell, 
as a separate digital library, has been conducted under the auspices of the 
university’s Digital Access Coalition. A report describes the implementa- 
tions and some evaluation (Cornell, 1999). The approach is impressionis-
tic-many questions have been asked of users, designers, developers, and 
operators to obtain evaluative impressions and assessments. Criteria in 
questions include: functionality-i.e., browsing, searching, difficulty, US- 
age, experiences, training needs, integration into other campus services, 
preparation of source materials for inclusion, fields indexed, server per- 
formance, system security and authentication, ongoing support needed 
or desired, technical development, physical infrastructure, costs, time, and 
skills. The evaluation was not formal, but it is interesting if for nothing 
else than for the breadth of criteria included. 
Since 1995, the Human-Computer Interaction Group at Cornell Uni- 
versity has conducted research or evaluation studies of a number of proto- 
type efforts to build digital collections in museums and libraries (Jones, 
Gay, & Rieger, 1999). In that paper, they summarized five studies. The 
criteria used revolve around “backstage” concerns or representation: le- 
gal issues (“e.g., metadata, copyright and intellectual property issues”) : 
collection maintenance and access (“e.g., decisions regarding collection 
scope and the maintenance of a consistent quality and fidelity of digital 
records”); and usability (“e.g., user skill levels and expectations, and the 
use of collections in formal and informal educational settings”). The meth- 
ods used in these evaluations are not clear-i.e., to what degree were they 
formal or informal? But a number of conclusions were drawn. Among 
them: “Effective digital collections are complex sociotechnical systems: 
An effective collection requires consistent and simultaneous attention to 
a variety of social, organizational, administrative, and technical concerns” 
(Jones, Gay, & Reiger, 1999). A number of other authors came to the 
same conclusion, illustrating a model of digital libraries that involves a 
wide range of levels, as suggested later in this discussion. 
Kilker and Gay (1998), in providing a framework for evaluation and 
applying that framework to a case study, expressed ideas that were similar 
to those of other studies at Cornell. The framework was the Social Con- 
struction of Technology (SCOT) theory, where the concentration is on 
examining varied conceptions held by “relevant social groups” involved in 
technology development and use. The approach is presented as an alter- 
native to system and user-centered frameworks for study and evaluation. 
It recognizes that different audiences associated with a digital library (from 
designers to different groups of users) have different interpretations: they 
evaluate a digital library differently and use a different terminology. The 
criteria are: relevant social groups, interpretive flexibility (capabilities, re- 
sponses), and mediation. 
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In a joint international undertaking, the National Science Founda- 
tion (primary sponsor of DLI research in the United States) and Joint 
Information Systems Committee UISC) (primary sponsor of the eLib pro- 
gram in the United Kingdom) developed in 1999 a joint initiative or, as 
they called it, “a hybrid process . . . in order to bring together the best 
elements of the styles of the two funding bodies.” The idea is to fuse the 
two approaches, where the objective of JIST is “development of content 
or new technologies that would be widely applicable and not just of ben- 
efit to the participating institutions,” while NSF’s objective is “new research 
in the area of digital libraries, and the presence of new scientific ideas 
and methods.” The efforts of funded projects are geared toward criteria 
showing “ability of the international partners to work together,” and to 
combine research with practical development (Wiseman, Rusbridge, & 
Griffin, 1999).These criteria differ from others applied in either research 
or practice. However, from examination of abbreviated proposals, the 
funded projects under this international initiative have little in the way of 
evaluation built in. 
There is still another practical concern that closely relates to evalua- 
tion. For over 100years, ever since Melvil Dewey, library collections have 
been built and managed in relation to some established standards and 
policies. These provided criteria for traditional evaluation of collections. 
Not surprisingly, a number of libraries and library-related consortia that 
are in the process of developing or acquiring digital collections have also 
undertaken establishment of standards and policies for such collections. 
Okerson (1999) provides links to more than thirty library sites announc- 
ing their standards or policies for digital or electronic collections. In turn, 
these are incorporating, directly or indirectly, criteria for evaluation of 
digital collections and raising significant issues about the standards them- 
selves and their use in evaluation. Most of the criteria incorporated are 
derived from traditional library collection criteria, as enumerated below- 
and they fit well. But, slowly, some additional criteria are emerging. Among 
them are strategic significance and availability of other distributed sources, 
such as found on the Internet or databases in the organization (e.g., on 
campus). Organizations not directly connected with libraries are also con- 
cerned with policies for digital collections and databases; good examples 
are the elaborate policies and criteria established by the Arts and Hu- 
manities Data Service (United Kingdom) (Beagrie & Greenstein, 1998). 
An important issue there is validation of sources included. It turns out 
that validation is a key problem in the use of Internet resources in gen- 
eral. The efforts of libraries to provide standards and criteria for their 
digital holdings that are then available (generally or to restricted audi- 
ences) over the Internet are establishing trust, validity, and authority for 
their own resources on the Internet, thus promoting access with user con- 
fidence, a highly important thing on the otherwise value-neutral Internet. 
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To summarize: this review includes representative efforts, primarily 
to illustrate criteria used. It does not claim to cover the entire subject. But 
evaluation coverage generally is not large; few other evaluations were found 
in either research or practice. This illustrates the point that there is a 
dearth of evaluation efforts in comparison to all efforts related to digital 
libraries. 
NEEDED FOR DIGITAL EVALUATIONAND LACKING IBRARY 
The general questions in any and all evaluations are: Why evaluate? 
What to evaluate? How to evaluate? For whom to evaluate? There are many 
approaches to evaluation and to answering these questions. We must fully 
recognize the appropriateness of different approaches for different evalu- 
ation goals and audiences. For instance, the ethnographic approach is 
highly appropriate for gaining a broad understanding of the role and ef- 
fects of a practice or a construct in a wider social or organizational frame- 
work. The sociological approach is appropriate in illuminating the social 
forces and effects. The economic approach is appropriate in accounting 
for economic factors, the political science approach for policy and politi- 
cal factors, and so on. Clearly, every approach has strengths and weak- 
nesses; there is no one “best” approach. It is naive to argue for a predomi- 
nance of any given approach. The answer to the first question as to why to 
evaluate should serve as a base for selection of an appropriate approach 
or approaches. 
However, here the concentration is on the systems approach only as 
the most widely practiced or suggested approach for evaluation of all kinds 
of information systems, including digital libraries, fully recognizing both 
its strengths and limitations. At the outset, the basic assumption of all 
systems approaches is that evaluation deals with some aspect of perfor- 
mance. Thus, the general why of evaluation deals with performance to 
start with and goes on from there to define more specific goals and choices 
as discussed under the context of evaluation below. 
To establish a common vocabulary and concepts, a few standard defi- 
nitions follow. A system can be considered as a set of elements in interac- 
tion. A human-made system, such as a digital library, has an added aspect: 
it has certain objective(s). The elements, or components, interact to per- 
form certain functions or processes to achieve given objectives. Further- 
more, any system (digital libraries included) exists in an environment, or 
more precisely in a set of environments (which can also be thought of as 
systems, and some may think of this as contexts), and interacts with its 
environments. It is difficult, and even arbitrary, to set the boundaries of a 
system. In the evaluation of digital libraries, as in the evaluation of any 
system or process, these difficult questions arise that clearly affect the re- 
sults: Where does a digital library under evaluation begin to be evaluated? 
Where does it end? What are the boundaries? What to include? What to 
SARACEVIC/DIGITAL LIBRARY EVALUATION 359 
exclude? On what environment or context to concentrate? This provides 
the questions for determining the construct of digital libraries, as discussed 
below. 
In this context, evaluation means an appraisal of the performance or 
functioning of a system, or part thereof, in relation to some objective(s). 
The performance can be evaluated as to: 
effectiveness: How well does a system (or any of its parts) perform that 
for which it was designed? 
efficiency: At what cost (costs could be financial or involve time or 
effort)? 
a combination of these two (i.e., cost-effectiveness). 
An evaluation has to specify which of these will be evaluated. This discus- 
sion will primarily involve the evaluation of effectiveness with a realization 
that, during any evaluation of efficiency, cost-effectiveness can be involved 
as well. This sets the questions of the criteria of evaluation for digital 
libraries as discussed below. 
As in all systems, objectives occur in hierarchies, and there may be 
several hierarchies representing different levels-sometimes even in con- 
flict. While the objectives may be explicitly stated or implicitly derived or 
assumed, they have to be reflected in an evaluation. Evaluation is not one 
fixed thing. For the same system, evaluation can be done on different 
levels, in relation to different choices of objectives, using avariety of meth- 
ods, and it can be oriented toward different goals and audiences. 
To be considered an evaluation, it has to meet certain requirements. 
It must involve selections and decisions related to the: 
1. 	 Construct for evaluation. What to evaluate? What is actually meant by 
a digital library? What is encompassed? What elements (components, 
parts, processes) to involve in evaluation? 
2. 	 Context of evaluation. Selection of a goal, framework, viewpoint, or 
level(s) of evaluation. What is the level of evaluation? What is critical 
for a selected level? Ultimately, what objective(s) to select for that 
level? 
3. 	 Criteria reflecting performance as related to selected objectives. What 
parameters of performance to concentrate on? What dimension or 
characteristic to evaluate? 
4. 	 Measures reflecting selected criteria to record the performance. What 
specific measure(s) to use for a given criterion? 
5. 	 Methodology for doing evaluation. What measuring instruments to 
use? What samples? What procedures to use for data collection? For 
data analysis? 
A clear specification on each of these is a requirement for any evaluation 
of digital libraries. Unfortunately, it is not as yet entirely clear what is to be 
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specified in each of these five elements. No agreement exists on criteria, 
measures, and methodologies for digital library evaluation, or even on 
the “big picture,” the construct and context of evaluation. The evaluation 
of digital libraries is still in a formative stage. Concepts have to be clarified 
first. This is the fundamental challenge for digital library evaluation. 
A clarification is needed as to what does not fall in the realm of evalu- 
ation, even though it could be related to evaluation. By themselves, mea- 
surement, collection of statistics, or specification of metrics for digital li- 
braries are not evaluation-they are quantitative or qualitative character- 
izations. Observation by itself, such as observing user behavior in the use 
of a digital library, is not evaluation. Assessing user needs by itself is not 
evaluation, and neither is relating those needs to design. However, these 
can be linked to evaluation if, and only if, they are connected to some 
specified performance which includes all five requirements enumerated 
earlier. 
A related view of evaluation is expressed by Marchionini, Plaisant, 
and Komlodi (in press) : 
Evaluation of a digital library may serve many purposes ranging from 
understanding basic phenomena (e.g., human information-seeking 
behavior) to assessing the effectiveness of a specific design to insur- 
ing sufficient return on investment. Human-centered evaluation 
serves many stakeholders ranging from specific users and librarians 
to various groups to society in general. Additionally, evaluation may 
target different goals ranging from increased learning and improved 
research to improved dissemination to bottom line profits. Each of 
the evaluation goals may also have a set of measures and data collec- 
tion methods. Finally, the evaluation must have a temporal compo- 
nent that can range from very short terms to generations. (p. 2) 
CONSTRUCT:WHATIs A DIGITALLIBRARY? 
What is there to evaluate? A simplistic answer is that whatever is called 
a “digital library” project is therefore considered a digital library, thus a 
construct candidate for evaluation. (This is derived from a certain philo- 
sophical stance whose metaphor is “Physics [or whatever field] is what a 
physicist does”.) This is a pragmatic approach that has been at times ap- 
plied to modeling a construct of a digital library; to some extent it even 
works. But a more formal approach to defining or modeling the construct 
is needed in order to develop generalizations to and from evaluations. 
Because digital libraries are related to physical libraries and may per- 
form a number of similar functions, but in relation to a digital and distrib- 
uted collection, the modeling and evaluation of digital libraries may, to 
some extent, parallel those related to physical libraries-at least initially. 
But (and this is a very important “but”) digital libraries are also quite dif- 
ferent and, in some functions, as for example in distribution and access, 
completely different from physical libraries. Thus, digital libraries also 
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require additional and new approaches to modeling of their constructs 
and thus to rvaluation as well. Also, a digital library is much more than a 
collection of digitized texts and other objects. The challenge at the begin- 
ning of digital library evaluation is developing and applying these new 
modeling concepts to the specifics of what is meant by, and incorporated 
in, a “digital library.” 
As mentioned, in the research community, “digital library” has not 
been defined. The closest to the definition applicable to the approaches 
taken by the research community is the one given by Lesk (1997) in the 
first textbook on the topic: 
digital libraries are organized collections of digital information. They 
combine the structure and gathering of infomation, which libraries and 
archives have always done, with the diptal representation that comput- 
ers have made possible. (emphasis added) 
The emphasized elements in the definition represent constructs that could 
and should enter into evaluation, answering the question at the start of this 
section. The question should be raised: Is this enough? I do not think so. 
Borgman (1999) provides a more complex definition (including an 
extensive discussion) of digital libraries, a definition that may be consid- 
ered as a bridge between the research community definition above and 
practical community definition below: 
1. Digital libraries are a set of electronic resources and associated tech- 
nical capabilities for creating, searching, and using information . . . 
they are an extension and enhancement of information storage and 
retrieval systems that manipulate digital data in any medium . . . . 
The content of digital libraries includes data, [and] metadata . . . . 
2 .  	Digital libraries are constructed, collected, and organized, by (and 
for) a community of users, and their functional capabilities support 
the information needs and uses of that community. (p. 230) 
In this definition, the elements in the construct subject or candidates for 
evaluation are: 
electronic resources-digital data in any medium; 
technical capabilities for creating, searching, and using information; 
information retrieval; 
metadata; and 
community of users-their information needs and uses. 
In a newer text, Arms (2000) provides what he calls an “informal defini- 
tion”: “a digital library is a managed collection of information, with associ- 
ated services,where the information is stored in digital formats and accessible 
over a network. The crucial part of this definition is that the information is 
managed” (p. 2,  emphasis added). In this construct, the subjects for 
evaluation are italicized. The critical element added here is the aspect of 
management of the collection and information. 
362 LIBRARY TRENDS/FALL 2000 
In the United States, the Digital Library Federation (DLF) is an or- 
ganization of research libraries and various national institutions formed 
in 1995. The stated goal of DLF is “to establish the conditions necessary 
for the creation, maintenance, expansion, and preservation of a distrib- 
uted collection of digital materials accessible to scholars and the wider 
public” (DLF, September 17,1999). The organization represents the prac- 
tical community. After considerable work, DLF agreed on a “working 
definition of a digital library” representing a definition of the practice 
community: 
Digital libraries are organizations that provide the resources, includ- 
ing the specialized staff, to select, structure, offer intellectual access 
to, interpret, distribute, preserve the integrity of, and ensure the per- 
sistence over time of collections of digital works so that they are readily 
and economically available for use by a defined community or set of 
communities. (DLF, April 21, 1999) 
This definition and conception is quite different from the one provided 
by Lesk (1997), Arms (2000), and even by Borgman (1999). Here the 
emphasis is on an organizational or institutional setting for the collection 
of digital works and aspects related to its functioning in the larger context 
of service, which specifically involves these elements in the construct sub- 
ject or candidates for evaluation: 
professional staff; 
collection of digital works; 
selection, structure, and access; 
interpretation and distribution; 
preservation; and 
use and economic availability for a defined community. 
Let us attempt an integration. In a general way, the constructs or ele- 
ments for evaluation of digital libraries are: 
digital collections, resources; 

selection, gathering, holdings, media; 

distribution, connections, links; 

organization, structure, storage; 

interpretation, representation, metadata; 

management; 

preservation, persistence; 

access; 

physical networks; 

distribution; 

interfaces, interaction; 

search, retrieval; 

services; 
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availability; 
range of available services-e.g., dissemination, delivery; 
assistance, referral; 
use, users, communities; 
security, privacy, policies, legal aspects, licenses; 
management, operations, staff; 
costs, economics; and 
integration, cooperation with other resources, libraries, or services. 
An evaluation of a digital library, either in research or practice, could 
select what to evaluate from these elements. In other words, an evaluation 
must specify clearly what elements are evaluated with full recognition of 
the emphasis on what is included and what is excluded. Every evaluation 
leaves something out. With the present state of knowledge, no evaluation 
can cover even the majority of elements involved in a digital library, nor 
can it pretend to do so. Thus, there is no “evaluation of digital libraries.” 
Possibly, there is only an evaluation of some of the elements in their con- 
struct. 
CONTEXTFOR EVALUATION: TO EVALUATE?ATWHATLEVEL 
Any evaluation is a tuplet between a selected element to be evaluated 
and a selected element of its performance. This leads to selection of a 
level of evaluation: What to concentrate on? Digital libraries, like other 
systems, can be viewed, and thus evaluated, from a number of standpoints 
or levels. Each of these levels can be translated into a goal for evaluation. 
A big dilemma and difficulty in evaluation is the selection of the level 
of objectives to address. Let us divide objectives, and thus evaluations, of a 
technical computer-based system, such as a digital library, into seven gen- 
eral classes or levels (of course, they are not mutually exclusive). The first 
three are more user-centered and the last three more system-centered 
with an interface in between. The performance questions for each level 
are indicated. 
User-Centered 
Social level. How well does a digital library support the needs and demands, 
roles, and practices of a society or community? This can be very hard to 
evaluate due to the diverse objectives of the society or community. Many 
complex variables are involved. 
Institutional. How well does a digital library support the institutional or 
organizational mission and objectives? How well does it integrate with other 
institutional resources? This is tied to institutional organizational 
objectives-also hard to evaluate for similar reasons. 
Individual. How well does a digital library (or given services) support in- 
formation needs, tasks, activities of people as individual users or groups of 
364 LIBRARY TRENDS/FALL 2000 
users with some strong commonalties? It turns out that most evaluations 
tend to be on that level, probably because it is most direct and easiest to 
evaluate, though differences in perceptions can prove troublesome, and 
it is not always easy to generalize to a larger population. 
Interfuce.How well does a pven interface provide and support access, search- 
ing, navigation, browsing, and interaction with a digital library? Questions 
can be asked in either the user or system direction or in both directions. 
System Centered 
Enginem'ng How well do hardware, networks, and related configurations 
perform? These questions yield more replicable measures and are more 
easily generalizable than many user-centered approaches. 
Processzng. How well do procedures, techniques, algorithms, operations, 
and so on perform? These are also very systematic, though there may be 
variation due to differences in configuration, capacity, and other system 
variables. 
Content. How well is the collection or information resources selected, rep- 
resented, organized, structured, and managed? Although this is also fairly 
systematic, the related questions are how well, for whom, and for what 
purpose? 
Moreover, as mentioned, not only effectiveness but also efficiency or 
cost-effectiveness questions can be asked and contrasted at each level. 
Evaluation on one level rarely, if ever, answers questions from another. 
For instance, evaluations of engineering or processing aspects of digital 
libraries say little about questions arising in the evaluation of use. In real- 
life operations and applications of digital libraries, a number of levels are 
closely connected, but evaluations of digital libraries are not. As yet, digi- 
tal libraries are not evaluated on more than one level. This isolation of 
levels of evaluation could be considered a further And greater challenge 
for all digital library evaluations. In addition, as a rule, many systems are 
used in ways that their designers never intended. 
CRITERIAFOR EVALUATION 
Criteria for each level have to be determined. So far there is little 
agreement as to what these criteria should be. In the evaluations reviewed 
above, a level was explicitly or implicitly chosen, and with it a set of crite- 
ria was used as enumerated. The level chosen for evaluation most often 
was the individual level, as defined and, among the criteria, the most promi- 
nent was usability. 
Marchionini, Plaisant, and Komlodi (in press), at the outset of a chap- 
ter that, among other things, addresses design and evaluation of digital 
libraries. state: 
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Digital libraries (DL) serve communities of people and are created 
and maintained by and for people. People and their information 
needs are central to all libraries, digital or otherwise. All efforts to de- 
sicpa,implement, and evaluate digital libraries must be rooted in the informa- 
tion needs, characteristics, and contexts of the people who will or may use 
those libraries (p. 1,emphasis in the original) 
In this concept, evaluation is squarely placed in the realm of user-cen- 
tered levels, with an implicit, if not explicit, absence of system-centered 
levels. I disagree with the concept that evaluation must or should “a priori” 
be based on any one or a set of given levels, be they user- or system-cen- 
tered. Evaluation can and should be performed at different levels, involv- 
ing different objectives and related criteria. This issue has been visited, 
and even vehemently argued, a number of times in the debates about 
information retrieval (IR) design and evaluation. The conclusion about 
approaches to IR design and evaluation is valid for digital libraries as well: 
But the issue is not whether we should have systems-OR human-
centered approaches. The issue is even less of human-VERSUS sys-
tems-centered. The issue is how to make human-AhD systems-centered 
approaches work together. (Saracevic, 1999, p. 1058, emphasis in the 
original) 
For each of the levels, criteria have to be developed and applied. For in- 
stance, there is nothing wrong in developing criteria for evaluation of the 
content level in relation to the collection and asking questions such as: 
How well does a given collection represent that which exists in a given 
domain or medium? How timely is it? How well is it represented accord- 
ing to some standard? The last question relates a digital library collection 
to some standards. These and similar evaluative questions involve just that 
level, and they are important for assessing a given collection by itself. Thus, 
not everything has to or should be centered in any one level or a given set 
of levels. 
Adaptation 
A number of criteria used in the evaluation of digital libraries were 
enumerated. Next, suggestions are made about criteria that have been 
used in practice in related enterprises and that can be considered for 
adapting into criteria for digital library evaluation. 
Libraries, information retrieval systems, and human-computer inter- 
faces have been evaluated for a long time using numerous criteria. A good 
number of evaluation criteria for libraries were summarized by Lancaster 
(1993),for library and information services by Saracevic and Kantor (1997), 
for IR systems by Su (1992 ), and for interfaces by Shneiderman (1998). 
Buttenfield (1999) provides a framework for usability evaluation and 
criteria. From these and other sources, here is a short list of criteria that 
could, and even must, be adapted for digital libraries: 
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Traditional library criteria 
collection: purpose, subject, scope, authority, coverage, currency, au- 
dience, cost, format, treatment, preservation, persistence; 
information: accuracy, appropriateness, links, representation, unique- 
ness, comparability, presentation, timeliness, ownership; 
use: accessibility, availability, searchability, usability; and 
standards for a number of elements and processes. 
Traditional IR criten'a 
relevance (leads to measures of precision and recall); 
satisfaction, success; and 
index, search, output features. 
Traditional human-computer interaction/interfaces criteria 
usability, functionality, effort; 
task appropriateness, failures; 
connectivity,reliability; 
design features; 
navigation, browsing; and 
services, help. 
CONCLUSION 
Digital libraries have exploded onto the scene. Numerous research 
and practical efforts and large resources are expended on digital library 
research and practice. Evaluation is not, by and large, a part of these ef- 
forts. With few notable exceptions in either research or practice, digital 
library evaluation is not conspicuous. Despite these exceptions, digital li-
brary evaluation has yet to penetrate research, practice, or even debate. 
But it must be recognized that digital library evaluation is a complex and 
difficult undertaking. This article discusses the challenges facing digital 
library evaluation and suggests a conceptual framework for evaluation de- 
rived from the systems approach. Much more has to be specified and agreed 
upon before digital library evaluation can be carried out in a consistent 
manner, a manner that would allow even for comparisons. 
A significant point has been made in the opening statement on the 
Web page of the Digital Library Federation (1999): 
One of the great accomplishments of traditional libraries is that 
they are organized along similar lines. The individual who knows 
how to use one library in this country is likely to be able to use any 
other. Users have come to take this uniformity for granted in the 
print environment, but it is far from the norm in the digital envi- 
ronment. 
Digital resources now available through global networks are any- 
thing but organized. If digital collections created or stored at one 
library are to be available to others, there must be general agree- 
ment about the requirements for systems architecture, metadata, 
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indexing, and retrieval. The development and adoption of‘ com-
mon standards will require significant additional effort and explo- 
ration. 
The evaluation of digital libraries should also be looking at, and contrib- 
uting to, the gaining of uniformity for access and use across the landscape 
of digital libraries, which involves evaluation across a number of digital 
libraries and not only single efforts. While it is way too early to set formal 
standards for digital libraries and thereby freeze innovation, it is not too 
early to think about evaluation of factors and features contributing to 
uniformity as an additional criterion. Afurther and critical issue for evalu- 
ation is persistence. An important feature of many traditional libraries is 
that their collections are preserved over time-they persist. An important 
feature of digital collections is a potential lack of persistence. Libraries 
have no control whatsoever over persistence of digital journals, indexes, 
and the like for which they have licensed access for a time. Publishers may 
go out of business, as many do, or they may change direction into some 
other line, as also many do, and thus the sources under their control will 
vanish. Digital journals, such as D-Lib Muguzine copiously cited here, may 
vanish after their funding runs out. Persistence may become one of the 
most important criteria for digital libraries. 
Even if there is no visible movement in the evolution of digital library 
evaluation on a formal level, an informal evaluation of digital library ef- 
forts will proceed by funders, users, the public, peers, technologists, ex- 
perts, lay people, and anybody that is involved with the results of digital 
library research or practice in any way. Such informal evaluations can be 
valid and reliable but can also stray in significant ways and create errone- 
ous perceptions and expectations of digital libraries. Thus, it is imperative 
that efforts in formal evaluation of digital libraries be enlarged and be- 
come an integral part of all research and practice no matter what the 
challenge. 
After all this is said of evaluation, a larger set of questions loom, ques- 
tions to which I alluded to in the introductory comments: “At this early 
stage of digital library evolution is it too early to concentrate on evalua- 
tion? Could early evaluation stifle innovation? Could it lead into different 
directions, such as concentrating on minutia of that which can be mea- 
sured over the bigger picture? Could premature evaluation turn contra- 
productive?” 
If evaluation is taken rigidly, the answer to all of these questions is 
“Yes.” But if taken in the spirit of evolution of digital libraries, then their 
evaluation should also be taken as an evolutionary enterprise. Evolution 
of evaluation should be treated as a necessary part of the larger evolution 
of digital libraries and, as that larger evolution, it will have a part that ends 
in blind alleys and it is hoped a much larger part that leads to successes. 
But, it is never too early to start thinking about it and to go on clarifymg 
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evaluation concepts and doing evaluation experiments. This article has 
been written in that spirit. 
The ultimate evaluation of digital libraries will be in relation to the 
transformation of their context, the same as of evaluation of libraries 
throughout history. Digital libraries provide for an interaction among 
people, human knowledge, organizations, and technology. The ultimate 
question for evaluation is: How are digital libraries transforming research, 
education, learning, and living? At this stage, we don't have the answers, 
but we have indications that significant transformations are indeed taking 
place. 
NOTE 
This paper is substantially based on Saracevic, T., & Covi, I,. (2000). Challenges to 
digital library evaluation. Procrrdzngs of the ilmrrican Societjfor Information Science, 37. 
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Project Ethnography: An Anthropological Approach 
to Assessing Digital Library Services 
MICHAEL SEADLE 
ABSTRACT 
OFTENLIBRARIES TRY TO ASSESS DIGITAL LIBRARY SERVICE for their user 
populations in comprehensive terms thatjudge its overall success or fail- 
ure. This article’s key assumption is that the people involved must be un- 
derstood before services can be assessed, especially if evaluators and de- 
velopers intend to improve a digital library product. Its argument is sim-
ply that anthropology can provide the initial understanding, the intellec- 
tual basis, on which informed choices about sample population, survey 
design, or focus group selection can reasonably be made. As an example, 
this article analyzes the National Gallery of the Spoken Word (NGSW). It 
includes brief descriptions of nine NGSW micro-cultures and three pairs 
of dichotomies within these micro-cultures. 
INTRODUCTION 
Questions rained down, and continue to rain down, . . . . Questions 
about the coherence of life-ways, the degree to which they form con- 
nected wholes. Questions about their homogeneity, the degree to 
which everyone in a tribe, or even a family (to say nothing of a nation 
or civilization) shares similar beliefs, practices, habits, feelings. Ques- 
tions about discreteness, the possibility of specifying where one cul- 
ture, say the Hispanic, leaves off, and the next, say the Amerindian, 
begins. (Geertz, 1995,pp. 42-43) 
Geertz’s words are relevant here. Often libraries try to assess digital li- 
brary service in comprehensive terms thatjudge its overall success or fail- 
ure for their user populations. A variety of methods are used: surveys, 
usage statistics, standards, and occasionally even focus groups. All of these 
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methods have their virtues and can offer valuable information as part of 
an assessment process, but misuse is common. 
It is tempting to assume coherence and homogeneity among the many 
populations that use any complex digital library, or at least to assume dis- 
crete boundaries between certain populations. Students, for example, from 
a population that could include people from high school through gradu- 
ate school and English majors to engineers. A bright high school student 
may also be taking college classes, and an undergraduate could well have 
an English-engineering double major. It is also tempting to assume that 
the developers of a complex digital library project have agreed on com- 
mon service goals rather than separate (though, it is hoped, symbiotic) 
priorities. A service goal of making material accessible might, for example, 
mean a search algorithm to one of the developers, index structure to an- 
other, and subject categories to a third. Treating them as indistinguish- 
able parts of a common product loses key information which would help 
to identify problems and improve services. 
This article does not offer anthropology as a substitute methodology 
for evaluating digital library services. Anthropology as practiced today seeks 
to be relatively nonjudgmental, even in a good cause. It tries instead to 
observe accurately and to lay out the dynamics of interactions in ways that 
explain situations and behaviors. This article’s key assumption is that the 
people involved must be understood before services can be assessed. Its 
argument is simply that anthropology can provide the initial understand- 
ing, the intellectual basis, on which informed choices about sample popu- 
lation, survey design, or focus group selection can reasonably be made. It 
offers a first step, but one which, if ignored, can trip the most sophisti- 
cated evaluation scheme. 
METHODOLOGY 
The standard method for research in cultural anthropology is to find 
a set of people, learn their language and everything else known about 
them, and then live with them long enough to come away with new in- 
sight and understanding. At one time, the people tended to come from 
remote tribes, like Margaret Mead’s (1932) Samoans. Later the pool grew 
to include ex-colonial territories-people from complex, but non-west- 
ern, civilizations, such as Clifford Geertz’s (1956) Indonesians. More re- 
cently, cultural anthropologists have taken an active interest in aspects of 
contemporary western society such as John Borneman’s (1992) Germans 
or Bonnie Nardi’s (1999) corporate librarians. The methodology for this 
article follows a similar pattern. 
Language is a particularly important aspect of the methodology, even 
when an English speaker is dealing with other English-speaking Ameri- 
cans. Words do not always convey a simple dictionary meaning, especially 
across cultural and disciplinary boundaries. “Research,” for example, means 
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something with books, articles, archives, and footnotes to the historian, 
but generally implies mathematics, experimentation, hypothesis, and re- 
sults to an engineer. The same word conjures up different approaches 
and different products to differently trained people. The nuances of mean- 
ing matter, especially in understanding what the real service goals of a 
project are. For a study like this, the language training consists not of 
foreign words but of foreign concepts, acronyms, even symbols (e.g., c). 
The human subjects in this case are university people, librarians, his- 
torians, engineers, education faculty, computer professionals, and others. 
Since I am a trained historian, a computer professional, and a librarian, I 
understand the language, the specialized words, the acronyms, and the 
implicit meanings of three of the subgroups. This is crucial in being able 
to describe their interests and intentions faithfully. I am also aware of how 
poorly I understand the meanings of, for example, the engineers, whose 
mathematical discourse far exceeds my last meager courses in calculus 
over thirty years ago. 
The participant-observer must play two roles simultaneously. It is not 
always easy. One example of this problem comes from Frank Hamilton 
Cushing. In 1879, that influential ethnologist went to live among the Zuni 
and became so completely one of them that he participated in their se- 
cret rituals. Ultimately, he became a “BowPriest,” and destroyed many of 
his notes rather than betray Zuni secrets (Schoumantoff, 1999, pp. 143- 
44). Where does the participant leave off and the observer begin? There 
is no simple answer. Geertz (1995) writes: “It is a matter of living out your 
existence in two stories at once” (p. 94). 
Use of the first person in anthropological articles has always been 
fairly common. It reminds readers of the filter through which they are 
viewing the world. The references in the body of this article come mainly 
from my notes, my memory, my records of conversations. I deliberately 
avoid naming individuals and quoting conversations as I have normally 
done when writing oral histories because of the ongoing, active, ever-deli- 
cate work relationships that could easily be damaged. 
The rules of evidence in anthropology lack precision compared to 
some other social sciences. Clifford Geertz in particular has thought about 
this issue: 
The ability of anthropologists to get us to take what they say seriously 
has less to do with either a factual look or an air of conceptual el- 
egance than it has with their capacity to convince us that what they 
say is a result of their having actually penetrated (or, if you prefer, 
been penetrated by) another form of life; of having, one way or an- 
other, truly “been there.” (Geertz, 1988,pp. 45) 
. . . .Such, such are the facts. Or, anyway so I say. The doubts that 
arise, whether in me or my audience, have only very partially to do 
with the empirical basis on which these accounts, or others like them, 
rest. The canons of anthropological “proof‘ being what they are 
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(mimicries of sterner enterprises like mechanics or physiology) that 
is, indeed, how such doubts are most often phrased and, to the de- 
gree they are, most often quieted. Footnotes help, verbatim texts 
help even more, detail impresses, numbers normally carry the day. 
But, in anthropology anyway, they remain somehow ancillary: neces- 
sary of course, but insufficient, not quite to the point. The prob- 
lem-rightness, warrant; objectivity, truth-lies elsewhere, rather less 
accessible to dexterities of method. (Geertz, 1995,pp. 17-18) 
The examples cited in this article are not verifiable except to the limited 
extent that a few other people heard the same words (though not neces- 
sarily the same meanings). 
This imprecision may bother some readers, but it lies at the core of 
the evaluation issue. The most careful survey, the most rigorous statistical 
test, depends ultimately on the meanings that the words, categories, even 
the numbers, convey. The worst evaluation disasters occur when the re- 
spondent does not understand (or misunderstands) the questions, or when 
the people responsible for the service being evaluated throw the results 
into the life-imprisonment of a deep file drawer because the results miss 
all the issues they could use to make improvements. 
ABOUTCULTURESAND MICRO-CULTURES 
Culture represents a nexus of shared meaning. It can be used in a 
broad sense to refer to “western” or “Asian” culture or more narrowly to 
refer to “German” or “American” culture or still more narrowly to refer 
to “midwestern” or “Afro-American” culture. The number of possible 
distinctions has no obvious limit. The culture of a nuclear family can, in 
fact, differ from its neighbor: different holiday traditions, different va- 
cation preferences, even private words loaded with special meaning 
(sometimes understood by the spouses alone). In this article, the word 
micro-culturerefers to units of shared meaning as small as professions, 
departments, and interest groups. The reason for this specialized word, 
instead of more standard descriptions, is that it evokes the range of an-
thropological discourse which, for all its flaws and imprecision, offers a 
theoretical framework for analyzing the social processes involved in ser- 
vice evaluation. 
Within the culture of an academic institution, this variety of micro- 
cultures is easily recognized. The boundaries have some sharp edges, but 
more that are indistinct. How would one classify a woman who, for ex- 
ample, is working on a library degree (and therefore is a graduate stu- 
dent), but has a doctorate in the history of science (therefore belongs 
both to the natural sciences and the humanities), and is concurrently teach- 
ing as an adjunct at a nearby peer institution (and therefore counts as 
faculty)? Such a person belongs to multiple micro-cultures and may react 
to a particular digital library service from any one of these identities or 
from another equally important identity altogether. 
374 LIBRARY TRENDS/FALL 2000 
Most people are, in fact, blends of micro-cultures. One of the impor- 
tant factors in establishing an evaluation system is to understand which 
cultures and micro-cultures matter. That the “end user” matters most is a 
common gut reaction, but it may not be true. For a grant-funded project, 
for example, the real value (in monetary terms) of the service may de- 
pend entirely on how the funding agency’s project officer perceives the 
work. That one person can make or break the next year’s allocation. 
The planned end-user may also differ from the actual end-user. My 
own office, the Digital Sources Center at Michigan State University, made 
some public-domain Ku Klux Klan pamphlets available on the Web for 
classes in American radicalism. Later we found that the Klan itself linked 
to these materials (P. Berg, personal communication, April 17, 1998).A 
user-based survey about this service could well involve enough Klan mem- 
bers to give unexpected results. They might, for example, find links to 
Black Panther pamphlets within the same collection offensive and ask that 
they be removed. For reasons which have to do with our own cultural 
values, we would not do so. We would also not knowingly include Klan 
representatives in a focus group for evaluating that particular digital li- 
brary service, even if such a person were a student on our campus. Our 
reaction to members of that particular micro-culture affects our opinion 
of their responses so greatly that their evaluation of the service becomes 
irrelevant, and we exclude them intentionally from our definition of the 
end-user population, even though they actually use the materials. 
In the modern workplace, the micro-cultures interact more than they 
did in traditional hierarchical corporate, or even academic, organizations. 
In a recent article, Bonnie Nardi and her co-authors argue: 
that it is increasingly common for workers to replace the organiza- 
tional backdrop and predetermined roles of old style corporate work- 
ing with their own personal assemblages of people who come together 
to collaborate for short or long periods. These assemblages are re- 
cruited to meet the needs of the current particular work project. 
(Nardi, Whittaker, & Schwarz, 2000) 
Most of the second round of Digital Library Initiative grants, and many of 
the first, involve collaborations that cut across traditional fields-the old 
style organizational backdrop for corporate academe. Library and com- 
puting (or engineering) partnerships are particularly common. Examples 
can be seen in “Project Prism” at Cornell (http://www.prism.cornell.edu/), 
“Emulation Options for Digital Preservation” at the University of Michi- 
gan and University of Leeds, and the “National Gallery of the Spoken 
Word” (NGSW) at Michigan State University (www.ngsw.org). Most of the 
examples in this article will come from the NGSW, whose four-way part- 
nership includes the university library, the College of Engineering, the 
College of Education, and MATRIX (the “Center for the Humane Arts, 
Letters, and Social Sciences Online”) in the College of Arts and Letters.’ 
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What follows is an ethnographic look at the culture of the NGSW and 
its many micro-cultures. The argument is simply that examining these is 
essential to understanding the developers’ intentions about both services 
and end-user populations. Special emphasis will be put on what these con- 
cepts mean for each of the micro-cultures involved. 
THENGSW WORLD 
Origins matter in defining a culture, and the origins of the NGSW lie 
as shrouded in myth as any ancient cult, even though the project is a scant 
two years old. At the official kick-off ceremony with an audience of pro- 
vosts, deans, and visiting dignitaries, one of the co-principal investigators 
told the story of how a friend approached her at church and proposed a 
partnership to go after the grant. Another remembered its origin as stem- 
ming from a conversation with the vice-provost who recommended, as 
only a vice-provost can, a partnership with the Computer Science Depart- 
ment, which in its turn made a link to a signal-processing engineer. Yet 
another co-principal investigator suggested that the true origin dates from 
his vision to use materials from the Vincent Voice Library (WL) years 
before the grant was written. 
Friendship, institutional ties, and vision each played a role in the 
project’s origins, and each tends to define the project’s nature, purpose, 
and measures of success in a somewhat different way. The text of the origi- 
nal grant proposal could, and perhaps in theory should, provide a com- 
mon basis for evaluation, but the text has thus far had little value as a 
common reference point. The co-principal investigators rarely refer to it 
or quote from it in their discussions, except occasionally regarding finan- 
cial matters. An exception occurred during a discussion of applying Baye- 
sian statistics to indexing. One person insisted that something like that 
had been included in the proposal, but a search of the digital copy of the 
final draft produced no references to Bayes or Bayesian. The reference 
probably existed in some version of the text but not the final one. 
The proposal text fails to provide a unifymg set of principles, in part 
because no individual could write the proposal as a whole. No person’s 
expertise ranged sufficiently widely to encompass all of the engineering, 
computing, library, and educational issues. The first draft was a simple 
composite of uneven texts from each of the co-principal investigators. One 
saw it as a prototype, a throw-away version to get some of the basic ideas 
on paper, another reacted in horror at it as amateurish and disorganized. 
The rewrite blended parts with a heavy hand. One author worked on it 
remotely by e-mail from Australia, another tried to talk through the ideas 
before writing them down. The process bogged down so badly that the 
group went to the vice-provost the Friday before the proposal was due to 
talk about waiting for the next round. The library director made the key 
comment: what is there to lose? Even if the text is bad, others might be 
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worse. The submission went forward, butwith a strong sense that the project 
description was seriously flawed. 
Those who have worked in a complex grant culture will recognize 
both the Yariety of origin myths and the disdain for the defining text as 
ordinary, even predictable. A genuine partnership, with no single com- 
manding leader, and participants with national standing in each of their 
disciplines, cannot work out the nuances of vocabulary and priority for a 
five-year project in the few months of intermittent effort prior to submis- 
sion. Some modest dissonance may in fact represent the freshness of ideas 
and vigor of thought that were the true reasons for funding in the first 
place: a healthy red-cheeked bloom of active intellectual engagement. 
Unfortunately, this does not help to determine service objectives. 
Evaluation is an explicit part of the NGSW proposal, and an external 
evaluator has a budget line in the subcontracts section (National Gallery OJ 
the Spoken Word, 1998). Evaluation received little discussion during the 
proposal-writing period. It was almost an afterthought, a last-minute addi- 
tion by those accustomed to the NEH requirements for project evaluation 
for teaching-related projects. The evaluator is himself a statistician who 
has strong ties to one (and only one) of the four co-principal investigators 
and brings substantial experience with educational but not engineering 
or library settings. He has met with the whole group only once, at the very 
start, and mainly discussed indexing schemes, not user populations. The 
general sense is that his work will come mainly at the end, though some 
murmurings of concern about how to define who and what gets evaluated 
have surfaced at the edges of meetings, those important periods just be- 
fore and just after the formal agenda when friend collars friend and seat- 
mate turns to seat-mate. Bonnie Nardi’s “intensional” (a combination of 
“intentional” and “tension”) networks have been discussing it, even if the 
project team as a whole has not (Nardi, Whittaker, & Schwarz, 2000). 
NGSW MICRO-CULTURES 
A cultural map of the NGSW world is difficult to draw. The first temp- 
tation is to accept the institutional boundaries as if they represent the 
borders between say, France, Germany, Belgium, and Holland. It is too 
simplistic but cannot entirely be discounted. Such a map would contain 
the following “lands.” 
Library 
The library’s collections are in the top quarter of the Association of 
Research Libraries in terms of sheer number of volumes. The number of 
professional staff, however, lies in the second quarter and ranks near the 
bottom of the fourth quarter in terms of the ratio of professional staff to 
full-time students (Association of Research Libraries, 2000).Although these 
figures suggest understaffing, the library has the advantage of an ener- 
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getic new director whose willingness to put resources into information 
technology has resulted in the establishment of aDigital Sources Center, 
plus a growing number of grant proposals and grant-funded projects. The 
library has significantly increased the number of Ph.D.s on staff in recent 
years and has recruited vigorously from the best library and information 
schools in the country. The new recruits are not necessarily young. They 
bring outside life and work experience and choose to work at Michigan 
State in part because they perceive it as (and it sells itself as) a place of 
opportunity. The librarians have faculty status. They are expected to pub- 
lish. There is a strong sense that the local culture has changed. The three 
librarians directly involved with the NGSW at present all have doctorates 
in history, and all have their library degrees from the same school (Uni- 
versity of Michigan), though from somewhat varying eras and specialties. 
The library has had two explicit goals for the NGSW. The first is to 
preserve its large collection of reel-to-reel tapes of speeches, oral histo- 
ries, and other forms of spoken-word recordings. Since the collection is 
estimated to have as many as 50,000 hours of sound, this could be no 
small task. The second explicit goal is to bring those materials under bet- 
ter bibliographic control. Only a small portion of the works have been 
cataloged in MARC, using an approach that treated each segment as if it 
were a separate monograph. Another implicit goal is to establish copy- 
right rules and do a systematic check of the collection since the copyright 
rules for sound are complex and not always well understood. The library’s 
understanding of NGSW service goals focuses mainly on access and pres- 
ervation. Its traditional user populations include the broadest possible 
range of students, graduate students, faculty, and potentially all Michigan 
citizens as part of the university’s explicit “land grant philosophy.” The 
library is also concerned with standards setting, both for the preservation 
and the bibliographic control issues, which makes librarians at other insti- 
tutions another user population for the NGSW work. 
MATRIX 
Technically, MATRIX belongs to the College of Arts and Letters. It 
was created in the last few years to be the local center that housed HNET 
(Humanities and Social Sciences Online, http://www.h-net.msu.edu/), 
an independent international organization that runs e-mail lists and re- 
view services in the humanities and social sciences. The (elected) execu- 
tive director of HNET is also the (appointed) executive director of MATRIX 
(MATRIX: Center for Humane Arts, Letters, and Social Sciences Online, 
http://www.matrix.msu.edu/) . He is an American historian who focuses 
mainly on political history and has just published a book on American 
voting patterns. Much of the HNET/MATlUX funding comes from grants. 
Few of the staff receive permanent university funding, which means that 
grant-writing and grant-getting are the lifeblood of the organization. 
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MATRIX has only about a dozen full-time employees, some graduate stu- 
dents, and several computer professionals. It handles the accounting for 
the NGSW, and its director is the official “project director.” MATRIX works 
closely with a political scientist at Northwestern, and with a number of 
people from the College of Education, though not the NGSW co-princi- 
pal investigator from there. MATRIX also works closely with the African 
Studies Center on campus and is becoming increasingly involved in Afri- 
can-related grants. It has excellent national and international contacts. 
In a narrow sense, MATRIX’S goals for NGSW focus chiefly on educa- 
tion with one explicit focus on undergraduate college teaching and an- 
other on high school curriculum. It has worked with the former especially 
in previous NEH grants. Much of MATRIX’S work for NGSW has to do 
with the online interface, and its staff have looked at providing different 
interfaces for teachers, high school students, college students, and re- 
searchers-an end-user population almost as broad as the library’s. In a 
broader sense, MATRIX also takes an interest in the standards and preser- 
vation issues. It works with a number of national organizations on these 
issues, among them NINCH (National Initiative for a Networked Cultural 
Heritage, http://www.ninch.org) . 
Engineering 
MSU’s College of Engineering routinely brings in significant amounts 
of outside money. Signal processing, the area concerned with the NGSW, 
has only one faculty member, a full professor, and a number of graduate 
students. Mathematical and computing algorithms make up much of the 
professional discourse. The engineering co-principal investigator works 
closely with a fellow engineer at the University of Colorado at Boulder. It 
is this second engineer who will do most of the research on searching the 
digital sound directly, while the MSU partner will focus more on 
watermarking. The two men have known each other for years and have 
worked together before, while at widely separated institutions. The NGSW 
grant is not as significant for either of them as it is for the other partners, 
because NSF-administered grants are a standard part of their work life. 
The Center for Spoken Language Understanding (CSLU) in Boul- 
der is roughly the size of MATRIX and is also heavily grant-funded (mainly 
by Defense Department sources). The CSLU engineer working with NGSW 
is one of the founding members of the CLSU and is its associate director. 
It is a computing-intensive environment with strong ties to linguistics. Many 
of the graduate students come from China, India, and elsewhere outside 
the United States. 
The goals for the engineers are more specific than for MATRIX or 
the library, and they are concerned with not promising more than they 
can reasonably deliver so that they do not get a reputation for being like 
the scientists who claimed to have invented “cold fusion” (personal com- 
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munication, May 30,2000).CSLU has several keyword/phrase and “gisting” 
algorithms (i.e., algorithms that give the gist of a speech) that they can 
modify for searching the VVL sound files. These algorithms use computer- 
based models to match words or phrases in digital audio streams. The 
engineers are concerned to include probability estimates of the word-rec- 
ognition accuracy and are concerned that metadata records of the search 
results have the flexibility to be updated as search algorithm progresses 
through generational improvements. The engineers’ primary audience is 
explicitly their peers and their funding agencies rather than any shadowy 
and distant end-users. Yet they have most consistently raised issues about 
what end-user questions to expect, perhaps because they make no pre- 
tense of knowing who or what that end-user is. 
Education 
MSU’s College of Education is considered to be among the country’s 
best. The faculty member associated with NGSW belongs to the Depart- 
ment of Teacher Education and works largely alone. She has been the 
assistant superintendent of a big-city school system in the Eastern United 
States and runs an active consulting practice among Michigan school dis- 
tricts. She is the only female co-principal investigator and the only person 
of color. Much of her work for NGSW involves close contacts with superin- 
tendents and teachers, particularly in disadvantaged school districts. She 
has little clerical or other administrative support. She spends more time 
working with people and getting practical results than with grant-writing 
or purely academic research. 
The school systems involved with the NGSW include the tiny rural 
community of Baldwin, the Detroit suburb of Oak Park, and the city of 
Benton Harbor (National Gallery of the Spoken Word, 1998). They have a 
standard bureaucracy of superintendents, principals, teachers, and spe- 
cialists. Their interest in the NGSW focuses specifically on how the sound 
files can enhance existing curriculum and educational priorities, which 
are set, in part, through a statewide system of standardized tests. Many of 
the students in these systems come from disadvantaged backgrounds and 
have reading problems. One hope is that they will respond more eagerly 
to oral than to textual sources. Some work has been done to select par- 
ticular teachers, and thus classrooms filled with actual nameable students 
to serve as end-users. Of course the teachers also form an end-user popu- 
lation, as do the principals, superintendents, school boards, even ultimately 
the district voters. 
RELATED MICRO-CULTURES 
If the metaphor of the cultural map of the NGSW can be carried 
further, several other external powers influence the service goals and 
end-user populations. These entities have their own expectations and ways 
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of doing business and see the NGSW as falling at least partially into their 
zones of influence. 
National Science Foundation (NSFj 
In a very immediate financial sense, the NSF is the end-user that mat- 
ters, because its staff decide each year whether the project is working well 
enough for funding to continue. NSF provides federal funding for a vast 
array of natural science, social science, and computing projects. Its head- 
quarters lie in Arlington, Virginia, in a modern fortress-like building with 
relatively strict security for anyone entering or leaving. Although NSF’s 
mission is ineffably broad, the head of the directorate in charge of the 
Digital Library Initiatives has a well-articulated vision that includes pro- 
moting multi-media research, geo-spatial information systems, and inter- 
national collaboration (Lesk, 1997).NSF has moved forward aggressively 
in all of these areas in recent years despite a shortage of staff, especially 
clerical help. 
An important part of the NSF management of the Digital Library Ini- 
tiative is regular required conferences where the principal investigators 
and key staff of each ofthe projects meet and mix. This catalyst for cross- 
institutional interaction has resulted in some significant changes for the 
NGSW. At the Ithaca, New York, conference (October 1999), NGSW li-
brary staff recognized the value of using Encoded Archival Description 
(EAD) for doing bibliographic description of the sound files. This led to a 
major change in service delivery by shifting the contents description from 
an AACR2-defined MARC-based monographic metaphor which had long 
been used, but had never fitted the eclectic sound files especially well, to 
a more flexible XML-based archival collection metaphor (AACRP is Anglo- 
American Cataloging Rules, second edition; XML is extensible Markup 
Language, a form of SGML or Standard Generalized Markup Language). 
Another explicit, though often understated, NSF expectation is the 
publication of research from the grants in academically respectable peer- 
reviewedjournals. This is one of the ways in which the scholarly commu- 
nity can measure the effectiveness of NSF grants which helps, in turn, to 
persuade Congress to support NSF appropriations. Congress could well 
be seen as the ultimate end-user for NSF and the projects it supports. If 
Congress cuts funding, the programs die. NSF staff are eager for Congress 
to hear stories about how the results of funded projects have been used 
by, or given practical help to, people or activities. 
MSU Computing 
The MSU computing staff is not large for a university of its size and 
has suffered some losses lately because of the booming economy. The 
same vice provost has charge of the library and the computer center. 
Contacts between the two units are frequent and generally friendly, 
though fraught with the usual cultural misunderstandings between such 
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different groups. The computing staff manages the infrastructure that 
NGSWwill use for delivering the digital sound, which gives them a strong 
interest in how the services are delivered. Because of the quantities of 
audio data involved, they have expressed concerns about the effect on 
the campus network-whose users are among their primary service cli- 
ents. MSU is an Internet2 participant (http://www.internet2.edu),and 
NGSW staff have demonstrated at an Internet2 applications conference 
in Ann Arbor. 
Data storage is another computing staff concern. It remains unclear 
how much digital sound can (or should) be kept online at any one time. 
The more sound that is off-line the greater the potential inconvenience 
for end-users, particularly researchers who want an obscure item. Back-up 
systems affect service delivery standards too. Tape back-ups of disk arrays 
will slow systems and require staff-time, storage space, and planning, all of 
which are costs not included in the grant. 
University Administration 
At a 43,000 student Carnegie I Research university, even grants as 
large as $3.6 million do not rate more than occasional attention from the 
upper reaches of the administrative hierarchy. The vice provost sends a 
request from time to time for another set of PERT charts to show progress 
or lack thereof. And the relevant deans occasionally ask one of the co- 
principal investigators to talk to a group or to contribute a few words to an 
article in an alumni publication. The interest is real if irregular. The 
administration’s goal for the grant is not unlike its goal for the football 
team: that it succeed, that it bring credit to the institution, that it make 
alumni and friends and perhaps state legislators proud of their associa- 
tion with the school. These are the end-users for much of the 
administration’s work, and the more the NGSW service objectives satisfy 
them, the easier it is to keep the institution funded and functioning. 
Corporate Partners 
NGSW has only one official corporate partner, a small firm specializing 
in technology for the visually impaired. Several other companies have ap- 
proached it, though. These range in size from DowJones giants with plants 
and offices worldwide to high-tech start-ups with a dozen or fewer staff and 
a single sound-oriented product. No agreement has yet been reached with 
any. Their interests in the project vary as well. The giant has its own grant 
program, which could supplement the government money, and it hopes to 
build a relationship which will ultimately lead to sales. The start-up wishes 
only to have access to the digital sound so that it can honestly say that its 
device has purposes other than playing pirated music. For these firms, the 
end-users are both customers and investors. Their influence on the NGSW 
at this point is negligible but, when federal funds run short, their resources 
may grow more tempting and their goals more of an issue. 
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Standards Groups 
Several standards groups, both formal and informal, take an interest 
in the NGSW. An informal group has met for dinner at the American 
Library Association for the last several years to discuss the best practices 
for converting and maintaining sound in digital formats. Originally the 
word “preservation” was used, but that brought forth strenuous objections 
from one influential member. The offending word was dropped in order 
to make progress on the idea. Members of NISO (National Information 
Standards Organization, http://www.niso.org) committees, and the board 
have talked with one of the principal investigators about submitting a pro- 
posal, or perhaps a proposal for a proposal, on digital sound standards. 
Similar conversations have taken place with the Library of Congress. 
The Association of American Archivists which, with the Library of Con- 
gress, sets the standards for the official EAD DTD (the Document Type 
Definition for Encoded Archival Description), may well also be involved 
with NGSW-recommended modifications to handle special tags for digital 
sound. The service objectives for these kinds of organizations have to do 
with detailed technically efficient proposals that can find broad accep- 
tance among the professional audiences that are their end-users. These 
standards groups are particularly important for NGSW because, without 
their endorsement, much of the research and work remains idiosyncratic 
and local, and it becomes liable to revision when a better idea comes along. 
MICRO-CULTURESDICHOTOMIES 
Although these official institutional boundaries demark an important 
set of micro-cultures, several pairs of contending micro-cultures within 
these institutional groups also influence the outcome. These dichotomies 
occur both within units and within the minds of individuals. The princi- 
pal investigators seem particularly liable to shifting sides, depending on 
how their training and experience matches particular circumstances. 
Humanists versus Technicians 
The humanists include historians, writing teachers, educators, and 
linguists. In general, they agree on a broad audience of students and re- 
searchers and on service expectations that resemble the search capabili- 
ties of a library’s online catalog. They contributed most of the words to 
the original proposal and, perhaps because words are their principal tools, 
they dominate debate during project meetings. They tend also to mis- 
judge the degree to which they really understand technical issues and 
often try to state service goals which the technicians shoot down as impos- 
sible. One example occurred during a discussion about searching the digital 
sound files, where several of the humanists realized for the first time that 
the technicians were proposing something quite different from the equiva- 
lent of full-text searching. One of the technicians told me later that he 
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had explained this at least twice earlier in plain terms and wondered why 
anyone was surprised. What the humanists seem to have misunderstood 
was the engineering timeline.They imagined the caveats and limits re- 
ferred only to unimportant short-term steps, not project-length goals. 
Local uersus National 
Because all of the principal investigators are reasonably well-known 
people in their fields, they participate in a national and, in fact, interna- 
tional research culture, whose interests and demands match imperfectly 
with local institutional needs. One simple example comes from the library, 
where the Voice Library staff have a strong interest in ensuring that the 
whole collection gets put into digital form. They have always thought of 
the purpose of the grant in those terms, and reminders about the nation- 
ally-oriented research and best-practice missions leave them with the un- 
satisfied look of people not being treated quite fairly. 
The engineers feel the problem too. Their reward and promotion 
system depends strongly on national recognition. For them it is important 
that their contributions to NGSW also contribute to their basic research 
mission. They are by no means being uncooperative when they shy away 
from tasks which meet only local needs. In their world, the balance point 
between local and national obligations simply occurs in a different place. 
Expansion uersus Completion 
The project contains a mix of expansionists and completionists. The 
former want to emphasize tasks which will bring in additional money to 
keep the project growing. The broad promises of the original proposal 
encourage this since, in some real sense, expansion is the only way to 
accomplish some semblance of its goals. The completionists want to de- 
fine, in a clear and measurable way, what subset of work can be done with 
the money available. It is not that they want the project to stop after five 
years, but they view a job well-done in terms of well-planned achievable 
goals and on-time accomplishments. 
Both sides talk as if they agree with the other, and both would ideally 
like to accomplish both aims. The problem lies in the details, since the 
completionists’ plans seem too constrained to attract new money, and the 
expansionists’ initiatives seem at odds with getting the essential work done. 
One confirmed completionist pushes routinely for more PERT charts. One 
incorrigible expansionist flies frequently to Washington to prospect for 
new money. 
CONCLUSION 
This article has offered brief descriptions of nine micro-cultures and 
three pairs of dichotomies within these micro-cultures. And yet this was a 
simplified and abridged list: not an exhaustive survey, but a sample of the 
complexity that big projects like NGSW involve. It did not even include all 
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of the external partners, such as the Chicago Historical Society (which is 
contributing sound files, particularly its collection of Studs Terkel tapes) 
and Northwestern University (which has the “Oyez Oyez Oyez” [http:// 
oyez.nwu.edu] and “History and Politics Out  Loud” [ http: / /  
~ww.hpol.org/] projects). 
The problem with communication between these micro-cultures is 
that they use the same words with different meanings. To the librarian, 
for example, the word “catalog” has an implicit relationship to MARC and 
AACRP that never occurs to the historian, educator, or engineer, who ask 
in meeting after meeting what those (or other) acronyms stand for in a 
vain hope that the words representing those initials will convey something 
approximating a comprehensible explanation. They do not, of course, 
any more than naming an integral sign clarifies a complex formula to the 
nonmathematician. This Tower of Babel becomes even worse when dis- 
cussing broad terms like “service goals” or the definition of “end-user popu- 
lation”-worse but not impossible. 
One of the steps to accurate measurement is to try to express the 
service goals in terms that have the same meaning to both evaluator and 
respondent. For example, a broad survey question about the “success” of 
a query that searches a digital sound file is probably meaningless in terms 
of any constructive feedback to the engineers, but that same question 
could be useful to a group of educators whose interest lies mainly in the 
student’s perceptions. Similarly, a query about the “usefulness” of a chro-
nological interface may get a low score from an engineering graduate 
student who cares chiefly about how to improve the word-matching algo- 
rithm. And that result might merely perplex the historian who worked 
hard to craft that particular tool. 
The point is that a useful evaluation of digital library services needs 
to include an understanding of the nuances of the meaning and connota- 
tion, implication and limitation, for a wide range of vocabulary across the 
many micro-cultures involved. The precursor to developing a survey in- 
strument, or selecting a survey population, or choosing the members of a 
focus group should involve an analysis of the project itself. 
Is the effort worth it? If the evaluation process is a mechanical effort 
to satisfy some external requirement and will sit dusty and unread in a 
pile of papers, then the answer is a resounding no. But if the evaluators 
and developers intend to apply the results to improving the product, then 
there is no real substitute for taking the time to frame the questions in a 
way that means something to the people who care. 
REFERENCES 
Association of Research Libraries. (2000). Association of Research Libraries statistics ranked 
listsfor  academic institutions. Retrieved September 27, 2000 from the World Wide Web: 
http://fisher.lib.Virginia.EDU/newarl/list.html. 

SEADLE/PROJECT ETHNOGRAPHY 385 
Borneman, J. (1992). Belongang in the two Berlins: Kin, state, nation. New York: Cambridge 
University Press. 
Geertz, C. (1988). Works and lives: The anthropologast as author. Stanford, CA Stanford Uni- 
versity Press. 
Geertz, C. (1995). After the fact: Two countries, four decades, one anthropologist. Cambridge, 
MA: Harvard University Press. 
Geertz, C. (1956). The development of the Javanese economy: A sorio-cultural approach. Cam-
bridge, MA MIT, Center for International Studies. 
Lesk, M. (1997). Practiral digttal libraries: Books, bytes, and bucks. San Francisco: Morgan 
Kaufmann. 
Mead, M. (1932). Coming of age in Samoa: A Psychological study of primitive youth for Western 
cioilization. New York: Morrow. 
Nardi, B. A,, & O’Day, V. L. (1999). Information ecologaes: Using technoloSy with heart. Cam-
bridge, MA MIT Press. 
Nardi, B. A,;Whittaker, S.; & Schwarz, H. (2000). It’s not what you know, it’s who you know: 
Work in the information age. First Monday, 5(5) .Retrieved September 27, 2000 from 
the World Wide Web: http://firstmonday.org/issues/issue5~5/nardi/index.htrnl. 
National Gallery of the Spoken Word. (1998). Retrieved September 27, 2000 from the World 
Wide Web: http://www.lib.msu.edu/seadle/Grant_proposals/NGSW.htm. 
Schournantoff,A. (1999). Legends ofthe American desert: Sojourns in the p a l e r  southwest. New 
York: Harperperennial. 
About the Contributors 
JOAN ASH teaches in the Division of Medical Informatics and Outcomes 
Research in the School of Medicine, Oregon Health Sciences University. 
Formerly Associate Director of the library there, her interest in digital 
libraries research has user information needs as a focus. In related work, 
she heads a team exploring computerized physician order entry using 
qualitative methods. 
CHRISTINE BORGMAN holds the Presidential Chair in Information Stud- 
ies at UCLA, is Visiting Professor in the Department of Information Sci- 
ence at Loughborough University, England (1996through 2002),and was 
a Fulbright Professor in Budapest, Hungary. Her teaching and research 
interests include digital libraries, human-computer interaction, electronic 
publishing, information seeking behavior, and scholarly communication 
and bibliometrics, as well as information technology policy in Central and 
Eastern Europe. She is the author, most recently, of From Gutenbug to the 
Global Infmmation Infrastructure: Access to Information in a Networked World 
(MIT Press, 2000). Her current research addresses the use of geo-spatial 
and geo-referenced digital libraries in undergraduate education. She has 
lectured or conducted research in more than twenty countries. She re- 
ceived her Ph.D. in communication from Stanford University and her 
M.L.S. from the University of Pittsburgh. 
SHAWN BOWERS is a third year doctoral student in the Department of 
Computer Science at the Oregon Graduate Institute of Science and Tech- 
nology. He has a bachelors of science degree in Computer and Informa- 
tion Science from the University of Oregon. His current research inter- 
ests center around exploring the structural aspects of data models by ap- 
plying database technology to various loosely structured models like Topic 
Maps, RDF, and XML; developing technology to support superimposed 
CONTRIBUTORS 387 
information; and defining techniques for information integration and 
transformation. He is a member of the Tracking Footprints Through an 
Information Space, Harvesting Information to Sustain Our Forests, and 
Autonomix research projects. 
DAVID S. CARTER is the Director of the Internet Public Library 
(www.ipl.org) and a Lecturer at the University of Michigan School of In- 
formation. He has recently given presentations on digital library services 
in King County, Washington; Suffolk County, New York; and Guterslah, 
Germany. 
LOIS DELCAMBRE is currently a Professor of Computer Science and En- 
gineering at the Oregon Graduate Institute in Beaverton, Oregon. She 
works in the database field of computer science with a particular interest 
in data models and conceptual modeling. She and David Maier are devel- 
oping generic technology to manage superimposed information to sup- 
port a wide range of superimposed applications. She has published over 
70 papers and been a principal investigator in a wide range of research 
projects. Dr. Delcambre received her Ph.D. in Computer Science from 
the University of Louisiana, Lafayette, Louisiana, in 1982, her M.S. in Math- 
ematical Sciences from Clemson University in 1974, and her B.S. in Math- 
ematics from the University of Louisiana, Lafayette, Louisiana, in 1972. 
RICH GAZAN is a Ph.D. student in the UCLA Department of Information 
Studies and has worked for several database publishing companies. His 
research interests include information systems, knowledge integration, 
and the information industry. He received his MLIS from the University 
of Hawaii. 
ANNEJ. GILLILAND-SWETLAND is an Assistant Professor in the Depart- 
ment of Information Studies of the Graduate School of Education and 
Information Studies at UCLA. Her teaching and research interests relate 
to electronic records administration and the development and evaluation 
of information systems containing primary sources. 
PAUL GORMAN, M.D., is currently an Assistant Professor in the Division 
of Medical Informatics and Outcomes Research at the Oregon Health 
Sciences University and Assistant Director of Medical Education at Provi- 
dence Portland Medical Center in Portland, Oregon. Dr. Gorman 
completed his formal training at Rush Medical College in Chicago and 
learned about the realities of primary care while practicing in an Oregon 
coastal community. His research, funded by the National Science Founda- 
tion and the National Library of Medicine, is focused on information seek- 
ing and information management by expert clinicians. 
388 LIBRARY TRENDS/FALL 2000 
DANIEL GREENSTEIN is the Director of the Digital Library Federation 
in Washington, DC. 
DAVID G W Y "  is in the Department of Psychology at the University of 
California, Santa Barbara. 
JOSEPH JANES is Assistant Professor and Coordinator of the MLIS pro- 
gram at the Information School of the University of Washington and Found- 
ing Director of the Internet Public Library. A frequent speaker in the 
United States and abroad, he is the co-author of seven books on librarian- 
ship, technology, and their relationship, including the Internet Public Li-
brary Handbook. Mr. Janes has an M.L.S. and Ph.D. from Syracuse Univer- 
sity and has taught at the University of Michigan, the University of North 
Carolina at Chapel Hill, the State University of NewYork at Albany, as well 
as at Syracuse and Washington. 
MARY LAVELLE is a Research Associate in the Division of Medical 
Informatics and Outcomes at the Oregon Health Sciences University. She 
worked as a staff nurse for a number of years and developed an interest in 
the history of care and care rituals. Other research interests include com- 
munication/information sharing in care delivery and the use of qualita- 
tive methods in health services research. She holds an M.S. in nursing 
from Oregon Health Sciences University. 
GREGORY H. LEAZER is an Assistant Professor in the Department of 
Information Studies at the University of California-Los Angeles. His re- 
search interests include the design and evaluation of information retrieval 
systems, bibliographic control, metadata, and bibliographic works. 
JASON LYMAN, M.D., is an Assistant Professor in Clinical Informatics at 
the University of Virginia. His research interests include physician order 
entry, consumer informatics, clinical data warehousing, and multimedia 
information management in medicine. He is an avid photographer with 
an interest in QuickTime Virtual Reality applications for medicine. Prior 
to his current position, Dr. Lyman completed a National Library of Medi- 
cine Postdoctoral Fellowship in Informatics at Oregon Health Sciences 
University, where he also earned a master's degree in medical informatics. 
He is a member of both the American Medical Informatics Association 
and the American Academy of Pediatrics. 
DAVID MAIER is a professor of Computer Science and Engineering at the 
Oregon Graduate Institute of Science and Engineering. He holds a Ph.D. 
degree in Electrical Engineering and Computer Science from Princeton 
University and a B.A. degree with a double major in Mathematics and 
CONTRIBUTORS 389 
Computer Science from the University of Oregon. His research interests 
include object-oriented database systems, query processing, database sup- 
port for scientific computing, semi-structured data, and superimposed in- 
formation systems. 
GARY MARCHIONINI is the Cary C. Boshamer Professor of Information 
Science in the School of Information and Library Science at the Univer- 
sity of North Carolina at Chapel Hill. His Ph.D. is from Wayne State Uni- 
versity in mathematics education with emphasis on educational comput- 
ing. His research interests are in information seeking in electronic envi- 
ronments, digital libraries, human-computer interaction, and information 
technology policy. He has had grants or contracts from the National Sci- 
ence Foundation, U. S. Department of Education, Council on Library 
Resources, the National Library of Medicine, the Library of Congress, the 
Kellogg Foundation, and NASA, among others. He was the conference 
chair for the ACM Digital Library '96 Conference and serves on the edito- 
rial board of ten scholarly journals. He has published more than seventy 
articles, chapters, and conference papers in the information science, com- 
puter science, and education literatures. He recently founded the Inter- 
action Design Laboratory at UNC. 
PATRICIA MAUTONE is a graduate student in Cognitive Psychology at 
the University of California, Santa Barbara. Her main focus of research is 
multimedia learning and instruction. 
RICHARD MAYER is a Professor of Psychology at the University of Califor- 
nia, Santa Barbara. He received a Ph.D. in psychology from the University 
of Michigan in 1973. He is past president of the Division of Educational 
Psychology of the American Psychological Association, former editor of 
the Educational Psychologist and Instructional Science and the year 2000 re-
cipient of the E.1,. Thorndike Award for lifetime contributions to educa- 
tional psychology. He is the author of 200 publications which include The 
Promise ofEducationa1 Psychology (1999) and Multimedia Learning (in press). 
THOMAS A. PETERS is the Director of the Center for Library Initiatives 
at the Committee on Institutional Cooperation (CIC), the academic con- 
sortium of the Big Ten Universities and the University of Chicago. An 
academic librarian for thirteen years, Mr. Peters has worked previously at 
Western Illinois University in Macomb, Northern Illinois University in 
Dekalb, Minnesota State University at Mankato, and the University of Mis- 
souri at Kansas City. He earned his library science degree at the University 
of Iowa. His second master's in English was completed at the University of 
Missouri at Kansas City. He has written two books, the most recent being 
Computerized Monitoring and Online Privacy (1999, McFarland) . 
390 LIBRARY TRENDS/FALL 2000 
TEFKO SARACEVIC is a Professor at the School of Communication, In- 
formation, and Library Studies, Rutgers University. He teaches courses in 
various areas including digital libraries and principles of searching. Over 
the years, his research focused on the notion of relevance, human inter- 
action in information retrieval and libraries, and the value of library and 
information services. 
MICHAEL S W L E  is Digital Services and Copyright Librarian at Michi- 
gan State University, and Co-Principal Investigator on the National Gal- 
lery of the Spoken Word, a Digital Library Initiative 2 grant. He is also 
editor of Library Hi Tech.He has written thirty articles, chapters, and books 
on a wide range of subjects, including German history, computing man- 
agement, and digitization. Dr. Seadle has a Ph.D. in history from the Uni- 
versity of Chicago, a library degree from the University of Michigan, and a 
decade of experience as a computer professional. 
MATHEW WEAVER is a second year doctoral student in the Department 
of Computer Science and Engineering at the Oregon Graduate Institute 
of Science and Technology. He received a Bachelor of Science degree in 
Computer Science from Brigham Young University in 1999. His research 
interests include architectures for superimposed information systems and 
information systems for forest management. He also has experience with 
information management for environmental monitoring through his work 
as a consultant to EarthSoft. Inc. 
Now Ava i IabIe 

f r o m  t h e  Graduate  School 

of L ibrary  & In format ion Science 

Publications Of f ice  

PAPERSIN HONOROF 
PAULINEATHEITONCOCHRANE 
Edited by WilLiam J. Wheeler 
$30.00* 
Send orders to:GSLIS Publications Office, Room 3 I3 ,50 I E. Daniel Street, 
Champaign, IL 6 1820. Prepayment required;Visa, MasterCard,American Ex-
press, Discover and checks (payable to the University of Illinois) accepted. 
Information regarding other publications can be obtained by writing to  
the above address or  can be accessed at our Web site: 
http://www.lis.uiuc.edu/pu boff 
*Price does NOT include shipping. Within the United States, the shipping cost is $3 for 
the first book, $ 1  for each additional book in the same order. Outside of the United 
States, the shipping cost is $5 for the first book, $ I  .SO for each additional book in the 
same order. (We ship Fourth Class Library Rate.) 
N0W AVA ILABLE 
CLINICON LIBRARYAPPLICATIONS OF 
DATAPROCESSING1998 PROCEEDINGS 
Successes and Failures of Digital Libraries 
Edited by Michael Twidale and Susan Harum 
$30.00" 
PASTPROCEEDINGS ARE ALSO AVAILABLE: 
199'7Proceedings 
Visualizing Subject Access for 

21st Century Infmation Resources 

Edited by Pauline Atherton Cochrane and Eric H.Johnson 
$30.00" 
1995Proceedings 
Geographic In fma t ion  Systems and Libraries: 

Patrons, Maps, and Spatial In fma t ion  

Edited by Linda C. Smith and Myke Gluck 
$30.00" 
Send orders to: GSLIS Publications Office, Room 313,501 E. Daniel Street, 
Champaign, IL 61820. Prepayment required; Visa, MasterCard, American EX-
press, Discover and checks (payable to the University of Illinois) accepted. 
Information regarding other publications can be obtained by writing to the 
above address or can be accessed at our Web site: 
http://www.lis.uiuc.edu/puboff 

*Price does NOT include shipping. Within the United States, the shipping cost is $3 for 
the first book, $1 for each additional book in the same order. Outside of the United 
States, the shipping cost is $5 for the first book, $1.50 for each additional book in the 
same order. (We ship Fourth Class Library Rate.) 
INDEXING 

AND ABSTRACTING 

IN THEORY AND PRACTICE 

2nd edition 
By F. W Lancastm 
rders must be prepaid to 
The University of Illinois 
Major credit cards and check- 
I
I 

L I B R A 

Y R E N  

irisuwzionai sumcriprion price 303 (pius rp I ror i r i ~ e r r i i i ~ i ~ i i a iSUIP 
scribers). Individual subscription price $60 (plus $7 for interna- 
tional subscribers). Student subscription price is $25 (plus $7 for 
international subscribers). Single copies are available for $18.50. 
including postage. Order from the University of Illinois Press, 
Journals Department, 1325 S. Oak St., Champaign, 11,61820-6903, 
Telephone 217-333-8935, Mastercard, Visa, American Express, and 
Discover accented. 1 
