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Abstract. In this paper we study the Gauss and Kummer hypergeomet-
ric equations in-depth. In particular, we focus on the confluence of two
regular singularities of the Gauss hypergeometric equation to produce the
Kummer hypergeometric equation with an irregular singularity at infin-
ity. We show how to pass from solutions with power-like behaviour which
are analytic in disks, to solutions with exponential behaviour which are
analytic in sectors and have divergent asymptotics. We explicitly calcu-
late the Stokes matrices of the confluent system in terms of the mon-
odromy data, specifically the connection matrices, of the original system
around the merging singularities.
Keywords: Hypergeometric differential equations, asymptotic expan-
sions, confluence, monodromy data.
1 Introduction
This paper studies the Gauss hypergeometric differential equation,
x(1− x) d
2y
dx2
+ (γ − (α+ β + 1)x) dy
dx
− αβ y = 0, (1)
where x ∈ C, and the Kummer confluent hypergeometric differential equation,
z
d2y˜
dz2
+ (γ − z) dy˜
dz
− β y˜ = 0, (2)
where z ∈ C.
For brevity, in this paper, these equations are simply called Gauss equation
and Kummer equation respectively.
The aim of the paper is to give rigour to the confluence of two regular singu-
larities of the Gauss equation to produce the Kummer equation with an irregular
singularity at infinity. In particular, the monodromy data of the confluent equa-
tion (Kummer), including Stokes data, are produced as limits of the monodromy
data of the original equation (Gauss) using explicit formulae.
One of the main difficulties addressed in this paper is how to make sense of
the confluence limits by understanding how to pass from the solutions of the
original system to the solutions of the confluent system. This is a non-trivial
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2 C. Horrobin and M. Mazzocco.
question because it involves passing from a solution with power-like behaviour
which converges in a disk to solutions with exponential behaviour which are
analytic in a sector and asymptotic to a divergent series.
The procedure of this paper is based on an existence theorem by Glutsyuk
[5]. Essentially, this states that there exist certain diagonal matrices Kε and K−ε
such that the limit,
lim
ε→0
K−1−ε C Kε,
where C is the connection matrix between the merging simple poles of the origi-
nal system, exists. Moreover, this limit gives one of the Stokes matrices if ε→ 0
is taken along a certain ray. However, this existence theorem does not prescribe
how to calculate the diagonal matrices Kε and K−ε. The main result of this
paper is to calculate such diagonal matrices and thus produce both the Stokes
matrices in terms of limits of the connection matrix of the original equation ex-
plicitly. In particular calculate how one Stokes matrix is produced as limit along
a certain ray and the other one by the limit along the opposite ray.
Despite the fact that the analytic theory of the Gauss and Kummer equations
has been developed more than a hundred years ago, the question of producing
the Stokes data of the Kummer equation in terms of limits of monodromy data
of the Gauss one has only been approached rather recently [7,12]. In particular,
in [12], the Mellin-Barnes integral representations of the solutions of Kummer
equation are produced as limits of the ones for the Gauss equation, and then
the Stokes data are deduced from the Mellin-Barnes integral representations
(this last calculation is reported here in Appendix B for completeness). In [7],
the confluence problem is solved by observing that one of the Fuchsian singu-
larities remains Fuchsian under the confluence, so that the corresponding local
fundamental matrix of the Gauss equation admits an analytic limit under the
confluence, thus allowing to compute explicitly the monodromy of the Kummer
equation around 0. The Stokes matrices are then determined by the fact that
loops around 0 are homotopic to loops around ∞ in the Riemann sphere with
two punctures.
The approach of the current paper does not require closed form expressions
such as Mellin-Barnes integrals. Indeed, in [6], we use this procedure to calculate
the Stokes matrices of the linear problem associated to the fifth Painleve´ equation
(and its higher order analogues ) in terms of limits of the connection matrix
between 1 and∞ in the linear problem associated to the sixth Painleve´ equation
(and its higher order analogues) for which closed form fundamental matrices are
unknown.
Another advantage of the procedure of the current paper is that it does not
rely on the existence of an additional simple pole which survives the confluence
limit, and therefore it can be applied to the confluence from the Bessel differential
equation to the Airy one for example, or even more ambitiously, in the confluence
from the fifth to the third Painleve´ equation - this challenging work is postponed
to subsequent publications.
This paper is organised as follows: In Sections 2 and 3, the authors remind
some background on the Gauss and Kummer hypergeometric differential equa-
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tions respectively. In Section 4 the confluence procedure is explained, and the
main result of this paper, Theorem 5 is proved. In appendices A and B, the
classical derivation of the monodromy data for the Gauss and Kummer hy-
pergeometric differential equations respectively are derived using Mellin-Barnes
integrals.
This paper is inspired by some of the facets of Nalini’s mathematical taste and
style because to tackle a seemingly simple problem it requires an unexpected depth
that opens a Pandora’s box of beautiful mathematical problems. For this reason,
we wish to dedicate this paper to her. [Calum Horrobin and Marta Mazzocco]
I wish to thank Nalini for her friendship of more than twenty years. Through-
out her career, Nalini has mentored, supported and sponsored a huge number of
early career mathematicians, some formally as her PhD students and post docs,
others informally, like myself and many others. [Marta Mazzocco]
Acknowledgements. We thank D. Guzzetti for many helpful conversations.
This research was supported by the EPSRC Research Grant EP/P021913/1 and
EPSRC DTA allocation to the Mathematical Sciences Department at Loughbor-
ough University.
2 Gauss hypergeometric differential equation
Throughout the paper we work in the non-resonance assumption: γ, γ − α− β,
α− β 6∈ Z.
To define monodromy data, it is easier to deal with a system of first order
ODEs by using the following trivial lemma:
Lemma 1. Under the assumptions α 6= 0, γ 6= β 6= 1 and α 6= β−1, the matrix
Y (x) =
(
y1(x) y2(x)
Ψ (y1, y
′
1;x) Ψ (y2, y
′
2;x)
)
, (3)
where
Ψ (yk, y
′
k;x) =
α (β − γ + (α+ 1− β)x) yk(x) + x(x− 1)(α+ 1− β)y′k(x)
α(β − 1)(β − γ) , (4)
is a fundamental solution of the equation
dY
dx
=
(
A0
x
+
A1
x− 1
)
Y, (5)
A0 =
1
α+ 1− β
(
α(β − γ) α(1− β)(β − γ)
α+ 1− γ (1− β)(α+ 1− γ)
)
,
A1 =
1
α+ 1− β
(
α(γ − α− 1) α(β − 1)(β − γ)
γ − α− 1 (β − 1)(β − γ)
)
,
if and only if y1(x) and y2(x) are linearly independent solutions of Gauss hyper-
geometric equation (1).
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So, from now on, we stick to the system of first order ODEs (5) .
We define the following disks with chosen branches, as illustrated in Figure
1 below:
Ω0 = {x : |x| < 1, −pi ≤ arg(x) < pi} ,
Ω1 = {x : |x− 1| < 1, −pi ≤ arg(1− x) < pi} ,
Ω∞ = {x : |x| > 1, −pi ≤ arg(−x) < pi} ,
 
… 
    
   
… 
   
Fig. 1. Chosen disks with branch cuts. Note that Ω∞ is a disk in the complement of
Ω0 ∪Ω1.
It is well-known that the solutions of equation (1) are expressible in terms
of Gauss hypergeometric 2F1 series, in particular the following three pairs of
linearly independent local solutions y
(k)
1 (x) and y
(k)
2 (x) of (1) defined in the
neighbourhoods Ωk form a basis around around each singular point:
y
(0)
1 (x) = x
1−γ
2F1
(
α+ 1− γ, β + 1− γ
2− γ ;x
)
,
y
(0)
2 (x) = 2F1
(
α, β
γ
;x
)
,
x ∈ Ω0, (6)
y
(1)
1 (x) = (1− x)γ−α−β 2F1
(
γ − α, γ − β
γ + 1− α− β ; 1− x
)
,
y
(1)
2 (x) = 2F1
(
α, β
α+ β + 1− γ ; 1− x
)
,
x ∈ Ω1, (7)
y
(∞)
1 (x) = (−x)−α 2F1
(
α, α+ 1− γ
α+ 1− β ;x
−1
)
,
y
(∞)
2 (x) = (−x)−β 2F1
(
β, β + 1− γ
β + 1− α ;x
−1
)
,
x ∈ Ω∞. (8)
Lemma 2. The following local fundamental solutions of the matrix hypergeo-
metric equation (5) have the following form
Y (0)(x) = R0G0(x)x
Θ0 , x ∈ Ω0, (9)
Y (1)(x) = R1G1(x)(1− x)Θ1 , x ∈ Ω1, (10)
Y (∞)(x) = R∞G∞(x)(−x)−Θ∞ , x ∈ Ω∞, (11)
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where Rk and Θk are the following matrices:
R0 =
(
1 1
α+1−γ
α(β−γ)
1
β−1
)
, R1 =
(
1 1
1
α
α+1−γ
(β−1)(β−γ)
)
, R∞ =
(
1 0
0 (β−α)(α+1−β)α(β−1)(β−γ)
)
,
Θ0 =
(
1− γ 0
0 0
)
, Θ1 =
(
γ − α− β 0
0 0
)
, Θ∞ =
(
α 0
0 β − 1
)
,
which satisfy R−1k AkRk = Θk, and Gk(x) are the following series:
G0(x) =
 2F1
(
α+ 1− γ, β − γ
1− γ ;x
)
,
x(α+1−γ)(1−β)
(1−γ)(2−γ) 2F1
(
α+ 2− γ, β + 1− γ
3− γ ;x
)
,
xα(γ−β)
γ(γ−1) 2F1
(
α+ 1, β
γ + 1
;x
)
2F1
(
α, β − 1
γ − 1 ;x
)
 ,
G1(x) =
 2F1
(
γ − α− 1, γ − β
γ − α− β ; 1− x
)
,
(1−x)(β−1)(β−γ)
(α+β−γ−1)(α+β−γ) 2F1
(
γ − α, γ + 1− β
γ + 2− α− β ; 1− x
)
,
(1−x)α(α+1−γ)
(α+β−γ)(α+β+1−γ) 2F1
(
α+ 1, β
α+ β + 2− γ ; 1− x
)
2F1
(
α, β − 1
α+ β − γ ; 1− x
)
 ,
G∞(x) =
 2F1
(
α, α+ 1− γ
α+ 1− β ;x
−1
)
,
α(β−1)(β−γ)(γ−α−1)
(α−β)(α+1−β)2(α+2−β)
1
x 2F1
(
α+ 1, α+ 2− γ
α+ 3− β ;x
−1
)
,
− 1x 2F1
(
β, β + 1− γ
β + 1− α ;x
−1
)
2F1
(
β − 1, β − γ
β − α− 1 ;x
−1
)
 .
Proof. This result can be proved in two ways: either by reducing equation (5)
to Birkhoff normal form near each singularity and computing the corresponding
gauge transformations R0G0(x), R1G1(x) and G∞(x) recursively or by direct
substitution of the local solutions (6)-(8) into expression (3) and using Gauss
contiguous relations.
Remark 1. The matrices Rk, k = 0, 1 and ∞, in the above solutions (9), (10)
and (11) have been chosen to satisfy R−1k AkRk = Θk, where A∞ := −A0 − A1.
The matrices G0, G1, G∞ have leading term given by the identity.
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We now define the monodromy data of Gauss hypergeometric equation (1)
and recall how to express them in explicit form [4,?]. In appendix A we derive
these classical formulae by following the approach of representing solutions using
Mellin-Barnes integrals.
When defining local solutions, we have been specific about identifying which
sheet of the Riemann surface of the logarithm we are restricting our local so-
lutions to at each singular point. We may extend the definitions of our local
fundamental solutions Y (k)(x) to other sheets e2mpiiΩk, k = 0, 1,∞, by analyti-
cally continuing along a closed loop encircling the singularity x = 0, 1,∞. This
action simply means that our solution becomes multiplied by the corresponding
exponent e2mpiiΘk , for k = 0, 1 and ∞, m ∈ Z. Note that, for k = 0 and 1, the
analytic continuation of Y (k)(x) around its singularity in the positive direction
means m > 0 in the previous sentence; while, for k = ∞, it means m < 0.
The diagonal matrices e2piiΘk are called the local monodromy exponents of the
singularities.
We proceed with the global analysis of solutions. Let Y (0)(x), Y (1)(x) and
Y (∞)(x) be the fundamental solutions of the hypergeometric equation as defined
in the previous section. Denote by γj,k
[
Y (j)
]
(x) the analytic continuation of
Y (j)(x) along an orientable curve γj,k : [0, 1]→ C with γj,k(0) ∈ Ωj and γj,k(1) ∈
Ωk, for j, k = 0, 1,∞. We have the following connection formulae (see Appendix
A for the detailed derivation of these):
γj,k
[
Y (j)
]
(x) = Y (k)(x)Ckj , (12)
where:
C0∞ =
(
eipi(γ−1) Γ (α+1−β)Γ (γ−1)Γ (α)Γ (γ−β) e
ipi(γ−1) Γ (β+1−α)Γ (γ−1)
Γ (β)Γ (γ−α)
Γ (α+1−β)Γ (1−γ)
Γ (1−β)Γ (α+1−γ)
Γ (β+1−α)Γ (1−γ)
Γ (1−α)Γ (β+1−γ)
)
, (13)
C1∞ =
(
eipi(γ−β) Γ (α+1−β)Γ (α+β−γ)Γ (α)Γ (α+1−γ) e
ipi(γ−α) Γ (β+1−α)Γ (α+β−γ)
Γ (β)Γ (β+1−γ)
eipiα Γ (α+1−β)Γ (γ−α−β)Γ (1−β)Γ (γ−β) e
ipiβ Γ (β+1−α)Γ (γ−α−β)
Γ (1−α)Γ (γ−α)
)
, (14)
C01 =
(
Γ (γ+1−α−β)Γ (γ−1)
Γ (γ−α)Γ (γ−β)
Γ (α+β+1−γ)Γ (γ−1)
Γ (α)Γ (β)
Γ (γ+1−α−β)Γ (1−γ)
Γ (1−α)Γ (1−β)
Γ (α+β+1−γ)Γ (1−γ)
Γ (α+1−γ)Γ (β+1−γ)
)
. (15)
We choose to normalise the monodromy data of Gauss hypergeometric equa-
tion with the fundamental solution Y (∞)(x). Denote by γk
[
Y (∞)
]
(x) the ana-
lytic continuation of Y (∞)(x) along an orientable, closed curve γk : [0, 1] → C
with γk(0) = γk(1) ∈ Ω∞, k = 0, 1, which encircles the singularity x = 0, 1
respectively in the positive (anti-clockwise) direction. The curves γ0 and γ1 are
illustrated in Figure 2 below, note that γ∞ := γ−11 γ
−1
0 . We have:
γk
[
Y (∞)
]
(x) = Y (k)(x)Mk, k = 0, 1,∞,
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where,
M0 =
(
C0∞
)−1
e2piiΘ0C0∞, M1 =
(
C1∞
)−1
e2piiΘ1C1∞, M∞ = e2piiΘ∞ .
(16)
These matrices satisfy the cyclic relation,
M∞M1M0 = I. (17)
  
 
 
  
  
  
    
  
  
Fig. 2. Curves defining the monodromy matrices Mk of Gauss hypergeometric differ-
ential equation.
Definition 1. We define the monodromy data of Gauss hypergeometric equation
(1) as the set,
M :=
{
(M0,M1,M∞) ∈ (GL2(C))3
∣∣∣∣M∞M1M0 = I, M∞ = e2piiΘ∞eigenv(Mk) = e2piiΘk , k=0,1
}
/GL2(C)
(18)
where eigenv(Mk) = e
2piiΘk means that the eigenvalues of Mk are given as the
elements of the diagonal matrix e2piiΘk and the quotient is by global conjugation
by a diagonal matrix.
3 Kummer confluent hypergeometric equation
We use z as the variable of Kummer confluent hypergeometric equation, we also
write tilde above some of the functions and parameters to distinguish from the
Gauss hypergeometric equation. We recall the following,
Lemma 3. Under the assumption (β − 1)(β − γ) 6= 0, the matrix
Y˜ (z) =
(
y˜1(z) y˜2(z)
Ψ˜ (y˜1, y˜
′
1; z) Ψ˜ (y˜2, y˜
′
2; z)
)
, (19)
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where,
Ψ˜ (y˜k, y˜
′
k; z) =
(z + β − γ) y˜k(z)− zy˜′k(z)
(β − 1)(β − γ) ,
is a fundamental solution of the equation
∂Y˜
∂z
=
((
1 0
0 0
)
+
A˜0
z
)
Y˜ , where A˜0 =
(
β − γ (1− β)(β − γ)
1 1− β
)
, (20)
if and only if y˜1(z) and y˜2(z) are linearly independent solutions of Kummer
confluent hypergeometric equation (2),
z y˜′′ + (γ − z) y˜′ − β y˜ = 0.
Kummer confluent hypergeometric equation (2) has one Fuchsian singularity at
z = 0, since γ−zz and
−β
z have simple poles at z = 0, and an irregular singularity
at z =∞ of Poincare´ rank one. The exponents of the singularity z = 0 are 1− γ
and 0 and at z =∞ are γ−β and β−1. We make the non-resonance assumption
γ /∈ Z.
Local behaviour of the solutions Kummer confluent hypergeometric equa-
tion has an irregular singularity at z = ∞ of Poincare´ rank one and, as such,
solutions around this point exhibit Stokes phenomenon. In this sub-section, we
will state some definitions and theorems which precisely describe fundamental
solutions of Kummer equation at the irregular point and the monodromy data,
including Stokes matrices.
We first fix the pair of linearly independent local solutions of (2) as follows:
y˜
(0)
1 (z) = z
1−γ
1F1
(
β + 1− γ
2− γ ; z
)
,
y˜
(0)
2 (z) = 1F1
(
β
γ
; z
)
,
z ∈ Ω˜0. (21)
where
Ω˜0 :=
{
z : −3
2
pi ≤ arg(z) < pi
2
}
,
is a punctured disk around 0 with branch cut along the positive imaginary axis.
In terms of the linear system (19), these solutions correspond to the following
local fundamental solution of the matrix hypergeometric equation (20):
Y˜ (0)(z) = R˜0H0(z)z
Θ˜0 , z ∈ Ω˜0, (22)
where R˜0 and Θ˜0 are the following matrices:
R˜0 =
(
1 1
1
β−γ
1
β−1
)
and Θ˜0 =
(
1− γ 0
0 0
)
,
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which satisfy R˜−10 A˜0R˜0 = Θ˜0, and H0(z) is the following series:
H0(z) =

1F1
(
β − γ
1− γ ; z
)
z(γ−β)
γ(γ−1) 1F1
(
β
γ + 1
; z
)
z(1−β)
(1−γ)(2−γ) 1F1
(
β + 1− γ
3− γ ; z
)
1F1
(
β − 1
γ − 1 ; z
)
 .
We now turn our attention to the irregular singularity z =∞.
Definition 2. The rays {z : Re(z) = 0, Im(z) > 0} and {z : Re(z) = 0, Im(z) <
0} are called the Stokes rays of Kummer equation (2).
We note that these rays constitute the borderline where the behaviour of ez
changes, as z → ∞; that is to say, on one side of each of these rays we have
ez → 0, whereas on the other side of each ray we have ez → ∞. This is a key
aspect of Stokes phenomenon and plays a role in understanding the following
classical theorem.
Theorem 1. Let
Σ˜k =
{
z : −pi
2
< arg(z)− kpi < 3pi
2
}
.
For all k ∈ Z, there exists a solution Y˜ (∞,k)(z) of equation (20) analytic in the
sector Σ˜k such that,
Y˜ (∞,k)(z) ∼ R˜∞
( ∞∑
n=0
hn,∞z−n
)(
ezzβ−γ 0
0 z1−β
)
, as z →∞, z ∈ Σ˜k,
(23)
where R˜∞ is the following matrix,
R˜∞ =
(
1 0
0 −1(β−1)(β−γ)
)
,
and H∞(z) is the following series
H∞(z) =
(
2F0
(
1− β, γ − β; z−1) −1z 2F0 (β, β + 1− γ;−z−1)
(1−β)(β−γ)
z 2F0
(
2− β, γ + 1− β; z−1) 2F0 (β − 1, β − γ;−z−1)
)
.
Moreover, each solution Y˜ (∞,k)(z) is uniquely specified by the relation (23).
Proof. A proof of the existence of fundamental solutions Y˜ (∞,k)(z) which are
analytic on sectors Σ˜k may be found in [3]. To find the asymptotic behaviour
(23), we make the following ansatz
Y˜ (∞,k)(z) ∼ R˜∞H∞(z)exp
(∫ z
−∞
(
Λ0 +
Λ1
z′
)
dz′
)
, as z →∞, z ∈ Σ˜k,
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where,
R˜∞ =
(
1 0
0 −1(β−1)(β−γ)
)
,
Λ0 and Λ1 are constant, diagonal matrices to be determined and H∞(z) is a
formal series
H∞(z) =
∞∑
n=0
hn,∞z−n.
where the coefficients hn,∞ are to be determined.
By substitution in the equation (20), we obtain
−
∞∑
n=1
nhn,∞z−n−1 +
( ∞∑
n=0
hn,∞z−n
)(
Λ0 +
Λ1
z
)
= R˜−1∞
((
1 0
0 0
)
+
A˜0
z
)
R˜∞
( ∞∑
n=0
hn,∞z−n
)
.
By setting h0,∞ = I and equating powers of z−n in this equation, for n = 0 and
1, we find:
Λ0 =
(
1 0
0 0
)
and Λ1 =
(
β − γ 0
0 1− β
)
,
and, for n ≥ 1, we find the recursion equation,[
hn,∞,
(
1 0
0 0
)]
= (n− 1)hn−1,∞+ hn−1,∞
(
γ − β 0
0 β − 1
)
+ R˜−1∞ A˜0R˜∞hn−1,∞.
It can be verified that the general solution of this equation is,
hn,∞ =
(
(1−β)n(γ−β)n
n!
(β)n−1(β+1−γ)n−1
(−1)n(n−1)!
(1−β)(β−γ)(2−β)n−1(γ+1−β)n−1
(n−1)!
(β−1)n(β−γ)n
(−1)nn!
)
, (24)
which are indeed the coeficients in the asymptotic series given.
To prove uniqueness of solutions, let Ŷ (∞,k)(z) denote another fundamental
solution of equation (20) which is analytic on the sector Σ˜k and has the correct
asymptotic behavior, namely,
Ŷ (∞,k)(z) ∼ R˜∞
( ∞∑
n=0
hn,∞z−n
)(
ezzβ−γ 0
0 z1−β
)
, as z →∞, z ∈ Σ˜k.
(25)
Since Y˜ (∞,k)(z) and Ŷ (∞,k)(z) are fundamental solutions defined on the same
sector, there exists a constant matrix C ∈ GL2(C) such that,
Y˜ (∞,k)(z) = Ŷ (∞,k)(z)C, z ∈ Σ˜k.
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Using the asymptotic relations (23) and (25), we deduce the following,(
ezzβ−γ 0
0 z1−β
)
C
(
e−zzγ−β 0
0 zβ−1
)
∼ I, as z →∞, z ∈ Σ˜k.
From this relation, we immediately see that (C)1,1 = (C)2,2 = 1. Moreover,
since there exists rays belonging to Σ˜k along which each exponential, e
z and
e−z, explodes as z →∞, we conclude that (C)1,2 = (C)2,1 = 0.
Remark 2. The matrices R˜0 and R˜∞ in the above solutions (22) and (23) have
been chosen to satisfy R˜−10 A˜0R˜0 = Θ˜0 and,[
R˜∞,
(
1 0
0 0
)]
= 0.
We denote the asymptotic behaviour of true solutions at infinity as in (23)
by,
Y˜
(∞)
f (z) =
( ∞∑
n=0
hn,∞z−n
)(
ezzβ−γ 0
0 z1−β
)
, z ∈ Σ˜k.
The series H∞(z) =
∑∞
n=0 hn,∞z
−n defines a formal gauge transformation which
maps equation (20) to,
∂
∂z
Ŷ (z) =
((
1 0
0 0
)
+
1
z
(
β − γ 0
0 1− β
))
Ŷ , (26)
via the transformation Y˜ (z) = R˜∞H∞(z)Ŷ (z). We define the coefficient of 1z in
the new equation to be −Θ˜∞, namely,
Θ˜∞ :=
(
γ − β 0
0 β − 1
)
≡ −diag
(
A˜0
)
.
In the generic case a, b /∈ Z≤0, d’Alembert’s ratio test shows that the series
2F0(a, b; z
−1) diverges for all z ∈ C. In this sense, the asymptotic behaviour
Y˜
(∞)
f (z) is a formal fundamental solution.
Remark 3. Using expression (19) in Lemma 3, the formal fundamental solution
Y˜
(∞)
f of (20) corresponds to the following standard formal basis of solutions of
(2),
y˜
(∞)
1,f (z) = e
zzβ−γ 2F0
(
γ − β, 1− β; z−1) ,
y˜
(∞)
2,f (z) = −z−β 2F0
(
β, β + 1− γ;−z−1) . (27)
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Monodromy data We now define the monodromy data, including Stokes data,
of Kummer equation (2) and recall how to express them in explicit form [4,13].
In Appendix B, we derive these classical formulae by representing solutions using
Mellin-Barnes integrals.
Definition 3. Let Y˜ (∞,k)(z) be the fundamental solutions given in Theorem 1
and define sectors,
Π˜k := Σ˜k ∩ Σ˜k+1 ≡
{
z : |z| > 0, pi
2
< arg(z)− kpi < 3pi
2
}
,
as illustrated in Figure 3 below. We define Stokes matrices S˜k ∈ SL2(C) as
follows,
Y˜ (∞,k+1)(z) = Y˜ (∞,k)(z)S˜k, z ∈ Π˜k. (28)
 
ℑm +
 
  ℑm 
 
  
  
            
  
     
  
    
Fig. 3. Sectors Π˜0, Π˜−1, Σ˜0 and Σ˜−1 projected onto the plane C\{0}. The positive
and negative imaginary axes are Stokes rays.
From the asymptotic relation (23), it is clear that
Y˜ (∞,k+2)(z) = Y˜ (∞,k)
(
ze−2pii
)
e−2piiΘ˜∞ , z ∈ Σ˜k+2. (29)
due to the fact that these two solutions have the same asymptotic behaviour as
z →∞ in the sector z ∈ Σ˜k+2. Therefore all solutions Y˜ (∞,k)(z) are categorised
into two fundamentally distinct cases, namely, when k is even and when k is
odd. Combining Definition 3 with the relation (29), one can show that
e−2piiΘ˜∞ S˜k+1 = S˜k−1e−2piiΘ˜∞ ,
which shows that Kummer equation has only two types of Stokes matrices S˜k
which are fundamentally different: one with k odd and the other with k even.
Here we select to work with the fundamental solutions Y˜ (∞,−1)(z) in the
sector Σ˜−1 and Y˜ (∞,0)(z) in the sector Σ˜0 and with the Stokes matrices S˜0 and
S˜−1. The explicit form of the Stokes matrices are derived in the Appendix B
where the following Lemma is proved:
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Lemma 4. We have the following classical formulae:
S˜0 =
(
1 2piiΓ (β)Γ (β+1−γ)e
ipi(γ−2β)
0 1
)
and S˜−1 =
(
1 0
2pii
Γ (1−β)Γ (γ−β) 1
)
. (30)
We choose to normalise our monodromy data with respect to the fundamen-
tal solution Y˜ (∞,0)(z). Denote by γ∞,0
[
Y˜ (∞,0)
]
(z) the analytic continuation of
Y˜ (∞,0)(z) along an orientable curve γ∞,0 : [0, 1] → C with γ∞,0(0) ∈ Σ˜0 and
γ∞,0(1) ∈ Ω˜0. We have,
γ∞0
[
Y˜ (∞,0)
]
(z) = Y˜ (0)(z)C˜0∞,
where,
C˜0∞ =
(
eipi(β−1) Γ (γ−1)Γ (γ−β) −Γ (γ−1)Γ (β)
eipi(β−γ) Γ (1−γ)Γ (1−β) − Γ (1−γ)Γ (β+1−γ)
)
. (31)
Denote by γ0
[
Y˜ (∞,0)
]
(z) the analytic continuation of Y˜ (∞,0)(z) along an
orientable, closed curve γ0 : [0, 1] → C with γ0(0) = γ0(1) ∈ Σ˜0 which encircles
the singularity z = 0 in the positive (anti-clockwise) direction. The curve γ0 is
illustrated below, note that γ∞ := γ−10 .
   
   
… 
… 
  
  
Fig. 4. Curves defining the monodromy matrices M˜k of Kummer hypergeometric dif-
ferential equation.
We have,
γk
[
Y˜ (∞,0)
]
(z) = Y (∞,k)(z)M˜k, k = 0,∞,
where,
M˜0 =
(
C˜0∞
)−1
e2piiΘ˜0C˜0∞ and M˜∞ = S˜0e2piiΘ˜∞ S˜−1. (32)
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These matrices satisfy the cyclic relation,
M˜∞M˜0 = I. (33)
Definition 4. We define the monodromy data of Kummer hypergeometric dif-
ferential equation (2) as the set,
M˜ :=

(
M˜0, S˜0, S˜−1
)
∈ (GL2(C))3
∣∣∣∣∣∣∣∣∣
S˜0 unipotent, upper triangular,
S˜−1unipotent, lower triangular,
S˜0e
2piiΘ˜∞ S˜−1M˜0 = I,
eigenv
(
M˜0
)
= e2piiΘ˜0
/GL2(C)
(34)
where eigenv(M˜0) = e
2piiΘ˜0 means that the eigenvalues of M˜0 are given as the
elements of the diagonal matrix e2piiΘ˜0 and the quotient is by global conjugation
by a diagonal matrix.
4 Confluence from Gauss to Kummer equation
In this Section we analyse the confluence procedure from Gauss equation (1) to
Kummer equation (2). We are primarily concerned with understanding how to
produce the monodromy data of the Kummer equation, as defined in Section 3,
from the connection matrices of the Gauss equation (see Section 2), under the
confluence procedure.
We first explain how the confluence procedure works intuitively. By the sub-
stitution x = zα , on the Gauss equation (1)
x(1− x) y′′(x) + (γ − (α+ β + 1)x) y′(x)− αβ y(x) = 0,
⇔ z
α
(
α− z
α
)
α2 yzz +
(
γ − (α+ β + 1) z
α
)
α yz − αβ y = 0,
⇔ z yzz + (γ − z) yz − β y − 1
α
(
z2yzz + (β + 1)yz
)
= 0.
we produce an differential equation with three Fuchsian singularitites at z = 0, α
and ∞ respectively.
As a heuristic argument, one can see that the final equation becomes Kummer
equation (2) as α → ∞ so that a double pole is created at z = ∞ as the two
simple poles z = α and∞ merge. This derivation does not explain how of obtain
solutions of the Kummer equation by taking limits as α→∞ of certain solutions
of Gauss equation under the substitution x = zα . To understand this, we need
to use a result by Glutsyuk [5], which deals with limits of solutions at merging
simple poles under a generic confluence procedure. This is explained in the next
sub-section.
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4.1 A result by Glutsyuk
Consider the following differential equation,
∂Y
∂λ
=
A(λ, ε)
(λ− ε)(λ+ ε)Y, A(λ, ε) ∈ GL2(C), (35)
with A(λ, ε) a holomorphic matrix about λ = ±ε such that A(±ε, ε) 6= 0 for
sufficiently small ε ≥ 0 satisfying the following limit,
lim
ε→0
A(λ, ε) = A(λ, 0).
Hence, the non-perturbed, or confluent, equation,
∂Y
∂λ
=
A(λ, 0)
λ2
Y, (36)
has an irregular singularity at λ = 0 of Poincare´ rank one. Moreover, it is
assumed that the eigenvalues of the residue matrices A(±ε, ε) of at λ = ±ε are
non resonant and thet the eigenvalues of the leading matrix of A(λ, 0) at λ = 0
are distinct.
We first deal with the perturbed equation (35). We define neighbourhoods
Ω±ε of the points λ = ±ε respectively whose radii are less than 2|ε| and
with branch cuts made along the straight line passing through the points λ =
−ε, 0, ε, as illustrated in Figure 5 below. Equation (35) has fundamental solutions
Y (±ε)(λ) which are analytic in the cut disks Ω±(ε) of the following form,
Y (±ε)(λ) =
( ∞∑
n=0
Gn,±ε(λ∓ ε)n
)
(λ∓ ε)Λ±ε , λ ∈ Ω±ε,
where G0,±ε are fixed matrices which diagonalise the residue matrices A(±ε, ε)
and all other terms of the series are determined by certain recursion formulae.
 
 
 
  
-  
  
  -  
    
Fig. 5. An illustration of the neighbourhoods Ω±ε with branch cuts in which we define
the fundamental solutions Y (±ε)(λ).
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We now turn our attention to the confluent equation (36). Denote by µ1 and
µ2 the eigenvalues of the leading matrix of A(λ, 0) at λ = 0 (by assumption,
µ1 6= µ2) and let,
ri,j =
{
λ : Re
(
µi − µj
λ
)
= 0, Im
(
µi − µj
λ
)
> 0
}
, i, j ∈ {1, 2},
be the Stokes rays. We denote by S0 and S1 open sectors whose union is a
punctured neighbourhood of λ = 0, each of which: has an opening greater than
pi; contains only one Stokes ray and does not contain the other Stokes ray at its
boundary. An illustration of such Stokes rays and sectors is given below.
 
  
     
     
       S 
     S 
 
1 
0 
Fig. 6. An illustration of the Stokes rays ri,j and sectors S0 and S1.
We can cover all of the sheets of the Riemann surface of the logarithm at
λ = 0 by extending the notation as follows,
λ ∈ Sk+2 ⇔ λe−2pii ∈ Sk.
From the standard theory of linear systems of ordinary differential equations,
there exists a number R sufficiently large such that, for all k ∈ Z, there exist
fundamental solutions Y (0,k)(λ) of the non-perturbed equation (36) analytic in
the sectors Sk such that,
Y (0,k)(λ) ∼
( ∞∑
n=0
Hnλ
n
)
λΘ0exp
(
λ−1
(
µ1 0
0 µ2
))
, as λ→ 0, λ ∈ Sk,
where H0 is a fixed matrix which diagonalises the leading term of A(λ, 0) at
λ = 0, all other terms of the series and the diagonal matrix Θ are uniquely
determined by certain recursion relations. Each solution Y (0,k)(λ) is uniquely
specified by the above asymptotic relation.
We define open sectors σ±ε(ε) ⊂ Ω± with base points at λ = ±ε respectively
whose openings do not contain the branch cut between −ε and ε as illustrated
in Figure 7 below.
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-  
          
  -      
Fig. 7. An illustration of the sectors σ±ε(ε).
We impose the condition that, as ε → 0 along a ray, the sector σε(ε) (resp.
σ−ε(ε)) is translated along a ray to zero and becomes in agreement with the
sector Sk+1 (resp. Sk), for some k ∈ Z. We write this condition as follows,
lim
ε→0
σε(ε) = Sk+1 and lim
ε→0
σ−ε(ε) = Sk. (37)
Theorem 2. Let the fundamental solutions Y (ε)(λ), Y (−ε)(λ) and Y (0,k)(λ) and
the sectors σε(ε), σ−ε(ε) and Sk be defined as above. There exist diagonal ma-
trices Kε and K−ε such that we have the following limits,
lim
ε→0
Y (ε)(λ)
∣∣∣
λ∈σε(ε)
Kε = Y
(0,k+1)(λ),
lim
ε→0
Y (−ε)(λ)
∣∣∣
λ∈σ−ε(ε)
K−ε = Y (0,k)(λ),
uniformly for λ ∈ Sk+1, Sk respectively, as ε belongs to a fixed ray.
Remark 4. It is well-known that, when solving a linear ordinary differential equa-
tion around a Fuchsian singular point, the maximal radius we may take for the
neighbourhood on which we can define an analytic solution is the distance to
the nearest singularity. For the perturbed equation (35), as ε becomes arbitrar-
ily small it is clear from the hypotheses on A(λ, ε) that the closest singularity
to λ = ±ε will be λ = ∓ε respectively. We have illustrated the domains Ω±ε
in Figure 5 with the maximal radii for which it is possible to define analytic
solutions. Observe that the neighbourhoods of analyticity of the fundamental
solutions diminish as ε→ 0. The intelligent part of restricting the fundamental
solutions Y (±ε)(λ) to the sectors σ±ε(ε) as drawn in Figure 7, rather than the
neighbourhoods Ω±ε, is that the radii of these sectors need not be restricted to
the distance to the nearest singularity. Indeed, by construction, the singularity
λ = ±ε will not be inside the sector σ∓ε(ε) respectively. In particular, this means
that the radii of these sectors need not vanish.
By the same reasoning as in the previous remark, it is without loss of gen-
erality that we may assume σε(ε) ∩ σ−ε(ε) 6= ∅ for ε sufficiently close to zero.
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Accordingly, since we have two fundamental solutions defined on this intersec-
tion, they must be related by multiplication by a constant invertible matrix on
the right, namely,
Y (ε)(λ) = Y (−ε)(λ)C, λ ∈ σε(ε) ∩ σ−ε(ε), (38)
for some connection matrix C ∈ GL2(C). Similarly, the two fundamental solu-
tions Y (0,0)(λ) and Y (0,1)(λ) of the confluent equation must be related to each
other by multiplication by a constant invertible matrix on the right on the in-
tersection S0 and S1, namely,
Y (0,1)(λ) = Y (0,0)(λ)S, λ ∈ S0 ∩S1, (39)
for some Stokes matrix S ∈ GL2(C).
Corollary 1. Let the fundamental solutions Y (ε)(λ), Y (−ε)(λ) and Y (0,k)(λ)
and the sectors σε(ε), σ−ε(ε) and Sk be defined as above; let K±ε be matrices
satisfying Theorem 2 and let C and S be the matrices defined by (38) and (39)
respectively. We have the following limit,
lim
ε→0
K−1−εCKε = S, (40)
as ε belongs to a fixed ray.
In (40) it is clear how to obtain one of the Stokes matrices at the point λ = 0
of the confluent equation. In order to obtain the second Stokes matrix we take
ε→ 0 along the opposite ray to the one already considered. Rather than having
the limits in (37), we would now have, for example, that σε(ε) tends to Sk
and σ−ε(ε) tends to Sk−1. In this way, we use the limit in (40) to produce the
other Stokes matrix. We will explain all of these details and calculate everything
explicitly for each of the cases we consider.
Limits of solutions As outlined above, our confluence procedure is to introduce
the new variable z by the substitution x = zα and take the limit α → ∞. For
the remainder of this chapter we must be careful in which way we are taking
α to infinity, for example it would be inconvenient for us if α spiralled towards
infinity. We will consider two limits along fixed rays: one with arg(α) = pi2 and
the other with arg(α) = −pi2 .
Obtaining the solutions Y˜ (∞,k)(z) We now turn our attention to the main
problem of how to obtain fundamental solutions at the double pole of the conflu-
ent equation from solutions at the merging simple poles of the original equation.
We first examine the behaviour of the fundamental solutions at x =∞, as given
in (8). Observe that these solutions are expressed using the Gauss 2F1 series in
the variable x−1 ≡ αz , which diverge for |x−1| > 1 ⇔ |z| < |α|. In this case, we
clearly do not have uniform convergence with respect to α and we need to use
Glutsyuk’s Theorem 2.
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The fundamental set of solutions (8) are written in canonical form. However,
we will rewrite the solution y
(∞)
1 (x) using one of Kummer relations as follows,
y
(∞)
1 (x) = (−x)−α 2F1
(
α, α+ 1− γ
α+ 1− β ;x
−1
)
, x ∈ Ω∞,
= (−x)β−γ(1− x)γ−α−β 2F1
(
1− β, γ − β
α+ 1− β ;x
−1
)
, x ∈ Ω̂∞, (41)
where the new domain Ω̂∞ is defined as,
Ω̂∞ = {x : |x| > 1, −pi ≤ arg(−x) < pi, −pi ≤ arg(1− x) < pi} .
There is no need to rewrite the solution y
(∞)
2 (x) as given in (8) as it is already
in a suitable form, this is explained in Lemma 5 below. We note that the above
two forms of the solution y
(∞)
1 (x) are equivalent on the domain Ω∞ ∩ Ω̂∞.
The condition imposed on arg(1 − x) in Ω̂∞ is only necessary to deal with the
term (1 − x)γ−α−β . After making the substitution x = zα and taking the limit
α→∞we have(
1− z
α
)γ−α−β
= exp
(
(γ − α− β) log
(
1− z
α
))
,
= exp
(
(γ − α− β)
(
− z
α
+O (α−2))) ,
= ez
(
1 +O (α−1)) . (42)
This computation shows how to asymptotically pass from power-like behaviour
to exponential behaviour as α → ∞. Moreover, with this new form of y(∞)1 (x)
we are ready to state the following lemma.
Lemma 5. Let y
(∞)
2 (x) be given by (8) and y
(∞)
1 (x) be given in its new form by
(41). After the substitution x = zα , the terms of these series tend to the terms
in the formal series solutions y˜
(∞)
1,f (z) and y˜
(∞)
2,f (z) as given by (27), namely we
have the following limits:
lim
α→∞
(1− β)n(γ − β)nαn
(α+ 1− β)nn!zn =
(γ − β)n(1− β)n
n!zn
,
lim
α→∞
(β)n(β + 1− γ)nαn
(β + 1− α)nn!zn = (−1)
n (β)n(β + 1− γ)n
n!zn
.
Proof. By direct computation, using
αn
(α+ 1− β)n = 1 +O
(
α−1
)
and
αn
(β + 1− α)n = (−1)
n +O (α−1) .
Remark 5. Lemma 5 is stated in terms of the solutions of the scalar hyperge-
ometric equations (1) and (2). From the viewpoint of working with the (2 × 2)
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equations (5) and (20), we rewrite the solution Y (∞)(x), as given in (11), as
follows,
Y (∞)(x) = R∞
∞∑
n=0
gn,∞x−n(−x)−Θ∞ , x ∈ Ω∞,
= R∞
∞∑
n=0
ĝn,∞x−n(−x)−Θ∞−Θ1(1− x)Θ1 , x ∈ Ω̂∞, (43)
where ĝ0,∞ = I and we find all other coefficients ĝn,∞, n ≥ 1, from the recursive
relation,
nĝn,∞ + [ĝn,∞, Θ∞Y ] = −R−1∞YA1YR∞Y
n−1∑
l=0
ĝl,∞ +
n−1∑
l=0
ĝl,∞Θ1.
This recursion equation only differs from that for gn,∞, given in the proof of
Lemma 2, by the final summation term. We find the solution to this equation is,
ĝn,∞ =
(
(1−β)n(γ−β)n
(α+1−β)nn! −
(β)n−1(β+1−γ)n−1
(β+1−α)n−1(n−1)!
α(1−β)(β−γ)(α+1−γ)
(α−β)(α+1−β)2(α+2−β)
(2−β)n−1(γ+1−β)n−1
(α+3−β)n−1(n−1)!
(β−1)n(β−γ)n
(β−α−1)nn!
)
. (44)
The transformation (43) is analogous to Kummer relation (41). We note that,
Y (∞)
( z
α
)
= R∞
∞∑
n=0
ĝn,∞αnz−n
(
(−α)γ−βzβ−γ (1− zα)γ−α−β 0
0 (−α)β−1z1−β
)
,
≡ R∞
(
1 0
0 α−1
)(
1 0
0 α
) ∞∑
n=0
ĝn,∞αnz−n
(
1 0
0 α−1
)
(
zβ−γ
(
1− zα
)γ−α−β
0
0 z1−β
)(
(−α)γ−β 0
0 −(−α)β
)
.
The limits analogous to those in Lemma (5) are stated as follows: we have the
following limit of the leading matrix,
lim
α→∞R∞
(
1 0
0 α−1
)
= lim
α→∞
(
1 0
0 (β−α)(α+1−β)α(β−1)(β−γ)
)(
1 0
0 α−1
)
,
=
(
1 0
0 −1(β−1)(β−γ)
)
= R˜∞,
and for the terms of the new series,
lim
α→∞
(
1 0
0 α
)
αnĝn,∞
(
1 0
0 α−1
)
= hn,∞,
where ĝn,∞ and hn,∞ are given by (44) and (24) respectively. Hence, we under-
stand that a term-by-term limit of the solution,
Y (∞)
( z
α
) ( (−α)β−γ 0
0 −(−α)−β
)
,
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produces the formal solution Y˜
(∞)
f (z), which is analogous to (25).
We now turn our attention to the fundamental solutions at x = 1, as given
in canonical form in (7). Observe that these solutions are expressed using Gauss
hypergeometric 2F1 series in the variable (1 − x) ≡ (1 − zα ), which diverge for|1− x| > 1⇔ |z−α| > |α|. As with the fundamental solutions at x =∞, we do
not have uniform convergence with respect to α here. Rather than keeping these
solutions in canonical form, we use two more of Kummer relations to rewrite
them as follows,
y
(1)
1 (x) = (1− x)γ−α−β 2F1
(
γ − α, γ − β
γ + 1− α− β ; 1− x
)
x ∈ Ω1,
= xβ−γ(1− x)γ−α−β 2F1
(
γ − β, 1− β
γ + 1− α− β ; 1− x
−1
)
, x ∈ Ω̂1, (45)
y
(1)
2 (x) = 2F1
(
α, β
α+ β + 1− γ ; 1− x
)
x ∈ Ω1,
= x−β 2F1
(
β + 1− γ, β
α+ β + 1− γ ; 1− x
−1
)
, x ∈ Ω̂1, (46)
where the new domain Ω̂1 is defined as,
Ω̂1 =
{
x :
∣∣1− x−1∣∣ < 1, −pi ≤ arg(x) < pi, −pi ≤ arg(1− x) < pi} .
We note that the two forms of these solutions are equivalent on the domain
Ω1 ∩ Ω̂1. There is a very simple philosophical reason why we rewrite the series
in these solutions with (1 − x−1)n, rather than (1 − x)n: after the change of
variable x = zα , we want to produce a formal series in z
−n. Similarly as before,
the computations ending in (42) show how the solution y
(1)
1 (x) asymptotically
passes from power-like behaviour to exponential behaviour as α→∞. Moreover,
the terms of the series in these new forms of y
(1)
1 (x) and y
(1)
2 (x) satisfy the lemma
below.
Lemma 6. Let y
(1)
1 (x) and y
(1)
2 (x) be given in their new forms by (45) and
(46) respectively. After the substitution x = zα , the terms of these series tend to
the terms in the formal series solutions y˜
(∞)
1,f (z) and y˜
(∞)
2,f (z) as given by (27),
namely we have the following limits:
lim
α→∞
(γ − β)n(1− β)n(z − α)n
(γ + 1− α− β)nn!zn =
(γ − β)n(1− β)n
n!zn
,
lim
α→∞
(β + 1− γ)n(β)n(z − α)n
(α+ β + 1− γ)nn!zn = (−1)
n (β)n(β + 1− γ)n
n!zn
.
Proof. By direct computation, after expanding the powers of (z − α) and the
Pochhammer symbols to find,
(z − α)n
(γ + 1− α− β)n = 1 +O
(
α−1
)
and
(z − α)n
(α+ β + 1− γ)n = (−1)
n +O (α−1) .
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This lemma shows that term-by-term limits of the solutions,
y
(1)
1 (zα
−1) αβ−γ and − y(1)2 (zα−1) α−β , (47)
produce the formal solutions,
y˜
(∞)
1,f (z) and y˜
(∞)
2,f (z),
respectively. The factors αβ−γ and α−β in (47) are necessary because of the
terms,
xβ−γ ≡ zβ−γαγ−β and x−β ≡ z−βαβ ,
in the solutions y
(1)
1 (x) and y
(1)
2 (x) respectively. We note that the direction in
which α→∞ is not yet important for this lemma. The importance of this lemma
is shown in the proof of our Main Theorem 3.
Remark 6. Similarly as in Remark 5, we may consider the viewpoint of working
with the (2×2) equations (5) and (20) and rewrite the solution Y (1)(x), as given
in (10), as follows,
Y (1)(x) = R1
∞∑
n=0
gn,1(1− x)n(1− x)Θ1 , x ∈ Ω1,
= R1
∞∑
n=0
ĝn,1
(
1− x−1)n x−Θ∞−Θ1(1− x)Θ1 , x ∈ Ω̂1, (48)
where ĝ0,1 = I and we find all other coefficients ĝn,1, n ≥ 1, from the recursive
equation,
[ĝn,1, Θ1] + nĝn,1 = (n− 1)ĝn−1,1 + ĝn−1,1(Θ1 +Θ∞) +R−11 A0R1ĝn−1,1.
This recursion equation differs quite significantly from that for gn,1, given in the
proof of Lemma 2. We find the solution to this equation is,
ĝn,1 =
 (1−β)n(γ−β)n(γ+1−α−β)nn! (β)n(β+1−γ)n(α+β+1−γ)nn! − (β)n−1(β+1−γ)n−1(α+β+1−γ)n−1(n−1)!
1
α
(
(2−β)n(γ+1−β)n
(γ+1−α−β)nn! −
(2−β)n−1(γ+1−β)n−1
(γ+1−α−β)n−1(n−1)!
)
α+1−γ
(β−1)(β−γ)
(β−1)n(β−γ)n
(α+β+1−γ)nn!
 .
(49)
The transformation (48) is analogous to Kummer relations (45) and (46). We
note that,
Y (1)
( z
α
)
= R1
∞∑
n=0
ĝn,1
(
1− α
z
)n(αγ−βzβ−γ (1− zα)γ−α−β 0
0 αβ−1z1−β
)
,
≡ R1
(
1 0
0 −α−1
)(
1 0
0 −α
)
,
∞∑
n=0
ĝn,1
(
1− α
z
)n(1 0
0 −α−1
)
(
zβ−γ
(
1− zα
)γ−α−β
0
0 z1−β
)(
αγ−β 0
0 −αβ
)
.
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The limits analogous to those in Lemma 6 are stated as follows: we have the
following limit of the leading matrix,
lim
α→∞R1
(
1 0
0 −α−1
)
= lim
α→∞
(
1 1
1
α
α+1−γ
(β−1)(β−γ)
)(
1 0
0 −α−1
)
,
=
(
1 0
0 −1(β−1)(β−γ)
)
= R˜∞,
and for the terms of the new series,
lim
α→∞
(
1 0
0 −α
)
(−α)nĝn,1
(
1 0
0 −α−1
)
= hn,∞,
where ĝn,1 and hn,∞ are given by (49) and (24) respectivey. Hence, we understand
that a term-by-term limit of the solution,
Y (1)
( z
α
) (αβ−γ 0
0 −α−β
)
,
produces the formal solution Y˜
(∞)
f (z), which is analogous to (47).
Having understood how to take term-by-term limits of the series solutions of
Gauss equation around x = 1 and∞ to produce the formal solutions of Kummer
equation around z = ∞, we now show how to apply Glutsyuk’s Theorem 2 to
Gauss hypergeometric equation. Let η ∈ (0, pi2 ) be some fixed value. We define
the following sectors,
S˜k :=
{
z : arg(z)− kpi ∈
(
η − pi
2
,
3pi
2
− η
)}
, (50)
we note that if z ∈ S˜k then z ∈ Σ˜k. The presence of η is to ensure that the
boundaries of the sectors S˜k do not contain a Stokes ray, as is necessary in the
hypothesis of Glutsyuk’s Theorem 2. We note that this condition is not satisfied
by the sectors Σ˜k defined in Theorem 1, which are the maximal sectors on which
we can define single-valued analytic fundamental solutions.
We also define the following sectors,
σα(α) :=
{
z :
∣∣1− αz ∣∣ < |α|2, arg ( zα) ∈ (η − pi, pi − η),
arg
(
1− zα
) ∈ (η − pi, pi − η)
}
, (51)
σ∞(α) :=
{
z :
arg
(−zα−1) ∈ (η − pi, pi − η),
arg
(
1− zα
) ∈ (η − pi, pi − η)
}
. (52)
We note that if z is sufficiently close to α with z ∈ σα(α) then x = zα ∈ Ω̂1
and if z is sufficiently large with z ∈ σ∞(α) then x = zα ∈ Ω̂∞. These sectors
will be the new domains of our solutions y
(1)
1 (zα
−1), y(1)2 (zα
−1) and y(∞)1 (zα
−1),
y
(∞)
2 (zα
−1) respectively, they are illustrated below.
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Fig. 8. Sectors σα(α) and σ∞(α).
Compared with the domains Ω̂1 and Ω̂∞, which are disks with branch cuts,
the sectors σα(α) and σ∞(α) have larger radii and do not contain any part
of the branch cut between α and ∞. We can analytically extend our solutions
y
(1)
k (zα
−1) and y(∞)k (zα
−1), k = 1, 2, to these larger domains because the singu-
larity z = ∞ (resp. z = α) can never lie inside the sector σα(α) (resp. σ∞(α))
or on its boundary. That is the key reason to restrict our solutions to sectors
rather than disks.
We examine the sector σα(α) more closely. From the first condition,∣∣∣1− α
z
∣∣∣ < |α|2 ⇔ ∣∣∣∣ 1α − 1z
∣∣∣∣ < |α|,
observe that as α → ∞ the radius of this sector becomes infinite, indeed the
above inequality becomes simply |z| > 0. Furthermore, as α → ∞ along a ray,
the base point of the sector σα(α) is translated along that ray, tending to infinity.
We illustrate this phenomenon in Figure 9 below.
 
 
 
 
       
    
   
   
Fig. 9. As α→∞ along a ray, the sector σα(α) is translated along the branch cut and
becomes in agreement with the sector Φ˜ :=
{
z :
∣∣arg ( z
α
)∣∣ < pi − η}.
In the two limit directions we are concerned with, for arg(α) = ±pi2 , we have,
arg
( z
α
)
∈ (η − pi, pi − η) ⇔ arg(z) ∈
(
η − pi ± pi
2
, pi ± pi
2
− η
)
,
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For the sector σ∞(α), whose base point is already fixed at infinity, we have,
arg
(
− z
α
)
∈ (η − pi, pi − η) ⇔ arg(z) ∈
(
η ± pi
2
, 2pi ± pi
2
− η
)
,
recall from (42) that the condition on arg
(
1− zα
)
in σ∞(α) does not play a role
after taking the limit. With these considerations in mind, we write,
lim
α→∞
arg(α)=−pi2
σα(α) = S˜−1, limα→∞
arg(α)=−pi2
σ∞(α) = S˜0,
lim
α→∞
arg(α)=pi2
σα(α) = S˜0, limα→∞
arg(α)=pi2
σ∞(α) = S˜1.
We now apply Glutsyuk’s Theorem 2 with the (2×2) hypergeometric equation
(5) in place of the perturbed equation and the confluent hypergeometric equation
(20) in place of the non-perturbed equation. Glutsyuk’s theorem asserts the
existence of invertible diagonal matrices K±∞(α) and K
±
1 (α) such that:
lim
α→∞
arg(α)=−pi2
Y (1)
(
zα−1
)∣∣∣
z∈σα(α)
K−1 (α) = Y˜
(∞,−1)(z), (53)
lim
α→∞
arg(α)=−pi2
Y (∞)
(
zα−1
)∣∣∣
z∈σ∞(α)
K−∞(α) = Y˜
(∞,0)(z), (54)
uniformly for z ∈ S˜−1 and z ∈ S˜0 respectively, and:
lim
α→∞
arg(α)=pi2
Y (1)
(
zα−1
)∣∣∣
z∈σα(α)
K+1 (α) = Y˜
(∞,0)(z), (55)
lim
α→∞
arg(α)=pi2
Y (∞)
(
zα−1
)∣∣∣
z∈σ∞(α)
K+∞(α) = Y˜
(∞,1)(z), (56)
uniformly for z ∈ S˜0 and z ∈ S˜1 respectively. We note that since we are consid-
ering two limits, namely one with arg(α) = pi2 and another with arg(α) = −pi2 ,
we have distinguished the diagonal matrices in each case with a superscript + or
− respectively. Due to the asymptotics of the fundamental solutions of Kummer
equation as given in Theorem 1, each of these four limits is asymptotic to the
formal fundamental solution Y˜
(∞)
f (z) as z → ∞ with z belonging to the corre-
sponding sector.
Equivalently, from the viewpoint of studying the classical scalar hyperge-
ometric equations (1) and (2), Glutsyuk’s Theorem 2 asserts the existence of
scalars k±1,∞(α), k
±
2,∞(α), k
±
1,1(α) and k
±
2,1(α) such that, for j ∈ {1, 2}:
lim
α→∞
arg(α)=−pi2
y
(1)
j (zα
−1)
∣∣∣
z∈σα(α)
k−j,1(α) = y˜
(∞,−1)
j (z), (57)
lim
α→∞
arg(α)=−pi2
y
(∞)
j (zα
−1)
∣∣∣
z∈σ∞(α)
k−j,∞(α) = y˜
(∞,0)
j (z), (58)
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uniformly for z ∈ S˜−1 and S˜0 respectively, and:
lim
α→∞
arg(α)=pi2
y
(1)
j (zα
−1)
∣∣∣
z∈σα(α)
k+j,1(α) = y˜
(∞,0)
j (z), (59)
lim
α→∞
arg(α)=pi2
y
(∞)
j (zα
−1)
∣∣∣
z∈σ∞(α)
k+j,∞(α) = y˜
(∞,1)
j (z), (60)
uniformly z ∈ S˜0 and S˜1 respectively.
Having applied Glutsyuk’s theorem to our confluence of the hypergeometric
equation, we now focus on understanding what we can deduce about these scalars
k±j,∞(α) and k
±
j,1(α), j = 1, 2. We are ready to state our first main theorem.
Theorem 3. If k±j,∞(α) and k
±
j,1(α) are scalars satisfying (57)-(60), then these
numbers satisfy the following limits,
lim
α→∞
arg(α)=±pi2
k±1,∞(α) (−α)γ−β = 1, (61)
lim
α→∞
arg(α)=±pi2
−k±2,∞(α) (−α)β = 1, (62)
lim
α→∞
arg(α)=±pi2
k±1,1(α) α
γ−β = 1, (63)
lim
α→∞
arg(α)=±pi2
−k±2,1(α) αβ = 1. (64)
Proof. In either case arg(α) = pi2 or −pi2 , let S ∗ be a closed, proper subsector of
S˜1 or S˜0 respectively. Combining the statements (58) and (60), together with
the asymptotic behaviour (23), we have,
lim
α→∞
arg(α)=±pi2
y
(∞)
1 (zα
−1)
∣∣∣
z∈σ∞(α)
k±1,∞(α) ∼ y˜(∞)1,f (z), as z →∞, z ∈ S ∗. (65)
We now re-write y
(∞)
1 (zα
−1) using Kummer transformation as in (41),
y
(∞)
1
(
zα−1
)∣∣∣
z∈σ∞(α)
= zβ−γ(−α)γ−β
(
1− z
α
)γ−α−β ∞∑
n=0
(1− β)n(γ − β)nαn
(α+ 1− β)nn!zn
∣∣∣∣∣
z∈σ∞(α)
.
We therefore deduce,
lim
α→∞
arg(α)=±pi2
zβ−γ(−α)γ−β
(
1− z
α
)γ−α−β ∞∑
n=0
(1− β)n(γ − β)nαn
(α+ 1− β)nn!zn
∣∣∣∣∣
z∈σ∞(α)
k±1,∞(α)
= lim
α→∞
arg(α)=±pi2
zβ−γ(−α)γ−βez
∞∑
n=0
(1− β)n(γ − β)nαn
(α+ 1− β)nn!zn
∣∣∣∣∣
z∈σ∞(α)
k±1,∞(α).
Stokes phenomenon in the confluent hypergeometric equation 27
Combining this with (65) and writing y˜
(∞)
1,f (z) as in (27), we have,
lim
α→∞
arg(α)=±pi2
∞∑
n=0
(1− β)n(γ − β)nαn
(α+ 1− β)nn!zn
∣∣∣∣∣
z∈σ∞(α)
(−α)γ−βk±1,∞ ∼
∞∑
n=0
(γ − β)n(1− β)n
n!zn
,
as z →∞ for z ∈ S ∗.
We now define w = z−1 so that w → 0 ⇔ z → ∞ and we can apply the
following classical result [11]:
Lemma 7. Let f(w) be holomorphic in an open sector σ at w = 0 and let σ∗
be a closed, proper sub-sector of σ. If,
f(w) ∼
∞∑
n=0
anw
n, as w → 0, w ∈ σ,
then:
an =
1
n!
lim
w→0
w∈σ∗
f (n)(z),
where f (n)(w) denotes the nth derivative of f(w),
to find,
(γ − β)n(1− β)n
n!
=
1
n!
lim
w→0
w−1∈S ∗
dn
dwn
lim
α→∞
arg(α)=±pi2
∞∑
l=0
(1− β)l(γ − β)lαlwl
(α+ 1− β)ll!
∣∣∣∣∣
w−1∈σ∞(α)
(−α)γ−βk±1,∞(α).
We proceed to treat the limits on the right hand side with special care. We first
note that, due to the uniformity of the limits (58) and (60), we may interchange
the limit in α with the derivative and the limit in w as follows,
(γ − β)n(1− β)n
n!
=
1
n!
lim
α→∞ limw→0
w−1∈S ∗
dn
dwn
∞∑
l=0
(1− β)l(γ − β)lαlwl
(α+ 1− β)ll!
∣∣∣∣∣
w−1∈σ∞(α)
(−α)γ−βk±1,∞(α).
The next step is to notice that the series inside the limits on the right hand side
represents an analytic function (or at least its analytic extension to the sector
σ∞(ε) does). We may therefore interchange the derivative and series as follows,
(γ − β)n(1− β)n
n!
=
1
n!
lim
α→∞
arg(α)=±pi2
lim
w→0
w−1∈S ∗
∞∑
l=0
dn
dwn
(1− β)l(γ − β)lαlwl
(α+ 1− β)ll!
∣∣∣∣∣
w−1∈σ∞(α)
(−α)γ−βk±1,∞(α) =
1
n!
lim
α→∞
arg(α)=±pi2
lim
w→0
w−1∈S ∗
∞∑
l=0
(l + n)!
l!
(1− β)l+n(γ − β)l+nαl+nwl
(α+ 1− β)l+n(l + n)!
∣∣∣∣∣
w−1∈σ∞(α)
(−α)γ−βk±1,∞(α).
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Furthermore, due to the analyticity of the series on the right hand side, its limit
as w → 0 certainly exists and is simply equal to the first term of the series. We
finally deduce,
(γ − β)n(1− β)n
n!
=
1
n!
lim
α→∞
arg(α)=±pi2
n!
(1− β)n(γ − β)nαn
(α+ 1− β)nn! (−α)
γ−βk±1,∞(α). (66)
Therefore
lim
α→∞
arg(α)=±pi2
(1− β)n(γ − β)nαn
(α+ 1− β)nn! (−α)
γ−βk±1,∞(α)
=
(1− β)n(γ − β)n
n!
lim
α→∞
arg(α)=±pi2
(−α)γ−βk±1,∞(α).
Comparing with the left hand side of (66) we deduce the desired result (61). The
limit (62) can be proved by using y
(∞)
2 (zα
−1) as given by (8). The limits (63)
and (64) can be proved using y
(1)
1 (zα
−1) and y(1)2 (zα
−1) as given by (45) and
(46) and using Lemma 6 in place of Lemma 5.
Remark 7. Returning to the point of view of studying the hypergeometric equa-
tions as the (2× 2) equations (5) and (20), our Main Theorem 3 may be equiv-
alently stated as follows. If K±1 (α) and K
±
∞(α) are diagonal matrices satisfying
(53)-(56), then they satisfy the following:
lim
α→∞
arg(α)=±pi2
K±∞(α)
(
(−α)γ−β 0
0 −(−α)β
)
= I, (67)
lim
α→∞
arg(α)=±pi2
K±1 (α)
(
αγ−β 0
0 −αβ
)
= I. (68)
These limits can be proved in an analogous way to the limits in our Main The-
orem 3 by using Remarks 5 and 6 in place of Lemmas 5 and 6 respectively.
Obtaining Y˜ (0)(z) from Y (0)(z)
Since the substitution x = zα and limit α→∞ do not interfere with the nature
of the Fuchsian singularity x = 0, corresponding to z = 0, this limit is much
easier. We will only consider the limit along arg(α) = −pi2 , the other case is
completely analogous even though it requires to change the branch cut in Ω˜0.
Lemma 8. We have the following limit,
lim
α→∞ 2F1
(
α, β
γ
;
z
α
)
= 1F1
(
β
γ
; z
)
.
Proof. By taking the term by term limit in the series for 2F1 we obtain a uni-
formly convergent series that coincides with 1F1. We conclude by uniqueness of
Taylor series expansion for analytic functions.
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Theorem 4. Let y
(0)
k (x) and y˜
(0)
k (z), k = 1, 2, be defined as in (6) and (21)
respectively. For arg(α) = −pi2 , we have the following limits,
lim
α→∞
z∈ω0(α)
y
(0)
1
(
zα−1
)
α1−γ = y˜(0)1 (z),
lim
α→∞
z∈ω0(α)
y
(0)
2
(
zα−1
)
= y˜
(0)
2 (z),
z ∈ Ω˜0. (69)
where
ω0(α) =
{
z : |z| < |α|, −3
2
pi ≤ arg(z) < pi
2
}
.
Proof. Notice that for arg(α) = pi2 , x ∈ Ω0 ⇔ z ∈ ω0(α). Since the radius of
this neighbourhood clearly becomes infinite as α → ∞, if z ∈ ω0(α) for all |α|
sufficiently large, then the domain ω0 tends to the domain Ω˜0 (i.e. the domain
in our definition of the fundamental solutions of Kummer equation around z = 0
as given in Section 3).
Using Lemma 8, we compute the limits as follows,
lim
α→∞ y
(0)
1
(
zα−1
)
α1−γ = lim
α→∞ z
1−γ
2F1
(
α+ 1− γ, β + 1− γ
2− γ ;
z
α
)
= z1−γ 1F1
(
β + 1− γ
2− γ ; z
)
= y˜
(0)
1 (z), z ∈ Ω˜0,
and lim
α→∞ y
(0)
2
(
zα−1
)
= lim
α→∞ 2F1
(
α, β
γ
;
z
α
)
= 1F1
(
β
γ
; z
)
= y˜
(0)
2 (z), z ∈ Ω˜0,
as required.
Remark 8. The factor α1−γ in the first limit of Theorem 4 is necessary because
of the term,
x1−γ ≡ z1−γαγ−1,
in the solution y
(0)
1 (x), as given in (6).
Remark 9. We have stated Theorem 4 in terms of the solutions of the scalar
hypergeometric equatons (1) and (2). The limits (69) can be equivalently stated
in terms of the solutions of the (2× 2) equations (5) and (20): for arg(α) = ±pi2 ,
lim
α→∞
z∈ω0(α)
Y (0)
( z
α
)
αΘ0 = Y˜ (0)(z), z ∈ Ω˜0. (70)
To see how this is equivalent to (69), we observe that for the diagonalising
matrices we have
lim
α→∞R0 = limα→∞
(
1 1
α+1−γ
α(β−γ)
1
β−1
)
=
(
1 1
1
β−γ
1
β−1
)
= R˜0,
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and for the series, using Lemma 8,
lim
α→∞G0
(
zα−1
)
= lim
α→∞
 2F1
(
α+ 1− γ, β − γ
1− γ ;
z
α
)
,
z(α+1−γ)(1−β)
α(1−γ)(2−γ) 2F1
(
α+ 2− γ, β + 1− γ
3− γ ;
z
α
)
,
z(γ−β)
γ(γ−1) 2F1
(
α+ 1, β
γ + 1
; zα
)
2F1
(
α, β − 1
γ − 1 ;
z
α
)
 ,
=

1F1
(
β − γ
1− γ ; z
)
, z(γ−β)γ(γ−1) 1F1
(
β
γ + 1
; z
)
z(1−β)
(1−γ)(2−γ) 1F1
(
β + 1− γ
3− γ ; z
)
, 1F1
(
β − 1
γ − 1 ; z
)
 = H0(z).
Limits of monodromy data Summarising the results so far, in section 4.1
we showed how term-by-term limits of the solutions of Gauss equation around
x = ∞ and x = 1 produce the formal solutions of Kummer equation aroud
z = ∞. We then explained how Glutsyuk’s Theorem 2 asserts the existence of
certain scalars which multiply Gauss solutions so that their true limits exist and
are equal to the solutions of Kummer equation analytic in sectors at z = ∞.
We have also proved our Main Theorem 3, which establishes some important
limits which these factors must satisfy. We now bring these results together to
prove our second main theorem, concerned with explicitly producing the set of
monodromy data M˜ from the set M.
Theorem 5. Define the monodromy data of Gauss equation as given in (13)-
(18) and of Kummer equation as in (30)-(34). We have the following limits,
lim
α→∞
arg(α)=pi2
(
αγ−β 0
0 −αβ
)
C1∞
(
(−α)β−γ 0
0 −(−α)−β
)
= S˜0, (71)
lim
α→∞
arg(α)=−pi2
(
αγ−β 0
0 −αβ
)
C1∞
(
(−α)β−γ 0
0 −(−α)−β
)
= S˜−1, (72)
lim
α→∞
arg(α)=−pi2
(
αγ−1 0
0 1
)
C0∞
(
(−α)β−γ 0
0 −(−α)−β
)
= C˜0∞ (73)
Furthermore, as immediate consequences of the above limits of connection ma-
trices, we have the following limits of monodromy matrices,
lim
α→∞
arg(α)=−pi2
(
(−α)γ−β 0
0 −(−α)β
)
M0
(
(−α)β−γ 0
0 −(−α)−β
)
= M˜0, (74)
lim
α→∞
arg(α)=−pi2
(
(−α)γ−β 0
0 −(−α)β
)
M∞M1
(
(−α)β−γ 0
0 −(−α)−β
)
= M˜∞, (75)
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Proof. As part of the proof of this theorem, we will use the following elementary
lemma.
Lemma 9. Let f(α) and g(α) be matrices such that limα→∞ f(α)g(α) exists.
i) If limα→∞ det(f(α)) exists and is non-zero and det(f(α)) 6= 0 for all α
sufficiently large and if the limit limα→∞ f(α) exists and is invertible, then the
limit limα→∞ g(α) exists.
ii) If limα→∞ det(g(α)) exists and is non-zero and det(g(α)) 6= 0 for all α
sufficiently large and if the limit limα→∞ g(α) exists, then the limit limα→∞ f(α)
exists.
Let σα(α) and σ∞(α) be the sectors defined in (51) and (52) respectively. As
mentioned previously, if z ∈ σα(α) then x ∈ Ω1 and if z ∈ σ∞(α) then x ∈ Ω∞,
so that the connection matrix C1∞ remains valid for the solutions Y (1)(zα−1)
and Y (∞)(zα−1) restricted to the sectors σα(α) and σ∞(α) respectively. Since
the radii of these sectors do not diminish as α→∞, for |α| sufficiently large we
must have,
σα(α) ∩ σ∞(α) 6= ∅,
recall Figure 8. Therefore, for |α| sufficiently large, we have,
Y (∞)
(
zα−1
)
= Y (1)
(
zα−1
)
C1∞, z ∈ σα(α) ∩ σ∞(α). (76)
Let S˜k be the sectors defined in (50). To prove the first limit (71), we first give a
proof of Glutsyuk’s Corollary 1 in our case. We multiply by the matrices K+∞(α)
and K+1 (α) and take the limit α→∞, with arg(α) = pi2 , so that (76) becomes,
lim
α→∞
arg(α)=pi2
Y (∞)(zα−1)
∣∣∣
z∈σ∞(α)
K+∞(α)
= lim
α→∞
arg(α)=pi2
Y (1)(zα−1)
∣∣∣
z∈σα(α)
K+1 (α)
(
K+1 (α)
)−1
C1∞K+∞(α), (77)
for z ∈ S˜0 ∩ S˜1. We apply Lemma 9 i) with,
f(α) = Y (1)(zα−1)
∣∣∣
z∈σα(α)
K+1 (α) and g(α) =
(
K+1 (α)
)−1
C1∞K+∞(α).
Observe that the hypotheses of Lemma 9 hold: the limit,
lim
α→∞
arg(α)=pi2
f(α)g(α),
exists and equals Y˜ (∞,1)(z), by (56), and the limit,
lim
α→∞
arg(α)=pi2
f(α),
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exists and equals Y˜ (∞,0)(z), by (55), which is clearly invertible because it is a
fundamental solution. For all α, f(α) is also clearly invertible because it is a
fundamental solution. The limit,
lim
α→∞
arg(α)=pi2
g(α) = lim
α→∞
arg(α)=pi2
(
K+1 (α)
)−1
C1∞K+∞(α),
therefore exists and, from (77),
Y˜ (∞,1)(z) = Y˜ (∞,0)(z) lim
α→∞
arg(α)=pi2
(
K+1 (α)
)−1
C1∞K+∞(α), z ∈ S˜0 ∩ S˜1.
Recall that if z ∈ S˜k then z ∈ Σ˜k and recall Definition 3 of Stokes matrices,
namely we have,
Y˜ (∞,1)(z) = Y˜ (∞,0)(z)S˜0, z ∈ Σ˜0 ∩ Σ˜1.
We conclude that,
lim
α→∞
arg(α)=pi2
(
K+1 (α)
)−1
C1∞K+∞(α) = S˜0,
which is precisely Glutsyuk’s Corollary 1 in our case. Combining this with (67)
and (68), we compute,
S˜0 = limα→∞
arg(α)=pi2
(
K+1 (α)
)−1
C1∞K+∞(α),
= lim
α→∞
arg(α)=pi2
(
K+1 (α)
(
αγ−β 0
0 −αβ
)(
αβ−γ 0
0 −α−β
))−1
C1∞K+∞(α)
(
(−α)γ−β 0
0 −(−α)β
)(
(−α)β−γ 0
0 −(−α)−β
)
,
= lim
α→∞
arg(α)=pi2
(
αγ−β 0
0 −αβ
)
C1∞
(
(−α)β−γ 0
0 −(−α)−β
)
,
where we have implicitly used Lemma 9 again, this proves the first limit (71) of
the theorem. To prove the second limit (72), we multiply by the matrices K−∞(α)
and K−1 (α) and take the limit α→∞, with arg(α) = −pi2 , so that (76) becomes,
lim
α→∞
arg(α)=−pi2
Y (∞)(zα−1)
∣∣∣
z∈σ∞(α)
K−∞(α)
= lim
α→∞
arg(α)=−pi2
Y (1)(zα−1)
∣∣∣
z∈σα(α)
K−1 (α)
(
K−1 (α)
)−1
C1∞K−∞(α), (78)
for z ∈ S˜−1 ∩ S˜0. By following a similar procedure as above, using Lemma 9
and the relations (53) and (54), we deduce,
lim
α→∞
arg(α)=−pi2
(
K−1 (α)
)−1
C1∞K−∞(α) = S˜−1.
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Combining this with (67) and (68), we compute,
S˜−1 = limα→∞
arg(α)=−pi2
(
K−1 (α)
)−1
C1∞K−∞(α),
= lim
α→∞
arg(α)=−pi2
(
K−1 (α)
(
αγ−β 0
0 −αβ
)(
αβ−γ 0
0 −α−β
))−1
C1∞K−∞(α)
(
(−α)γ−β 0
0 −(−α)β
)(
(−α)β−γ 0
0 −(−α)−β
)
,
= lim
α→∞
arg(α)=−pi2
(
αγ−β 0
0 −αβ
)
C1∞
(
(−α)β−γ 0
0 −(−α)−β
)
,
where we have implicitly used Lemma 9, this proves the second limit (72) of the
theorem.
To prove the third limit (73) we first note that the curve γ∞0 which defines
the connection matrix C0∞ survives the confluence limit. In other words, after
the substitution x = zα , the curve does not diminish or become broken under
the limit α→∞. This fact is expressed as follows,
lim
α→∞
arg(α)=−pi2
γ∞0
[
Y (∞)K−∞(α)
] (
zα−1
)
= γ∞0
[
Y˜ (∞,0)
]
(z),
or equivalently, using the domains ω−0 (α) and Ω˜
−
0 defined in Sections 4.1 and 3
respectively,
lim
α→∞
arg(α)=−pi2
Y (0)
(
zα−1
)∣∣∣
z∈ω−0 (α)
C0∞
(
C1∞
)−1
K−∞(α) = Y˜
(0)(z)C˜0∞, z ∈ Ω˜−0 .
Combining this with the limits (70) and (67), we deduce the required result
(73) as follows, for z ∈ Ω˜−0 :
lim
α→∞
arg(α)=−pi2
Y (0)
(
zα−1
)∣∣∣
z∈ω−0 (α)
(
α1−γ 0
0 1
)(
αγ−1 0
0 1
)
C0∞
K−∞(α)
(
(−α)γ−β 0
0 −(−α)β
)(
(−α)β−γ 0
0 −(−α)−β
)
= Y˜ (0)(z) lim
α→∞
arg(α)=−pi2
(
αγ−1 0
0 1
)
C0∞
(
(−α)β−γ 0
0 −(−α)−β
)
= Y˜ (0)(z)C˜0∞,
⇔ lim
α→∞
arg(α)=−pi2
(
αγ−1 0
0 1
)
C0∞
(
(−α)β−γ 0
0 −(−α)−β
)
= C˜0∞,
where we have implicitly used Lemma 9.
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Having deduced the limit (73) of the connection matrix, the limit (74) follow
directly since M0 =
(
C0∞
)−1
e2piiΘ0C0∞ and Θ0 ≡ Θ˜0. For (74), we have,
lim
α→∞
arg(α)=−pi2
(
(−α)γ−β 0
0 −(−α)β
)
M0
(
(−α)β−γ 0
0 −(−α)−β
)
= lim
α→∞
arg(α)=−pi2
(
(−α)γ−β 0
0 −(−α)β
)(
C0∞
)−1
e2piiΘ0C0∞
(
(−α)β−γ 0
0 −(−α)−β
)
,
= lim
α→∞
arg(α)=−pi2
(
(−α)γ−β 0
0 −(−α)β
)(
C0∞
)−1(αγ−1 0
0 1
)
e2piiΘ0
(
α1−γ 0
0 1
)
C0∞
(
(−α)β−γ 0
0 −(−α)−β
)
,
=
(
C˜0∞
)−1
e2piiΘ˜0C˜0∞ = M˜0,
as required.
Explicit computations of limits of monodromy data Here we apply The-
orem 5 to calculate explicitly the Stokes’ matrices. We will use the following
classical facts:
lim
α→∞ a
c−bΓ (a+ b)
Γ (a+ c)
= 1, as a→∞, |arg(a)| < pi, (79)
Γ (a) ≡ pi
sin(pia)Γ (1− a) , (80)
lim
a→∞ e
ipia csc(pia) = 2i for Im(a) < 0. (81)
The proof of (81) is elementary, the proofs of (79) and (80) can be found in [13]
and [4].
Let C1∞ be given by (14). Using (−α) ≡ αeipi, we calculate,(
αγ−β 0
0 −α−β
)
C1∞
(
(−α)β−γ 0
0 −(−α)β
)
=
(
αγ−β 0
0 −α−β
)
(
eipi(γ−β) Γ (α+1−β)Γ (α+β−γ)Γ (α)Γ (α+1−γ) e
ipi(γ−α) Γ (β+1−α)Γ (α+β−γ)
Γ (β)Γ (β+1−γ)
eipiα Γ (α+1−β)Γ (γ−α−β)Γ (1−β)Γ (γ−β) e
ipiβ Γ (β+1−α)Γ (γ−α−β)
Γ (1−α)Γ (γ−α)
)(
(−α)β−γ 0
0 −(−α)β
)
,
=
(
Γ (α+1−β)Γ (α+β−γ)
Γ (α)Γ (α+1−γ) −epii(γ−α−β)αγ−2β Γ (β+1−α)Γ (α+β−γ)Γ (β)Γ (β+1−γ)
−epii(α+β−γ)α2β−γ Γ (α+1−β)Γ (γ−α−β)Γ (1−β)Γ (γ−β) Γ (β+1−α)Γ (γ−α−β)Γ (1−α)Γ (γ−α)
)
.
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Using (79), we find for the (1,1) and (2,2) elements:
lim
α→∞
arg(α)=±pi2
Γ (α+ 1− β)Γ (α+ β − γ)
Γ (α)Γ (α+ 1− γ) = 1,
and lim
α→∞
arg(α)=±pi2
Γ (β + 1− α)Γ (γ − α− β)
Γ (1− α)Γ (γ − α) = 1,
respectively, as required. We rewrite the (1,2) and (2,1) elements using (80) as
follows:
−epii(γ−α−β)αγ−2β Γ (β + 1− α)Γ (α+ β − γ)
Γ (β)Γ (β + 1− γ)
=
−eipi(γ−α−β)
sin(pi(α+ β − γ))α
γ−2β Γ (β + 1− α)
Γ (γ + 1− α− β)
pi
Γ (β)Γ (β + 1− γ) ,
and,
−eipi(α+β−γ)α2β−γ Γ (α+ 1− β)Γ (γ − α− β)
Γ (1− β)Γ (γ − β)
=
−eipi(α+β−γ)
sin(pi(γ − α− β))α
2β−γ Γ (α+ 1− β)
Γ (α+ β + 1− γ)
pi
Γ (1− β)Γ (γ − β) ,
respectively. As α → ∞, the dominant terms in these expressions are e∓ipiα
respectively; observe that, if arg(α) = ±pi2 then e±ipiα → 0 as α → ∞, as
required. Finally, for the most important computations, we have:
lim
α→∞
arg(α)=−pi2
−eipi(α+β−γ)
sin(pi(γ − α− β))︸ ︷︷ ︸
→ 2i by (81)
α2β−γ
Γ (α+ 1− β)
Γ (α+ β + 1− γ)︸ ︷︷ ︸
→ 1 by (79)
pi
Γ (1− β)Γ (γ − β) ,
=
2pii
Γ (1− β)Γ (γ − β) ≡ (S−1)2,1 ,
and,
lim
α→∞
arg(α)=pi2
−eipi(γ−α−β)
sin(pi(α+ β − γ))︸ ︷︷ ︸
→ 2i by (81)
αγ−2β
Γ (β + 1− α)
Γ (γ + 1− α− β)︸ ︷︷ ︸
→ eipi(γ−2β) by (79)
pi
Γ (β)Γ (β + 1− γ) ,
=
2piieipi(γ−2β)
Γ (β)Γ (β + 1− γ) ≡ (S0)1,2 ,
as required by formulae (30).
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A Appendix A: Gauss monodromy data and
Mellin-Barnes integral
Here, following [4], [13] and [1], we re-derive the classical formulae (13)-(15). This
is a worthwhile exercise as it gives a greater understanding of how to analytically
continue solutions and compute their monodromy data.
We will work with the following Mellin-Barnes integral,
1
2pii
∫ +i∞
−i∞
I(s, x) ds where I(s, x) =
Γ (α+ s)Γ (β + s)Γ (−s)
Γ (c+ s)
(−x)s, (82)
with |arg(−x)| < pi and whose path of integration is along the imaginary axis
with indentations as necessary so that the poles of Γ (α + s)Γ (β + s) lie on its
left and the poles of Γ (−s) lie on its right, as shown in Figure 10 below. It is
always possible to construct such a path as long as α and β /∈ Z≤0, which is a
general assumption since the case in which α or β ∈ Z≤0 corresponds to some
of the solutions in (6)-(8) being polynomials.
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Fig. 10. Path of integration with indentations as in (82).
We will prove the following proposition, which is sufficient to derive the
connection formulae (13)-(15).
Proposition 1. The integral as given by (82) satisfies the following properties:
1. for |arg(−x)| < pi,
1
2pii
∫ +i∞
−i∞
I(s, x) ds,
defines an analytic function of x;
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2. for |arg(−x)| < pi and |x| < 1,
1
2pii
∫ +i∞
−i∞
I(s, x) ds =
Γ (α)Γ (β)
Γ (γ)
y
(0)
2 (x),
where y
(0)
2 (x) is the solution of Gauss equation as given by (6).
3. for |arg(−x)| < pi and |x| > 1,
1
2pii
∫ +i∞
−i∞
I(s, x) ds =
Γ (α)Γ (β − α)
Γ (γ − α) y
(∞)
1 (x) +
Γ (β)Γ (α− β)
Γ (γ − β) y
(∞)
2 (x),
where y
(∞)
1 (x) and y
(∞)
2 (x) are the solutions of Gauss equation as given by
(8).
Proof. This proof is organised into three parts to prove each statement consec-
utively.
We start by proving the analyticity of the integral. We use Euler’s reflection
formula Γ (−s)Γ (s+ 1) = −pi csc(pis) to re-write the integrand,
I(s, x) = −Γ (α+ s)Γ (β + s)
Γ (c+ s)Γ (s+ 1)
pi
sin(pis)
(−x)s. (83)
Using the following asymptotic expansion of the Gamma function [13] §13.6,
Γ (s+ a) = ss+a−
1
2 e−s
√
2pi(1 + o(1)), with |s| large, (84)
which is valid for |arg(s+ a)| < pi, we deduce,
Γ (α+ s)Γ (β + s)
Γ (c+ s)Γ (s+ 1)
= O (|s|α+β−γ−1) , as |s| → ∞. (85)
Writing sin(pis) = 12i (e
ipis − e−ipis) we also deduce,
sin(pis) = O
(
e|s|pi
)
, as |s| → ∞, (86)
along the contour of integration (the imaginary axis). Combining (85) and (86),
the integrand has the following asymptotic behavior,
I(s, x) = O
(
|s|α+β−γ−1e−|s|pi(−x)s
)
, as |s| → ∞,
along the contour of integration, we therefore need only consider the analyticity
of the following integral,∫ +i∞
−i∞
e−|s|pi(−x)s ds
≡ i
∫ ∞
0
e−σpieiσ(log |x|+iarg(−x)) dσ − i
∫ ∞
0
e−σpie−iσ(log |x|+iarg(−x)) dσ.
(87)
We recall the following lemma, see for instance [13] §5.32,
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Lemma 10. If f : R→ R is a continuous function such that |f(t)| ≤ Kert for
constants K and r, then the integral
∫∞
0
f(t)e−λt dt defines an analytic function
of λ for r < Re(λ).
Applying this lemma to the first integral in (87), with r = −pi, K = 1 and
λ = arg(−x), we find an analytic function for −pi < arg(−x). Applying this
lemma to the second integral in (87), with r = −pi, K = 1 and λ = −arg(−x),
we find an analytic function for arg(−x) < pi. This concludes the proof that the
integral (82) defines an analytic function for −pi < arg(−x) < pi.
We now represent y
(0)
2 (x) using a Mellin-Barnes integral. We write I(s, x) as
in (83) and consider the following integral,
1
2pii
∫
CN
I(s, x) ds,
for N ∈ N≥0, where CN is the following semicircle,
CN =
{
s =
(
N +
1
2
)
eiθ : θ ∈
[
−pi
2
,
pi
2
]}
.
Let s ∈ CN , using formula (84) from above, we deduce the following asymptotic
behavior,
Γ (α+ s)Γ (β + s)
Γ (γ + s)Γ (s+ 1)
= O (Nα+β−γ−1) , as N →∞, (88)
and, using sin(pis) = 12i (e
ipis − e−ipis),
(−x)s
sin(pis)
= O
(
e(N+
1
2)(cos(θ) log |x|−sin(θ)arg(−x)−pi| sin(θ)|)
)
, as N →∞.
(89)
Since |arg(−x)| < pi, we write |arg(−x)| ≤ pi − δ for some δ > 0, so that,
± arg(−x) + pi ≥ δ ⇔ sin(θ)arg(−x) + | sin(θ)|pi ≥ | sin(θ)|δ,
⇔ e− sin(θ)arg(−x)−pi| sin(θ)| ≤ e−| sin(θ)|δ. (90)
Combining (88)-(90), the integrand has the following asymptotic behaviour for
s ∈ CN ,
I(s, x) = O
(
Nα+β−γ−1e(N+
1
2)(cos(θ) log |x|−| sin(θ)|δ)
)
, as N →∞.
Since cos(θ) and | sin(θ)| are even functions, we need only consider θ ∈ [0, pi2 ].
For θ ∈ [0, pi4 ], cos(θ) ≥ 1√2 and for θ ∈ [pi4 , pi2 ], sin(θ) ≥ 1√2 . Henceforth, we
impose the condition that |x| < 1, or equivalently log |x| < 0. For s ∈ CN we
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deduce:
I(s, x) =

O
(
Nα+β−γ−1e(
N+ 1
2)
1√
2
log |x|
)
, θ ∈ [0, pi4 ) ,
O
(
Nα+β−γ−1e(
N+ 1
2)
1√
2
(log |x|−δ)
)
, θ = pi4 ,
O
(
Nα+β−γ−1e
−(N+ 12) 1√2 δ
)
, θ ∈ (pi4 , pi2 ] ,
as N →∞. This shows that the integral of I(s, x) along the semicircle CN tends
to zero as N tends to infinity, for |x| < 1 and |arg(−x)| < pi. Due to Cauchy’s
theorem, we have,
1
2pii
(∫ +i∞
−i∞
−
∫ +i∞
(N+ 12 )i
−
∫
CN
−
∫ −(N+ 12 )i
−i∞
)
I(s, x) ds = −
N∑
n=0
Res
s=n
I(s, x).
(91)
We note that there is a minus sign since the path of integration is a contour
oriented clockwise, see Figure 11 below. Using Res
λ=−n
Γ (λ) = (−1)
n
n! , for n ≥ 0, we
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Fig. 11. Paths of integration along the imaginary axis and the semicircle CN as in
(91).
compute the residues to find,
1
2pii
∫ +i∞
−i∞
I(s, x) ds = lim
N→∞
N∑
n=0
Γ (α+ n)Γ (β + n)
Γ (γ + n)Γ (n+ 1)
xn,
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for |x| < 1 and |arg(−x)| < pi and the desired result is proved after noting
Γ (α+n)
Γ (α) ≡ (α)n.
Finally, we carry out the analytic continuation of y
(0)
2 (x) for |x| > 1. The
technique to derive the connection formulae is similar to that already used in
the second part of this proof, the main difference being that we will now consider
taking an integral on the left hand side of the imaginary axis. For N ∈ N consider
the integral,
1
2pii
∫
C′N
I(s, x) ds,
where C ′N is the semicircle,
C ′N =
{
s = Neiθ : θ ∈
[
−3pi
2
,−pi
2
]}
.
We summarise the results, following a similar procedure as before. Using (84)
we deduce,
Γ (α+ s)Γ (β + s)Γ (−s)
Γ (γ + s)
= O
(
Nα+β−γ−1e−Npi| sin(θ)|
)
,
for s ∈ C ′N as N →∞, and hence,
I(s, x) = O
(
Nα+β−γ−1eN(cos(θ) log |x|−sin(θ)arg(−x)−pi| sin(θ)|)
)
,
= O
(
Nα+β−γ−1eN(cos(θ) log |x|−| sin(θ)|δ)
)
,
where δ is a small positive number such that |arg(−x)| ≤ pi − δ. Clearly cos(θ)
and −| sin(θ)| are both non-positive for θ ∈ [− 3pi2 ,−pi2 ] and they are never both
simultaneously zero. Furthermore, for |x| > 1 we have log |x| > 0, so that the
integral of I(s, x) along the semicircle C ′N tends to zero as N tends to infinity,
for |x| > 1 and |arg(−x)| < pi. Due to Cauchy’s theorem, we have,
1
2pii
(∫ +i∞
−i∞
−
∫ +i∞
Ni
−
∫
C′N
−
∫ −Ni
−i∞
)
I(s, x) ds
=
M1(N)∑
n=0
Res
s=α−n I(s, x) +
M2(N)∑
n=0
Res
s=β−n
I(s, x), (92)
where M1(N) and M2(N) are the number of poles −α, −α − 1, . . . and −β,
−β − 1, . . . which lie to the right of the semicircle respectively. Clearly M1(N)
and M2(N) become infinite as N tends to infinity, see Figure 12 below. We
compute the residues to find,
1
2pii
∫ +i∞
−i∞
I(s, x) ds =
Γ (α)Γ (β − α)
Γ (γ − α) (−x)
−α lim
N→∞
M1(N)∑
n=0
(α)n(α+ 1− γ)n
(α+ 1− β)nn!xn
+
Γ (β)Γ (α− β)
Γ (γ − β) (−x)
−β lim
N→∞
M2(N)∑
n=0
(β)n(β + 1− γ)n
(β + 1− α)nn!xn ,
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Fig. 12. Paths of integration along the imaginary axis and the semicircle C′N as in
(92).
for |x| > 1 and |arg(−x)| < pi and the desired result is proved.
We conclude these computations by explaining how Proposition 1 leads to
the formulae (13)-(15). Let γj,k be a curve as described at the beginning of this
subsection. The second statement in proposition 1 shows how to represent Gauss
2F1 series using a Mellin-Barnes integral. Due to the analyticity of this integral,
as shown in the first statement, the third statement provides the formula for
the analytic continuation of Gauss hypergeometric series beyond its radius of
convergence. That is to say,
γ0,∞
[
y
(0)
2
]
(x) =
Γ (α− β)Γ (γ)
Γ (α− γ)Γ (β) y
(∞)
1 (x) +
Γ (β − α)Γ (γ)
Γ (β − γ)Γ (α) y
(∞)
2 (x).
By manipulating the parameters as follows: α 7→ α + 1 − γ, β 7→ β + 1 − γ,
γ 7→ 2− γ and multiplying through by x1−γ we also deduce,
γ0,∞
[
y
(0)
1
]
(x) = −e−ipiγ Γ (β − α)Γ (2− γ)
Γ (1− α)Γ (β + 1− γ) y
(∞)
1 (x)
− e−ipiγ Γ (α− β)Γ (2− γ)
Γ (1− β)Γ (α+ 1− γ) y
(∞)
2 (x),
recall that we have selected a branch of log(x) in the definition of our solutions
(6) around zero so x1−γ is well-defined. These factors constitute the entries of
the connection matrix,(
γ0,∞
[
y
(0)
1
]
(x), γ0,∞
[
y
(0)
2
]
(x)
)
=
(
y
(∞)
1 (x), y
(∞)
2 (x)
)
C∞0,
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where,
C∞0 =
(
−e−ipiγ Γ (β−α)Γ (2−γ)Γ (1−α)Γ (β+1−γ) Γ (α−β)Γ (γ)Γ (α−γ)Γ (β)
−e−ipiγ Γ (α−β)Γ (2−γ)Γ (1−β)Γ (α+1−γ) Γ (β−α)Γ (γ)Γ (β−γ)Γ (α)
)
,
which is indeed the inverse of the connection matrix C0∞ as given by (13). To
find the analytic continuation of the solutions around x = 1 we manipulate the
variable x as well as the parameters. From the transformations α 7→ α, β 7→ β,
γ 7→ α+ β + 1− γ and x 7→ 1− x, we have,
γ1,∞
[
y
(1)
2
]
(x) =
e−ipiα
Γ (β − α)Γ (α+ β + 1− γ)
Γ (β)Γ (β + 1− γ) (1− x)
−α
2F1
(
α, γ − β
α+ 1− β ; (1− x)
−1
)
+ e−ipiβ
Γ (α− β)Γ (α+ β + 1− γ)
Γ (α)Γ (α+ 1− γ) (1− x)
−β
2F1
(
β, γ − α
β + 1− α ; (1− x)
−1
)
,
and from the transformations α 7→ γ − α, β 7→ γ − β, γ 7→ γ + 1 − α − β and
x 7→ 1− x,
γ1,∞
[
y
(1)
1
]
(x) =
eipi(β−γ)
Γ (β − α)Γ (γ + 1− α− β)
Γ (1− α)Γ (γ − α) (1− x)
−α
2F1
(
α, γ − β
α+ 1− β ; (1− x)
−1
)
+ eipi(α−γ)
Γ (α− β)Γ (γ + 1− α− β)
Γ (1− β)Γ (γ − β) (1− x)
−β
2F1
(
β, γ − α
β + 1− α ; (1− x)
−1
)
,
both for |arg(x−1)| < pi and |x−1| > 1. After applying Kummer transformation,
(1− x)−a 2F1
(
a, c− b
a+ 1− b ; (1− x)
−1
)
= (−x)−a 2F1
(
a, a+ 1− c
a+ 1− b ;x
−1
)
,
which is valid for |arg(x − 1)| < pi, |arg(−x)| < pi, |x − 1| > 1 and |x| > 1, we
deduce the connection matrix,(
γ0,∞
[
y
(1)
1
]
(x), γ0,∞
[
y
(1)
2
]
(x)
)
=
(
y
(∞)
1 (x), y
(∞)
2 (x)
)
C∞1,
where,
C∞1 =
(
eipi(β−γ) Γ (β−α)Γ (γ+1−α−β)Γ (1−α)Γ (γ−α) e
−ipiα Γ (β−α)Γ (α+β+1−γ)
Γ (β)Γ (β+1−γ)
eipi(α−γ) Γ (α−β)Γ (γ+1−α−β)Γ (1−β)Γ (γ−β) e
−ipiβ Γ (α−β)Γ (α+β+1−γ)
Γ (α)Γ (α+1−γ)
)
,
which is indeed the inverse of the connection matrix C1∞ as given by (14). The
connection matrix C01 as in (15) can be deduced from the relation,
C01 = C∞1C0∞.
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B Appendix B: Mellin-Barnes integral for Kummer
equation
In Appendix B, we follow the classical approach to show that these solutions
can be expressed in closed form by certain Mellin-Barnes integrals and thus
derive the connection matrices. This analysis allows us to explicitly compute
the monodromy data, including Stokes matrices, of Kummer equation in the
following section and thus obtain a richer understanding of Stokes phenomenon.
The remainder of this subsection is dedicated to deriving the classical formu-
lae (30)-(31). This is a valuable exercise in its own right as it gives us a richer
understanding of Stokes phenomenon using a concrete example. Our approach is
to use Mellin-Barnes integrals to represent the fundamental solutions Y˜ (∞,k)(z),
as defined in Theorem 1, for which we are able to compute their analytic con-
tinuations. Our analysis of Mellin-Barnes integrals is based on Whittaker and
Watson’s [13] §16, who study a different form of the confluent hypergeometric
differential equation but is equivalent to ours using analytic transformations.
Define the following functions,
y˜
(∞,−1)
1 (z) = e
−ipi(β−γ)ezϕ
(
γ − β, γ; eipiz) ,
y˜
(∞,−1)
2 (z) = −ϕ(β, γ; z),
z ∈ Σ˜−1, (93)
y˜
(∞,0)
1 (z) = e
ipi(β−γ)ezϕ
(
γ − β, γ; e−ipiz) ,
y˜
(∞,0)
2 (z) = −ϕ(β, γ; z),
z ∈ Σ˜0, (94)
where ϕ is the Mellin-Barnes integral,
ϕ(β, γ; z) =
1
2pii
∫ +i∞
−i∞
Γ (s)Γ (β − s)Γ (β + 1− γ − s)
Γ (β)Γ (β + 1− γ) z
s−β ds, (95)
whose path of integration is along the imaginary axis with indentations as neces-
sary so that the poles of Γ (s) lie on its left and the poles of Γ (β−s)Γ (β+1−γ−s)
lie on its right, as shown in Figure 13 below. When dealing with ϕ(β, γ; z) it is
to be understood that arg(z) belongs to an interval of length at most 2pi, as in
(93) and (94), so that we have a well-defined function.
Proposition 2. Let Y˜ (∞,k)(z) be the fundamental solutions defined in Theorem
1. Also let y˜
(∞,k)
1 (z) and y˜
(∞,k)
2 (z), k = −1, 0, be the functions defined in (93)
and (94) and denote by Y˜ (y˜1, y˜2; z) the matrix function given by (19). We have,
Y˜
(
y˜
(∞,k)
1 , y˜
(∞,k)
2 ; z
)
= Y˜ (∞,k)(z), z ∈ Σ˜k, (96)
for k = −1, 0.
Proof. We prove this proposition in three steps: we first show that the functions
y˜
(∞,k)
1 (z) and y˜
(∞,k)
2 (z) are analytic on their respective sectors; using this fact,
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Fig. 13. Path of integration in the Mellin-Barnes integral ϕ(β, γ; z), the dots represent
the poles of the integrand.
we secondly show that these functions satisfy Kummer equation (2); finally, we
show that these functions have the correct asymptotic behaviour (23). By the
uniqueness statement of Theorem 1, these conditions are sufficient to conclude
(96).
First step: analyticity of y˜
(∞,k)
1 (z) and y˜
(∞,k)
2 (z).
We require formula (84) and Lemma 10, as used in the derivation of Gauss
monodromy data formulae. Using (84), we have the following behaviour in the
integrand of ϕ(a, c; z),
Γ (s)Γ (β − s)Γ (β + 1− γ − s) = O
(
e−
3pi
2 |s||s|2β−γ− 12
)
, as |s| → ∞ (97)
along the contour of integration. We therefore need only consider the analyticity
of the following integral,∫ +i∞
−i∞
e−
3pi
2 |s|zs−β ds
≡ i
∫ ∞
0
e−
3pi
2 |σ|z−βeiσ(log |z|+iarg(z)) dσ − i
∫ ∞
0
e−
3pi
2 |σ|z−βe−iσ(log |z|+iarg(z)) dσ.
Applying Lemma 10 to the first integral, with r = − 3pi2 , K = 1 and λ = arg(z),
we find an analytic function for − 3pi2 < arg(z). Applying Lemma 10 to the second
integral, with r = − 3pi2 , K = 1 and λ = −arg(z), we find an analytic function for
arg(z) < 3pi2 . We conclude that ϕ(β, γ; z) defines analytic functions y˜
(∞,−1)
2 (z)
and y˜
(∞,0)
2 (z) on their respective sectors Σ˜−1 and Σ˜0. It therefore follows that
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y˜
(∞,−1)
1 (z) and y˜
(∞,0)
1 (z) are also analytic functions, since ϕ
(
γ − β − 1, γ; eipiz)
must be analytic on z ∈ Σ˜−1 and ϕ
(
γ − β − 1, γ; e−ipiz) must be analytic on
z ∈ Σ˜0.
Second step: Showing y˜
(∞,k)
1 (z) and y˜
(∞,k)
2 (z) satisfy the Kummer equation
(2).
We will now substitute ϕ(β, γ; z) for y˜(z) into the left hand side of Kummer
equation (2) and show that the result is zero. Having established the analyticity
of ϕ(β, γ; z) on the sectors Σ˜−1 and Σ˜0, we can compute the derivatives of this
integral by taking the derivatives inside the integral. After multiplying through
by 2piiΓ (β)Γ (β + 1− γ) to cancel all multiplicative constant terms, we find,
(z ϕ′′(β, γ; z) + (γ − z) ϕ′(β, γ; z)− β ϕ(β, γ; z)) 2piiΓ (β)Γ (β + 1− γ)
=
∫ +i∞
−i∞
Γ (s)Γ (β + 2− s)Γ (β + 1− γ − s)zs−β−1 ds
−
∫ +i∞
−i∞
γΓ (s)Γ (β + 1− s)Γ (β + 1− γ − s)zs−β−1 ds
+
∫ +∞
−∞
Γ (s)Γ (β + 1− s)Γ (β + 1− γ − s)zs−β ds
−
∫ +∞
−∞
(β)Γ (s)Γ (β − s)Γ (β + 1− γ − s)zs−β ds
=
∫ −1+i∞
−1−i∞
Γ (s+ 1)Γ (β − γ − s)zs−β (Γ (β + 1− s)− γΓ (β − s)) ds
−
∫ +i∞
−i∞
Γ (s)Γ (β + 1− γ − s)zs−β ((β)Γ (β − s)− Γ (β + 1− s)) ds
=
(∫ −1+i∞
−1−i∞
−
∫ +i∞
−i∞
)
Γ (s+ 1)Γ (β − s)Γ (β + 1− γ − s)zs−β ds. (98)
Due to the choice of the path of integration, the final integrand has no poles
between the contours of integration, see Figure 14 below. Therefore, due to
Cauchy’s theorem, the expression equals zero and we have shown that ϕ(β, γ; z)
satisfies Kummer confluent hypergeometric equation (2) on z ∈ Σ˜−1 and Σ˜0.
Observe the following differential identity,
z
d2
dz2
(ezf(−z)) + (γ − z) d
dz
(ezf(−z))− β ezf(−z)
≡ ez
(
z
d2
dz2
f(z)− (γ − (−z)) d
dz
f(z)− (γ − β) f(z)
)
.
Given that ϕ(β, γ; z) satisfies Kummer equation (2), it follows that the right
hand side of this identity equals zero for f(−z) = ϕ(γ − β, γ;−z). Looking at
the left hand side of the identity, we deduce that ezϕ(γ − β, γ;−z) also satisfies
equation (2).
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Fig. 14. Paths of integration in (98), the dots represent poles of the integrand. Note
the crucial detail that s = 0 is not a pole of the integrand, so there are no singularities
between the two paths.
Third step: Asymptotic behaviour of y˜
(∞,k)
1 (z) and y˜
(∞,k)
2 (z) for large |z|.
Recalling the formal solutions given in Remark 3, we will deduce the following
asymptotics, for j ∈ {0,−1}:
y
(∞,j)
1 (z) ∼ ezzβ−γ 2F0
(
γ − β, 1− β; z−1) , as z →∞, z ∈ Σ˜j , (99)
y
(∞,j)
2 (z) ∼ −z−β 2F0
(
β, β + 1− γ;−z−1) , as z →∞, z ∈ Σ˜j . (100)
Denote the integrand of ϕ(β, γ; z) by,
I(s, z) =
Γ (s)Γ (β − s)Γ (β + 1− γ − s)
Γ (β)Γ (β + 1− γ) z
s−β , (101)
and let τ be a large, positive real number. For N ≥ 0, consider the path of
integration along the rectangle R with vertices at ±iτ and −N − 12 ± iτ , with
indentations so that the poles of the integrand are separated as usual and with
a positive orientation as shown in Figure 15 below. By Cauchy’s theorem, we
have,
1
2pii
∫
R
I(s, z) ds =
1
2pii
(∫ −iτ
−N− 12−iτ
+
∫ +iτ
−iτ
+
∫ −N− 12+iτ
+iτ
+
∫ −N− 12−iτ
−N− 12+iτ
)
I(s, z) ds.
=
N∑
n=0
Res
s=−nI(s, z),
We examine these integrals in the limit τ → ∞+ one-by-one, using the asymp-
totics (84) of the Gamma function:
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Fig. 15. Path of integration around the rectangle R, the dots represent the poles of
the integrand of ϕ(β, γ; z).
1. By writing s = x− iτ in the first integral we obtain,
eτ(arg(z)−
3pi
2 )
∫ 0
−N− 12
O
(
|z|xτRe(2β−γ)−x− 12
)
dx,
which tends to zero as τ →∞+, thanks to arg(z) < 3pi2 .
2. In the limit τ →∞+, the second integral becomes ϕ(β, γ; z), by definition.
3. Similarly to the first integral, by writing s = x+ iτ in the third integral, we
obtain,
e−τ(arg(z)+
3pi
2 )
∫ −N− 12
0
O
(
|z|xτRe(2β−γ)−x− 12
)
dx,
which also tends to zero as τ →∞+, thanks to arg(z) > − 3pi2 .
4. We write s = −N − 12 + iy in the fourth integral to obtain,∫ −N− 12−iτ
−N− 12+iτ
I(s, z) ds = i
(∫ −τ
0
+
∫ 0
τ
)
I
(
−N − 1
2
+ iy, z
)
dy
= iz−N−
1
2−β
(∫ τ
0
O
(
|y|N+Re(2β−γ)−1e−y( 3pi2 −arg(z))
)
dy
−
∫ τ
0
O
(
|y|N+Re(2β−γ)−1e−y(arg(z)+ 3pi2 )
)
dy
)
.
(102)
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Using the fact that limτ→∞+
∫ τ
0
e−ky dy for k > 0 exists, the limit as τ →∞+
of the fourth integral exists and is of order O
(
|z|−N− 12−β
)
as τ → ∞+,
thanks to |arg(z)| < 3pi2 .
Summarising the above analysis, we have shown that for large τ ,
ϕ(β, γ; z) =
N∑
n=0
Res
s=−nI(s, z) +O
(
|z|−N− 12−β
)
, (103)
= z−β
N∑
n=0
(β)n(β + 1− γ)n
(−z)nn! +O
(
|z|−N− 12−β
)
,
where we have used the formula Res
λ=−n
Γ (λ) = (−1)
n
n! , for n ≥ 0, to calculate the
residues. This proves (100). Moreover, for N ≥ 0, we can immediately deduce,
e∓ipi(β−γ)ezϕ
(
γ − β, γ; e±ipiz) = ezzβ−γ N∑
n=0
(γ − β)n(1− β)n
znn!
+O
(
ez|z|−N− 12+β−γ
)
,
which proves (99).
Remark 10. The expression (103) is valid for all finite N . In order to take the
limit as N →∞ it is important to understand that (103) becomes an asymptotic
result. This is because the integrals in (102) depend on N and, in particular,
they diverge as N → ∞+, hence the interchange between limits limN→∞+ and
limτ→∞+ is not justified here.
Having established how to represent the fundamental solutions Y˜ (∞,k)(z)
using Mellin-Barnes integrals, we now show how to analytically continue them
to z = 0. We will prove the following proposition, which is sufficient to deduce
the monodromy data formulae (30)-(31).
Proposition 3. Let y˜
(0)
1 (z) and y˜
(0)
2 (z) be the solutions as given in (21). For
−pi ± pi2 < arg(z) < pi ± pi2 , the integral as given by (95) satisfies,
ϕ(β, γ; z) =
Γ (γ − 1)
Γ (β)
y˜
(0)
1 (z) +
Γ (1− γ)
Γ (β + 1− γ) y˜
(0)
2 (z).
Proof. Let I(s, z) be the integrand of ϕ(β, γ; z) as given by (101). For large τ > 0
and an integer N > 0, we now consider the integral around the rectangle R′ with
vertices ±iτ and N+ 12 ± iτ , with indentations along the imaginary axis as usual
and with a negative orientation as shown in Figure 16 below. Our analysis of
this integral is analogous to that of the integral around the rectangle R, which
lies to the left of the imaginary axis. By Cauchy’s theorem, we have,
1
2pii
∫
R′
I(s, z) ds ≡ 1
2pii
(∫ −iτ
N+ 12−iτ
+
∫ iτ
−iτ
+
∫ N+ 12+iτ
iτ
+
∫ N+ 12−iτ
N+ 12+iτ
)
I(s, z) ds
= −
M1(N)∑
n=0
Res
s=β+1−γ+n
I(s, z)−
M2(N)∑
n=0
Res
s=β+n
I(s, z)
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Fig. 16. Path of integration around the rectangle R′, the dots represent the poles of
the integrand of ϕ(β, γ; z).
where M1(N) and M2(N) are the number of poles β+1−γ, β+2−γ, . . . and β,
β+ 1, . . . which lie inside the rectangle respectively. We examine these integrals
under the limit τ →∞+ one-by-one, using the asymptotics (84) of the Gamma
function:
1. By writing s = x− iτ in the first integral we obtain,
eτ(arg(z)−
3pi
2 )
∫ 0
N+ 12
O
(
|z|xτRe(2β−γ)−x− 12
)
dx,
which tends to zero as τ →∞+, thanks to arg(z) < 3pi2 .
2. In the limit τ →∞+, the second integral becomes ϕ(β, γ; z), by definition.
3. Similarly to the first integral, by writing s = x+ iτ in the third integral, we
obtain,
e−τ(arg(z)+
3pi
2 )
∫ N+ 12+iτ
iτ
O
(
|z|xτRe(2β−γ)−x− 12
)
dx,
which also tends to zero as τ →∞+, thanks to arg(z) > − 3pi2 .
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4. We write s = N + 12 + iy in the fourth integral, to obtain,∫ N+ 12−iτ
N+ 12+iτ
I(s, z) ds = i
(∫ −τ
0
+
∫ 0
τ
)
I
(
N +
1
2
+ iy, z
)
dy
= izN+
1
2−β
(∫ τ
0
O
(
|y|−N+Re(2β−γ)−2e−y( 3pi2 −arg(z))
)
dy
−
∫ τ
0
O
(
|y|−N+Re(2β−γ)−2e−y(arg(z)+ 3pi2 )
)
dy
)
.
(104)
Using the fact that limτ→∞+
∫ τ
0
e−ky dy for k > 0 exists, the limit as τ →∞+
of fourth integral exists, thanks to |arg(z)| < 3pi2 . Moreover, for |z| sufficiently
small, this limit exists uniformly with respect to large N , due to the minus
sign in the exponent of |y|. In particular, for |z| sufficiently small,
lim
N→∞+
∫ N+ 12−iτ
N+ 12−iτ
I(s, z) ds = 0.
Summarising the above analysis, we have shown the following,
ϕ(β, γ; z) = −
M1(N)∑
n=0
Res
s=β+1−γ−n
I(s, z)−
M2(N)∑
n=0
Res
s=β−n
I(s, z) + lim
τ→∞+
∫ N+ 12+iτ
N+ 12−iτ
I(s, z) ds,
where the convergence of the limit of this integral is uniform with respect to
N → ∞+. As such, we may interchange the limits limτ→∞+ and limN→∞+ as
follows,
ϕ(β, γ; z) = − lim
N→∞+
M1(N)∑
n=0
Res
s=β+1−γ+n
I(s, z)− lim
N→∞+
M2(N)∑
n=0
Res
s=β+n
I(s, z)
+ lim
N→∞+
lim
τ→∞+
∫ N+ 12+iτ
N+ 12−iτ
I(s, z) ds,
= −
∞∑
n=0
Res
s=β+1−γ+n
I(s, z)−
∞∑
n=0
Res
s=β+n
I(s, z)
+ lim
τ→∞+
lim
N→∞+
∫ N+ 12+iτ
N+ 12−iτ
I(s, z) ds,
= −
∞∑
n=0
Res
s=β+1−γ+n
I(s, z)−
∞∑
n=0
Res
s=β+n
I(s, z) + lim
τ→∞+
0.
We compute the residues to find,
ϕ(β, γ; z) =
Γ (γ − 1)
Γ (β)
z1−γ
∞∑
n=0
(β + 1− γ)nzn
(2− γ)nn! +
Γ (1− γ)
Γ (β + 1− γ)
∞∑
n=0
(β)nz
n
(γ)nn!
,
for z ∈ Σ˜−1 and Σ˜0 and the desired result is proved.
Stokes phenomenon in the confluent hypergeometric equation 51
Remark 11. Continuing with the issue raised in Remark 10, the fact is that
integrating along the rectangle R to the left of the imaginary axis is only able
to produce an asymptotic result because we do not have uniform convergence
with respect to N in the integrals (102). This is to be expected, since we know
ϕ(β, γ; z) is analytic on sectors Σ˜−1 and Σ˜0, it certainly cannot be equal to a
divergent 2F0 series. However, when integrating along the rectangle R
′ to the
right of the imaginary axis we produce an equality with a linear combination
of convergent series, namely this is the analytic continuation of the solutions at
z = ∞ to z = 0. This is shown in (104), because the integrals here converge as
τ →∞+ uniformly with respect to large N .
We conclude these computations by using Proposition 3 to prove the formulae
(30)-(31) of Lemma 4.
Proof of Lemma 4 1 Recall from the definitions (93) and (94) of solutions,
y˜
(∞,0)
2 (z) = −ϕ(β, γ; z) and y˜(∞,0)1 (z) = eipi(β−γ)ezϕ
(
γ − β, γ; e−ipiz) , z ∈ Σ˜0.
Let γ∞,0 be a curve as described at the beginning of this subsection. Proposition
2 shows how to represent the solutions of Kummer equation (2) around z = ∞
using a Mellin-Barnes integral. Due to the analyticity of this integral, as shown
in the first part of the proof of Proposition 2, Proposition 3 provides the formula
for the analytic continuation of these solutions to z = 0. That is to say,
γ∞,0
[
y˜
(∞,0)
2
]
(z) = −Γ (γ − 1)
Γ (β)
y˜
(0)
1 (z)−
Γ (1− γ)
Γ (β + 1− γ) y˜
(0)
2 (z).
By manipulating the parameters and variable as follows: β 7→ γ − β, γ 7→ γ,
z 7→ eipiz, we also deduce,
γ∞,0
[
y˜
(∞,0)
1
]
(z) = eipi(β−γ)
Γ (γ − 1)
Γ (γ − β)e
−ipi(1−γ)z1−γez 1F1
(
1− β
2− γ ;−z
)
+ eipi(β−γ)
Γ (1− γ)
Γ (1− β)e
z
1F1
(
γ − β
γ
;−z
)
.
After applying Kummer transformation,
ez 1F1
(
a
c
;−z
)
≡ 1F1
(
c− a
c
; z
)
,
we deduce the connection matrix as given in (31), namely,(
γ∞,0
[
y˜
(∞,0)
1
]
(z), γ∞,0
[
y˜
(∞,0)
2
]
(z)
)
=
(
y˜
(0)
1 (z), y˜
(0)
2 (z)
)
C˜0∞,
where,
C˜0∞ =
(
eipi(β−1) Γ (γ−1)Γ (γ−β) −Γ (γ−1)Γ (β)
eipi(β−γ) Γ (1−γ)Γ (1−β) − Γ (1−γ)Γ (β+1−γ)
)
.
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We now turn our attention to proving the formulae (30) for Stokes matrices.
By Definition 3 of the Stokes matrices S˜k and by the asymptotic behaviour (23)
of the fundamental solutions Y˜ (∞,k)(z), we have,(
zβ−γez 0
0 z1−β
)
S˜k
(
zγ−βe−z 0
0 zβ−1
)
∼ I, as z →∞, arg(z)−kpi ∈
(
pi
2
,
3pi
2
)
.
From this relation we easiy deduce that S˜−1 is lower triangular and S˜0 is upper
triangular, both with unit diagonals. Denote by s˜−1 and s˜0 the (2, 1) and (1, 2)
elements of the matrices S˜−1 and S˜0 respectively. With the knowledge of the
connection matrix C˜0∞, we use the cyclic relation (33) as follows,
C˜∞0e2piiΘ˜0C˜0∞ =
(
S˜−1
)−1
e−2piiΘ˜∞
(
S˜0
)−1
,
⇔
(
e2pii(β−γ) −2piie
−ipiγ
Γ (β)Γ (β+1−γ)
−2piie2pii(β−γ)
Γ (1−β)Γ (γ−β) 1− e2pii(β−γ) + e2pii(1−γ)
)
=
(
1 0
−s˜−1 0
)(
e2pii(β−γ) 0
0 e2pii(1−β)
)(
1 −s˜0
0 1
)
,
⇔
{
s˜−1 = 2piiΓ (1−β)Γ (γ−β) ,
s˜0 =
2pii
Γ (β)Γ (β+1−γ)e
ipi(γ−2β),
(105)
which are indeed the Stokes multipliers found in the formulae (30) for the Stokes
matrices.
Remark 12. If we had chosen to normalise the monodromy data of Kummer
equation with respect to the fundamental solution Y˜ (∞,−1)(z) then the signs of
the exponents in C˜0∞ would be inverted. Furthermore, the monodromy matrix
around infinity would change as M˜∞ 7→ S˜−10 M˜∞S˜0.
Gevrey Asymptotics and a result of Ramis and Martinet We close this
subsection about Kummer confluent hypergeometric differential equation by ex-
amining Gevrey asymptotics and stating a result of Ramis and Martinet [10].
This also gives us the opportunity to show a contempory approach to the theory
of Stokes phenomenon, which we have learned from [2,?]. The contents of this
additional subsection will not be necessary for our main theorems in Section 4,
we include it for the curiosity of the reader.
We recall some definitions and facts regarding asymptotic theory. In the
following, keep in mind that the role of the letter k will mirror the concept of a
linear differential equation having a pole of Poincare´ rank k, so that for Kummer
equation we are specifically concerned with k = 1. Denote by C[[z−1]] the field
of formal series in z−1.
Definition 5. Let f be a function analytic in a sector Σ˜. We say that f has the
series f̂ =
∑∞
n=0 fnz
−n ∈ C[[z−1]] as its Gevrey asymptotic expansion of order
Stokes phenomenon in the confluent hypergeometric equation 53
k−1 as z → ∞, z ∈ Σ˜, denoted f ' 1
k
f̂ , if for every closed subsector σ of Σ˜,
there exists a constant K > 0 such that, for all N ∈ N and z ∈ σ,∣∣∣∣∣zN
(
f(z)−
N−1∑
n=0
fnz
−n
)∣∣∣∣∣ ≤ KNΓ
(
1 +
N
k
)
. (106)
We denote by A 1
k
(Σ˜) the set of analytic functions on Σ˜ which have a Gevrey
asymptotic expansion of order k−1.
Gevrey asymptotics is a stronger defintion than the usual one of Poincare´ because
it specifies how the right hand side of the inequality (106) depends on N . In
Poincare´’s definition of an asymptotic series the precise dependence on N is not
relevant. If we denote by A(Σ˜) the set of analytic functions on a sector Σ˜ which
admit an asymptotic expansion then we have,
A(Σ˜) ⊃ A1(Σ˜) ⊃ A 1
2
(Σ˜) ⊃ A 1
3
(Σ˜) ⊃ . . . , (107)
since the asymptotic expansion (84) of the Gamma function implies:
Γ
(
1 + Nk+1
)
Γ
(
1 + Nk
) → 0 as N →∞.
We note that, if f ∈ A 1
k
(Σ˜), with f ' 1
k
∑∞
n=0 fnz
−n, then these coefficients
satisfy |fn| < KnΓ
(
1 + nk
)
, for some positive constant K and n ≥ 1. To see
this, we add the following inequalities:∣∣∣∣∣f(z)−
N−1∑
n=0
fnz
−n
∣∣∣∣∣ ≤ |z|−NKNΓ
(
1 +
N
k
)
,∣∣∣∣∣f(z)−
N∑
n=0
fnz
−n
∣∣∣∣∣ ≤ |z|−N−1KN+1Γ
(
1 +
N + 1
k
)
,
to obtain the following inequality for fN ,
|fN | ≤ KNΓ
(
1 +
N
k
)
+ |z|−1KN+1Γ
(
1 +
N + 1
k
)
,
from which we immediately find the claimed property by taking the limit z →∞.
This motivates the following definition.
Definition 6. We call a series f̂ =
∑∞
n=0 fnz
−n ∈ C[[z]] a Gevrey series of
order k−1 if there exists a positive constant K such that, |fn| < KnΓ
(
1 + nk
)
for all n ≥ 1. We denote by C[[z]] 1
k
the set of all Gevrey series of order k−1.
Consider the map J : A 1
k
(Σ˜) → C[[z]] 1
k
which maps an analytic function f on
the sector Σ˜ to its Gevrey asymptotic expansion of order k−1. We recall the
following result, see for instance [2,9].
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Theorem 6. Assume k > 12 . The set A 1k (Σ˜) is a differential algebra and the
map J is a homomorphism. Moreover, if the sector Σ˜ has an opening less than
pi
k , then J is surjective, otherwise, if Σ˜ has an opening greater than
pi
k , then J
is injective.
This remarkable theorem draws the connection between Gevrey asymptotics
and Stokes phenomenon. Given a formal Gevrey series of order k−1, this theo-
rem shows that there is a unique analytic function on a sector of opening greater
than pik which has that series as its Gevrey asymptotic expansion of order k
−1.
Observe that this is exactly parallel to the theory of Stokes phenomenon: given
a differential equation with a pole of Poincare´ rank k and a formal fundamental
series solution at that point, there are unique analytic fundamental solutions on
a sectors of openings greater than pik with the prescribed formal series as their
asymptotic expansions.
Let ϕ(β, γ; z) be defined as in (95). Ramis and Martinet prove the following
result.
Theorem 7. The function zaϕ(a, c; z) has 2F0
(
a, a+ 1− c;−z−1) as its Gevrey
asymptotic expansion of order one as z → ∞ with |arg(z)| < 3pi2 . Similarly,
(−z)c−aϕ(c − a, c;−z) has 2F0
(
c− a, 1− a; z−1) as its Gevrey asymptotic ex-
pansion of order one with |arg(−z)| < 3pi2 .
We have seen in the first part of the proof of Proposition 2 that ϕ(a, c; z) and
ϕ(c − a, c;−z) are analytic in the sectors Σ˜−1 and Σ˜0. In particular, since
these sectors have openings greater than pi, Theorem 6 states that the map
J : A1
(
Σ˜+
)
→ C[[z]]1 is injective. In other words, there are unique analytic
functions on these sectors which have the formal series solutions,
z−a 2F0
(
a, a+ 1− c;−z−1) and (−z)a−cez 2F0 (c− a, 1− a; z−1) , (108)
as their Gevrey asymptotic expansions of order 1. Since we have seen that Gevrey
asymptotics imply asymptotics in the usual sense, recall (107), this implies that
such analytic functions on these sectors are in fact solutions to Kummer equation
(2), by the uniqueness statement in Theorem 1. Since the formal series solutions
(108) are clearly linearly independent, Ramis and Martinet’s Theorem shows
that the functions,
ϕ(a, c; z) and ezϕ(c− a, c;−z),
constitute a fundamental set of solutions of Kummer equation. Compared with
our proof of this fact, stated as Proposition 2, it is satisfying to deduce this from
a different perspective.
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