We consider the problem of fitting linearly parameterized models, that arises in many computer vision problems such as road scene analysis. Data extracted from images usually contain non-Gaussian noise and outliers, which makes non-robust estimation methods ineffective. In this paper, we propose 
Introduction 1
As in many scientific activities, a very common approach to image analysis 2 involves collecting n observations (x 1 , y 1 ), · · · , (x n , y n ) that take their values 3 in R p × R, and then finding the model that best fits these data. The simplest 4 regression model is the linear one:
where A = (a l ) 0≤l≤d is the vector of (unknown) model parameters, X(x i ) = 
49
The organization of the paper is as follows: in Section 2, the Lagrangian 50 formulation is presented and is applied to the derivation of the IRLS and
51
MRLS algorithms. We also present a family of potential functions, and a 52 continuation heuristic which helps convergence to a satisfactory local mini-53 mum. Various applications, involving extensions of the proposed framework,
54
in the field of road scene analysis are proposed in Section 3. We also address 55 difficult problems, such as:
56
• multiple marking lanes detection and tracking under adverse meteoro-57 logical conditions,
58
• road sign detection and recognition,
59
• road pavement detection in images,
60
• 3D road shape reconstruction using stereovision.
61

Robust Parameter Estimation
62
As explained in [12, 13] , the derivation of the robust estimator can be 63 obtained using Lagrange's formulation which leads to the same algorithms 
where ∝ denotes the equality up to a factor, and s is the scale of the noise.
estimating the linear model (1) under noise (2) is set as the minimization 70 w.r.t. A of the error:
To solve this problem, as in the Half-Quadratic approach [4, 7] , φ(t)
72
should fulfill the following hypotheses:
73
• H0: φ is defined and continuous on [0, +∞[ as well as its first and 74 second derivatives,
75
• H1: φ ′ (t) > 0 (thus φ is increasing),
76
• H2: φ ′′ (t) < 0 (thus φ is concave).
77
Specifically for the derivation of the MRLS algorithm, a fourth hypothesis 78 on φ(t) is required:
79
• H3: φ ′ (t) ≤ 1 (φ ′ is bounded).
80
As stated in [2], the role of φ is to saturate the error in case of a large 81 scaled residual |b i | = |y i −X t i A|, and thus to lower the importance of outliers.
82
The scale parameter, s, sets the residual value from which noisy data points 83 have a good chance of being considered as outliers.
84
The Lagrangian formulation consists in first rewriting the problem as a First, we rewrite the minimization of e R (A) as the maximization of −e R .
94
This will allow us later to write −e R (A) as the extremum of a convex function 95 rather than a concave one, since the negative of a concave function is convex.
96
Second, we introduce the auxiliary variables w i = ( 
−φ(w i ), subject to n constraints w i − ( 
where λ i are Kuhn-Tucker multipliers (λ i ≥ 0). 
and the weights λ 
This will allow us to later write e R (A) as the value achieved at the mini-134 mum of a convex function for any A. First, we have f
and thus f is increasing as required by H3. Moreover, we have f rewrite e R (A) as the value achieved at the minimum of a constrained problem.
139
Indeed, using the fact that f is increasing, the second term
of e R (A) can be seen as the value achieved at the minimization with re-
This last sub-problem is well-posed because it is 143 a minimization of a convex function subject to linear constraints w.r.t. Ω. 
More formally, we have proved for any A:
Using the saddle point property, we can change the order of variables ω i 149 and λ i in (4). L M RLS (A, Ω, λ i ) being convex with respect to Ω, it is equivalent 150 to search for a minimum of L M RLS (A, Ω, λ i ) with respect to Ω and to have its first derivatives zero. Thus, we deduce
increasing, this last equation can be used to substitute ω i in L:
Therefore, we deduce that the original problem is equivalent to the following 154 minimization:
The function E(A,
the dual error of the original problem. Notice that the dual error E is rather 157 simple with respect to A, contrary to the original error e R . Indeed, the dual 158 error can be rewritten as:
Taking its second derivatives, we deduce that E is convex with respect to
161
A. E is also convex with respect to λ i since f is convex and
2 ) is not convex, E may not be convex with respect to 163 both A and λ i . In such a case, E(A, λ i ) does not have a unique minimum.
164
An alternate minimization of the dual error E, with respect to A and 
3. Solve the linear system
In this algorithm we introduce the two notations ω 
Non-Gaussian Noise Model
182
We are interested in a parametric family of functions for noise modeling,
183
in the form of (2) that allows a continuous transition between different kinds 184 of useful probability distributions. We thus focus on a simple parametric 185 probability density functions (pdf) of the form:
where the associated φ function is φ Sα (t) = ing, the probability to observe large, not to say very large errors (outliers),
196
increases.
197
In the IRLS and MRLS algorithms, the weights λ i are a function of φ ′ (t).
198
For the SEF, this function is simply φ ′ Sα (t) = (1 + t) α−1 . Notice that while the pdf is not defined when α = 0, the corresponding φ ′ (t) does and that it 200 corresponds in fact to the Cauchy distribution or Student's t-distribution [17] .
201
It can be shown, see [12, 17] , that the breakdown point of SEF estimators 202 is increasing towards the maximum achievable value, that is 50%, as α ∈
203
]0, 0.5] decreases. The maximum goes to 50% when α → 0. As visible on Figure 3 , several lane markings can be seen in a road image.
Applications and extensions in road scene analysis
240
We formulate the problem of robustly estimating in a simultaneous fashion φ((
The Lagrangian formalism eases deriving from the minimization of (7) the 
For each 1
≤ j ≤ m, compute vector W k j = 1 s (X t A k−1 j − Y ) 247 and matrix B k j = diag e −φ ( w k ji ) P j=m j=1 e −φ ( w k ji ) φ ′ w k ji i=1...n . 248 3. For each 1 ≤ j ≤ m, solve XB k j X t A k j = XB k j Y .
Appearance-based road sign detection and recognition
261
Appearance-based models have met unquestionable success in the field of (u ′ , v ′ ) in the right image is:
where
t is the vector of monomials and A = (a 0 , · · · , a n )
296
is the vector of unknown parameters related to the vertical road profile.
297
The 3D reconstruction of the road surface vertical profile needs horizontal 298 correspondences between the edges on the road in the left and right images.
299
Instead of performing first the matching and then the 3D reconstruction, 
304
More specifically, we formulate in [30] the estimation problem using a
305
Generalized M-estimator as:
where d((u, u ′ ), v) measures the local similarity in terms of gray or color gra- weights, which becomes in that case
To improve convergence towards a local minima close to the global one, right and left borders are thus written as u r = X(v) t A r and u l = X(v) t A l .
334
This region fitting algorithm is obtained as the minimization of the fol-335 lowing classical least squares error:
between the image P (u, v) which corresponds to the probability of each pixel 
where g is an increasing odd function with g(+∞) = 
349
By substitution of the previous model in (10), we rewrite it in its discrete 350 form as:
Again, we apply the Lagrange's formulation, which allows us to derive the as- 
The derivatives of (13) 
362
The last images in first and second rows of Figure 7 show the resulting 363 fit. We observed that fitting algorithms based on a region model are more 364 robust to outliers compared to algorithm based on edges. approach which will be interesting to investigate more in the future.
381
One difficulty remains to be solved, which is of practical importance in 382 the context of road scene analysis since correlation matrices are useful for 383 validating the fits. In all our derivation, we supposed independent noise.
384
Our experience is that this assumption, which seems sufficient as long as only 
