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Die Prüfung von Verlaufskurven auf das Vorliegen von Trends 
über die exakte Verteilung von Speannans S2 
Hans-Peter Krüger und Armin Rausche 
1. Trendfragestellungen bei Verlaufskurven 
Die Bedeutung der Evaluation von Interventionsmaßnahmen nimmt in der klini-
schen Forschung ständig zu. In der Regel fallen dabei Verlaufsdaten an. Diese stel-
len den Anwender dann vor Probleme, wenn er die Dignität seiner Daten für eine 
parametrische Auswertung begründen muß. Oftmals liegen nur ordinalskalierte Ob-
servablen vor, zudem sind die Stichprobenumfänge in einigen Fällen recht klein. Im 
Zuge zunehmender Beliebtheit von nichtparametrischen Verfahren sind zu diesem 
Problem vor allem in den letzten Jahren eine ganze Anzahl von Auswertungsproze-
duren vorgeschlagen worden (für eine Übersicht siehe Lienert 1979). 
Von einer Verlaufskurve soll im folgenden gesprochen werden, wenn ein Merkmal x 
an einem Pb i (i=l, ... , N) zu t (t=l, ... ,T) Zeitpunkten gemessen wird. Die Meß-
werte xit können einem bestimmten Verlauf folgen, den wir als Trendstufe k be-
schreiben. k= 1 wird als monotoner, k=2 als bitoner, k=3 als tritoner Trend bezeich-
net. Höhere Trendstufen sind selbstverständlich möglich, doch in der Interpretation 
kaum aufzufangen. 
ln der Therapieevaluation wäre ein k=1 etwa der Hypothese einer abnehmenden pathogenen 
Symptomatik entsprechend. Ein k=2 könnte etwa bedeuten, daß bei Therapiebeginn eine Ver-
schlechterung, dann erst eine Verbesserung erwartet wird. Ein k=3 wäre möglicherweise für das 
Verhältnis des Klienten zum Therapeuten während einer Therapie zu erwarten: Nach einer Pha-
se zunehmender Nähe am Anfang, nimmt diese in der Verarbeitungsphase stark ab, um sich zum 
Therapieende wieder in die Ausgangslage zurückzubewegen. Ausgebaute Hypothesen für höhere 
Trendstufen scheinen uns allerdings sehr selten zu sein. 
2. Die Bestimmung der Trendkomponenten einer Verlaufskurve 
An einem Klienten werden über T=6 Sitzungen hinweg erhoben, wieviel Äußerun-
gen er abgibt, die auf den Therapeuten bezogen sind. Das Ergebnis ist in AbbildUng I, 
Teil A veranschaulicht. Die Zahl solcher Äußerungen steigt in der 2. Sitzung steil 
an, wird in den darauffolgenden geringer und endet mit einer leichten Erhöhung ge-
genüber dem Ausgangswert. Gefragt wird nach den einzelnen Trendkomponenten 
dieser V erlaufskurve. 
Äußerungen 
50 
40 
30 
20 
10 
3 
X· I 22 50 34 21 
R· I 3 6 5 2 
Am 1 2 3 4 
Ab 5.5 3.5 1.5 1.5 
At 2 6 4 3 
R Äußerungen 
6 
5 
4 
3 
I 
2 j 
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A 
12 30 
4 
S2 rho B 
5 6 48 -0.371 
3.5 5.5 33.5 +0.069 
5 4 +0.0886 
c 
2.1 Die Methode der orthogonalen Polynome 
Grundsätzlich kann jede empirische Kurve durch ein Polynom angepaßt werden, 
wenn die Zahl der freien Parameter des Polynoms groß genug ist. 
Am einfachsten ist das vorzustellen, wenn nur zwei empirische Punkte gegeben sind. Durch die-
se Punkte ist genau eine Gerade zu legen mit der Grundgleichung y = a0 + a1 x. Sind drei empiri-
sche Punkte gegeben, existiert genau eine Parabel, die durch diese drei Punkte geht mit der 
Grundgleichung y = a0 + a1 x + a2 x2 • Mit jedem weiteren empirischen Punkt verlängert sich das 
Polynom um ein Glied, so daß für T Punkte allgemein geschrieben werden kann 
y=a 0 x0 +a 1 x 1 +a 2 x 2 + ... +aT_pT-1 (1) 
Die ao, a,, ... , aT-1 werden als Polynomialkoeffizienten bezeichnet und sind die freien Para-
meter, über die die Kurvenanpassung vollzogen wird. 
Im Regelfall sind diese Polynomialkoeffizienten nicht unabhängig voneinander: Ein 
bestimmtes a0 impliziert meist bereits die Ausprägung des a1 und der folgenden Ko-
effizienten. D.h., niederwertigere Koeffizienten "erklären" bereits einen Anteil an 
der Verlaufskurve, der eigentlich höherwertigen Koeffizienten (mit höherem Expo-
nenten) vorbehalten wäre. 
Die von R.A. Fisher ( 1921) eingeführte Methode der "orthogonalen Polynome" 
vermeidet diese Schwierigkeit, indem sie statt der "x" in der Polynomialgleichung 
Funktionen von x(z=f(x)) so wählt, daß für diese z gilt: 
a) ~zi = 0 
b) ~zizj = 0 für jedes mögliche Paar von i undj (i =f j). 
Bedingung b) ist so zu interpretieren, daß die Koeffizienten für den i-ten Trend un-
abhängig (und damit auch unkorreliert) sind von den Koeffizienten desj-ten Trends 
(bei gleichem T). Wegen dieser Bedingung für das Kreuzprodukt ~ zizj werden die 
Polynomialkoeffizienten orthogonal genannt. Mit diesen Koeffizienten ist es mög-
lich, schrittweise aus einer empirischen Kurve die einzelnen Trend-Anteile herauszu-
ziehen. Für eine Beschreibung dieser Methode siehe etwa Lienert ( 1979, 233 ff.) 
oder Pearson & Hartley ( 1966), wo auch jeweils die Tabellen für diese Koeffizienten 
zu finden sind. 
Die Anwendung der orthogonalen Polynome ist an zwei Bedingungen gebunden: 
a) Die Meßwerte müssen intervallskaliert und die Serie der T Punkte muß äquidi-
stant sein. Sind die T Meßzeitpunkte nicht mehr gleichabständig, sind die übli-
cherweise angegebenen Koeffizienten nicht zu verwenden. Wie dann zu verfahren 
ist, findet sich bei Grandage ( 1958), Robson ( 1959) und Gaito ( 1965). 
b) Soll auf die Signifikanz des Trends getestet werden, muß für die dabei verwende-
te ANOV A die Normalverteilung der Daten begründbar sein. 
2.2 Die Rang-Methode von Ferguson 
Vor allem im klinischen Bereich sind weder Äquidistanz der Meßzeitpunkte (man 
denke an den Ablauf einer Therapie) noch Intervallqualität der Messungen (etwa 
Klientenratings) einfach zu realisieren. Plausibel ist meist nur Rangdignität der ein-
gebrachten Daten. Ferguson ( 1965) führte die Überlegung ein, statt der Koeffizien-
ten der orthogonalen Polynome deren Ränge zu verwenden. Ebenfalls werden die 
Daten durch ihre Ränge repräsentiert. Die Höhe der Rangkorrelationen (Kendalls 
tau) zwischen den Rängen der Polynomialkoeffizienten und den Rängen der Daten 
gibt dann die Stärke des jeweiligen Trends an. 
Für das Beispiel der Abbildung l ist das Vorgehen dann wie folgt: 
1. Heraussuchen der orthogonalen Koeffizienten für T=6 für k=3 Trendstufen (bis k=5 wäre bei 
T=6 möglich, da kmax=T -1) 
monoton: -5 -3 -1 1 3 5 
biton: 5 -1 -4 -4 -1 5 
triton: -5 7 4 4 7 5 
2. Umwandlung der Koeffizienten in Ränge (siehe dazu auch Tafel Ades Anhangs) 
monoton: 1 2 3 4 5 6 (=Am) 
biton: 5.5 3.5 1.5 1.5 3.5 5.5 (=Ab) 
triton: 2 6 4 3 1 5 (=At) 
Diese Rangreihen werden im folgenden als "Ankerreihen" bezeichnet. 
3. Umwandlung der Meßwerte in Ränge 
Meßwerte: 22 50 34 21 12 30 (=x) 
Ränge: 3 6 5 2 1 4 (=Rx) 
Diese Rangreihe wird im folgenden als" Verg/eichsreihe" bezeichnet. 
4. Bestimmung des Anteils jeder Trendstufe über die Bildung einer Korrelation zwischen An· 
kerreihe und Vergleichsreihe. Ferguson schlägt dafür Kendalls tau vor: Wir geben hier die 
Prüfgröße S
2 
an, die in der Spearmanschen Rangkorrelation verwendet wird und die Summe 
der Quadrate der Rangdifferenzen Anker-Vergleichsreihe bezeichnet. Das Vorgehen ist in 
Teil B der Abbildung 1 veranschaulicht. 
Es zeigt sich ein negativer Zusammenhang der Vergleichsreihe zur monotonen Ankerreihe, ein. 
stark positiver zur tritonen und kein Zusammenhang zur bitonen. Das wird anschaulich aus Tell 
C der Abbildung 1, in der die Rangwerte eingetragen sind. Die Verlaufskurve fällt leicht(= nega· 
tiver monotoner Trend) und zeigt die tpyisch tritone S-Form. 
Das Vorgehen nach Ferguson scheint so sehr plausibel, hat aber einen entscheiden-
den Nachteil: Durch die Technik der Rangvergabe an die Polynomialkoeffizienten 
geht deren Unabhängigkeit verloren. 
Im obigen Beispiel sind sowohl die orthogonalen Koeffizienten wie deren Ränge für T=6 angege· 
ben (Punkt 1 und 2). Korreliert man z.B. die Koeffizienten des monotonen mit denen des trito· 
nen Trends, resultiert ein r=O, wie in der Unabhängigkeitsbedingung gefordert. Die entsprechen· 
de Korrelation zwischen den Rängen des Koeffizienten beträgt aber rho = -0.029. Das bedeu- .. 
tet, daß in der Rangbetrachtung das Vorliegen eines monotonen Trends bereits eine gewisse Ho· 
he des tritonenTrendsimpliziert (und vice versa). Damit sind die Trendtests nicht mehr unab· hängig voneinander. 
Sarris, Revenstorff & Pricke ( 1969) haben diesen Einwand (der bereits von Stuart, 
1965, erhoben wurde) zum Anlaß genommen, die Tau-Korrelation für ausgewählte 
Trendstufen und eine Reihe von Meßzeitpunkten (bis T=200) zwischen den Rängen 
der Polynomialkoeffizienten zu berechnen. Ihr Ergebnis: Gerade Trendstufen korre-
lieren mit geraden zu Null (also etwa k=2 mit k=4), ebenso ungerade mit ungeraden. 
Korrelationen treten auf zwischen geraden und ungeraden. Sie bewegen sich etwa 
um ± .07 und werden mit zunehmendem T nicht kleiner. Bis T=5 sind allerdings alle 
Interkorrelationen Null. Das gilt in dieser Form nur für Tau-Korrelationen, bei 
Spearmans rhostellen sich die Verhältnisse anders dar (siehe obiges Beispiel, in dem 
der monotone mit dem tritonen Trend korreliert). 
Dieser Einwand gegen die Ferguson-Methode hat zu einer Skepsis bei ihrer Anwen-
dung geführt, die eine weitere Verbreitung verhinderte. Das ist auch verständlich, 
bedenkt man die Konsequenzen dieser Verletzung der Unabhängigkeitsbedinung. 
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Wird eine Verlaufskurve als monoton gekennzeichnet (d.h. korreli~~en die ~änge 
der Meßwerte hoch mit den Rängen der linearen Polynomialko~fflzienten), I~t. da-
mit gleichzeitig eine erhöhte Korrelation mit den Rängen der tntonen Koeffizienten 
impliziert. 
Dennoch machen die wenig restriktiven Voraussetzunge~ das ~er~ahr~n fü~ die Pra-
xis attraktiv. Es gilt also, ein Verfahren zu finden, das die Abhangigkelt ZWischen 
den Rängen der Koeffizienten explizit aufgreift. 
3. Die Methode der exakten Rangverteilungen 
Gegeben sei eine Verlaufskurve mit T=3 Stützstellen (Meßzeitpun~te). Werden d~e 
Meßwerte in Ränge transformiert, gibt es 3!=6 mögliche Perm~tatlonen (allgemem 
T!) die auftreten können. Sie sind in Tabelle I, Teil A in der hnken Spalte aufge-füh~t. Die orthogonalen Koeffizienten lauten für T=3: 
monton: -I 0 I in Rängen: l 2 3 
biton: I -2 l in Rängen: 2.5 l 2.5 
Für jede Permutation wird s2 zur monotonen und bitone~ Ankerreihe bestimmt 
(Spalte 2 und 3 der Tabelle l, Teil A). Es zeigt sich, daß beim m~noton~n Trend nur 
· h' d s2 (0 2 6 und 8) beim bitonen Trend nur drei verschiedene (0.5, 
vier versc Ie ene , , , . s2 ht us Tabe! 
3.5 und 6.5) auftreten können. Die Häufigkeitsverteilung dieser ge a -
Ie l, Teil B hervor. 
Tabelle 1: 
montan biton 
Permutationen s• zu s• zu klassifiziert 
1-2-3 2.5-1 -2.5 mono biton 
0 3.5 0 1 2 3 
6.5 0 + 1 3 2 2 A 
2 1 3 2 0.5 0 -
2 3 1 6 6.5 0 + 
3 1 2 6 0.5 0 -
3 2 1 8 3.5 + 0 
s• H I p P(sr.;;; s•) P(Sf ;:;. S2 ) 
monoton 
0 1 1/6 1/6 6/6 
2 2 2/6 3/6 5/6 
6 2 2/6 5/6 3/6 
8 1 1/6 6/6 1/6 B 
b i t o n 
0.5 2 2/6 2/6 6/6 
3.5 2 2/6 4/6 4/6 
6.5 2 2/6 6/6 2/6 
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mono biton H E 
+ + 
- 0 
+ 0 1 1/6 
+ -
- 0 
0 + 2 2/6 0 0 
- 0 0 
- 2 2/6 
c 
- + 
- 0 
- 0 1 1/6 
-
~ 
- 0 
Unter der Nullhypothese keines Trends sind alle Rangpermutationen gleich wahr-
scheinlich. Da die einzelnen Permutationen voneinander unabhängig sind, läßt sich 
die Verteilung der S2 unter H0 bilden. In Spalte 2 der Tabelle I, Teil B sind die 
Häufigkeiten der S2 , in Spalte 3 die Punktwahrscheinlichkeiten p für jedes S2 ange-
geben. Völlig analog dem Verfahren der Signifikanzbestimmung beim Korrelations-
koeffizienten kann nun gefragt werden, wie wahrscheinlich es ist, ein bestimmtes S2 
oder ein kleineres zu erhalten(= Überschreitungswahrscheinlichkeit). Die Punkt-
wahrscheinlichkeit p(S 2=2) beim monotonen Trend beträgt p = 2/6. Die Über-
schreitungswahrscheinlichkeit, ein kleineres oder gleiches s2 zu erzielen, beträgt 
P(Sf ";;; S2 ) = p(S2=2) + p(S 2=0) = 2/6 + l/6 = 3/6 = 0.50. In Spalte 4 sind die 
Überschreitungswahrscheinlichkeiten P(Sf ";;; S2 ), in Spalte 5 die Überschreitungs-
wahrscheinlichkeiten P(Sf ;;" S2 ) angegeben. 
Damit ist ein erstes Ziel erreicht: Da die Zahl der Rangpermutationen für jedes T 
endlich ist, kann unter der Annahme der Gleichwahrscheinlichkeit aller Permutatio-
nen die Verteilung der monotonen, bitonen, usw. s2 unter Gültigkeit von H
0 (=kein Trend) erstellt werden. Für jede Verlaufskurve kann damit angegeben wer-
den, mit welcher Überschreitungswahrscheinlichkeit das beobachtete oder ein extre-
meres S
2 
zu erhalten ist. Für die Einzelfalldiagnostik ist so eine Möglichkeit gege-
ben, individuelle Verlaufskurven auf die Stärke des Trends zu prüfen. 
3.1 Die Beurteilung von Verlaufskurven nach der exakten Rangverteilung (Einzel· 
falldiagnostik) 
Für T=4( I) I 0 sind in Tafel B des Anhangs zu einer Reihe von Signifikanzniveaus a 
die Grenzen angegeben, die ein S2 höchstens erreichen darf um zum gegebenen a 
als "signifikant" zu gelten. Dabei sind die Fälle inbegriffen 'in denen auf monotone, 
bitone und tritone Trends (k= I (1 )3) zu a= q von 0.5, 1, 2\ 5, 10, 20, 25 und 33% 
geprüft werden soll. Liegt also eine Meßwertreihe mit T Meßwerten vor, wird wie 
folgt geprüft: 
a. Festlegung der zu prüfenden Trendstufen. Am Beispiel der Abbildung 1: Es soll 
der monotone Trend überprüft werden. 
b. Festlegung der zu erwartenden Richtung für den Trend. Aus inhaltlichen Grün-d~n ist zu erwarten, daß die Zahl der therapeutenbezogenen Äußerungen ab-
mmmt. Daraus resultiert für den monotonen Trend eine einseitige Fragestellung: 
die Korr~lation zur Ankerreihe wird negativ, s2 also als groß angenommen (bei 
exakter Ubereinstimmung von Anker- und Vergleichsreihe also bei rho = 1, wird 
S2=0). ' 
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c. Festlegung des Signifikanzniveaus a In Tafel B ist a mit q bezeichnet; acht ver-
schiedene Niveaus stehen zur Verfügung. Es wird ein a= 5%_gewählt. 
d. Umwandlung der Meßwerte in Ränge. 
e. Bestimmung der Ränge des orthogonalen Polynoms für T Meßzeitpunkte. Die 
Ränge der Polynomialkoeffizienten sind aus Tafel A zu entnehmen. Für den hier 
zu prüfenden Fall mit T=6 und monotoner Alternativhypothese lauten die Ränge 
l-2-3-4-5-6. 
f Bestimmung des S 2 zwischen Anker- und Vergleichsreihe. Wie aus Abbildung 1, 
Teil B hervorgeht, beträgt S2=48 für den monotonen Trend. 
g. Heraussuchen des Tafelwertes für das gegebene T, a und die Trendstufe. In Tafel 
B ist für T=6, a.=q=5% bei Trend M (=monoton) zu finden. 
+ 6.0 
- 64.0 
Es wird ein negativ monotoner Trend unterstellt. Da S2=48<64, muß Ho keines 
monotonen Trends beibehalten werden. Bei dieser Verlaufskurve kann zum gege-
benen a also nicht von einem negativen Trend ausgegangen werden. 
Das Vorgehen soll für eine zweiseitige Fragestellung noch einmal an derselben Kurve der Abbil· 
dung 1 für den tritonen Trend dargestellt werden. 
a. Festlegung der zu prüfenden Trendstufe: triton 
b. Festlegung der zu erwartenden Richtung: Hier kann keine Voraussage gemacht werden, es 
ist also zweiseitig zu prüfen {anschaulich: das .,S" des tritonenTrendskann auf dem 
..Bauch" oder auf dem .,Rücken" liegen). 
c. Festlegung des Signifikanzniveaus cx: es soll insgesamt zu cx=5% ge?.rüft wer?e~. Da sowohl 
entschieden werden muß ob der Trend positiv oder negativ ist, mussen zwe1 Simultane Tests 
durchgeführt werden. Na~h dem Bonferoni-Prinzip ist dazu das. cx=Niveau auf die Zahl de~ r 
durchzuführenden Tests zu adjustieren {siehe dazu Krauth & L1enert 1973_a). Es werden em 
Test auf positiven und ein Test auf negativen Trend durchgeführt. Da damit r=2, muß zu 
cx 0 =cx/r = 0.05/2 = 2.5% geprüft werden. 
d. Umwandlung der Meßwerte in Ränge. 
e. Bestimmung der Ränge des orthogonalen Polynoms für T Meßzeitpunkte: Aus Tafel A geht 
für den tritonen Trend bei T=6 die Rangfolge 2-6-4-3-1-5 herv?r. . . 
f. Bestimmung der S2 zwischen Anker- und Vergleichsreihe: Aus Abbildung 1, Teil B 1st zu 
entnehmen,daßS 2 =4. f 
1 
B · r· 
g. Heraussuchen des Tafelwerts für das gegebene T, cx und die Trendstufe: ln Ta e 1st ur 
T=6, cx 0 =q=2.5% bei Trend T {= triton) zu finden 
+ 4.0 
- 66.0 0 - 0 
Da $ 2 =4.0.;;;4.0 {dem Tafelwert für positiven tritonen Trend) IS_t, darf zum gegebenen cx-5)6 
von einem positiven tritonenTrendausgegangen werden. H0 Wird abgelehnt. 
Hinweis: Treten in der Vergleichsreihe Bindungen(= gleiche Meßwerte) auf, muß_ 
die Rangvergabe durch Zufall geschehen. Eine (wie sonst ü_bliche) Vergabe von mitt-
leren Rängen verändert die in Tafel B tabellierte Nullverte1lung. 
Mit diesen Tabellen können somit individuelle Verlaufskurven (unter_ der Annahme 
der Unabhängigkeit der einzelnen Meßwerte) auf Signifikanz_ für bestimmte Trend-
stufen untersucht werden.1 Es ist allerdings nicht möglich, eme gegebene Verlaufs-
1 ) Ähn 1 iche Tafeln haben Hotel/ing-Pabst und G!asser-Winter erstellt {siehe dazu Lienert _1975). 
Diese können allerdings nur zur Prüfung von Trends eingesetzt werden, deren Ankerreihen 
keine Bindungen aufweisen. 
kurve inferentiell für mehrere Trendstufen gleichzeitig zu beurteilen. Da die Tech-
nik der Rangvergabe wie erwähnt die Unabhängigkeit zwischen den Polynomialko-
effizienten verletzt, wären solche Tests nicht mehr unabhängig. Auch eine entspre-
chende CX-Adjustierung kann dem nicht abhelfen. Es ist nur erlaubt, jeweils eine 
Trendstufe zu prüfen. 
3.2 Die Klassifikation von Verlaufskurven nach mehreren Trendkomponenten 
gleichzeitig. 
Die Rangbildung verbietet eine simultane Prüfung mehrerer Trendstufen bei inferen-
tieller Fragestellung. Nichts kann allerdings dagegen eingewendet werden, die s2 als 
deskriptive Maße für die einzelnen Trends einzuführen. Je extremer die S2 , desto 
deutlicher ist der Trend. Ist S2 klein, handelt es sich um einen positiven, ist S2 groß, 
um einen negativen Trend. Der Anwender kann so anhand der s2 entscheiden, ab 
wann er einen Trend als positiv, negativ oder als "nicht vorhanden" klassifizieren 
will. Dabei handelt es sich um keine inferentielle Entscheidung, sondern lediglich 
um eine deskriptive Klassifikation. Für die Entscheidung kein Trend" müßte bei 
inferentieller Ausrichtung sonst der ß-Fehler kontrolliert ~erden. 
3. 2.1 Die Berechnung der Auftrittswahrscheinlichkeiten 
Die K!assifikation danach, ob ein Trend vorliegt, geschieht sinnvollerweise nach der 
Verteilung des S2 unter Ho. Für T=3 hatten wir in Tabelle 1 alle möglichen Rang-
permutationen aufgezählt (Teil Ader Tabelle) und die Verteilung der S2 bestimmt 
(Teil B). Es liegt nun in der Hand des Anwenders (und ist nach inhaltlichen Gesichts-
punkten zu entscheiden), ab welcher Überschreitungswahrscheinlichkeit er einen 
Trend annehmen will. Für das Beispiel der Tabelle 1 soll diese überschreitungswahr-
s~~e~nlichkeit q=P(S2 )~33% sein, um einen positiven oder negativen Trend zu klas-
sifizieren. Dann geht aus Teil B der Tabelle hervor: 
a. beim monotonen Trend: 
nur P(S 2=0) = 1/6 ~ 33% = q und führt zur Klassifikation positiv monotoner 
Trend" (mit "+" signiert) " 
nur P(S 2=8) = 1/6 ~ 33% = q führt zur Klassifikation negativ monotoner 
Trend" (mit "-" signiert) " 
a!le ~nderen S2 führen zur Klassifikation "kein monotoner Trend" (mit "0" 
sigmert). 
b. beim bitonen Trend: 
n.ur ~(S 2=0.5) = 2/6 ~ 33% = q führt zu "positiver bitoner Trend" (mit"+" 
sigmert) 
~ur ~(S2=6.5) = 2/6 ~ 33% = q führt zu "negativer bitoner Trend" (mit"-" 
Sigmert) 
alle anderen S2 führen zu "kein bitoner Trend" (mit "0" signiert). 
Dam~t können aus der Nullverteilung von S2 alle T!=3 !=6 möglichen Verlaufsfor-
men m Tabelle I, Teil A nach ihrem monotonen und bitonen Trend klassifiziert 
werden. Das ist dort in den beiden letzten Spalten der Tabelle geschehen. 
~s zeigt sich: daß zw~r jeweils pro Trendstufe die Klassifikation nach positiv, nega-
tiv oder "kem Trend stattfinden kann, es aber bei T=3 und q=33% nicht möglich 
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ist, eine Verlaufskurve zu erhalten, die sowohl positiv monoton als auch positiv bi-
ton ist. Zusätzlich zur Verletzung der Unabhängigkeit bei der Rangvergabe wurde 
offensichtlich durch die Klassifikation der Trends eine weitere Abhängigkeit einge-
führt. Dies muß bei der Prüfung explizit aufgegriffen werden. 
Da jeweils pro Trendstufe k drei Klassen ( +, 0 und -) möglich sind, resultieren bei 
K=2 Trendstufen 3K=3 2=9 mögliche Kombinationen, die in Tabelle 1, Teil C auf-
geführt sind. Nicht alle dieser Konfigurationen(= Kombinationen) sind besetzt (es 
fehlen++ +- 00 -+ und --) dennoch können aus Tabelle 1, Teil A die Erwartungs-
werte ang,egeben 'werden. Die' 3 !=6 möglichen Permutationen verteilen sich wie in 
Spalte 2 der Tabelle 1, Teil C angegeben auf die 3K=9 Konfigurationen. Da jede der 
Permutationen unter H0 keines Trends gleichwahrscheinlich ist, ergeben sich die 
Erwartungswerte (hier als Auftrittswahrscheinlichkeiten) direkt als e=h/T!, wobei 
h die Häufigkeiten pro Konfiguration angibt. Es ist zu beachten: Obwohl q=33%, 
jede Klasse jeder Trendstufe also gleichwahrscheinlich ist, ergibt sich für die Kombi-
nation der Trendstufen keine Gleichwahrscheinlichkeit. 
In Tafel C des Anhangs sind die Erwartungswerte (als Prozente der Auftrittswahr-
scheinlichkeit) für folgende Fälle angegeben: 
a. für k=l, 2 und 3 (mono-, bi-und triton) und alle möglichen Kombinationen aus 
den drei Trendstufen 
b. für q=lO, 20,25 und 33% 
c. für T=4(1) 10 
Beispiel: Mit K wird die Zahl der zu prüfenden Trendstufen bezeichnet. Für q=10%, T=5, K=2, 
nämlich k=2 und k=3 {bi-und triton) ergeben sich theoretisch wieder 3K=g Kombinationen 
der drei Trendkomponenten. Aus Tafel C1 geht hervor, daß vier Konfigurationen nicht besetzt 
sind{++,+-,-+ und--). Die Erwartungswerte betragen für +0 und -0 jeweils 10%, für 0+ und 
0- je 6.'6667% für 00 ist er 66.6667%. 
3.2.2 Test aufüberfrequente Trendkonfigurationen 
Da die einzelnen Konfigurationen aus den Trendstufen unabhängig sind, kann bei 
genügender Größe ein X2-Test auf die Güte der Anpassung der empirischen Häufig-
keiten an die erwarteten angesetzt werden. Dabei ist die übliche Pearson-Prüfgröße 
2 (b-e)2 
X =---
e 
zu verwenden, die bei Gültigkeit von Ho asymptotisch Chi-Quadrat-verteilt ist. Da 
in Tafel C die Erwartungswerte als Auftrittswahrscheinlichkeiten unter Ho in Pro-
zent angegeben sind, ist die Pearson-Größe bei Verrechnung mit empirischen Häu-
figkeiten etwas umzuformen in 
2 (b- e.w)
2 
X = mit w = N/1 00 
e.w. 
für jede einzelne Konfiguration. Ist man nur daran interessiert, das X 2 für alle Kon-
figurationen zusammen zu erhalten (die sich bei der Verwendung der obigen For-
mel als Summe der Einzel-X2 ergibt), rechnet man einfacher mit 
100 bf ~x2 =-~_I-N 
N ei 
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Die Zahl der Freiheitsgrade ergibt sich aus der Überlegung, daß 3K-U Einzeltests 
durchgeführt werden, wobei K die Zahl der geprüften Trends, U die Zahl der unbe-
setzten ( = "unmöglichen") Konfigurationen angibt. Ein Freiheitsgrad geht durch 
den Stichprobenumfang N verloren, so daß sich für den gesamten Test 
df = 3K- U- 1 
Freiheitsgrade ergeben. Die Zahl der Freiheitsgrade ist in den Tafeln C jeweils unter 
der Auflistung der Konfigurationen angegeben. 
Beispiel: Für T=5, q=1 0%, K=2, nämlich k=1 und k=3 resultieren, wie ein Blick in die Tafel C1 
zeigt, U=4 nicht besetzte Konfigurationen. Die Zahl der Freiheitsgrade ergibt sich so als 
df = 3 2 - 4 - 1 = 4 
Sollen Einzel-Konfigurationen geprüft werden, ist jeder einzelne Test pro Konfigu-
ration mit df= I durchzuführen. Zu beachten ist allerdings dabei, daß bei inferentiel-
ler Fragestellung eine a-Adjustierung auf die Zahl der r simultanen Tests durchzu-
führen ist. Wenn im obigen Beispiel alle fünf möglichen Konfigurationen einzeln ab-
geprüft werden (r=5), muß das vorgegebene Signifikanzniveau a auf a0=a/5 adju-
stiert werden. 
Das Vorgehen an einem Beispiel: 
Bei N=72 Pbn wurde während einer 14minütigen Phase die Konzentrationsfähigkeit bestimmt, 
wobei die Leistung jeweils in 2-Minuten-Abständen gemessen wurde. Die Meßwerte x, bis X7 
pro Pb sind den ersten Spalten der Tabelle 2 zu entnehmen. Es soll geprüft werden, ob Pbn mit 
monotonem und/oder bitonem Trend überzufällig häufig auftreten, wobei keine Aussage über 
die Richtung der Trends gemacht werden kann. Als .,deutlicher" Trend wird eine Rangfolge 
mit q .;;; 33% bezeichnet. Das Signifikanzniveau a wird auf 5% festgelegt. 
1. Schritt: Umwandlung der Meßwerte in Ränge. Treten gleiche Meßwerte auf, 
müssen diese nach Zufall aufgelöst werden. Die Ränge R 1 bis R 7 gehen aus Ta-belle 2 hervor. 
2. Schritt: Heraussuchen der Ankerreihen A für das gegebene T und die zu prüfen-
den Trendstufen aus Tafel A. 
3. Schritt: Berechnen von S~0 0 und S~·t Pb I hat die n 1 
Meßwerte 
Ränge 
Ankerreihen 
monoton 
biton 
Berechnung s2 
34 
7 
I 
6.5 
monoton 36 
biton 0.25 
3 I 
I 
2 
4.5 
12.25 
32 
5 
3 
2.5 
4 
6.25 
31 
2 
4 
1 
4 
33 
6 
5 
2.5 
12.25 
Diese Werte sind ebenfalls in Tabelle 2 zu finden. 
32 
3 
6 
4.5 
'9 
2.25 
32 und die 
4 (nach Zufall) 
7 (aus Tafel A) 
6.5 (aus Tafel A) 
9 
6.25 
s2 = 64 
mono 
s~it = 40.5 
4. Schritt: Heraussuchen der Grenzen ftir S2 für die einzelnen Trendstufen, T und 
das gewählte q. Im Beispiel ist T=7, q=33%, k= 1 und k=2. Aus Tafel B ist zu ent-
nehmen: M B 
T=7 + 44.0 43.5 
68.0 65.5 
Tabelle 2: 
1 34 ]1 22 21 22 ~2 ?2 
2 43 45 '"'' 5(t "'"' 5ll 4b 3 45 4~ 50 •l3 •15 44 41 
4 45 39 4~ 48 46 !7 l9 
~ 50 43 45 ~ .. ~: 44 41 
6 40 39 46 41 ·11 4~ 41 
7 33 27 28 25 .::,- :..:• ;:8 
e J6 22 l4 20 z~ zj 27 
9 41 38 40 77 J? 14 !5 
10 Sß 48 ~·\1 48 •15 44 4"3 
11 45 45 4ci 47 4~ 42 41 
12 ~6 57 50 62 ~8 30 50 
13 45 39 43 41 :9 43 41 
14 41 42 46 ~~ 45 47 ·18 
15 40 45 •11 4J 4~ 4l 49 
16 37 39 ]8 40 :9 41 ~9 
17 44 35 ]7 37 ]7 25 33 
18 36 32 ~b 31 J? ]1 29 
19 27 26 ~1 23 2? :2 27 
20 52 56 47 51 5! 52 5ü 
21 49 51 4Q 51 51 49 50 
22 39 48 40 39 44 48 45 
23 41 40 47 42 42 ~5 3~ 
24 45 45 •lt:; .,: :8 :l4 41 
25 36 27 2~ 31 ].~ ?J ]7 
26 45 44 4·1 ~ .. 41 40 :!5 
27 ~o Ja 49 ·•2 ·ll ·•~ 41 
28 52 47 50 5l.) .,;-t s.:: 47 
29 43 39 Z9 •IIJ 39 3.2 40 
Je 24 2s ~o =~ 22 24 26 
31 34 29 ]0 10 24 34 32 
32 50 47 47 •15 •18 49 43 
33 35 33 29 2? -~ 32 31 
34 20 18 18 1s 1s :·o 17 
35 39 4e :s :~ 1s :s J7 
36 40 40 45 4~ 41 ·10 39 
37 36 ll 40 44 ~7 42 46 
38 37 37 :s 11 :b -- ~~ 
39 48 39 44 •1? !8 ~7 11 
4ß 39 39 4: ~9 ::>1 •10 3'9 
41 J6 !2 ~~ ~7 :a ~~ l~ 
42 44 46 45 46 4~ 40 4: 
43 53 53 47 41 44 46 44 
44 45 43 45 43 39 44 4~ 
45 37 ;6 ~9 :1 :2 :0 ?1 
4~ ~B 46 43 4~ 4•1 45 ~0 
47 76 t:t: €:1.3 5t"; Sb 5ti S.l 
48 l8 32 :.9 :;;J ]9 ?9 ?8 
49 40 39 43 4l 46 45 ~9 
50 45 47 48 47 48 47 49 
51 54 54 48 :;;,;:: 5.? 44 ~·2 
52 3R •lß 41 41 37 42 !8 
53 €8 ~4 61 ~.2 59 ~1 56 
54 l8 ~3 ~1 ~0 =~ !4 
5'5 2 ;_.• :..•t5 27 ~·"? 2'? ::'.!4 : •'3 
56 ~5 :g 2? :7 -~ :s =·· 
57 71 70 s~ ~.d ·I? ~0 ~o 
~8 4~ 20 :~ 40 :? 15 Z·J 
59 c1i •lU 41 ·11 :7 ~5 :7 
60 48 :~ 4Ü <12 :s :~ 4: 
61 30 =~ ::j 4ü :~ =·~ •10 
62 :!9 24 ~:-~ ~ ::" :·,l ? ! ~ ., 
63 2~ 40 41 :s 2~ :7 :9 
64 2Z :9 ~1 ~8 21 Jl ?6 
t:e. 1r:: :l? 1: 2: .~1 2:2 .:b 
,;~. 45 ~c .:4 ::4 :1:t . '' :.~ 
67 ?.·.: :~~ ::! :~7 :."~ :~·l. .!.' 
.. :.a 2·1 :·· .. :·:·: _.·.: ·; 11 :: L 
t!-1 2~:. : 1 .. t:: • ''-1 :::~ • ·:o~ ~ 1 
i'I.!J ;·t, ~".""' ~··I .... , J8 • t:· 2::' 
71 ~,. ·~·:.; :·~ :!.4 4t~ ·U1 .:"? 
"~~ 4..! 4.s: •1•6-.•l~:o 4u .:..:t .:e 
71~2634 
1247563 
6472531 
4267513 
7365241 
217~463 
7241~63 
7 3 6 2 !5 4 1 
7563412 
6475312 
546732:1 
4537621 
7253164 
1254367 
1 5 2 3 6 4 7 
1526374 
7245631 
546273:1 
4261573 
4713652 
3726514 
1632.475 
4376512 
6574213 
6123457 
76!52431 
7163452 
6154372 
7246315 
2 4 6 7 1 3 5 
!512376~ 
7342561 
7 6 2 1 5 4 3 
7325461 
6752413 
5372641 
2146357 
7 6 4 1 5 3 2 
7465321 
527:::16~ 
3126745 
3576412 
7651342 
63741:52 
7 1 2 4 6 3 5 
7564231 
7652431 
3172564 
:?.14~762 
1362547 
7 6 2 4 3 1 5 
2456173 
7635241 
7 3 2 1 6 4 5 
1234~67 
34:56271 
7645123 
715624:?. 
7 4 6 5 3 1 2 
4256137 
1227456 
IÖ•I75123 
5671234 
1 •I 5 3 7 6 2 
1 ~ 3 6 4 5 7 
76:;4125 
4.L5623i' 
:!-137156 
1•;24357 
4;"32156 
l452763 
ol5b7312 
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64 40 5l~ 
26 95 50 
9·1 6t) 513 
6B 91 ~.o 
96 61 ~.u 
36 8'3 513 
62 29 5ß 
9() 5.1 51) 
:t.oe. s1 ·:.o 
:1013 69, 50 
9<1 87. ~.1) 
80 ~1 ";ol,l 
€.6 2?. ::.u 
B 5·1 Sß 
16 4?. 513 
28 68 5(t 
84 b9 ~I) 
82 68 50 
44 •!!:), 5e 
66 51 ~.o 
68 €.8 ~··· 26 4·· 51!1 
80 92 '50 
1013 54 ::.o 
20 1'? 50 
106 +4 ~·Cl 
74 51 513 
60 54 50 
74 48 50 
52 75 5C. 
~2 47 5>) 
78 4·1 50 
82 21 513 
' 76 5:? '5L' 
11313 40 Stt 
78 68 50 
12 60 513 
?6 :21 50 
1ft6 65 '!)~) 
58 4:! 51) 
22 72 Sl) 
84 92 :.\3 
98 29 50 
84 ~iol 50 
52 ?O :)0 
108 5·1 ~;·(J 
1(tt. 4·1 5•) 
.14 bO ~·ü 
~€ 85 ~I) 
18 5.; ~.o 
$b 26 5ü 
46 72 ~·0 
102 4~ ~·0 
56 17 51) 
a 5•1 '5t3 
€2 eo ~;CJ 
1t:l2 •41 ':U 
74 5t:~ ~·1.1 
10·1 61 ">tj 
42 48 ~.l;t 
14 71 ~0 
94 "j(' 5ü 
84 :?.:? 5121 
:'8 8~ ... C:·•) 
6 t:.·t ~.u 
es· z_·. !"(' 
:6 ....... '5\) 
~·4 ~Ll 
:.:.·2 •12 5(1 
% 1~ ~l' 
7:! !:iO 
~~ 81. ::.o 
76 2 1 2 
";o~ 1 3 2 
60 J 2 2 
•18 : z 2 
64 2 2 ._ 
56 1 3 2 
83 2 1 ::: 
76 2 2 2 
48 3 ::: :2 
40 3 3 :2 
•1S 3 3 ::? 
€:.1 2 ~ 2 
64 2 1 2 
;:"; 1 2 1 
413 1 2 -.. 
52 1 -· 2 
88 3 ~ z 
C-8 z 2 3 
72 1 2 3 
72 2 2 l 
:6 ! z 1 
44 1 2 ~· 
·14 2 ~ 2 
~8 2 2 1 
.?2 1 1 :; 
t":ß 2 2 2 
>:0 :! 2 3 
84 :2 2 
52 2 2 2 
1r5 2 .j 1 
9~ ~ 2 z 
('~ 2 1 ~ 
:?6 3 ::: ! 
:?b 3 1 1 
·~-~ 1 2 ~ 
64 2 1 2 
56 .... .j 2 
·J8 2 1 2 
i'Ö J. 3 2 
.2S ::! 2 1 
Sö 3 1 2 
52 3 :? 2 
Bol 2 .1 :. 
52 3 2 2 
t.O -· ::: 2 
.;o 1 ::: 2 
8€: 1 : 2 
:s .1 .2 1 
4•1 2 1 2 
44 ~ 2 2 
64 ~ 2 2 
BO 2 1. 3 
5.2 1 ~ 2 
c-:u .2 ~ .. ~ 
4U 2 1 : 
·18 1 
::3 1 .? 1 
4~:: 1 : ~ 
-- ~ 2 1 
.2-1'11 
":.1 1 - -
4•' ..!.. ... .2 
:·.:. : 1 1 
:t. 1 :: 1 
-- ! ... 1 
:::>< 1 1 1 
::s: :: l. 1 
ti(1 1 ~ :? 
.•. , 1 
5. Schritt: Klassifikation der individuellen S2 nach diesen Grenzen. 
Der Beispiels-Pb erhält damit 
für S~ono = 64 die Signatur "0" (=kein monotoner Trend) 
für S~it = 40.5 die Signatur"+" (=positiv bitoner Trend) 
ln Tabelle 2 sind in der letzten Spalte diese Signaturen zu finden wobei +" mit 1" O" 
mit .. 2" und .. -" mit .. 3" signiert ist. ' " " ' " 
6. Schritt: Aufstellen der Häufigkeitsmatrix der Konfigurationen. Das ist für das 
Beispiel in" Tabelle 3 geschehen. 
Pro Konfiguration wird die Häufigkeit des Auftretens ausgezählt. 
Tabelle 3: 
Konfi p b e X2 
m b 
+ + 10.456 2 7.528 4.060 + 0 12.163 13 8.757 2.055 + - 10.456 8 7.528 0.030 0 + 12.103 7 8.714 0.337 0 0 9.643 2 6.943 3.519 0 - 12.103 3 8.714 3.747 
- + 10.456 8 7.528 0.030 
- 0 12.163 17 8.757 7.758 
- - 10.456 12 7.528 2.656 
X2 - 24.192, df = 8, P = .00213 
7. Schritt: Heraussuchen der Erwartungswerte für die gewählte Trendkombination 
für gegebenes T und q aus Tafel C. Die entsprechenden Werte sind ebenfalls in 
Tabelle 3 zu finden. 
8. Schritt: Berechnen der X2-Werte nach den angegebenen Formeln Summation 
aller Einzel-X2 . Für die Konfiguration++ ergibt sich ein Erwartu~gswert von 
I 0.456%. Beobachtet wurden b=2 Fälle. Das X2 ergibt sich zu 
X2 - (2 - 10.456 . 72/1 00)
2 
- = 4.060 
10.456 . 72/100 
Das g~samt~ X2 beträgt X2=24.192 und ist nach acht Freiheitsgraden zu beurtei-
len (die df smd ebenfalls in Tafel C zu finden). 
9. Schritt~ Beurteilung des X2 und Entscheidung über H0 • Das im Beispiel beobach-
tete X =_24.192 hat mit P 0.00213 eine Überschreitungswahrscheinlichkeit klei-
ner <X. Die Nullhypothese ist abzulehnen, wonach nur Zufallsfolgen vorliegen. Es 
treten überzufällig viele mono- und/oder bitone Trends im Material auf. 
W~rd_: ~an_ infe~ent_iell alleoneun Konfigurationen der Tabelle 3 je nach df=1 beurteilen, müßte 
b=l ~-5)6 e 1 ~. adjustl~r~es ~. =0.05/9=0.0056 angesetzt werden. Mit X2 =7 .758 und einem ::-~.-0~5~ wurde le?1gl1ch d1e Konfiguration .. -0" signifikant, in der sich Pbn befinden, diele-
lg 1c emen negat1v monotonen (keinen bitonen) Trend zeigen. 
3.2.3 Hierarchische Klassifikation von Verlaufskurven 
Die B~trachtung der X2 in Tabelle 3 legt die Vermutung nahe, daß in der untersuch-
ten Stichprobe nur monotone Trends aufzufinden sind. Die höheren X2 treten dort 
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auf, wo die bitone Trend-Komponente als "0" klassifiziert wurde. Eine Überprüfung 
dieser Vermutung muß das X2 von mehreren kombinierten Trends in Einze!-X 2 zer-
legen, die den einzelnen Trendkomponenten zuzuordnen sind. Für eine solche Fra-
gestellung eignet sich die Technik der Assoziationsstrukturanalyse (ASA) nach 
Krauth & Lienert ( 1973b). 
Dazu werden die K=3 Trendstufen monoton (m), biton (b) und triton (t) sowie alle 
daraus möglichen Kombinationen daraufhin untersucht, ob überfrequente Häufig-
keiten auftreten. Insgesamt resultieren daraus folgende Prüfungen: 
für K=J: m b t (monoton, biton und triton) 
für K=2: m b (der Punkt gibt an, welche Trendstufe ausge-
rn lassen wird) 
b 
für K=J: m 
b 
Tabelle 4: 
Trend Ausgangs-X 2 bereinigtes X2 
m b t 32.77126 4.9688 
m b. 24.1928 6.303. 
m t 14.7398 0.474. 
b t 7.4178 2.4814 
m 13.6092 13.6092 
b . 4.2802 4.2802 
t 0.6562 0.6562 
In Tafel C sind für jede dieser Prüfungen die Erwartungswerte angegeben. Das Vor-
gehen ist dasselbe wie unter 3.2.2 beschrieben. Für das Beispiel der Tabelle 2 resul-
tieren die in Tabelle 4 angegebenen X2 . Da die einzelnen Tests voneinander unab-
hängig sind, sind die X2 unter Gültigkeit von H0 additiv. Zieht man vom X2 jeder 
"höheren" Trendkombination (Kombination mit mehr beteiligten Trendstufen) alle 
X2 der darin enthaltenen "niedrigeren" Trendkombinationen ab, erhält man in dem 
Rest-X 2 jeweils den Anteil, der durch diese Kombination von Trendstufen (und nur 
durch diese) "erklärt" wird. Für K=3 Trendstufen müssen also folgende Differenzen 
gebildet werden: 
Ausgangs-X2 
X2 (mbt) 
X 2 (mb.) 
X2 (m. t) 
x2 (. bt) 
bereinigtes X 2 
X2 (mbt)-X2 (mb. )-X2 (m. t)-X 2(.bt)+ X2 (m .. )+ X2(.b.)+ X2 ( .. t) 
X2(mb.)-X2 (m .. )-X2(. b.) 
X 2(m. t)-X2 (m .. )-X2 ( .. t) 
X2 ( • bt)-X2 ( . b. )-X2 ( .. t) 
Die X2 (m .. ), X2(.b.) und X2 ( .. t) bleiben erhalten. Die bereinigten X2-Werte für das 
Beispiel sind ebenfalls in Tabelle 4 angegeben. Die dort angehängten Zahlen bedeu-
ten die Freiheitsgrade. Diese verhalten sich ebenso wie die X2 additiv. D.h., für die 
Zahl der Freiheitsgrade sind dieselben Bereinigungen durchzufUhren wie flir die X2 
Insgesamt entstehen sieben Kombinationen von Trends, die zu r=7 Einzeltests füh-
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ren. Entsprechend muß das a-Niveau auf a 0=ajr adjustiert werden. Wäre ein Niveau 
von cx=5% vorgegeben, resultierte daraus ein a 0=0.05/7=0.00714. Lediglich das 
X2(m .. )=13.609 hat mit df=2 eine Überschreitungswahrscheinlichkeit P=O.OOlll 
kleiner a. Keine der anderen Kombinationen überschreitet diese Grenze. Damit 
muß davon ausgegangen werden, daß in dem Material nur ein monotoner Trend an· 
zusetzen ist. Die Nullhypothese keines Trends ist abzulehnen. 
4. Die Asymptotik des Verfahrens 
Damit die Pearson-Prüfgröße hinreichend gut von der Chi-Quadrat-Verteilung ap-
proximiert wird, müssen die Erwartungswerte genügend groß sein. Üblicherweise 
werden als Faustregel Erwartungswerte e > 5 angegeben. Da in Tafel C die Auftritts-
wahrscheinlichkeiten in Prozent stehen, resultierte aus dieser Forderung für den 
kleinsten Erwartungswert emin 
eminN/100> 5 
Sind alle Erwartungswerte etwa gleich groß, was nur bei q=33% überhaupt eintreten 
kann, reichen nach den Empfehlungen von Wise ( !963) bereits Erwartungswerte um 
2 für eine hinreichende Approximation. Da im klinischen Bereich meist kleinere 
Stichproben vorliegen, dürfte dieser Wert von q=33% in der Regel auch die Grenze 
der Wahl sein. 
Ein Blick in Tafel C zeigt, daß die Verteilungen der Erwartungswerte sich bereits 
bei T= I 0 stabilisieren und übergehen in das Produkt der Einzelauftrittswahrschein-
lichkeiten. D.h., bei Prüfung nur einer Trendstufe werden die e· "' q bei Prüfung 
. T 1 ' 
von zwe1 rendstufen die ei"' q 1·q2 usw., so daß mit den gewählten Grenzen q di-
rekt gerechnet werden kann. Für die Klassifikation von Verlaufskurven mit T > I 0 
müssen allerdings auch die Grenzen der S2 (Tafel B) neu berechnet werden. Der Er-
wartungswert von S2 beträgt J.L(S 2)=T(T2-I)/6. Die Varianz beträgt 
1 T3 - T 
a2(S2) =---- ( )2. 
T-1 6 
Für große T ist S2 näherungsweise normalverteilt Dann können Ober- und Unter-
grenze von S2 für jedes q bestimmt werden aus 
Obergrenze 0 = J.L(S 2) + z( q) a(S 2) 
Untergrenze U = J.L(S2) _ z(q) a(S2) 
Für z(q) ist je nach q zu setzen: z(q=33%)=0.43, z(q=25%)=0.67, z(q=20%)=0.84 
und z(q=I0%)=1.28. 
Für 10<T<30 ist diese Näherungjedoc~ noch sehr ungenau. Nach einem Vorschlag 
von Kendall ( 1948) ist es besser, in diesim Bereich die Grenzen nach 
0 = J.L(S 2) + t(q,df) a*(S2 ) 
U = J.L(S 2) - t(q,df) a*(S2 ) 
zu berechnen. Dabei ist 
T-1 
= -- a(S 2 ) 
T- 2 
und t(q,df) der zu q gehörendet-Wert aus einer t-Verteilung mit df=T-2 Freiheits-
graden. 2 . 3 2 Beispiel: Für T=IO, q=25% wird J.L(S2)=IO(IOO-l)/6=165, a =[(10 -10)6] J(I0-1) 
=3025, a=55, a* 2=3025(IO-l)/(I0-2)=3404, a*=58.3. 
Unter Verwendung der Normalverteilungsapproximation erhält man 0=165+(.67) 
(55)=201.85 und 0=165-(.67) (55)=128.15. Bei Verwendung der t-Verteilung er-
hält man mit t(q=25%, df=l0-2)=.71 für 0=165+(.71) (58.3)=206.39 und für 
0=165-(.71) (58.3)=123 .71. Diese Werte stimmen mit den exakten Werten aus Ta-
fel B 0=206 und 0=124 gut überein. 
5. Diskussion 
Die Methode der exakten Rangverteilungen umgeht r;lie Schwierigkeit des Ferguson-
Rationales durch die Angabe exakter Auftrittswahrschein!ichkeiten. Die Ansprüche 
an die Daten sind wenig restriktiv: Zum einen müssen die Meßwerte nur ordinal 
skaliert sein zum anderen ist für die Reihenfolge der Messungen keine Äquidistanz 
vorgeschrieben. Die vorgeschlagene Methode ist damit in diesen Fällen gegenüber 
der direkten Verwendung der orthogonalen Polynome zur Trendbestimmung im 
Vorteil wie sie etwa in Lienert beschrieben werden ( 1979, 34 7 ff. und 994 ff.). Für 
die Ein~elfalldiagnostik wie für Fragestellungen nach "Pbn gleichen Verlaufs" 
scheint die deskriptive Klassifikation nach "positivem", "negativem" und "kein" 
Trend gleichermaßen brauchbar. Der Nachteil des Verfahrens liegt in der relativ 
aufwendigen Rechenprozedur. 
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Tafel A: Ränge der orthogonalen Polynome von T=4( 1) 10 für monotonen bitonen und tri· 
tonen Trend. ' 
Ablesebeispiel: für T=5 und tritonen Trend lauten die Ränge 2, 5, 3, 1 und 4. 
Trendstufe 
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k=2 
k=3 
T=5 k=1 
k=2 
k=3 
T=6 k=1 
k=2 
k=3 
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k=2 
k=3 
T=8 k=1 
k=2 
k=3 
T=9 k=1 
k=2 
k=3 
T=10 k=1 
k=2 
k=3 
Ränge der Polynome 
2 3 4 
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Tafel C: 
Tafel C1 
Exakte Wahrscheinlichkeiten (in %) der Konfigurationen für T=4(1 )1 0 für monoto-
nen und/oder biton.en und/oder tritonen Trend und 
Tafel C1: q = 10% 
Tafel C2: q = 20% 
Tafel C3: q = 25% 
Tafel C4: q = 33% 
Ablesebeispiel: Es wird die Auftrittswahrscheinlichkeit dafür gesucht, daß bei T=5 
und q=20% eine Verlaufskurve als negativ monoton und positiv triton erscheint. Aus 
Tafel C2 (q=20%) geht für die Konfiguration-.+ die Auftrittswahrscheinlichkeit 
2.5000 hervor. 
(J 10% 
I T 
1<. ON F I G • I t, 5 6 7 8 9 1 0 
--------+--------------------------------------------------------
+ ~ + 0.003 0.002 
+ ~ 0 0.25& 0.399 .0.4~0 0.471 
+ +. - 0.002 0.001 0.012 
+ o + 0.099 o.531 0.732 u.423 
+ U 0 6.667 6.611 'J,021J 8.286 7.661 7,827 
+ ~ - o.l39 d.357 0.211 o.16'J 0,341 
+- + Q.003 0.002 
+ - 0 0.25~ 0.399 0.460 0.471 
+ o.002 0.001 u.012 
Ü -h + 0,}39 I 0,296 0,506 0o444 0,486 
o ... o 1u.ooo s.611 s.413 1.1oa 1.112 7.215 
0 ~ - 0.139 0.298 0.506 0.444 0.486 
u 0 + 6.667 8.333 7.520 6.033 7·891 "1.797 
u 0 0 53.333 4b.056 46.944 46.830 47.636 41J.907 
0 tJ- bo667 8,333 7.520 8,033 7.891 L797 
o - + 0.139 o.291J o.506 u.444 u.486 
0 - 0 10.000 8.611 8.413 7.708 7.712 7.21~ 
u 0.139 0,298 0.506 0.444 0.486 
- +. + 0.002 U.001 0.01~ 
- +. 0 0.258 0.399 0.460 0.471 
- +. - 0.003 0.002 
- o + 0.139 o.J57 o.n1 o.169 o.341 
- 0 0 6.667 8.611 9.028 IJ,286 7.861 7,827 
- o - o.099 o.531 u.73<: 0.423 
+ 0.002 0.001 0.012 
o o.zsa o.399 0.460 o.471 
0.003 0.002 
--------t--------------------------------------------------------
FG I 6 1.' 10 22 26 26 
4?7 
1.1 = 10% 
I T 
K ONF I G, I 4 '.i 6 7 B 9 10 
--------+--------------------------------------------------------
+ fl • I 0.258 0.402 0.464 0.485 
+V • I bo667 6,750 9,484 9,028 8,76~ 8,591 
+ - I 0.258 0.402 0.464 0.485 
u ~ I 1o.ooo e.uo9 9.008 8,720 &.601 a.I87 
u o • I 66.667 64.722 61.904 62.097 63.419 64.502 
G - I 10.000 6.889 9.008 8.720 8.601 8.187 
- ~ I 0.258 0.402 0.464 0.48~ 
- u I 6.667 8.750 9.484 9,02ll 6.762 8.591 
I o.25ll 0.402 0.464 0.485 
--------+--------------------------------------------------------
FG I 4 4 8 8 8 8 
+ + 
+ • (j 
+ 
0 .. + 
(J .. 0 
() .. 
... + 
• 0 
I 
I o.099 o.531 0.738 0.427 
I 4.167 6.667 6.611 9,544 9.0a5 a.780 8.770 
I 0.139 0.357 0.216 0.112 0.365 
I 4.167 6.667 8.611 S.ll5 9,045 8.780 8.770 
I 83.333 73.333 65.278 63.770 62.247 63.059 63.337 
I 4.167 6.667 o.611 8.115 9.045 e.780 8.770 
I 0.139 0.357 0.216 0.112 0.36~ 
I 4.167 6.667 8.611 9,544 9.005 8,700 8.770 
I o.099 0.531 0.738 0.427 
--------t--------------------------------------------------------
FG I 4 4 6 8 8 8 8 
I 
+ + I 0,139 0.298 0.508 0.449 o.500 
• ~ u I 10.000 &.611 6.929 8.507 8.631 8.157 
• + - I u.139 0.29t 0.508 0.449 0.500 
• U + I u.667 6.472 7.976 ~.775 8,793 8.561 
• o 0 I 66.667 6~.27u 65.000 63.403 63.358 64.562 
• u- I 6.667 8.472 7.976 0.775 &.793 8.561 
- + I 0.139 0.296 u.50b 0.449 0,500 
- u I 10.000 6.611 8.929 6.507 8.631 0.157 
· - - I - - 0.139 0.296 0.508 0.449 o.soo --------+------------------------------------------------------~-
FG I 4 8 6 6 6 ll 
I 
I 
• • • I 4.1&7 6.667 8.750 10.000 9,831 9.690 9.562 
o • • I 91.667 ~6.667 82.500 uo.ooo B0.337 80.620 80.876 
- • • I 4.167 o.667 . 8.750 10.000 9.831 9.690 9.562 
--------+--------------------------------------------------------~G I 2 2 2 2 2 2 2 
I 
"' ··I 10.000 ll.BC9 9.524 9,524 \1,528 9.158 
• 
0 
• I no.ooo 8~.222 80,952 80,952 80.944 81.684 
• - • I - 10.000 8.889 9.524 9,524 9,520 9.158 
--------t------------------------------------------------------~-FC. I 2 ?. 2 2 2 2 
I 
• • + I 4.167 &,667 0.750 8.571 9,79~ 9.69v 9,562 
• • 
0 1 91.66! Bo.u67 s~.soo a~.857 B0.417 80.620 80.676 
' • - I 4,16/ 6o667 0,750 !lo571 9,792 9,690 9,562 
--------+--------------------------------------------------------[-(, I 2 2 2 2 2 2 2 
lj 
j 
l 
Tafel C2 
.. 
.. 
I T 
KOI~FIG, I 4 "> f> 7 8 9 10 
--------t--------------------------------------------------------
+ 
"' 
+ 0.079 0. 280 0.477 0.3J8 
+ .. 0 1 • 66 7 1. 944 2. 321 2 • 1511 2. 431 2. 300 
+ fl 
- 0.417 0.278 0.407 0. 332 ().52 7 
+ u + 2.500 1 .1106 2.024 3.294 3.465 2. 762 
+ u 0 16.667 9. 16 7 9. 563 IO.fl53 9. 15 7 u. 246 8,6S1 
+ u 
- 2. 500 1 ,(,(, 7 1. 5'4b 1. 329 1 • 07~ 1. 52 2 
+ 
-
+ 0. 079 0. 280 (J. 47 7 Q.378 
+ - u 1. 66 7 1. 944 2 • 32.1 2 .158 2. 431 ~. 300 
+ - - 0.417 0.2711 0.407 u.332 0. 52! 
v fl + 1. 66 7 2.361 1 • 86 5 2. 262 2. 352 2.264 
0 ... 0 16.667 10.(JCl0 10.55 6 11.690 7.842 8 ,4ft! 7.959 
0 
"' 
- 1 .6b7 2. 361 1. 86~ l. 26~ 2. 352 2. 264 
l' (.1 + 11>.667 9 ,}(, 7 (j. '150 7 .1:>91: 8. 943 (j .403 d. 72 3 
0 0 0 20.000 16.389 20. 196 18.442 16.370 11!.890 
0 0 - 16,667 9 .16 7 II, 750 ., .696 8. 943 6-.403 ö. 723 
0 
-
+ 1. 6t. 7 2.361 1. 8t:>5 2. 262 2. 35~ 2. 264 
u 
- 0 16.66 7 1 0. uoo 1 u. 556 8. 690 7. 842 b. 441 7. 959 
0 1. 66 7 2. 361 1 .C6) 2. 26~ 2. 352 2. 264 
-
fl + 0.417 0.276 0. 407 0. 332 (). 527 
- ... 0 1. 66 7 1. 944 2. 321 2 .158 2. 431 2. 300 
-
"' 
- 0.079 0. 280 0.477 0. 378 
- 0 + 2. 500 1. 66 7 1. 54!1 1. 329 1.075 I. 52 2 
- u 0 16.667 9.167 9. 563 10.853 9 .15 7 8. 246 B, 651 
- 0 - 2. 500 1 .1106 2.024 3. 294 3.46~ 2. 762 
- - + 0.417 0. 276 0.407 0. 332 u.527 
0 I • 61> 7 1. 944 2. 321 2. 156 2.431 2.300 
0. 079 0. 260 0.477 ü. 378 
--------+-------··----------------------------------------------~-
FG I 5 Je a 26 26 26 26 
4?Q 
~~ = 20% 
I T 
t<. QIJ F I r, • I 4 5 6 7 B 9 1 0 
--------+--------------------------------------------------------
+ -f; • I 1.&67 2.361 2.o79 .?..845 3.240 3,205 
+ 0 • I 1&.667 14.167 1~.056 14.42S 13.780 12.787 12.935 
+- I 1.6t.7 2.361 2.t..79 2.H45 3.240 3.205 
u ~ • I 16.667 13.333 15.270 12.421 12.36& 13,146 12.486 
U U • I 33.333 3~.333 33.HB9 35.595 36.32~ 35.176 36,337 
u - I 16.667 13.333 15.278 12.421 12.366 13.146 12.486 
- ~ I 1.&67 2.361 2.o79 2.845 3.240 3.205 
- 0 I 16.667 14.167 13.U5b 14.425 13.780 12.787 12.935 
-- • I - 1.667 <:.361 2.b79 2.845 3.240 3.205 
--------t---------------------------------------------------r----
F (, I '• Ii 8 8 B 8 8 
+ 
+ •. u 
Ll •· + 
u •. V 
0 
I 
I 2.50t• l.H06 2.183 3,854 4.419 3.519 
I 1&.667 12.500 13.472 15.496 13.472 13.107 13.251 
I 2.500 .?..500 2.103 2.143 1.73':1 2.576 
I 16,667 12.500 13.472 11,429 13.467 13.107 13,251 
1
1 
33,333 40,000 37.50U 37.579 34.127 35.253 34.808 
16.667 12.50U 13.472 11,429 13.467 13.107 13.251 
I .!.SOU 2.500 2.103 2.143 1.739 2.57b 
I 1&.t..67 12.500 13.472 15.496 13.472 13.107 13.251 
I ~.5rt0 l.Bu6 2.183 3.85'• 4.419 3.519 
--------t------------------------------------------------------~-
~G I 4 II ß 8 8 8 8 
... + 
... u 
... -
I) + 
J u 
u -
- + 
- (J 
I 
I 1.667 2.778 2.222 2.949 3.161 3.169 
I 1&.667 13.333 14.444 13.333 12.150 13.302 12.559 
I 1.&67 2.778 2.222 2.949 3.161 3,169 
I 16.667 14.167 12.222 11.210 13.566 12.943 13.008 
I 33.333 3L.333 35.556 41,905 36,756 34.863 36.191 
I 16,1>6.7 14.167 12.222 11.210 13,566 12,943 13.008 
1 1.667 2.nu 2.222 2.949 3.161 3.169 
I 16,667 13.333 14.444 13.333 12.158 13.302 1Z.559 
I 1.667 2.7713 2.222 2.949 3.161 3,169 
--------t--------------------------------------------------------
~ c, 1 '• e 8 8 8 e 8 
I 
+ ••• 
lJ •.• 
I 
I 16.667 17.50U 17.778 19.782 19.46':1 19.266 19.345 
1 6o.o67 65.uoo 64.444 60,437 61.062 61.4&8 61.309 
I 11>.667 17.500 17.778 19.78<: 19.469 19.266 19.345 
--------+--------------------------------------------------------[-(, I 2 2 2 2 2 2 2 
• u 
I 
I 1&.667 16.667 20.000 17.778 18.056 19.625 18.697 
I 66,667 bbo667 60,000 64,444 63,889 60,750 62,206 
1 1h.o67 1b.&67 za.oou 17.77& 1ß.056 19.625 18.897 
--------+--------------------------------------------------------
FG I 2 ?. 2 2 2 2 2 
+ 
I 
I 16.&67 17.500 17.7715 15.714 19.464 19.266 19.345 
1 66.667 t,~.oou 64.'•44 6&.571 61.071 6l.46b 61.30':1 
I 16,6~7 17.~UU 17,770 15.714 19,464 19,266 19.345 
--------t--------------------------------------------------------
f(, I 2 2 2 2 2 2 2 
Tafel C3 
i,j = 25': 
I T 
1', ON F I C,. I 4 5 6 7 8 9 10 
--------t--------------------------------------------------------
+ + + I 0.1133 0.417 0.57:.i 0. 774 1 • 345 1. 03 7 
+ ... 0 I 2. 51.'fJ 2. 361 3.452 2. bbb 3. 32 ~ 3. 08 7 
+ + - I (),!l:'\3 1 .11 1 1 • 01.:: o. 638 0. 943 1. 16b 
+ 0 + I 4. 16 7 2.. 51.>0 4. 02 8 3 • '·50:: 4 ,t,79 '•. 760 4 .13& 
+ '.) u I u .500 9 .16 7 10.27H 9. 306 tl. 08tl 7. uos 7. 5'· 6 
+ u - I 4 .16 7 2.~(1() 2. 778 2,044 1 • 96 7 1. 675 .::. 32 5 
+ - + I 0.833 0. 417 0. 57~ (l. 774 1. 34 5 l • 03 ., 
+ 
- 0 I 2.5(10 2. 361 3 .45 2 2. 666 j. 32 ~ J. 08 7 
+ I u.u3J 1 • 111 l • (J 12 o.B3& 0.943 1 • lob 
u +< + I 3.333 3.056 2.9% 2.949 3. 22 7 ~.024 
() ... u I 1 b. bb 7 ll. 333 6. 111 7. <.,11 6. 65 7 b. 85<: I-. 38 5 
u + - I 3.333 3. 05 6 2 .996 2. 94':1 3. 22 7 3. 024 
u u + I 12. 500 1. 500 il. ß6 9 6. 766 0 ·'•2Ü 7. 20< 7. 673 
0 u u I 1ü.OOO 8 .o56 9. 081 11 • 8 7U 9. 651 1c'.611 
() 0 I 12.500 7.500 8.889 b. 766 II .420 7.20~ 7.673 
u - + I 3 .:n3 3.056 2,996 2. 949 3. 227 3.024 
(J 
- L' I 16.66 7 u. :n> 6 .111 7. 421 6.657 6. 05~ b. 38 5 
L' I 3.333 3.056 2 .996 2. 949 3. 227 3. 024 
-
+ + I 0.833 1 • 111 1 ,I) 12 (.', 83U 1).943 l .166 
-
~ u I 2. 50ü 2. 361 ~.452 2.61>6 J,32~ 3. OB 7 
-
... 
- I (J. {133 lJ,417 0. 57S 0."71'• 1. 34) 1. 03 7 
- 0 + I 4.167 2. 500 2 • 778 <'. .044 1 • 96 '1 1. &75 ~. 32) 
- 0 0 I 12 • 500 9.167 )0.278 'i. 306 6. 086 7.005 7. 54 6 
- 0 - I 4.167 2.500 4o021:i 3.452 4.479 4. 760 4. 136 
- - + I u.s33 1 • 111 1 • 012 (). 830 0.943 1 • 166 
u I 2 • 50(1 2. 361 3.452 2. 6&6 3. 32!> 3. (J8 7 
I :J,ß33 0. 41 7 u. 57, (l. 774 1 • 345 1 • 03 7 
--------t------------------------------------------------------~-
F G I 9 26 26 ~6 26 26 .16 
431 
I T 
K IJN F I C. • I 4 5 I> 7 A 9 1 0 
--------+--------------------------------------------------------
+ + I '•·11>7 3.<l89 5.040 4.2711 5.613 5.291 
+ U • I 20.U33 14.167 17.083 14.80~ 14.534 13.440 14.007 
+ - I .... 167 3.1169 S.04G 4.278 ~.613 ~.291 
D ~ I 1b,667 15.00~ 12.222 13.413 12.~55 13.306 12.433 
0 u • I 2~.ooo 2~.ouo 2~.633 23.413 28.71o 24.055 25.956 
u- I 1&.667 1~.uoo 12.222 13.413 12.sss 13.306 12.433 
- + I 4.167 3.889 5.040 4.27b 5.613 5.291 
- u I 20.833 14.167 17.083 14.602 14.534 13.440 14.007 
I 4.167 ~.689 5.040 4.278 5.613 5.291 
--------+--------------------------------------------------------
Fr, I 4 p, 8 8 9 a 9 
I 
+ •. + I 4,167 4.167 4.861 4.603 &.027 7.450 6.211 
+ • U I 12.500 14.167 15.UOO 1&.~10 13.420 13.65~ 13.721 
+ I 4.167 4.167 s.ooo 4.067 3.1>43 3.561 4.657 
0 • + I 1~.500 14.167 15.000 12.756 14.316 13.6SS 13.721 
0 • u I 33.333 26.667 20.27U 24.722 25.184 23.356 23.382 
u I 12.SOU 14.167 15.000 12.75& 14.318 13.65S 13.721 
.. + I 4.167 4.167 5.000 4,067 3.643 3.561 4.657 
• u I 12.500 14.167 15.000 16.210 13.420 13.655 13.721 
I 4.167 4.167 4.861 4.603 6.027 7.450 6.211 
--------+--------------------------------------------------------
f-(, 1 o a 8 8 o 8 8 
I 
+ + I ~.ooo 4.583 4.583 4.561 5.515 s.227 
+ 0 I 1~.667 13.333 10.833 14.32~ 11.989 13.503 12.560 
+- I ~.Uf\0 4.583 4.583 4.561 5.51S 5.227 
u + I 20.833 12.50u 15.694 12.262 14.86& 13.637 14.133 
U 0 I 25.000 28.333 28.611 2&.492 26.046 23.661 2S.703 
o - I 2u.B33 12.~00 15.694 12.262 14.866 13.637 14.133 
- + I !>.000 4.563 4.583 4,561 5.515 5.227 
- U I 1&.667 D.333 10.!133 1'h3ZS 11.989 13.503 12.%0 
I ~.000 4.583 4.583 4.561 5.51S 5.227 
--------+--------------------------------------------------------
F c, I t, 8 B 8 B B 'a 
I 
I 
+ ~ • I 2U.U33 22.50U 24.061 24.HA1 23.090 24.667 24.588 
u • • I 5H.333 5~.000 50.278 50.236 53.819 s0.667 50.823 
- • . I 20.833 22.~00 24.U61 24.bßl 23.090 24.667 24.588 
--------+--------------------------------------------------------
~(, I 2 2 2 2 2 2 2 
I 
• + • I 16,667 23.333 20.000 23.492 21.111 24.533 23.01S 
• u I 6b.o67 ~~.333 60.UOO 53.016 57.77d S0.93~ 53.970 
I 16.667 ?3.333 20.000 23.49~ 21.111 24.533 23.01S 
--------+--------------------------------------------------------
1-(, I 2 2 2 ?. 2 2 t! 
I 
• •. + I 2 :1 • II 3 3 2 c • 5 Oll 2 4 • B (, 1 2 1. 4 2 9 2 3 , 9 8 1J 2 4 • 66 7 2 lt • 5 B U 
••. u 1 su.333 ~~.0(1(! :.L.27U 5'1.11..; 52.02'• 50.667 so.a2::s 
••. - I 20.u33 21..5(!0 24.1161 21.429 23.':1ßu 24.667 24.58& 
--------+--------------------------------------------------------
FC I 2 2 2 2 2 2 2 
Tafel C4 
I T 
1\0NFJG. I 4 5 6 7 ß 9 10 
--------+--------------------------------------------------------
+ +. + o.B33 1. 31l9 2 .143 3. 063 3. 777 3.387 
+ + u 4.167 4. !(,-, 3.1>11 ~. S56 :, • 502 '•. 12 3 3. 94 9 
+ + 
- 2 .SOll 2. 917 2. '/50 2. 778 2. ':>9'/ j. 141 
+ u + lt .16 7 '• .1(, 7 6.606 4 .12 7 6. 4Jit ~. 140 4.U4U 
+ u u 4 .167 5.833 6. zso 6·250 4. 901 3.913 t,. Jltl 
+ u - 4 .16 7 0.833 '•. 02b 1. 786 3. 229 2. 13) 2..1l92 
+ - + 0.833 1. 389 2. 14 3 3. 063 3. 1n 3. 38 7 
+ - u 4.167 4 .16 7 3. 611 5. 55& 3. 50~ .... 12 :~ 3 • 'i'• '1 
+ - - 2. 500 2. 917 2. 75ti 2. 773 ~. '::>97 3.141 
u +o + 4 .16 7 ~ .UB 4. 306 3 .631 3.SH '• .02.7 3.'J04 
0 ... u 16. b6 7 (, .b6 7 ~... 222 '•. 841 3.442 4.~59 3. 711i 
0 +. - 4 .16 7 5.033 4. 306 3. 631 3.S79 4. 02 7 j. 901-t 
0 0. + 4 .16 7 1... SOU 4. 661 3.4S2 '•. 77 2 4. 10 ~· 4. 231 
(; l..t 0 6 ,(J(; 7 2. 771J 2. 736 ;: • 798 ~.Buu 2. ß 1 '• 
() 0 - 4 .16 7 2. 500 4. 861 3.4S~ 4. 772 '• • 1 0 ~· .•• 2 31 
0 - + 4.16 7 '::> .833 4. 306 3.b31 3.579 4.027 :>.9o ... 
u - l) lb.667 6.667 2. 222 4 .841 3 .44 2 4.?.59 ) • 718 
(I 4 .16 7 5.83?> 4.306 3. 631 3. ~79 4. 027 : .• 9(14 
-
+o + 2. 500 2. 917 (.. 75ö ~. 770 2. 59 7 j. 141 
-
... u 4.167 4 .16 7 3.611 5. 556 3. 501.. 4.12) 3. 94'/ 
-
+ 
-
u.833 1. 389 2 .143 3.063 3. 77 1 3. 38 7 
- u + 4 .167 0. 83:. 4. 02b 1. 78b 3. 22':1 c: .135 2 .1!92 
- ;.! u 4 .16 7 s.o33 6.250 b. 250 '• .901 j. 91 j ,, • 1t.J 
- 0 - 4 .16 7 4 .16 7 6.006 4.127 6.414 5.14U 4.84& 
- - + 2. 500 2.917 2. 75b 2. 771! 2. 597 J. 141 
0 4 .16 7 4 .16 7 3.611 !;;.556 3. 502 4.123 3. 9'•9 
I 0.833 1 • 38 \I ~. 14 3 3.063 3.777 3.307 
--------+--------------------------------------------------------
~G I 17 i!b ~6 26 26 .:6 ~6 
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(. = .n~; 
I T 
1\ fi.+F l G, I t, '> f, 7 R 9 10 
--------i--------------------------------------------------------
-1 + I 4.167 1.'>00 7,917 !u.45t. 9,343 10,497 10,477 
+ ,) I U.!>OO J(.,,ß:'\?. 17,0113 J2,16.:l 14,544 11.1!1b 11.062 
•- I 4.161 7.!>Cl(l 7,917 10·'•5•, 9.343 1:1.497 10.477 
L + I 2!>.\.'00 1o>,333 10.1!33 12.103 1!1.600 U.313 11.526 
'· u 1 o.J33 11.ch7 1l..50u 9.1>4;, 1,.341 11.01u 11.277 
L- I 2~.000 1b.J3J 1U.833 12.103 10.600 12.313 11.526 
- • I 4,167 1.50~ 1,917 10.4!>& 9.343 10.497 10.477 
- u I 11.50U 10.033 1"1.011::! 12.163 14.54t, 11.18b 11.662 
1 4.167 7.seo 7,Yl7 1ü.456 9.343 10.497 IU.477 
--------+--------------------------------------------------------
rG I 8 Ii ll A fl 8 8 
I 
+ + I t,,u,1 ~.ll33 9.5&3 11.413 12.540 12.69!> 11.622 
+ .. t, I 12.'>00 l!+.lt.7 13.'•72 17.361 11.905 12.159 12.039 
+ I 4.167 !>.833 9.B61 7.302 ß,78S 7.329 9.174 
~ I 12.~00 14.1~7 13,472 10.714 11.930 12.159 12.039 
(\ ~V I 3.LJ33 2U.(l(l(l 7.t.22 12.421 9.663 11.319 10.250 
u I 12.500 14.lh7 13.47l 10.714 11.930 12.159 12.039 
.. + I 4.1h7 ~.H3::! 9.ß61 7.302 8.705 7.329 9.174 
u I 12.500 14.167 13.472 17,361 11.90!> 12.159 12.039 
I 4.1&7 5.033 9.583 ll.413 12.540 12.695 11.622 
--------+--------------------------------------------------------
rr. 1 o 11 o a a 8 8 
I 
+ + I 4.1&7 Y.167 b,b11 8.532 9.420 10.401 10.432 
+ t: I ?'>,000 l~.Oflli 9.444 15.952 10.446 12.504 11.616 
h - I 4,\67 Y,l67 h.611 8.532 9.420 10.401 10.432 
u + I 1<!.500 7.500 15.694 9.36~ 14,415 11.380 11.97.! 
u o I 1!,333 111.J33 15.278 15.23b 12.599 "10.627 11.096 
u- I 1.:!.500 l.50U 15.b94 9.36!> l4,ltl!> 11.380 11.972 
- • I 4,167 9.167 1!.611 6.532 9,420 10.401 10.43<: 
- u I 25.000 1!>.000 '1.444 15.952 10.446 U.504 ll.61tJ 
• I ,,,167 'J,lh7 t<.&l1 11.!>32 9.420 10.401 10.'•32 
--------+--------------------------------------------------------
1(, I ll A ll 11 ij B 8 
I 
I 
• .. . I ? 0 • II B ;> ' • tt 3 :~ 3 2 • 91 7 3 3. 0 7 5 3 .:l • 22 9 3 2 • 18 o:! 3 2 • 8 3 b 
u .. • I 5!1.313 4U.333 34,167 33,849 33.542 35,63(, 34.329 
I 2U.U33 ~~.033 32.Yl1 33,07!> 33.22'1 32.182 3d.836 
--------t-----------------------------~--------------------------
FC I ;: ?. 2 :! 2 2 2 
I 
• ., • I 33.33) 3J,J3j 21J,b67 33.0lu 29,.1!1o 33.307 32,480 
• u I 3J,333 1J.33J t.t,.h67 33.'lhe 41.'•29 33.38t 35.041 
I 33.333 33.33J 2&.667 33.01b 29.2!1b 33.307 32,480 
--------+--------------------------------------------------------
1-(, I 2 2 2 ? 2 2 2 
I 
... + I 2U,Il33 2~.033 32.917 26.42'1 33.25'• 32.18<: 32,836 
... 0 I 50.333 4U.3~3 34.lb7 47.14J 33.492 35.63L 34.329 
I 2U.U33 2~.»33 32.YI7 26.429 33.254 32.182 .32,836 
--------+--------------------------------------------------------1· (, I 2 ? 2 2 2 2 2 
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