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Tabu Searchとオリジナル Tabu Searchを比較し，解空間の上位構造に基づく手法改良の有
効性を検証する。











































subject to x ∈ F (2.1)
f は目的関数，Fは実行可能領域である。Fは制約条件を満たす解の集合であり，x ∈ Fは
実行可能解，x  Fは実行不可能解と呼ばれる。目的関数 f (x)は実数値もしくは整数値を
とる関数であり，以下の写像で示される。
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定義 2.1.1（大域的最適解） 解 xが以下の条件を満たすとき大域的最適解と呼ぶ。
∀y ∈ F, f (x) < f (y)
定義 2.1.2（局所的最適解） 解 x∗が以下の条件を満たすとき局所的最適解と呼ぶ。
∀y ∈ N(x∗), f (x∗) < f (y)
ここで N(x)とは解 xに対する近傍である。
定義 2.1.3（近傍） 実行可能領域 F内の解に対する近傍は，以下の写像として定義される。
N : F→ 2F (2.3)








ここで，距離とは任意の x, y, z ∈ Xに対して距離の公理である
（1） 非負性（正定値性）：d(x, y) ≥ 0
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（2） 非退化性：d(x, y) = 0⇔ x = y
（3） 対称性：d(x, y) = d(y, x)
（4） 三角不等式：d(x, y) + d(y, z) ≥ d(z, x)
を満たす写像





定義 2.2.1（閉球体） 距離空間 (X, d)において，x ∈ Xを中心とする半径 ε > 0の閉球体
B[x : ε]は以下の式で定義される。
B[x : ε] = {y ∈ X | d(x, y) ≤ ε} (2.5)
定義 2.2.2（直径） 距離空間 (X, d)の部分集合 A  ∅に対して，Aの直径 diam(A)は以下
の式で定義される。
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本論文でベンチマークとして取り扱う問題は，巡回セールスマン問題（Traveling Salesman
Problem: TSP），0-1ナップサック問題（0-1 Knapsack Problem: 0-1 KP），フローショップ













xi j ⊕ yi j






xi ⊕ yi (2.7)
ここで xiはベクトル xの i番目の要素である。






| xi − yi | (2.8)
定義 2.3.4（QAPの距離定義） 本論文ではQAPの解を n次元の順序ベクトルとして表現
する。QAPにおける距離関数dQAPを，一方のベクトルを任意の要素対の交換によりもう一
方のベクトルに変換するときの最小交換回数（Cayley距離［24］）として次式で定義する。
dQAP(x, y) = n− | T (τ(x, y)) | (2.9)
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ここでT (τ)は置換τを巡回置換の積で表したときの巡回置換の集合，τ(x, y)は
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
x1 x2 . . . xn




一般的に解 xの近傍 N(x)は xに何らかの変形を加えた解集合として定義される。本論文
では，上述した距離の定義に基づき解 xを中心とする閉球体を近傍と定義する。
定義 2.3.5（TSPの近傍定義） TSPにおける近傍 NTSPは，解 xから距離 2の（2-opt）近
傍として次式で定義する。
NTSP(x) = B[x : 2] = {y | dTSP(x, y) = 2} (2.10)
定義 2.3.6（0-1 KPの近傍定義） 0-1 KPにおける近傍 N0-1KPは，解 xから距離 1の近傍
として次式で定義する。
N0-1KP(x) = B[x : 1] = {y | d0-1KP(x, y) = 1} (2.11)
定義 2.3.7（FSPの近傍定義） FSPにおける近傍 NFSPは，解 xから距離 4以下の近傍とし
て次式で定義する。
NFSP(x) = B[x : 4] = {y | dFSP(x, y) ≤ 4} (2.12)
定義 2.3.8（QAPの近傍定義） QAPにおける近傍 NQAPは，解 xから距離 1の近傍として
次式で定義する。
NQAP(x) = B[x : 1] = {y | dQAP(x, y) = 1} (2.13)
図 2.1と図 2.2に，各問題に対する距離と近傍の一例を示す。
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Annealingなど）が Local Searchを基に構築されているが，Local Search自体は単純な近
似解法の一手法として位置づけられることが多い。
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Algorithm 3.1: Best-improvement Local Search
1: procedure BLS(x)
2: 初期解 xを与える
3: while f (x) > min { f (y)|y ∈ N(x))} do 局所的最適解を見つけるまで探索
4: 以下の式に従い解を更新する










improvement Local Search: BLS)のアルゴリズムをAlgorithm 3.1に示す。
3.1.2 Tabu Search
Tabu Search［20］は，Local Searchに基づく単点探索型のメタヒューリスティクスであ
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Algorithm 3.2: Tabu Search
1: procedure Tabu Search(x, LT , tmax)
Step 1: 初期化
2: 初期点 x0を与える
3: 反復回数 t = 0，タブーリスト T = ∅とする
Step 2: 終了判定





8: N′(xt) = {y ∈ N(xt) | (y − xt)  T } タブーリストに従い近傍を生成
Step 4: 更新
9: 以下の式に従い解を更新する
10: xt+1 := argmin { f (y)|y ∈ N′(xt)} 近傍の中で最良の解を選択
11: 以下の式に従いタブーリストを更新する
12: T := T ∪ (xt − xt+1)
13: if | T |> LT then
14: T := T\(xt−(LT−1) − xt−LT ) 最も古いタブーの削除
15: end if
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るパラメータとしてタブーリストレングス（LT）を有しており，記憶するタブーの個数が
LT を超えた場合，最も古い記憶がタブーリストから消去される。
過去に行った移動に反する操作を記憶・禁止する Tabu SearchをAlgorithm 3.2に示す。







Simulated Annealingは，現在の解の x近傍 N(x)内からランダムに選んだ解を yとした







に応じて小さな値に更新されていく。冷却スケジュールの一つとして，R = 1とし t反復目
での温度を clog(t+1)とする方法がある。ここで cは十分に大きな定数である。この方法による
Tの更新によって最適解への漸近収束性が保証されるが，Tの値がなかなか下がらず実用性
がないことが知られている。単純かつ実用的なスケジュールは，パラメータα ≥ 1, β ∈ [0 1]
用意し，温度 T において R回探索した後に R := αR, T = βT と更新する方法で，幾何冷却
法と呼ばれる。
幾何冷却法によりパラメータ更新を行う Simulated AnnealingをAlgorithm 3.3に示す。
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Algorithm 3.3: Simulated Annealing
1: procedure Simulated Annealing(x, T0,R0, α, β, tmax)
Step 1: 初期化
2: 初期点 x0を与える
3: 反復回数 t = 0，温度 T := T0，各温度における反復回数 R := R0とする
Step 2: 終了判定




7: ランダムに y ∈ N(xt)を選択する
8: if U(0, 1) ≤ exp f (xt)− f (y)T then 評価値が悪化しても確率で受け入れる
9: xt+1 := y
10: end if
Step 4: パラメータの更新
11: t := t + 1とする
12: if t mod R = 0 then  R回反復したらパラメータを更新する
13: R := αR
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Algorithm 3.4: Genetic Algorithm
1: procedure Genetic Algorithm(P,m, Pc, Pm, tmax)
Step 1: 初期化
2: 初期点集団 P0を与える（| P0 |= m）
3: 反復回数 t = 0，子個体集団Q0 = ∅とする
Step 2: 終了判定




7: for i = 1, . . . , m2 do
8: 親子体 xa, xb ∈ Ptをランダムに選択する





12: Rt := Pt ∪ Qtとする
13: 選択操作により Rtから個体をm個選択し Pt+1とする
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3.2 メタヒューリスティクスの探索戦略
3.2.1 近接最適性原理






















































































x, y ∈ Fに最良移動戦略の Local Searchを適用した場合，同一の局所的最適解に到達する」
という以下の関係が同値律† を満たすため，この関係は解空間を直和分割する。















(A) 反射律：Xのすべての元 xに対して，x ∼ x
(B) 対称律：Xの元 x, yに対して，x ∼ y⇒ y ∼ x
(C) 推移律：Xの元 x, y, zに対して，x ∼ y ∧ y ∼ z⇒ x ∼ z
が成立するとき，∼は Xにおける同値関係であるという。














































手法（Hierarchical Structure Solution Space based on Combinatorial Optimization Method:
HS-COM）のアルゴリズムをAlgorithm5.1に示し，以下で具体的に説明する。
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Algorithm 5.1: HS-COM
1: procedure HS-COM(x, r, tmax)
Step 1: 初期化
2: 初期点 x(0,0)を与える
3: 反復回数 t = 0，領域間の移動における反復回数 k = 0，探索済み局所的最適解の集合 H = ∅
とする
Step 2: 領域内の探索
4: x(t,∗) = BLS(x(t,k)) 最良移動戦略の Local Searchにより局所的最適解を得る
Step 3: 終了判定
5: if t = tmax then
6: 探索を終了する
7: else




11: if t = 1 or t = 2 then
12: xα = xβ = x(0,∗)
13: else
14: {xα, xβ} ∈ D(H) より新しい局所的最適解を含む元を選択
15: end if
16: H := H ∪ x(t−1,∗) 局所的最適解の保存
17: if | H |> r then
18: H := H\x(t−r,∗) 記憶数の上限を超えたら古いものから削除
19: end if
Step 5: 領域間の探索
20: 式 (5.1)(5.3)に従い近傍 N1，N2を生成し N1,2 = N1 ∩ N2とする
21: ただし N1 ∩ N2 = ∅の場合は N1，N2の順に優先して N1,2を生成する
22: 次式に従い解を更新する
23: x(t,k+1) := argmin{ f (y) | y ∈ N1,2}
24: k := k + 1とする
Step 6: 脱出判定
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5.1.2 引き込み領域内の探索




る局所的最適解の数はパラメータ rによって決定され，| H |が rを超える場合には最も古
い局所的最適解の情報がアーカイブから削除される。引き込み領域内の探索終了後，反復









局所的最適解 x(t−1,∗)からの距離が d(x(t,k), x(t−1,∗))よりも大きい解の集合として N1を生成
し，探索点は N1内の解に更新を行う。N1は次式で表される。
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ここで，直径の定義に基づき直径対集合を以下のように定義する。
定義 5.1.1（直径対集合） 距離空間 (X, d)の部分集合 A  ∅に対する直径 diam(A)を成す
解の集合族は，直径対集合 D(A)として以下の式で定義される。





径対を {xα, xβ}としたとき，近傍N(x(t,k))の中で xα, xβからの距離がd(x(t,k), xα)+d(x(t,k), xβ)
よりも大きい解の集合として N2を生成し，探索点は N2内の解に更新を行う。N2は次式
で表される。




み領域への回帰抑止のために N1, N2を生成し，それらの積集合 N1 ∩ N2の中の解で最も優








































pr107（107都市）［26］，0-1 KPの 100bit・500bit・1000bit，FSPの ta001（仕事 20機械
5）・ta011（仕事 20機械 10）・ta031（仕事 50機械 5）［27］，QAPのTai30a（サイズ 30）・
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表 5.1平均変化率と変動係数（TSP）
問題 bayg29 att48 st70 pr107
手法 HS-COM Tabu Search HS-COM Tabu Search HS-COM Tabu Search HS-COM Tabu Search
平均変化率 2.725 1.064 1.132 0.529 1.460 0.363 0.441 0.312
変動係数 16.452 9.876 13.791 9.096 19.758 12.784 42.512 41.645
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表 5.2平均変化率と変動係数（0-1 KP）
問題 100bit 500bit 1000bit
手法 HS-COM Tabu Search HS-COM Tabu Search HS-COM Tabu Search
平均変化率 0.842 0.672 0.163 0.147 0.085 0.072
変動係数 3.801 1.695 2.916 2.699 2.114 1.338
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表 5.3平均変化率と変動係数（FSP）
問題 ta001 ta011 ta031
手法 HS-COM Tabu Search HS-COM Tabu Search HS-COM Tabu Search
平均変化率 0.130 0.071 0.275 0.161 0.009 0.006
変動係数 1.830 1.806 2.044 1.858 0.766 1.429
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表 5.4平均変化率と変動係数（QAP）
問題 Tai30a Nug30 Tai64c Sko64
手法 HS-COM Tabu Search HS-COM Tabu Search HS-COM Tabu Search HS-COM Tabu Search
平均変化率 0.217 0.199 0.333 0.163 0.167 0.034 0.029 0.027
変動係数 1.023 0.877 1.552 1.054 1.868 1.724 0.742 0.714
































































法（Hierarchical Structure Solution Space based on Multi-point Combinatorial Optimization
Method: HS-MCOM）のアルゴリズムをAlgorithm5.2に示し，以下で具体的に説明する。
5.2.2 引き込み領域内の探索





る。また，記憶する局所的最適解の数はパラメータ lmaxによって決定され，| H |が lmaxを
超える場合には最も古い局所的最適解の情報がアーカイブから削除される。引き込み領域
内の探索終了後，反復回数 t := t + 1となる。




解 x(t−1,∗)i から離れるための近傍 N(1,i)を生成し，各探索点はその近傍内の解に更新を行う。
N(1,i)は次式で表される。










Hi = H\x(t−1,∗)i (5.5)
そして，Hiの中で x(t−1,∗)i からの距離が近い r個の解を近接解集合 Hˆiとする。ここで，Hi






Hˆi = {y ∈ Hi | d(y, x(t−1,∗)i ) ≤ Dt(i,r)} (5.6)
各探索点はこの近接解集合の直径対 x(α,i)，x(β,i)から遠ざかるための近傍N(2,i)を生成し，そ
の近傍内の解に移動を行う。N(2,i)は次式で表される。
N(2,i) = {y ∈ N(x(t,ki)i ) | d(x(t,ki)i , x(α,i)) + d(x(t,ki)i , x(β,i)) < d(y, x(α,i)) + d(y, x(β,i))} (5.7)














N(3,i) = {y ∈ N(x(t,ki)i ) | d(x(t,ki)i , x(target,i)) > d(y, x(target,i))} (5.9)
上述より，引き込み領域間の探索では現在の引き込み領域からの脱出と探索済み引き込み
領域への回帰抑止，有望な領域への移動のために N(1,i)，N(2,i)，N(3,i)を生成し，それらの積




に用いる。現在探索点が属している領域の局所的最適解 x(t−1,∗)i ，目標解 x(target,i)およびパラ
メータ wを用いて最小移動距離 d(min,i)を次式によって求める。
d(min,i) = w · d(x(t−1,∗)i , x(target,i)) (5.10)
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Algorithm 5.2: HS-MCOM
1: procedure HS-MCOM(x,m, r, w, lmax , tmax)
Step 1: 初期化
2: 初期点 x(0,0)i , i = 1, . . . ,mを与える
3: 反復回数 t = 0，各探索点の領域間の移動における反復回数 ki = 0, i = 1, . . .m，探索済み局所的最適解の集合 H = ∅とする
Step 2: 領域内の探索
4: for i = 1, . . . ,m do
5: x(t,∗)i = BLS(x
(t,ki)
i ) 最良移動戦略の Local Searchにより局所的最適解を得る
6: H := H ∪ x(t,∗)i 局所的最適解の保存





11: if t = tmax then
12: 探索を終了する
13: else
14: for i = 1, . . . ,m do
15: x(t+1,0)i := x
(t,∗)
i ，ki := 0とする
16: end for
17: end if
18: t := t + 1とする
Step 4: 利用情報の決定
19: 式 (5.5)(5.6)(5.8)に従い Hi，Hˆi，Hˇiを生成する
20: for i = 1, . . . ,m do
21: {x(α,i), x(β,i)} ∈ D(Hˆi) より新しい局所的最適解を含む元を選択
22: x(target,i) = argmin{ f (y) | y ∈ Hˇi} 目標解を選択
23: 式 (5.10)に従い最小移動距離 d(min,i)を得る
24: end for
25: I := {x(t,ki)i | i = 1, . . . ,m} 領域間の移動を行う探索点集合
Step 5: 領域間の探索
26: for each x(t,ki)i ∈ I do
27: 式 (5.4)(5.7)(5.9)に従い近傍 N(1,i)，N(2,i)，N(3,i)を生成し N(1,2,3,i) = N(1,i) ∩ N(2,i) ∩ N(3,i)とする
28: x(t,ki+1)i := argmin{ f (y) | y ∈ N(1,2,3,i)} 解の更新
29: ki := ki + 1，I := I ∪ x(t,ki)i \x(t,ki−1)i とする
30: end for
Step 6: 脱出判定
31: for each x(t,ki)i ∈ I do
32: if ( f (x(t,ki)i ) < f (x(t,ki−1)i ) and d(min,i) ≥ d(x(t,0)i , x(t,ki)i )) or N1 = ∅ then
33: I := I\x(t,ki)i とする
34: end if
35: end for























































図 6.1解空間の上位構造に基づく Tabu Searchの探索概念図
（1） 局所的最適解の発見
（2） 未探索の引き込み領域への移動






解空間の上位構造に基づく Tabu SearchのアルゴリズムをAlgorithm 6.1に示す。
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Algorithm 6.1: Proposed Method based on Tabu Search
1: procedure Proposed Method based on Tabu Search(x, LT , tmax)
Step 1: 初期化
2: 初期点 x0を与える
3: 反復回数 t = 0，タブーリスト T = ∅とする
Step 2: 終了判定




7: if f (xt) < min{ f (y) | y ∈ N(xt)} or f (xt) > f (xt−1) then
8: 以下の式に従い近傍を生成する
9: N′(xt) = {y ∈ N(xt) | (y − xt)  T } タブーリストに従い近傍を生成
10: else
11: 以下の式に従い近傍を生成する




15: xt+1 := argmin { f (y)|y ∈ N′(xt)} 近傍の中で最良の解を選択
16: 以下の式に従いタブーリストを更新する
17: T := T ∪ (xt − xt+1)
18: if | T |> LT then
19: T := T\(xt−(LT−1) − xt−LT ) 最も古いタブーの削除
20: end if








基づく Tabu Searchの探索概念図を図 6.1に示す。


























TSPと 0-1 KPでは全ての結果において提案手法が優れており，QAPと FSPでは最悪値や
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表 6.1数値実験条件
Problem f (x) LT (Ori.) LT (Pro.) FCmax
bayg29 1610 10 24 5 × 105
TSP
att48 10628 26 44 5 × 106
st70 675 36 106 2 × 107
pr107 44303 44 150 5 × 107
100bit 2053 14 14 5 × 105
0-1 KP 500bit 10490 64 124 1 × 107
1000bit 20900 72 330 1 × 108
ta001 1278 44 52 5 × 105
FSP ta011 1582 12 14 2 × 106
ta031 2724 170 190 5 × 106
Tai30a 1818146 12 32 2 × 106
QAP
Nug30 6124 18 36 2 × 106
Tai64c 1855928 1600 1700 2 × 106




















良移動戦略の Local Searchにより移動を行うため，Tabu Searchであればタブーリストに
より禁止されるより優れた近傍内の解に移動が行える。そのため，このような結果が得ら
れたと考える。
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表 6.2 TSPの実験結果
問題 指標 Tabu Search Proposed Method
平均値 1615.68 (0.353%) 1610 (0%)*
bayg29
最良値 1610 (0%)* 1610 (0%)*
最悪値 1634 (1.491%) 1610 (0%)*
標準偏差 6.46 (0.400%) 0 (0%)*
平均値 10689.32 (0.577%) 10629.12 (0.011%)*
att48
最良値 10628 (0%)* 10628 (0%)*
最悪値 10755 (1.195%) 10684 (0.527%)*
標準偏差 32.94 (0.308%) 7.92 (0.075%)*
平均値 682.4 (1.096%) 675.04 (0.006%)*
st70
最良値 677 (0.296%) 675 (0%)*
最悪値 689 (2.074%) 676 (0.148%)*
標準偏差 2.89 (0.424%) 0.20 (0.029%)*
平均値 44723.28 (0.949%) 44303.46 (0.001%)*
pr107
最良値 44409 (0.239%) 44303 (0%)*
最悪値 46166 (4.205%) 44326 (0.052%)*
標準偏差 254.59 (0.569%) 3.25 (0.007%)*
表 6.3 0-1 KPの実験結果
問題 指標 Tabu Search Proposed Method
平均値 2012.54 (1.971%) 2025.9 (1.320%)*
100bit
最良値 2039 (0.682%) 2049 (0.195%)*
最悪値 1991 (3.020%) 2008 (2.192%)*
標準偏差 12.14 (0.603%) 11.30 (0.558%)*
平均値 10154.2 (3.201%) 10291.68 (1.891%)*
500bit
最良値 10260 (2.193%) 10338 (1.449%)*
最悪値 10072 (3.985%) 10259 (2.202%)*
標準偏差 29.43 (0.290%) 16.93 (0.165%)*
平均値 20259.74 (3.063%) 20642.7 (1.231%)*
1000bit
最良値 20370 (2.536%) 20694 (0.986%)*
最悪値 20128 (3.694%) 20603 (1.421%)*
標準偏差 61.70 (0.305%) 19.46 (0.094%)*
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表 6.4 FSPの実験結果
問題 指標 Tabu Search Proposed Method
平均値 1294.16 (1.264%) 1293.76 (1.233%)*
ta001
最良値 1279 (0.078%) 1278 (0%)*
最悪値 1297 (1.487%)* 1297 (1.487%)*
標準偏差 5.06 (0.391%)* 6.14 (0.475%)
平均値 1590.7 (0.550%) 1588.72 (0.425%)*
ta011
最良値 1583 (0.063%)* 1583 (0.063%)*
最悪値 1602 (1.264%)* 1604 (1.391%)
標準偏差 4.85 (0.305%) 4.16 (0.262%)*
平均値 2737.82 (0.507%) 2735.1 (0.407%)*
ta031
最良値 2724 (0%)* 2724 (0%)*
最悪値 2774 (1.836%) 2765 (1.505%)*
標準偏差 11.23 (0.410%) 7.87 (0.288%)*
表 6.5 QAPの実験結果
問題 指標 Tabu Search Proposed Method
平均値 1833967.8 (0.870%) 1829349.2 (0.616%)*
Tai30a
最良値 1818146 (0%)* 1818146 (0%)*
最悪値 1866320 (2.650%) 1841072 (1.261%)*
標準偏差 8547.52 (0.466%) 6165.42 (0.337%)*
平均値 6136.84 (0.210%) 6134.12 (0.165%)*
Nug30
最良値 6124 (0%)* 6124 (0%)*
最悪値 6156 (0.523%) 6152 (0.457%)*
標準偏差 12.13 (0.198%) 11.35 (0.185%)*
平均値 1859697.9 (0.203%) 1859172.3 (0.175%)*
Tai64c
最良値 1855928 (0%)* 1855928 (0%)*
最悪値 1868492 (0.677%) 1867264 (0.611%)*
標準偏差 3552.79 (0.191%) 3152.04 (0.170%)*
平均値 48618.92 (0.249%) 48612.4 (0.236%)*
Sko64
最良値 48538 (0.082%) 48498 (0%)*
最悪値 48824 (0.672%)* 48898 (0.825%)
標準偏差 74.16 (0.153%)* 108.89 (0.224%)
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表 6.6平均変化率と変動係数（TSP）
問題 bayg29 att48 st70 pr107
手法 Proposed Tabu Search Proposed Tabu Search Proposed Tabu Search Proposed Tabu Search
平均変化率 1.410 1.064 0.708 0.529 0.885 0.363 0.430 0.312
変動係数 9.317 9.876 8.813 9.096 11.170 12.784 35.565 41.645
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表 6.7平均変化率と変動係数（0-1 KP）
問題 100bit 500bit 1000bit
手法 Proposed Tabu Search Proposed Tabu Search Proposed Tabu Search
平均変化率 0.720 0.672 0.164 0.147 0.086 0.072
変動係数 1.810 1.695 2.858 2.699 2.039 1.338
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表 6.8平均変化率と変動係数（FSP）
問題 ta001 ta011 ta031
手法 Proposed Tabu Search Proposed Tabu Search Proposed Tabu Search
平均変化率 0.178 0.071 0.412 0.161 0.023 0.006
変動係数 1.875 1.806 1.724 1.858 1.152 1.429
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表 6.9平均変化率と変動係数（QAP）
問題 Tai30a Nug30 Tai64c Sko64
手法 Proposed Tabu Search Proposed Tabu Search Proposed Tabu Search Proposed Tabu Search
平均変化率 0.225 0.199 0.212 0.163 0.033 0.034 0.030 0.027
変動係数 0.899 0.877 1.104 1.054 1.719 1.724 0.775 0.714






























































































ある。Step 5では，新たに導入したパラメータ p ∈ [0 1]を用いて確率的に局所改善と大域
改善を選択している。このパラメータ pによって両探索のバランスが調整可能となる。こ
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Algorithm 6.2: Proposed Method
1: procedure HS-MCOM(x,m, r, p, lmax, tmax)
Step 1: 初期化
2: 初期点 x(0,0)i , i = 1, . . . ,mを与える
3: 反復回数 t = 0，各探索点の領域間の移動における反復回数 ki = 0, i = 1, . . .m，探索済み局所的最適解の集合 H = ∅とする
Step 2: 下位構造の探索
4: for i = 1, . . . ,m do
5: x(t,∗)i = BLS(x
(t,ki)
i ) 最良移動戦略の Local Searchにより局所的最適解を得る
6: H := H ∪ x(t,∗)i 局所的最適解の保存





11: if t = tmax then
12: 探索を終了する
13: else
14: for i = 1, . . . ,m do
15: x(t+1,0)i := x
(t,∗)
i ，ki := 0とする
16: end for
17: end if
18: t := t + 1とする
Step 4: 利用情報の決定
19: 式 (5.5)(5.6)(5.8)に従い Hi，Hˆi，Hˇiを生成する
20: for i = 1, . . . ,m do
21: {x(α,i), x(β,i)} ∈ D(Hˆi) より新しい局所的最適解を含む元を選択
22: x(target,i) = argmin{ f (y) | y ∈ Hˇi} 目標解を選択
23: end for
24: I := {x(t,ki)i | i = 1, . . . ,m} 領域間の移動を行う探索点集合
Step 5: 上位構造の探索
25: for each x(t,ki)i ∈ I do
26: if U(0, 1) ≤ p then
27: x(t,ki+1)i := argmin{ f (y) | y ∈ N1 ∩ N2 ∩ N3} 大域改善に基づく探索
28: else
29: x(t,ki+1)i := argmin{ f (y) | y ∈ N1 ∩ N2} 局所改善に基づく探索
30: end if
31: ki := ki + 1，I := I ∪ x(t,ki)i \x(t,ki−1)i とする
32: end for
Step 6: 脱出判定
33: for each x(t,ki)i ∈ I do
34: if f (x(t,ki)i ) < f (x
(t,ki−1)
i ) or N1 = ∅ then
35: I := I\x(t,ki)i とする
36: end if
37: end for
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表 6.10数値実験条件
Problem Tabu Search HS-COM HS-MCOM Proposed Method
LT r r w r p
bayg29 9 2 2 0.5 4 0.7
TSP
att48 13 2 40 0.5 8 0.7
st70 17 4 20 0.1 8 0.5
pr107 20 8 30 0.5 20 0.5
100bit 13 6 4 0.3 6 0.7
0-1 KP 500bit 52 80 4 0.3 8 0.9
1000bit 81 150 4 0.3 6 0.9
ta001 24 4 2 0.5 8 0.7
FSP ta011 10 2 12 0.5 2 0.3
ta031 170 2 6 0.3 4 0.5
Tai30a 8 2 2 0.1 2 0.7
QAP
Nug30 12 2 4 0.3 2 0.3
Tai64c 1600 2 8 0.3 8 0.9












第 6章 解空間の上位構造に基づく組合せ最適化手法 57
を示している。このことから，解空間の上位構造において「局所改善と大域改善に基づく
相互作用」を用いることの有効性が示された。











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































ある。Step 5では，新たに導入したパラメータ p ∈ [0 1]を用いて確率的に集中化と多様化
を選択している。このパラメータ pによって両戦略のバランスが調整可能となる。



















作，終了条件は 6.2.2節と同様のものを用いた。探索点数m = 10，局所的最適解の記憶数
lmax = 1000，その他の各手法のパラメータは事前の検証で優れた結果を得た値を使用した。
実験条件を表 6.15に示す。
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Algorithm 6.3: Proposed Method
1: procedure HS-MCOM(x,m, r, p, lmax, tmax)
Step 1: 初期化
2: 初期点 x(0,0)i , i = 1, . . . ,mを与える
3: 反復回数 t = 0，各探索点の領域間の移動における反復回数 ki = 0, i = 1, . . .m，探索済み局所的最適解の集合 H = ∅とする
Step 2: 下位構造の探索
4: for i = 1, . . . ,m do
5: x(t,∗)i = BLS(x
(t,ki)
i ) 最良移動戦略の Local Searchにより局所的最適解を得る
6: H := H ∪ x(t,∗)i 局所的最適解の保存





11: if t = tmax then
12: 探索を終了する
13: else
14: for i = 1, . . . ,m do
15: x(t+1,0)i := x
(t,∗)
i ，ki := 0とする
16: end for
17: end if
18: t := t + 1とする
Step 4: 利用情報の決定
19: 式 (5.5)(5.6)(5.8)に従い Hi，Hˆi，Hˇiを生成する
20: for i = 1, . . . ,m do
21: {x(α,i), x(β,i)} ∈ D(Hˆi) より新しい局所的最適解を含む元を選択
22: end for
23: I := {x(t,ki)i | i = 1, . . . ,m} 上位構造の探索を行う探索点集合
Step 5: 上位構造の探索
24: for each x(t,ki)i ∈ I do











i , x(α,i), x(β,i), Hˇi) 多様化に基づく探索
29: end if
30: ki := ki + 1，I := I ∪ x(t,ki)i \x(t,ki−1)i とする
31: end for
Step 6: 脱出判定
32: for each x(t,ki)i ∈ I do
33: if f (x(t,ki)i ) < f (x
(t,ki−1)
i ) or N1 = ∅ then
34: I := I\x(t,ki)i とする
35: end if
36: end for
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Algorithm 6.4: Operation Used in Proposed Method
Operation1: Operation for Intensiﬁcation
1: procedure Operation1(xti, x
(t,∗)
i , x(α,i), x(β,i), Hˇi)
2: xtargeti = argminx
{ f (x) | x ∈ Hˇi} 目標解の選択




{ f (x) | x ∈ N(1,2,3,i)} 解の選択
5: return y
6: end procedure
Operation2: Operation for diversiﬁcation
7: procedure Operation2(xti, x
(t,∗)
i , x(α,i), x(β,i), Hˇi)
8: 目標解 xtargeti を Hˇi内からランダムに選択する
9: 式 (5.4)(5.7)(5.9)に従い近傍 N(1,i)，N(2,i)，N(3,i)を生成し N(1,2,3,i) = N(1,i) ∩ N(2,i) ∩ N(3,i)と
する
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表 6.15数値実験条件
Problem Tabu Search HS-COM HS-MCOM Proposed Method
LT r r w r p
bayg29 9 2 2 0.5 2 0.7
TSP
att48 13 2 40 0.5 8 0.5
st70 17 4 20 0.1 20 0.3
pr107 20 8 30 0.5 30 0.5
100bit 13 6 4 0.3 2 0.7
0-1 KP 500bit 52 80 4 0.3 4 0.9
1000bit 81 150 4 0.3 2 0.7
ta001 24 4 2 0.5 7 0.5
FSP ta011 10 2 12 0.5 12 0.7
ta031 170 2 6 0.3 6 0.5
Tai30a 8 2 2 0.1 2 0.7
QAP
Nug30 12 2 4 0.3 4 0.9
Tai64c 1600 2 8 0.3 4 0.7
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表 6.20パラメータによる影響（TSP）
問題 bayg29 att48 st70 pr107
p 0.1 0.5 0.9 0.1 0.5 0.9 0.1 0.5 0.9 0.1 0.5 0.9
距離 11.234 8.042 8.161 17.301 11.984 6.012 27.593 17.609 19.405 40.426 29.484 19.071
相関 0.379 0.380 0.350 0.277 0.536 0.747 0.320 0.674 0.411 0.536 0.818 0.743
×105
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表 6.21パラメータによる影響（0-1 KP）
問題 100bit 500bit 1000bit
p 0.1 0.5 0.9 0.1 0.5 0.9 0.1 0.5 0.9
距離 16.063 9.425 6.470 73.895 39.788 27.081 58.936 28.555 20.729
相関 0.602 0.549 0.503 0.844 0.630 0.516 0.629 0.387 0.346
×105
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表 6.22パラメータによる影響（FSP）
問題 ta001 ta011 ta031
p 0.1 0.5 0.9 0.1 0.5 0.9 0.1 0.5 0.9
距離 107.545 93.639 76.792 82.001 50.025 23.216 578.556 570.538 474.925
相関 0.878 0.743 0.784 0.867 0.817 0.688 0.992 0.986 0.859
×105
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表 6.23パラメータによる影響（QAP）
問題 Tai30a Nug30 Tai64c Sko64
p 0.1 0.5 0.9 0.1 0.5 0.9 0.1 0.5 0.9 0.1 0.5 0.9
距離 25.686 25.081 9.212 24.901 24.458 15.660 59.057 58.915 58.371 57.778 57.291 35.450
相関 0.166 0.276 0.953 0.066 0.407 0.963 0.038 0.431 0.422 0.407 0.821 0.965
×106












































































（pmax = 0.9，pmin = 0.1など）に設定することでパラメータ設定の負担は軽減される。





は 6.4.2節と同様とした。パラメータ pについては，パラメータ調整型の場合は式 (6.1)，
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Algorithm 6.4: パラメータ調整機能
Step 2: 下位構造の探索
1: パラメータ pを式 (9)もしくは式 (10)により調整する
2: for i = 1, . . . ,m do
3: x(t,∗)i = BLS(x
(t,ki)
i ) 最良移動戦略の Local Searchにより局所的最適解を得る
4: H := H ∪ x(t,∗)i 局所的最適解の保存




























(p = 0.1, 0.3, . . . , 0.9) 線形 指数
bayg29 1610 (0%) 1610 (0%)* 1610 (0%)*
TSP
att48 10628.77 (0.007%) 10628 (0%)* 10628 (0%)*
st70 675.13 (0.019%) 675 (0%)* 675 (0%)*
pr107 44329.85 (0.061%) 44328 (0.056%)* 44348.56 (0.103%)*
100bit 2052.22 (0.038%) 2053 (0%)* 2053 (0%)*
0-1 KP 500bit 10471.17 (0.180%) 10486.38 (0.035%)* 10488.14 (0.018%)*
1000bit 20897.16 (0.014%) 20900 (0%)* 20900 (0%)*
ta001 1280.67 (0.209%) 1278.9 (0.070%)* 1280.1 (0.164%)*
FSP ta011 1586.55 (0.287%) 1585 (0.190%)* 1586.7 (0.297%)
ta031 2729.67 (0.208%) 2729.14 (0.189%)* 2728.5 (0.165%)*
Tai30a 1844949.49 (1.474%) 1842403 (1.334%)* 1840006 (1.202%)*
QAP
Nug30 6144.27 (0.331%) 6143.44 (0.317%)* 6137.24 (0.216%)*
Tai64c 1855931.74 (0.000%) 1855928 (0%)* 1855937 (0.001%)*
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表 6.25パラメータ調整機能による影響（TSP）
問題 bayg29 att48 st70 pr107
スケジュール 線形 指数 線形 指数 線形 指数 線形 指数
距離 8.395 7.422 9.766 7.505 18.434 17.949 26.034 24.497
相関 0.539 0.327 0.784 0.793 0.686 0.535 0.872 0.820
×105
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表 6.26パラメータ調整機能による影響（0-1 KP）
問題 100bit 500bit 1000bit
スケジュール 線形 指数 線形 指数 線形 指数
距離 11.033 9.672 49.351 41.316 40.802 36.759
相関 0.785 0.718 0.820 0.730 0.593 0.530
×105
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表 6.27パラメータ調整機能による影響（FSP）
問題 ta001 ta011 ta031
スケジュール 線形 指数 線形 指数 線形 指数
距離 86.645 79.136 50.280 48.458 572.408 557.497
相関 0.940 0.921 0.917 0.909 0.978 0.925
×105
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表 6.28パラメータ調整機能による影響（QAP）
問題 Tai30a Nug30 Tai64c Sko64
スケジュール 線形 指数 線形 指数 線形 指数 線形 指数
距離 24.534 22.255 22.813 19.903 58.821 58.401 57.033 56.406
相関 0.769 0.804 0.840 0.884 0.154 0.517 0.729 0.821
×106
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A.1 巡回セールスマン問題（Traveling Salesman Problem:
TSP）
TSPとは，n個の都市V = {1, 2, . . . , n}と都市 iと都市 jの間の距離 di j，i, j, ∈ Vが与えら






















xi j ≤ |K| − 1
K⊂{1, 2, · · · , n} 2 ≤ |K| ≤ n − 1
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A.2 0-1ナップサック問題（0-1 Knapsack Problem: 0-1 KP）




この問題の解は，xiをナップサックに入れる荷物 i ∈ Vの個数としたときにx = (x1, x2, · · · , xn)












FSPとは，S 台の機械U = {1, 2, . . . , S }と n個の仕事V = {1, 2, . . . , n}，機械 i ∈ Uが仕
事 j ∈ Vが処理する時間 ti jを与えられたとき，全ての仕事の総処理時間を最小にする仕事
の処理順序を求める問題である。このとき，全ての仕事は全ての機械に同一の順序で処理
される必要があり，一つの機械は同時に一つの仕事しか処理できない。
x jを仕事 j ∈ Vが処理される順位としたとき（ここで，x j ∈ W = {1, 2, . . . , n}とする），
FSPの解は x = (x1, x2, · · · , xn)として表される。FSPは以下のように定式化される。ただ
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し t jI(0) = t0I(k) = 0である。
min TS I(n)
T jI(k) = max(T jI(k−1), T j−1I(k)) + t jI(k)
I(k) = i; xi = k
i = 1, 2, · · · , n ∈ U j = 1, 2, · · · , S ∈ V k = 1, 2, · · · , n ∈W
A.4 二次割当問題（Quadratic Assignment Problem: QAP）
二次割当問題とは，配置すべき n個の施設と n箇所の地区，施設 iから施設 jへの物の移
動量 a(i, j)，および，地区 kから地区 lまでの距離 b(k, l)が与えられたとき，物資の輸送コ
ストを最小とする施設の配置を求める問題である。







a(i, j)b(xi, x j)
