In ecological systems, extremes can happen in time, such as population crashes, or in space, such as rapid range contractions. However, current methods for joint inference about temporal and spatial dynamics (e.g., spatiotemporal modeling with Gaussian random fields) may perform poorly when underlying processes include extreme events. Here we introduce a model that allows for extremes to occur simultaneously in time and space. Our model is a Bayesian predictive-process GLMM (generalized linear mixed-effects model) that uses a multivariate-t distribution to describe spatial random effects. The approach is easily implemented with our flexible R package glmmfields. First, using simulated data, we demonstrate the ability to recapture spatiotemporal extremes, and explore the consequences of fitting models that ignore such extremes. Second, we predict tree mortality from mountain pine beetle (Dendroctonus ponderosae) outbreaks in the U.S. Pacific Northwest over the last 16 yr. We show that our approach provides more accurate and precise predictions compared to traditional spatiotemporal models when extremes are present. Our R package makes these models accessible to a wide range of ecologists and scientists in other disciplines interested in fitting spatiotemporal GLMMs, with and without extremes.
INTRODUCTION
Applications of statistical models that allow for joint inference about spatial and temporal dynamics have advanced rapidly in ecology over the last several decades (e.g., Bascompte and Sol e 1995 , Latimer et al. 2009 , Conn et al. 2015 . Spatiotemporal models have also been widely used in other disciplines, including applications to weather, remote sensing, human disease dynamics, and crime (Cressie and Wikle 2011) . When ecological data are spatially structured, explicitly accounting for spatial autocorrelation can improve model predictions and inference about parameters of interest (e.g., Shelton et al. 2014 , Thorson et al. 2015 , Ver Hoef et al. 2017 ).
Including spatial components in statistical models involves extending models that most ecologists are familiar with, such as generalized linear models (GLMs) or generalized additive models (GAMs). Spatial relationships can be included as predictors in models of the mean (e.g., a two-dimensional GAM) or can be included in models of the covariance (e.g., kriging). Recent extensions of these spatial covariance models include modeling spatial deviations in GLMs as random effects (Gaussian random fields, GRFs). GRFs represent a two-dimensional version of Gaussian processes and define the expected value, variance, and covariance of random draws from a multivariate normal distribution. Examples of these methods in existing R packages include, but are not limited to, spBayes (Finley et al. 2007 ), INLA (Rue et al. 2009 ), and spate (Sigrist et al. 2015 ) (Appendix S1: Table S1 ).
A limitation of spatial models that use GRFs is that they may perform poorly when data include extreme or Manuscript received 12 October 2017; revised 26 January 2018; accepted 29 March 2018; final version received 24 May "black-swan" events. Black-swan events refer to rare and seemingly improbable events that nonetheless happen, often with large consequences (Taleb 2007) . Recent work has demonstrated the regular occurrence of such events in natural and ecological processes (e.g., Albeverio et al. 2006 , Ward et al. 2007 , Fey et al. 2015 , Anderson et al. 2017 . When models describing a spatial process also include an observation model, for example, anomalous observations may be reconciled by increasing the variance of the observation error (rather than attributing these to extremes in the process). Extremes in temporal processes have been modeled using a variety of methods in ecology, typically by including mixtures of normal and heavy-tailed distributions (e.g., Everitt 1996 , Ward et al. 2007 , Thorson et al. 2011 . More recently, the Student t distribution has been proposed as a solution to modeling process variation with extremes, or black-swan events, in population dynamics (Anderson et al. 2017) .
Several extensions of GRFs have been proposed to better capture extreme spatial events, including maxstable or extreme value theory Gholamrezaee 2012, Davison et al. 2012) , where quantities of interest include probabilities of exceeding some threshold (Davis and Mikosch 2008) . Other extensions of spatiotemporal models to describe extremes include the use of multivariate-t (MVT) spatial random fields (Røislien and Omre 2007) . Compared to GRFs, MVT random fields allow for increased flexibility in the representation of spatial patterns through time while converging on the multivariate normal (MVN) GRFs when appropriate (Røislien and Omre 2007) .
In this paper, we introduce the use of robust spatial predictive models using the MVT distribution, and provide a user-friendly implementation in our R package glmmfields. Using simulation testing, we illustrate that the MVT model leads to better prediction (greater accuracy, more precision) when the spatial process includes heavy-tailed events. As an application to real-world data, we apply this model to data on mountain pine beetle (Dendroctonus ponderosae) outbreaks in the Pacific Northwest of the United States.
METHODS
We seek to allow for large deviations in an ecological spatial pattern over time by extending spatiotemporal predictive process models to use a MVT distribution instead of a MVN distribution. Below we describe the form of the model as implemented in glmmfields, describe two simulation tests exploring model performance, and finally describe the application of our model to a data set of mountain pine beetle outbreaks.
Predictive process models Latimer et al. (2009) provide an overview of predictive process models for ecologists. For large data sets, estimating spatial random effects at many locations may be computationally prohibitive. One solution is to estimate a spatial field as correlated random effects at a subset of locations or m "knots" (e.g., Latimer et al. 2009 , Shelton et al. 2014 , where m < n, the number of data points (Appendix S1: Fig. S1 ). The location of the m knots describing a random field can be chosen via a clustering algorithm, such as the partitioning around medoids algorithm (Reynolds et al. 2006) . Instead of estimating an unconstrained m 9 m covariance matrix, a covariance function is specified a priori to model covariance as a function of distance. Our glmmfields package allows for the isotropic squared exponential (Gaussian), exponential, and Matern covariance functions; however, anisotropic functions could be included in the future. Given estimated random effects at the knot locations and the known distance matrix between the knots and observed data, the knot random effects can be projected to the locations of the observations (Røislien and Omre 2007 , Latimer et al. 2009 , Finley et al. 2009 , Appendix S1: Fig. S1 ).
As an example, the squared exponential covariance function models the correlation between points i and j as Hðd ij Þ ¼ exp Àd 2 ij =2h GP , where d ij is the distance between points i and j and h GP controls how steeply correlation declines with distance (GP, gaussian process). For a given set of d ij , large values of h GP correspond to smooth spatial patterns and small values correspondence to wiggly spatial patterns. The elements of the covariance matrix R at the m knot locations are then defined as R Ã ij ¼ r 2 GP exp Àd 2 ij =2h GP with the spatial variance parameter r 2 GP scaling the amplitude of the spatial deviations and the * denoting a symbol referring to the knot locations as opposed to the sample locations. Following Latimer et al. (2009) , we can calculate the covariance matrix R W;W Ã ð Þ between the spatial random effects W at the sample locations and the realizations of the spatial process W Ã at the knot locations. Given R Ã , we can generate W Ã by drawing from a multivariate distribution (MVN or MVT) with covariance R Ã and projecting these to the data locations as
MVT random fields
Our model is essentially a GLMM with a spatiotemporal element described by a MVN or MVT random field. We define the mean of location s and time t as l s;t Eðy s;t Þ. We then define gðl s;t Þ ¼ X s;t b þ c s;t ; where g is a link function, X s;t represents predictors, and b represents a vector of estimated coefficients. The symbol c s;t represents the spatiotemporal process, described below. The variance of the observation model depends on the chosen error distribution (e.g., Gaussian, Poisson, or gamma).
Modifying the MVN spatiotemporal model to the more flexible MVT distribution requires estimating the degrees of freedom parameter m. When m is small (say m\10) the distribution has heavier tails than the MVN, meaning, extreme events are more likely (Fig. 1 similarly to the univariate t-distribution compared with the normal distribution (e.g., Anderson et al. 2017 ). If W s;t defines the value of a random field at spatial location s and time t, then the spatiotemporal element c s;t can be made temporally constant (one field shared across time, c s;t ¼ W s ), independent at each time step (c s;t ¼ W s;t ), or autoregressive so that the spatial pattern at time t is dependent on the spatial pattern at time t À 1 to a degree defined by /, (c s;t ¼ /c s;tÀ1 þ W s;t ). Our glmmfields package fits these models in a Bayesian framework. We sample from the posterior distribution using the No-U-Turn Sampler, which is an extension of Hamiltonian Markov Chain Monte Carlo (MCMC), implemented in Stan (Stan Development Team 2016b, Carpenter 2017) and the R package rstan (Stan Development Team 2016a). This Bayesian approach has a number of advantages. First, it lets us fully quantify uncertainty around all parameter estimates and derived quantities (e.g., predictions, probabilities of exceeding extremes). Second, the Bayesian framework lets us place weakly informative priors on parameters to impose our existing knowledge of reasonable values and to aid computation. In the case of the degrees of freedom parameter, m, we bound the lower value to 2 for computational stability and use a gamma (shape = 2, rate = 0.1) prior, which has a mean of 20 and a median of about 17 (Ju arez and Steel 2010).
Testing the recovery of spatial extremeness
We used simulation testing to evaluate how well heavy spatial tails could be recovered under various conditions. Our simulations included 50 data points (15 knots) collected at the same locations annually for 5, 15, or 25 yr. The spatial process was independent by year (c s;t ¼ W s;t ) with r 2 GP ¼ 1 (the spatial variance) and h GP ¼ 1 (the spatial correlation parameter). We set the MVT m parameter to 2.5 (heavy tails), 5 (moderately heavy tails), or 20 (effectively normal tails). We then corrupted the "true" spatial process with observation error, using a gamma distribution with a log link, y s;t $ gamma shape ¼ a; rate ¼ a=Eðy s;t Þ À Á , where the shape parameter a can be reparameterized into the coefficient of variation (CV), a ¼ 1=CV 2 . We tested CVs of 0.1, 0.6, and 1.2. The underlying linear predictor X s;t b was set to zero to focus on the spatial process. Therefore, the simulation of data y s;t simplifies to logðl t Þ $ MVT m; 0; R W ð Þ ; y s;t $ gamma 1=CV 2 obs ; 1=CV 2 obs Á l s;t À Á . We attempted to recover m by fitting a model that matched the process generating the simulated data. We provide a full description of the priors and joint probability distributions along with details of the MCMC sampling for this and all other models in Appendix S1.
Testing the advantage of allowing for extremes
To evaluate the consequence of assuming spatial processes are not present when they actually are, we generated simulated data sets from a model with spatial extremes (MVT) and compared the fit of models with and without extremes (MVT vs. MVN). Specifically, we simulated data from the model: l t $ MVT m; 0; R W ð Þ , y s;t $ normal l s;t ; r obs À Á , with r GP ¼ 0:3 (the scale of the spatial deviations), h GP ¼ 1:2 (the spatial correlation 1. An illustration of three draws from a multivariate normal (MVN) random field (top row) vs. three draws from a multivariate-t (MVT) random field with heavy tails (degrees of freedom, m, of 2; bottom row). Draws represent slices of time with independent spatial processes at each time slice. The scale parameters r GP , spatial decay parameters h GP , random seeds, and colour scales are held constant between the two rows to illustrate the differences. Note the considerably more extreme values (darker purples and yellows) in the second draw for the MVT spatial process.
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SPATIOTEMPORAL BLACK-SWAN EVENTS Article e02403; page 3 S tatistical R eports parameter), r obs ¼ 0:8, and 100 spatial data points. We set the MVT m parameter to 2 to represent very heavy tails. The locations of the data, and the knots (15), were held constant through time to enable faster computations.
To evaluate out-of-sample predictive accuracy, we withheld 10% of the data randomly (10 points per year) from the model fitting and then compared the MVT and MVN models. We compared the root mean squared error between the logðl withheld s;t Þ posterior medians and the true log l withheld s;t , the width of the 95% credible intervals (CIs) onl withheld s;t , and the difference in the leave-one-out information criteria (LOOIC), a Bayesian information criteria that approximates leave-one-out predictive performance (Vehtari et al. 2017 , Appendix S1).
Mountain pine beetles in the U.S. Pacific Northwest
To illustrate real-world applications of spatial models with extremes, we fit MVT and MVN random field models to a data set representing mountain pine beetle outbreaks in the U.S. Pacific Northwest from 1994 to 2014 (USDA Forest Service 2017). We rasterized the map into a 500 by 500 grid and then aggregated this high-resolution grid into percent cover in a coarser grid reduced by a factor of 25. We modelled the proportion of finer grid cells affected by outbreaks per coarser grid cell. We excluded a small number of coarser cells without outbreaks since we chose to fit this example with a lognormal observation model for simplicity. An alternative, to include the zeros, would be a beta-binomial observation model. Since the proportion affected was far from 1, we can fit a model with a log link and lognormal observation distribution. The log of the mean proportion affected at location s and time t, l s;t , is predicted by a year-specific random walk defined by b t , and the spatiotemporal process c s;t , with the spatial process itself modelled as autoregressive:
We model the data, y s;t , as generated by a lognormal observation model with scale parameter r obs : y s;t $ lognormal logðl s;t Þ; r obs À Á . We used 20 knots to represent the spatial process (increasing the number of knots did not substantially affect the results). We compared the above MVT model to a Gaussian random field model. To evaluate out-of-sample predictive accuracy we withheld 25 randomly selected data points per year from the model fitting, for a total of 400 withheld data points, or approximately 10% of the data. We then compared the log predictive density for the held-out data and the width of the 95% CIs (details, including priors in Appendix S1).
RESULTS
Under most scenarios we were able to recapture true values of m with reasonable accuracy and low bias (Fig. 2, Appendix S1: Fig. S2 ). The number of time steps had the largest effect on detecting low values of m. For example, the median absolute proportional error between m andm (median of the posterior) was only 0.18 with 25 time steps, minimal observation error (CV = 0.1), and m ¼ 2:5 ( Fig. 2b) . However, the median 
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absolute proportional error increased by approximately two-and eightfold when the number of time steps was reduced to 15 and 5, respectively (Fig. 2b) . Observation error did not substantially affect the estimation of m until relatively high levels of observation error (i.e., CV = 1.2, Fig. 2c ). When the true underlying data were generated with spatiotemporal extremes (MVT, m ¼ 2), fitting a model without extremes reduced out-of-sample predictive accuracy and precision (Fig. 3 ). The MVN model tended to overestimate r GP (which controls the magnitude of the random field deviations) to account for effectively fixing m ¼ 1 (e.g., Fig. 3a) . The out-of-sample RMSE (root mean squared error) was slightly higher for the misspecified MVN model compared to a correctly specified MVT model (median RMSE = 0.24 vs. 0.23; Fig. 3b ). The out-of-sample MVN model CIs were a median of 11% larger than the MVT model CIs. The leave-one-out information criterion (LOOIC) correctly chose the MVT model in 96% of the simulations (Fig. 3c) . Separately, if linear predictors were included, we found them to be largely unbiased under the misspecified MVN model: the effect of misspecification was on the random field estimation and therefore the predictions in space and time.
For the pine beetle case study, the spatial model with extremes generated more accurate and precise out-ofsample predictions (Fig. 4) . The estimates of m indicated heavy tails in the spatiotemporal process (median m = 2.4, 95% CI = 2.0-3.9, Fig. 4c ). Advantages of the MVT model over the MVN included greater log predictive density for held-out data (Fig. 4d ) and a median of 35% narrower 95% CIs. Predictions from the MVT model demonstrate evolving hotspots of pine beetle infestation in the U.S. Pacific Northwest, with particularly strong hotspots in 2009-2010 ( Fig. 5 ).
DISCUSSION
We have introduced a spatial process model that models random fields through time with a MVT rather than MVN distribution. Through simulation, we demonstrate the advantages of this new model: when spatiotemporal extremes exist in simulated data, our MVT model has superior predictive accuracy and precision. Using a case study on mountain pine beetle outbreaks in the Pacific Northwest, we show that our MVT model produces more accurate and precise out-of-sample predictions compared to a MVN model. Because the MVT model converges to the MVN model and only requires estimating one additional parameter, we recommend fitting the MVT model even if anomalous events are not thought to be present a priori.
Many ecological, environmental, and anthropogenic processes could generate spatiotemporal extremes. For example, unmodelled animal movement such as changes to the shoaling behaviour of fish with population density declines (Rose and Kulka 1999) could generate apparent extremes. Another possible cause could be spatial climate anomalies. For instance, a series of abnormally warm winters around 1990 led to a sudden northward shift in juvenile cod followed by low abundance in the southern North Sea (Rindorf and Lewy 2006) . In southern Australia, several weeks of extreme warm water temperatures led to the sudden range contraction of a brown alga seaweed (Smale and Wernberg 2013) . Heat waves can also increase the likelihood of wildfires or disease outbreaks (e.g., Harvell et al. 2002) , Black crosses indicate true values. The parameter m is challenging to estimate but can generally distinguish between providing evidence for heavy tails (much lower than the prior) and not providing evidence for heavy tails (matching the prior; Anderson et al. 2017) . The parameter r GP represents the spatial standard deviation, h GP represents the spatial decay or correlation parameter, and r obs represents the observation error standard deviation. Additionally, human-caused disasters, such as marine oil spills could cause extremes in spatial patterns through time. In essence, the MVT random fields model allows for unexpected and unmodelled events to occur and have less influence on parameter estimates and predictions.
For our case study of pine beetle outbreaks, the MVT model provided better out-of-sample predictive ability and greater precision compared to the same model with an MVN random field. We did not link covariates, such as temperature, to the mean response, but it is possible that their inclusion could help explain the spatial anomalies. Importantly, our model is descriptive rather than dynamic (Cressie and Wikle 2011) . A dynamic model would include mechanisms governing the spatial evolution of the pine beetle outbreaks (such as available tree host size and quality; Chubaty et al. 2009) , and these types of mechanisms could generate the extremes we observe with our descriptive model. Alternatively, incorporating spatiotemporal extremes into a dynamic model of pine beetle outbreaks might improve its predictive capacity.
Our associated R package, glmmfields, is designed to be familiar for anyone who has fit GLMs in R, and includes flexibility for many features beyond those described so far. For example, glmmfields can be used to fit spatial GLMMs for data without a temporal component (Appendix S2). The package can fit observation models beyond those included in this paper, such as Poisson, negative binomial, or binomial, and can include numeric or factor covariates. glmmfields includes familiar R utility functions (e.g., predict()) and plotting functions for model checking. Furthermore, the package includes a simulation function that can simulate data from any model the package can fit, and a series of unit tests that simulate and fit all major model configurations.
There are limitations to the approach we have described. First, spatial predictive models require the S tatistical R eports selection of knots; too few may not characterize the spatial field accurately, biasing parameter estimates. The spatial process may also be poorly described by an MVT or MVN random field and be better described by some other form (e.g., see Conn et al. 2015) . While the MVT spatial model is more robust than the MVN model, better predictions and inference might be obtained by explicitly modeling the processes that generated the extremes. Also, the MVT random fields model requires a sufficient number of observations and sufficiently low sampling error to detect spatial extremes (though when extremes cannot be detected, the model converges to the MVN model). Our MVT spatial model uses a predictive approach to achieve considerable efficiency over modeling a full covariance matrix describing all observed locations. However, an important topic for research is to include sparse matrix algorithms in spatiotemporal models of extremes. A recent advance to spatial models with large datasets has been the stochastic partial differential equation (SPDE) approximation to GRFs proposed byLindgren et al. (2011) . These methods are accessible via the integrated nested Laplace approximation (INLA; Rue et al. 2009 ), which allows for approximate Bayesian sampling of the posterior without MCMC. Use of the SPDE-INLA approach has increased rapidly in ecology over the last 5 yr (e.g., Illian et al. 2013 , Ono et al. 2016 , and is significantly faster than other approaches, in part because of integration with Template Model Builder through software such as VAST (Thorson and Barnett 2017) . Regardless, the MVT random field model introduced here is already efficient, accessible to a wide range of ecologists through the included R package, and allows us to improve predictions for ecological processes with extreme spatial anomalies through time. 
