Abstract. We provide a doubly exponential upper bound in p on the size of forbidden pivot-minors for symmetric or skew-symmetric matrices over a fixed finite field F of linear rank-width at most p. As a corollary, we obtain a doubly exponential upper bound in p on the size of forbidden vertex-minors for graphs of linear rank-width at most p. This solves an open question raised by Jeong, Kwon, and Oum [Excluded vertex-minors for graphs of linear rank-width at most k. European J. Combin., 41:242-257, 2014]. We also give a doubly exponential upper bound in p on the size of forbidden minors for matroids representable over a fixed finite field of path-width at most p.
Introduction
Rank-width is a graph width parameter, introduced by Oum and Seymour [18] , generalizing tree-width in the sense that graphs of bounded tree-width have bounded rank-width. Linear rank-width is a variant of rank-width where the relationship between rank-width and linear rank-width is similar to that between tree-width and path-width. Various properties of rank-width has been developed recently, but the understanding of linear rank-width is still very restricted. Vertex-minor and pivotminor are the graph containment relations where rank-width and linear rank-width do not increase when taking one of these operations.
One way to understand the structure of a graph class is to identify the obstruction set. Since graphs of (linear) rank-width at most p are closed under taking vertex or pivot-minor one would know whether the set of vertex or pivot-minors obstructions for (linear) rank-width p can be constructed or at least described. For instance, Oum proved that the obstructions for rank-width at most p have sizes bounded by (6 p+1 − 1)/5 [16] , meaning that the obstruction set for rank-width at most p has bounded size. Therefore, one would wonder if this is still true for all graph classes closed under taking vertex or pivot-minor. While this question is still open, Oum [17] proved that for every infinite sequence G 1 , G 2 , . . . of graphs of bounded rank-width, there exist i < j such that G i is isomorphic to a vertex-minor of G j . A direct consequence is that every vertex or pivot-minor closed class of graphs of bounded rank-width has a finite set of obstructions. Since rank-width is always less than or equal to linear rank-width and linear rank-width at most p is closed under taking vertex or pivot-minor we can deduce the following as a corollary.
Corollary 1. For fixed p, there exists a finite list of graphs G 1 , . . . , G m such that a graph has linear rank-width at most p if and only if it does not have a vertex-minor isomorphic to G i for some i ∈ {1, 2, . . . , m}.
A consequence of Corollary 1 is, for fixed p, the existence of a Fixed Parameter Tractable (FPT for short) algorithm on p that checks whether a graph has linear rank-width at most p. However, from Corollary 1 the algorithm is only existential because even though for a fixed graph H there is an FPT algorithm on p and the size of H that checks whether H is a vertex-minor of a graph of rank-width p [5], we do not know how to construct the set of obstructions. Indeed, Corollary 1 does not tell how to identify all members of such a list, the cardinality of the list, or even the order of the largest graph of the list. In this context, the following question is raised by Jeong, Kwon, and Oum.
Question 1 ([11]
). For fixed p, find an explicit upper bound on the number of vertices in a forbidden vertex-minor for graphs of linear rank-width at most p.
The case for p = 1 is answered by Adler, Farley, and Proskurowski who gave in [1] the complete list of forbidden vertex-minors for the class of graphs with linear rank-width at most 1 (see Figure 1 ). For p ≥ 2, Jeong, Kwon, and Oum [11] provided a general construction of forbidden vertex-minors for graphs of linear rankwidth at most p, which shows that the number of graphs in the list is at least doubly exponential in p. Later, Adler, Kanté, and Kwon [2] established a way to construct all forbidden vertex-minors for linear rank-width at most p that are graphs of rankwidth 1. Nevertheless, there is no known result on the general upper bounds on the size of forbidden vertex-minors.
In this paper, we answer this question in a more general setting with matrices over a finite field and the pivot operation. As usual, standard undirected graphs can be regarded as symmetric matrices over the binary field, which represent the adjacencies of the graphs. The notion of pivot complementation in a graph, from which is based the notion of pivot-minor, originated from the study of pivots of matrices, sometimes called principal pivot transforms [20] . Let M be a V × V One notices that the pivot operation preserves the (skew-) symmetricity of matrices, and also preserve the rank-width of matrices (definitions will be given in the next section), and in fact several results concerning graph classes of bounded rank-width can be extended to (skew-)symmetric matrices of bounded rank-width. For instance Kanté and Rao [12] proved that the obstructions for (skew-) symmetric matrices of rank-width at most p have sizes bounded by (6 p+1 − 1)/5, and Oum [10] proved that (skew-) symmetric matrices of bounded rank-width are wellquasi-ordered by the pivot operation.
We will consider the more general notion of σ-symmetric matrices over a finite field F, developed by Kanté and Rao [12] , where σ, called sesqui-morphism on F, is a bijective function on F satisfying additional conditions. We can just observe that σ-symmetric matrices generalize both symmetric and skew-symmetric matrices. We call G a σ-symmetric F * -graph if the adjacency matrix of it is a σ-symmetric matrix over the field F.
The main theorem of this paper is the following.
Theorem 5 (Main Theorem
. Let p be a positive integer, F be a finite field of order c, and σ be a sesqui-morphism on F. The number of vertices of every pivot-minor obstruction for σ-symmetric F * -graphs of linear rank-width at most p is bounded by c c O(p) .
For usual graphs, it is well-known that every pivot-minor of a graph is also a vertex-minor of it (see for instance [16] ), and therefore, we obtain the following as a corollary. (Notice that the notion of vertex-minor does not always exist for σ-symmetric F * -graphs [12] .)
Corollary 2. Let p be a positive integer. The number of vertices of every vertexminor obstruction for linear rank-width at most p is bounded by 2
Now, we can explicitly construct an FPT algorithm for linear rank-width using Corollary 2. Moreover, if we slightly modify the result by Courcelle and Oum [5] , then for a fixed σ-symmetric F * -graph H we can also show that there exists an FPT algorithm on p and the size of H to test whether a σ-symmetric F * -graph G of rank-width p contains a pivot-minor isomorphic to H. Therefore, more strongly, we can explicitly construct an FPT algorithm to test whether a given σ-symmetric F * -graph has linear rank-width at most p or not using pivot-minors. The second main corollary of Theorem 1 is on the size of obstructions for representable matroids over a finite field of bounded path-width (definitions are given in Section 5). Geelen, Gerards, and Whittle [7] showed that for a fixed finite field F and every infinite sequence M 1 , M 2 , . . . of F-representable matroids of bounded branch-width, there exist i < j such that M i is isomorphic to a minor of M j . It implies that the class of F-representable matroids of path-width at most p can be characterized by a finite list of forbidden minors where F is a finite field. For a prime q, Kashyap [13] provided the forbidden minors for the GF (q)-representable matroids of path-width at most 1, and a partial set for path-width at most 2. Koutsonas, Thilikos, and Yamazaki [14] characterized the cycle matroids of outerplanar graphs with path-width at most p. Our main theorem implies the following on F-representable matroids for any finite field F.
Corollary 3. Let p be a positive integer, and F be a finite field of order c. If M is an F-representable matroid and a minor obstruction for path-width at most p, then the size of the ground set of M is bounded by c
Hliněný [8, 9] proved that for every positive integer p, every finite field F of order c and every fixed F-representable matroid N , there exists an FPT algorithm on (p, c, N ) that checks whether a given F-representable matroid M of branch-width p and given with its representation, contains a minor isomorphic to N . Using this algorithm, for fixed p and finite field F of order c we can explicitly construct an FPT algorithm on p and c that checks whether a given F-representable matroid M, given with its representation, has path-width at most p.
The main tools of this paper are the algebraic operations introduced by Courcelle and Kanté [3] and then generalised to σ-symmetric matrices by Kanté and Rao [12] , and the notion of pseudo-minor order used by Lagergren [15] to obtain an upper bound on the size of minor obstructions for graphs of bounded path-width. Similar to the paper by Lagergren, we define a quasi-order on σ-symmetric F * -graphs, called a pseudo-minor order, such that
where lrwd(G) denotes the linear rank-width of G, and G ⊗ H denotes a kind of a sum of two σ-symmetric F * -graphs. For the sum of two σ-symmetric F * -graphs, we will use a labeling on the vertices, which has a similar role with the notion of boundary vertices or terminal vertices when we consider the clique sum in the graph minor theory. The proof consists of three parts.
(1) We encode each linear layout of width p of a forbidden pivot-minor G in a compact way satisfying that if the number of vertices in G is at least
We define a pseudo-minor order on σ-symmetric F * -graphs. (3) We prove that the length of the maximal chain with respect to is bounded by
2 +2p where c is the order of F Assuming the statement (1), together with the definition of pseudo-minor order, we may get an arbitrary long chain of graphs with respect to as we want, by increasing the size of vertices in a forbidden pivot-minor. However, it contradicts to the statement (3), and therefore, we conclude that the size of forbidden pivotminor is bounded.
For F-representable matroids, we will establish a relation between F-representable matroids and skew-symmetric bipartite F * -graphs, which can be seen as their fundamental graphs. Indeed, we relate the minors of a F-representable matroid to the pivot-minors of its fundamental graph, and its path-width to the linear rank-width of its fundamental graph. We remark that Oum [16] already proved the same relations in the case of binary matroids, and our proof uses similar arguments. To our knowledge, this relation has not yet been noticed and we add the proof for completeness. Therefore, Corollary 3 directly follows from the main theorem.
The paper is organized as follows. General notations, definitions and preliminary results are given in Section 2. We then adapt some results by Lagergren [15] to our setting in Section 3. In Section 4 we prove that the number of vertices of an obstruction for linear rank-width at most p is at most doubly exponential in O(p). We conclude in Section 5 by proving that, for a fixed finite field F, the number of elements of any F-representable obstruction for path-width at most p is also at most doubly exponential in O(p).
Preliminaries
2.1. General definitions. The size of a set A is denoted by |A|. For two sets A and B, we let A \ B := {x ∈ A | x / ∈ B}, and let A∆B :
The power-set of a set V is denoted by 2 V . We often write x to denote the set {x}. We denote by N the set containing zero and the positive integers, and by [s] the set {1, . . . , s}. For a finite set V , we say that the function f :
Let F be a finite field with characteristic p. We denote by |F| the order of F, and let F * := F \ {0}. For s ∈ N, we denote by F s the set of vectors over F of size s. A set X is called an F-multiset if X can have at most (p − 1) copies of each element. For an F-multiset X, we define that X∆ F {x} := X ∪ {x} X has at most p − 2 copies of x , X \ {x, . . . , x} (remove all x) X has p − 1 copies of x. We let rk be the matrix rank-function (the field will be clear from the context). The order of an (R, C)-matrix is defined as |R| × |C|. We often write k × ℓ-matrix to denote a matrix of order k × ℓ. We denote by M t the transpose of a matrix M . Let M be a matrix. A row operation on M is a matrix obtained from M by applying one of the following operations: (1) copy a row, (2) replace a row by a linear combination of rows. We define similarly a column operation on M . Given two matrices M and M ′ , we write M r M ′ and M c M ′ whenever M is a submatrix of a matrix obtained from M ′ by row and column operations respectively. We also write M ∼ = M ′ if M can be obtained from M ′ by row and column operations and vice-versa. It is well-known that
We extend the matrix product as follows. Let M and N be two matrices. If the number of columns of M equals the number of rows of N , then the product of M and N is as usual and we say that it is well-defined. Otherwise, we add some zero columns to M (or zero rows to N ) so that the product of the resulting matrices is well-defined. 
The linear width of f is defined as min{width of π | π is a linear layout of f }.
Let π : V → [n] be a linear layout of an integer valued symmetric submodular function f : 2 V → N. For two distinct 1 ≤ i < j ≤ n − 1 we call i and j linked if Proof. A careful analysis of the proof in [7, Theorem 2.1] shows that the given modification of the linear layout still produces a linear layout, and since the rest of the proof depends only on the fact that the function is an integer valued symmetric submodular one, we can conclude the statement. 
2.4. Graphs. Our graph terminology is standard, see for instance [6] . All graphs are finite, loop-free and undirected. The vertex set of a graph G is denoted by V G and its edge set by E G . We will write xy for an edge between x and y instead of {x, y}. For a graph G, we denote by G[X], called the subgraph of G induced by X ⊆ V G , the graph (X, E G ∩ (X × X)); we let G\X be the subgraph G[V G \ X]. Two graphs G and H are isomorphic if there exists a bijection h :
For every undirected graph G, we let M G be its adjacency (V G , V G )-matrix over the binary field F 2 where M G [x, y] := 1 if and only if xy ∈ E G . The cut-rank function of every graph G is the function cutrk G : 2
(By our convention on sub-matrices if one of X and V G \ X is empty, cutrk G (X) is equal to 0.) This function is symmetric and submodular. A linear layout of a graph G is a linear layout of cutrk G , and the linear rankwidth of G, denoted by lrwd(G), is the linear width of cutrk G . One easily verifies that the linear rank-width of a graph is the maximum over the linear rank-width of its connected components (concatenate optimal linear layouts of its connected components). Therefore, we will only deal from now on with connected graphs.
The cut-rank function was introduced by Oum and Seymour [18] and was the base for the definition of rank-width, which is a good approximation for cliquewidth (see [4] for the definition of clique-width). Rank-width is more interesting than clique-width and is actually related to a relation on undirected graphs, called vertex-minor [16] . Let us discuss about its trivial consequences on linear rankwidth.
For a graph G and a vertex x of G, the local complementation at x of G consists in replacing the subgraph induced on the neighbors of x by its complement. The resulting graph is denoted by G * x. For an edge xy of G we denote by G ∧ xy the graph G * x * y * x. It is well-known that G ∧ xy = G ∧ yx [16] . This latter operation is called pivot complementation. A graph H is locally equivalent (or pivot equivalent ) to a graph G if H can be obtained from G be a sequence of local complementations (or pivot-complementations); it is called a vertex-minor (or pivot-minor ) of a graph G if H is isomorphic to an induced subgraph of a graph locally equivalent (or pivot equivalent) to G, and it is a proper vertex-minor (or
It is worth noticing that a pivot-minor is also a vertex-minor.
σ-Symmetric F
* -Graphs and Pivot complementations. Let F be a field. An F * -graph G is a graph with an F * -edge coloring ℓ of G where ℓ : E G → F * is the coloring function. It is worth noticing that ℓ is not necessarily symmetric, i.e., we may have ℓ(x, y) = ℓ(y, x). For an
Kanté and Rao [12] extended the notion of pivot complementations of usual undirected graphs into F * -graphs having a certain property, called σ-symmetric. These σ-symmetric matrices generalize symmetric and skew-symmetric matrices.
For a field F, a bijective function σ :
We define pivot complementations on F * -graphs. Let G be a σ-symmetric F * -graphs, and let x, y ∈ V G such that M G [x, y] = 0. The pivot complementation at xy in G is the graph G ∧ xy where M G∧xy [z, z] := 0 for all z ∈ V G , and for all s, t ∈ V G \ {x, y} where s = t,
The cut-rank function of every σ-symmetric F * -graph G is defined as the function cutrk
) and the rank is computed over F. This function is also symmetric and submodular [12] . A linear layout of a σ-symmetric F * -graph G is a linear layout of cutrk F G , and the linear rank-width of G, denoted by lrwd(G), is the linear width of cutrk F G . If the field F is clear from the context, we remove it from the notation.
Lemma 2 ([12]
). Let G be a σ-symmetric F * -graph and let x, y ∈ V G such that
For an (R, C)-matrix M = (m i,j ) over a field F, let C x , C y be functions from R∪C to F, and t ∈ F * , and σ be a sesqui-morphism on F. We define M * (σ, C x , C y , t) as the matrix
If σ is clear from the context, we remove it from the notation M * (σ, C x , C y , t). We remark that if F is a finite field of characteristic p, then the matrix obtained from M by applying p times the same operation * (σ, C x , C y , t) is again M . This operation is related to pivot complementations. We also note that if M is a σ-symmetric matrix over F, then this operation preserves σ-symmetricity.
Lemma 3. Let M be a σ-symmetric (X, X)-matrix over a field F and let C x , C y be functions from X to F, and t ∈ F * . Then M * (σ, C x , C y , t) is also σ-symmetric.
Proof. We let M ′ be the (X ∪ {x, y}, X ∪ {x, y})-matrix such that
If G is the graph having M ′ as the adjacency matrix, then M G∧xy [X] is exactly the same as M * (σ, C x , C y , t). By Lemma 1, M * (σ, C x , C y , t) is σ-symmetric.
2.6. Linear encodings. Let F be a field and let σ be a sesqui-morphism on F. A linear encoding of a σ-symmetric
is an injective mapping, and for each i
where
The following is proved implicitly in [3] . 
is a linear encoding of width k of G, then L is a linear layout of G of width at most k.
s-Labelled σ-Symmetric F
* -Graphs. Let s ≥ 0 be an integer and F be a field. An s-labelled F * -graph is a pair (G, γ) where G is an F * -graph and γ :
s is a function such that the dimension of the vector space generated by {γ(x) | x ∈ V G } has dimension s. We denote by Γ the matrix the rows of which are the vectors γ(x) for x ∈ V G , and
is always regarded as a boundaried (s, σ, F * )-graph with the empty boundary. For a sesqui-morphism σ on a field F, we shortly call as (s, σ,
For a pair of a boundaried (s, σ,
Let L be a pivot-minor closed class of σ-symmetric F * -graphs. A pseudo-minor order (pmo) for L on the boundaried (s, σ, F * )-graphs is a quasi-order such that
The length of a pmo is its maximum chain length. The p-length of L is the maximum over all s ∈ [p] of the minimum length of a pmo for L on the (s, σ, F * )-graphs.
Bounds on the Length of Pseudo-Minor Orders
We prove that if G is a pivot-minor obstruction for linear rank-width at most p, and G is large, then we can find a sufficiently long strict chain of boundaried (s, σ, F * )-graphs G 1 , . . . , G t with respect to the pivot-minor notion, i.e., G 1 is a proper pivot-minor of G 2 , G 2 is a proper pivot-minor of G 3 and so on. Instead of the property of bounded linear rank-width, we can generally prove it for the pivotminor closed class L, but we need the condition that the obstruction has bounded linear rank-width. Using the notion of the p-length of a pmo, we can state it as follows.
Theorem 3. Let F be a finite field and let σ be a sesqui-morphism on F. Let L be a pivot-minor closed class of σ-symmetric F * -graphs of p-length at most c. If G is an obstruction for L of linear rank-width at most p, then the number of vertices of G is bounded by c O(p) .
We fix a finite field F and σ a sesqui-morphism on F. Most of the results in this section are generalizations of results in [15, 16, 17] , and we will also use Theorem 1. The following is trivial. Let us first recall some useful results.
Lemma 5 ([12]
). Let G be a σ-symmetric F * -graph and v ∈ V (G) and let w be an arbitrary neighbor of v in G.
We prove an elementary version of the analogue of Tutte's linking theorem for σ-symmetric F * -graphs. For usual graph cases, we refer to [16, Theorem 6.1].
Theorem 4. Let G be a σ-symmetric F * -graph and let X and Y be disjoint subsets of V (G) such that cutrk G (Z) = k for Z ∈ {X, Y }. The following are equivalent.
(1) min
(2) There exists a σ-symmetric F * -graph G ′ pivot equivalent to G such that
and for each pair of subsets A, B where
There exists a sequence of pairs (a 1 , b 1 ), (a 2 , b 2 
Proof. Clearly, (3) implies that (2) because all vertices
We show that (1) implies (3) by induction on |V (G) \ (X ∪ Y )|. We may assume that V (G) \ (X ∪ Y ) = ∅. First suppose that for every vertex v in V (G) \ (X ∪ Y ), it has no neighbors on V (G) \ Y . In this case, we can take an empty sequence because
then by induction hypothesis, there exists a sequence of pairs
So, we may assume that there exists a vertex set
By the same argument, we may also assume that there exists a vertex set
which is contradiction.
Given a linear layout π : V (G) → [n] of width k of a σ-symmetric F * -graph G and for each i ∈ [n − 1], with Theorem 2, one can associate with one boundaried
To be short we will call (α i , β i , M i ) a well-defined triplet. Using Theorem 4 we can state the following.
be a linked linear layout of an n-vertex σ-symmetric F * -graph G of width k, and let λ :
Proof. We prove it by induction on p. Assume first that p = 2. By Theorem 4 there is a graph
we can conclude the statement. Assume now that p ≥ 3, and let i 2 < i 3 < · · · < i p be a sequence of p − 1 indices that are λ-linked. By inductive hypothesis there is a graph G ′ pivot equivalent to G such that cutrk G ′ [Xi j ∪Xi j+1 ] (X ij ) = s for every 2 ≤ j ≤ p. Since pivot complementations do not change the widths of the cuts (X i , X i ) the index i 1 is still λ-linked with the index i 2 . By Theorem 4, there exists a graph G ′′ pivot equivalent to G ′ such that
, from the second statement, we have that
Therefore, we conclude the result.
The following now follows the same proof line as in [15, Section 3] . Let L be a pivot-minor closed class of σ-symmetric F * -graphs and let G be an n-vertex obstruction for L of linear rank-width at most k, which is a σ-symmetric F * -graph. We moreover assume that we are given a fixed linked linear layout π :
of width k of G, and λ : Assume first that ℓ = k. Then, k j=ℓ c(c + 1) j−ℓ = c, i.e., I has length at least c + 1 and for each i ∈ I we have λ(i) = k. Therefore, we can choose in I a sequence S of length c + 1 as stated in the lemma.
Assume now that ℓ < k, and let S := {j ∈ I | λ(j) = ℓ}. If the lemma is false then |S| ≤ c. Therefore, there are at most c + 1 sub-intervals of I without an index j ∈ S. At least one such sub-interval I ′ should have length at least
Since for each j ∈ I ′ we have λ(j) ≥ ℓ + 1, we contradict the choice of ℓ to be the maximum. Hence, |S| ≥ c + 1, and again we can choose c + 1 indices as stated in the lemma.
Lemma 8.
If L has k-length at most c, then n < l k (c).
Proof. The proof is the same as in [15, Lemma 3.3] , and again we include it for completeness. Assume that n ≥ l k (c). By Lemma 7 for some 0 ≤ s ≤ k there is a sequence S := (i 1 , i 2 , . . . , i c+1 ) of c + 1 indices such that i 1 < i 2 < · · · < i c < i c+1 , λ(i j ) = s and i j and i j+1 are λ-linked. Let be a pmo with k-length at most c for L on the s-labelled graphs. By Lemma 6 there exists a graph
be the well-defined triplet at i c+1 associated with π and G ′ , and for every i j < i c+1 let α ij be the subgraph of α ic+1 induced by X ij . Since whenever i j < i ℓ we have α ij is an induced subgraph of α i ℓ , we can then conclude that α ij α i ℓ because is a pmo.
Since the pmo has k-length at most c, there are i j and i ℓ in S such that i j < i ℓ and α i ℓ α ij . Let us choose i j and i ℓ to be the greatest indices with the property that α i ℓ α ij . We can deduce then that i ℓ = i j+1 , otherwise since α ij is a proper pivot-minor of α ij+1 we would also have by transitivity α i ℓ α ij+1 contradicting (i j , i ℓ ) are the greatest indices.
Since λ(X ij+1 ) = s and cutrk G ′ [Xi j+1 ∪Xi j+2 ] (X ij ) = s, one can deduce from Theorem 2 that there exist an s-labelled graph β ij+1 and an s × s-matrix M ij+1 such that (α ij+1 , β ij+1 , M ij+1 ) is a well-defined triplet at i j+1 associated with π and
would be in L because α ij+1 α ij and is a pmo. Now, α ij ⊗ Mi j+1 β ij+1 is a proper induced subgraph of G ′ , i.e., G has a proper pivot-minor not in L. This contradicts the fact that G is an obstruction for L, and then we conclude that that n < l k (c).
Proof of Theorem 3. By Lemma 4 G has a linked linear layout π : V (G) → [|V (G)|] of width at most p. By Lemma 8 |V (G)| ≤ c
O(p) .
Obstructions for Linear Rank-Width
In this section, we prove the main result of this paper.
Theorem 5 (Main Theorem). Let F be a finite field and let σ be a sesqui-morphism on F. If G is a pivot-minor obstruction for σ-symmetric F * -graphs of linear rankwidth at most p, then |V G | is at most doubly exponential in O(p).
To prove this theorem, we first construct a pseudo-minor order in terms of some systems, called linear s-profiles, which can be obtained from linear layouts by extracting essential sets of vectors. In the second phase, we show that the p-length of this particular pseudo-minor order is bounded, by proving that the number of all possible minimal linear s-profiles is bounded. 
t is well-defined. We moreover require that for each 1 ≤ i ≤ t the matrix Rest(Y 2 (i)) is always a sub-matrix of Rest(Y 2 (j)) for all j > i, and similarly Rest(Z 2 (j)) is a sub-matrix of Rest(Z 2 (i)) for all i < j, where Rest(A) is the matrix restricted to non-repeated row vectors.
We now define widths of linear s-profiles. An (s, p)-matrix tuple is a tuple D := (Γ, N, P := (P 1 , P 2 ), Q := (Q 1 , Q 2 )) where Γ is of order s × s, P 2 and Q 2 of order at most |F| p+s × s, P 1 and Q 1 of order at most |F| p+s × p and N of order at most p × p. The row indices of P and Q are denoted by V (P ) and V (Q), respectively. Let E := (Y, Z, µ, M, t) be a linear s-profile with µ = {(v
For each i ∈ [t] and an (s, p)-matrix tuple D with
where
For each i, let
The p-width of E is defined as max{p − wd(i) | i ∈ [t]}. It is worth noticing that the p-width of a linear s-profile is always a finite integer. 
and similarly the matrix Z(i) as a set of rows
is a linear s-profile of k-width at most |F| 2·(k+s) called the (G, γ, µ)-profile of (N, P, M, L, t). A linear s-profile E of k-width at most |F| 2·(k+s) is a linear sprofile of (G, γ, µ) if E is a (G, γ, µ)-profile of some linear encoding of G of width ≤ k.
If there is a sequence E 1 , . . . , E r of linear s-profiles such that E i+1 is a subdivision of E i , then we also call E r a subdivision of E 1 .
It is worth noticing that if E is a linear s-profile of p-width k of (G, γ, µ), then any subdivision of E is also a linear s-profile of p-width k of (G, γ, µ).
One can easily check that the relation ≤ We denote by
It is clearly an equivalence relation from Proposition 2. Let p ≥ 0 be a positive integer. For a boundaried (s, σ, F * )-graph (G, γ, µ) we denote by Ext p (G, γ, µ) the set of all subdivisions of all its linear s-profiles of p-width at most p. Let p be the relation such that for any two boundaried
are linear encodings associated respectively with E and F , then for each 1 ≤ i ≤ t we have |L −1
We want to prove that p is a pmo for graphs of linear rank-width at most p on (s, σ, F * )-graphs. As in [15] let us introduce a notion of mergeability. Let Γ be a matrix and let (N, P, Q, L, t) and (N ′ , P ′ , Q ′ , L ′ , t) be two linear encodings of G and H respectively, and let E := (Y, Z, µ G , M, t) and We say that E is p-mergeable with
The following is a direct consequence of the definitions of direct p-dominance and p-mergeability.
Fact 3. Let E, E
′ and E ′′ be linear s-profiles, and Γ a matrix. If E ′ ≤ p DD E, and E is p-mergeable with F by Γ, then E ′ is p-mergeable with F by Γ.
Lemma 10. Let E and F be linear s-profiles of respectively (G, γ G , µ G ) and (H, γ H ), and let (N, P, M, L, t) and
where the row indices of
By the assumption π is an injective mapping, and let us take it as a linear layout
. By the definition of p-mergeability rk(A(j)) ≤ p. Now by the definition of linear s-profiles of s-labelled graphs and Theorem 2 we have that M K [X j , X j ] is obtained from A(j) by copying rows and columns, i.e., rk(M K [X j , X j ]) ≤ p. Hence, each cut (X j , X j ) of π has rank at most p, i.e., lrwd(K) ≤ p.
The following proves that p respects L.
, and let us similarly define L H . From Theorem 2 one can construct linear encodings (N G , P G , M G , L G , t) of width p G and (N H , P H , M H , L H , t) of width p H of (G, γ G , µ G ) and (H, γ H ) respectively. Let us denote by E G and E H the (G, γ G , µ G ) and (H, γ H ) profiles of  (N G , P G , M G , L G , t) and (N H , P H , M H , L H , t) respectively. Clearly, from their definitions, E G is p-mergeable with E H by Γ.
Since
Proof. By the definition of pivot complementation we know that G ′ = G ∧ xy, µ := µ G ∆ F {(γ(x), γ(y), t)}, and (N (i) ), V (P (i)) are the sets of row indices of N (i) and P (i), respectively. Let
. From the construction of E ′ it remains to prove that E ′ ≤ p DD E. Let i ≤ t, and let D := (Γ, R, P := (P 1 , P 2 ), Q := (Q 1 , Q 2 )) be an (s, p)-matrix tuple and let V P and V Q be the row indices of P and Q, respectively. We define that for each 1 ≤ i ≤ k,
Also, let us define
Then by definition,
, then pivoting xy will not change anything. So, we may assume that at least one of the equalities does not hold, and therefore we can assume without loss of generality that {x, y} ⊆ S ∪ T . Let H be the graph
In the encoding (
. Now we want to observe the submatrices B and C. Note that by the change of γ from γ G , Y ′ 2 (i) and Z ′ this fact, we can observe that for z ∈ S and q ∈ V Q ,
This implies that M H∧xy [S, V Q ] = B ′ , and similarly, we can easily check that
From the definition of pivot complementation, for each p ∈ V P , q ∈ V Q , we know that
For each z ∈ {x, y} and r ∈ {p, q}, since
Finally, we have that
Altogether, we prove that
, and therefore
Since i is arbitrary, we conclude that E ′ ≤ p DD E. From Lemmas 11 and 12 we can deduce that p is a pmo.
4.2.
Bounding the Length of a Pseudo-Minor Order. The goal now is to bound the size of the chains of the pmo p . The method consists in defining an equivalence relation and proving that in each equivalence class there is a member of bounded size.
A linear s-profile (Y, Z, µ, M, t) is redundant if there are indices i and j such that
We call the pair (i, j) a p-redundant pair. Given E := (Y, Z, µ, M, t) and a p-redundant pair (i, j), the p-shortcut of E at (i, j) is the linear s-profile
Proposition 5. Let E be a linear s-profile and
Proof. We can assume without loss of generality that j > i. If we subdivide E ′ at i for (j − i − 1) times and denote it by F ′ we clearly have 
For a p-homogenous linear s-profile (Y, Z, µ, M, t) and (s, p)-matrix tuple D := (Γ, N, P : 
Similarly, if i j−1 is in M ax, then also for similar reasons (i j+1 , i j−1 ) is a p-redundant pair. In both cases we contradict the non-p-redundancy of E. The case when i j and i j+1 are in M ax is analogous.
From above if i 1 ∈ M in, then i 4 ∈ M ax, and similarly if i 1 ∈ M ax, then i 4 ∈ M in. In the first case (i 1 , i 4 ) is a p-redundant pair, and in the second case (i 4 , i 1 ) is a p-redundant pair. We again contradict the non-p-redundancy of E. We can thus conclude that one of M in and M ax has exactly one element. Lemma 14. Let D := (Γ, N, P := (P 1 , P 2 ), Q := (Q 1 , Q 2 )) be an (s, p)-matrix tuple. Let E := (Y, Z, µ, M, t) with t ≥ 2 be a p-homogenous linear s-profile such that 1 is an extreme index w.r.t. D. Then 2 is also an extreme index w.r.t. D.
Proof. The proof is similar to [15, Lemma 4.9] . Suppose that rk(
we are only interested in non-p-redundant linear s-profiles such that each Y (i), Z(i) is of order |F| p+s × p and each M (i) of order p × p. By Lemma 17 for each D := (Γ, N, P := (P 1 , P 2 ), Q := (Q 1 , Q 2 )) and such linear s-profile E := (Y, Z, µ, M, t), we have that t ≤ |F| 2s · (2p + 1). Also, since each boundary µ is a F-multiset that consists of triples v 1 , v 2 ∈ F s , t ∈ F, the maximum of different elements in µ is |F| 2s+1 . Then, for each D := (Γ, N, P := (P 1 , P 2 ), Q := (Q 1 , Q 2 )) the number of such linear s-profiles is bounded by
Since for each such D the matrix Γ is of order at most s × s, P So, the number of such linear s-profiles is bounded by
Proof of Main Theorem (Theorem 5). By Proposition 6 linear rank-width at most p has s-length at most
Since any obstruction for linear rank-width p has linear rank-width at most p + 1 we can conclude using Theorem 3 that the number of vertices of G is bounded by
Obstructions for Path-Width of Representable Matroids
As a corollary of Theorem 5, we can obtain an upper bound on the size of obstructions for F-representable matroids of bounded path-width, where F is a finite field. For connecting our result with matroids, we establish a direct relation between F-representable matroids and skew-symmetric bipartite F * -graphs, which is similar to the relation between binary matroids and bipartite graphs.
We recall the necessary materials about matroids. Let F be a finite field. We refer to [19] for our matroid terminology. There exist several characterisations of matroids, but we will define and use only one of them.
A If M is a matroid and X a subset of E M , we let (X, {I ⊆ X | I ∈ I M }) be the matroid denoted by M X . The size of a base of M X is called the rank of X and the rank function of M is the function r M : 2 EM → N that maps every X ⊆ E M to its rank. The rank of E M is called the rank of M. It is well-known that the rank function is submodular.
Let A be a matrix over a field F and let E be the column labels of A. Let I be the collection of all those subsets I of E such that the columns of A with index in I are linearly independent. Then M(A) := (E, I) is a matroid. Any matroid isomorphic to M(A) for some matrix A is said representable over F and A is called a representation of M over F.
We now define the matroid minor notion. Let M be a matroid. The dual of M, denoted by M * , is the matroid (I ⊆ E M , {E M \ B | B ∈ I M and B is a base}). For X ⊆ E M , we let M \ X be the matroid M (EM\X) called the deletion of X from M, and we let M/X be the matroid (M * \ X) * called the contraction of X from M. A matroid N is a minor of a matroid M if it is isomorphic to M \ X/Y for disjoint subsets X and Y of E M . Observe that F-representable matroids are closed under minors.
We finish these preliminaries with the notion of path-width of matroids. If M is a matroid, we let λ M , called the connectivity function of M, be such that for every subset
It is wellknown that the function λ M is symmetric and submodular. The path-width of M, denoted by pwd(M), is the linear width of λ M . The path-width is sometimes called linear width or linear branch-width. A matroid is said connected if λ M (X) ≥ 1 for every subset X of E M . The (inclusionwise) maximal subsets X of E M such that λ M (X) = 1 are called connected components of X. One can easily check that the path-width of a matroid is equal to the maximum path-width of its connected components (concatenate optimal linear layouts of its connected components). The path-width of a matroid does not increase when taking a minor.
Proposition 7 ([19]
). Let M be a matroid and N a minor of M. Then, λ N (X) ≤ λ M (X) for every subset X of E N . Therefore, pwd(N ) ≤ pwd(M).
The main result of this section is the following. Theorem 6. Let F be a finite field. If M is an F-representable matroid and is an obstruction for path-width at most p, then |E M | is at most doubly exponential in O(p).
Let G be a skew-symmetric bipartite F * -graph with a bipartition (A, B). We define M F (G, A, B) as the F-representable matroid represented by the A×V matrix (I A M G [A, B]) where I A is the A × A identity matrix. If M = M F (G, A, B) , then we call G a fundamental graph of M.
We can relate the rank function of a F-representable matroid M with the cutrank function of its fundamental graph. Proposition 8. Let G be a skew-symmetric bipartite F * -graph with a bipartition (A, B) and let M := M F (G, A, B) . For every X ⊆ V G , cutrk G (X) = λ M (X) − 1. Thus, lrwd(G) = pwd(M) − 1.
Proof. We first observe that
Proof. A 2 , B 2 ). Therefore G 1 = G 2 . Suppose that |A 1 ∆A 2 | = 0. Note that A 1 and A 2 are basis of M. If x ∈ A 1 \ A 2 , then by the second condition (I2) for being a matroid, there exists y ∈ A 2 \ A 1 such that A 1 \{x}∪{y} is a base. By Proposition 9, M F (G 1 ∧xy, A 1 ∆{x, y}, B 1 ∆{x, y}) = M, and since |(A 1 ∆{x, y})∆A 2 | = |A 1 ∆A 2 | − 1, by induction hypothesis, G 1 ∧ xy is pivot equivalent to G 2 . Therefore, G 1 is pivot equivalent to G 2 .
Proposition 11.
(1) Let M 1 , M 2 be F-representable matroids, and let G 1 and G 2 be fundamental graphs of M 1 and M 2 respectively. If M 1 is a minor of M 2 , then G 1 is a pivot-minor of G 2 . We can deduce this easy lemma.
Lemma 18. Let k be a positive integer. Let M be an F-representable matroid and G a fundamental graph of M. Then M is a minor obstruction for path-width at most k if and only if G is a pivot-minor obstruction for linear rank-width at most k + 1.
Proof. Assume M is an obstruction for path-width at most k. By Proposition 8, pwd(M) = k + 1 and lrwd(G) = k + 2. If G is not a pivot-minor obstruction for linear rank-width k + 1, then there is a proper pivot-minor G ′ that has linear rankwidth k + 2. By Proposition 11 there exists a bipartition (A ′ , B ′ ) of G ′ such that M F (G ′ , A ′ , B ′ ) is a proper minor of M and has path-width k + 1. It contradicts to that M is a minor obstruction for path-width at most k.
Suppose G is a pivot-minor obstruction for linear rank-width at most k + 1 and M is not an obstruction for path-width at most k. Then there is a proper minor N of M that has path-width k + 1. Then by Proposition 11 a fundamental graph of N is a proper pivot-minor of G and has path-width k + 1, contradicting that G is a pivot-minor obstruction.
As a corollary we have the following.
Corollary 5. If M is an F-representable matroid and a minor obstruction for path-width at most p, then |E M | is at most doubly exponential in O(p).
Proof. Let G be a fundamental graph of M. By Lemma 18 G is a pivot-minor obstruction for linear rank-width at most p + 1. By Theorem 5 we have that |E M | = |V (G)| is doubly exponential in O(p).
Concluding Remarks
We present an |F| |F| O(p) upper bound on the size of pivot-minor obstructions for σ-symmetric F * -graphs of linear rank-width at most p, by exploring the ideas of Lagergren [15] to bound the size of minor obstructions for graphs of bounded pathwidth. For undirected graphs, it implies that vertex-minor obstructions for linear rank-width at most p have size at most 2 2 O(p) , which answers the open question explicitly posted by Jeong, Kwon, and Oum [11] . As mentioned in the paper, in theory, one can enumerate all graphs up to that bound and construct the list of forbidden vertex-minors. This gives the first explicit FPT algorithm on p to decide whether a given graph has linear rank-width at most p.
Also, as a corollary of the main result, we have an |F| |F| O(p) upper bound on the size of minor obstructions for F-representable matroids of path-width at most p. By the same argument, we have a fixed parameter algorithm to decide whether a given F-representable matroid with a representation has path-width at most p.
We conclude with some questions.
(1) The bound on the size of the σ-symmetric F * -graph obstructions for rankwidth at most p does not depend on the size of the field, while our bound depends on it. Can we obtain a bound not depending on the size of the field? (2) Our bound on the size of the vertex-minor obstructions for bounded linear rank-width is doubly exponential, however the best lower bound is singly exponential [11] . Is our bound optimal?
