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Introduction
One of the most intriguing questions of modern physics is why the universe that we observe
is composed of matter. It is believed that at the time of the Big Bang equal amounts of
matter and anti-matter were created, hence during the first instants after the Big Bang matter
and anti-matter were equally populating the early universe. Then, particles and anti-particles
started to annihilate each other until a universe exclusively composed of matter was left. Such
a phenomenon can be explained if there exists some kind of asymmetry which differentiates the
behaviour of matter and anti-matter particles. The first experiment revealing the presence of
such an asymmetry dates back to 1964, when it was discovered that the so-called CP symmetry
was violated by weak interactions using neutral kaon decays.
In the last decade CP violation has been extensively studied also using decays of B and
D hadrons. In the Standard Model of particle physics, the violation of the CP symmetry is
parameterized by a complex phase entering the elements of the so-called Cabibbo-Kobayashi-
Maskawa (CKM) matrix. The family of charmless charged two body B decays, B → h+h′−
decays, where B can be either a B0 meson, a B0s meson or a Λb baryon, while h and h
′ stand
for pi, K or p is matter of great interest, as such decays are sensitive probes of the CKM matrix
and have the potential to reveal the presence of New Physics. In contrast to the case of other
theoretically clean measurements of CP violation in the B sector, a simple interpretation of the
CP violating observables of the charmless two-body B decays in terms of CKM phases is not
possible. This is because these decays receive significant contributions not only from tree-level
transitions, but also from QCD and Electroweak penguin diagrams. Such “penguin pollution”
poses several problems for a clean measurement of CKM phases using these decays. On the
other hand, the presence of loops inside the penguin diagrams has interesting implications,
since they could be affected by sizable contributions from New Physics. One promising way to
exploit the presence of penguins for these decays as a resource rather than a limitation consists
in combining the measurements of the B0 → pi+pi− and B0s → K+K− time-dependent CP
asymmetries, assuming the invariance of the strong interaction dynamics under the exchange
of the d ↔ s quarks (U -spin symmetry) in the decay graphs of these modes. In this way it is
possible to determine the CKM angle γ, without the need of any dynamical assumption. Due
to the possible presence of New Physics in the penguin loops, a measurement of γ using these
decays could differ appreciably from that determined using other B decays governed by pure
tree amplitudes. As U−spin symmetry is not exactly conserved, the measurement of the direct
CP asymmetries of the B0 → K+pi− and B0s → pi+K− decays is also important to constrain the
size of symmetry breaking effects. In addition the comparison of the branching fractions of the
U−spin related modes provides valuable information about the theoretical modelling of strong
interaction contributions in hadronic B decays.
The analyses carried out in this sector at the B-Factories and at the Tevatron have been able
v
to detect for the first time the presence of direct CP violation in the B0 → K+pi− decay and to
measure the time-dependent CP asymmetry in B0 → pi+pi−. While for the former the measure-
ments of BaBar and Belle are in good agreement, in the latter case only the measurements of the
mixing-induced CP asymmetry coefficient agree well, while those of the direct CP asymmetry
coefficient are quite different, with an agreement at the level of 2.4σ only. The CDF experiment
has also observed the B0s → K+K−, B0s → pi+K−, Λb → ppi− and Λb → pK− decays, and more
recently has published a 3σ evidence for the rare decay B0 → pi+pi−.
In this thesis the status-of-the-art of the LHCb measurements in this sector is presented.
LHCb is one of the four main experiments operating at the Large Hadron Collider (LHC),
specifically devoted to the measurement of CP violation and rare decays of beauty and charm
hadrons.
In the first chapter the framework of CP violation within the Standard Model, the roˆle of
the CKM matrix with its basic formalism and the current experimental status are introduced.
Then an overview of the theoretical tools commonly used to deal with hadronic B decays is given
with a dedicated part on B hadron phenomenology, where the relation between CP violation
and the CKM matrix is outlined. Then, after a brief summary of the relevant observables and
the current measurements of B → h+h′− decays, a strategy for the extraction of the angle γ
from the analysis of these decays is discussed in some detail.
In the second chapter the LHCb detector is described, focusing on the physics constraints
and the technologies adopted for each sub-detector, and giving a brief summary of sub-detector
performances.
The third chapter is dedicated to the measurement of the direct CP asymmetries of the B0 →
K+pi− and B0s → pi+K− decays performed using the data collected at
√
s = 7 TeV by LHCb
during 2010, corresponding to an integrated luminosity of about 37 pb−1. The optimization
of the event selection, the calibration of the particle identification, the extraction of the CP
asymmetries from data and the evaluation of the systematic uncertainties are discussed in detail.
In the fourth chapter, an update of the analysis presented in the third chapter is reported,
using a data sample collected during the first part of 2011, corresponding to an integrated
luminosity of about 320 pb−1. In addition, the measurement of the branching fractions of the
rare modes B0 → K+K− and B0s → pi+pi− is presented.
Finally, in the fifth chapter we report the measurement of the branching fractions of the
B0s → K+K−, B0 → pi+pi− and B0s → pi+K− decays, as well as that of the ratio between the
branching fractions of the Λb → ppi− and Λb → pK− decays.
vi
Chapter 1
CP violation and charmless charged
two-body B decays
The violation of the CP symmetry, i.e. the non-invariance of fundamental interactions under the
combined transformation of charge conjugation (C) and parity (P), is one of the most important
topics in modern physics. Under C, particles turn into antiparticles, by conjugation of their
internal quantum numbers (e.g. Q → −Q for the electromagnetic charge). Under P, spatial
coordinates are reversed, changing the handedness of the reference frame (~x → −~x). If CP
were an exact symmetry of Nature, the behaviour of matter and antimatter would be the same.
Among the fundamental forces, gravitational, electromagnetic and strong interactions respect
C and P and, therefore, also their combination CP. In contrast, weak interactions violate both
C and P symmetries, as for example W bosons couple only to left-handed particles and their
CP counterpart, right-handed antiparticles, but neither to right-handed particles nor to left-
handed antiparticles. However, it was initially thought that weak interactions preserved the
CP symmetry, until it was firstly discovered in 1964 that also CP was violated in neutral kaon
decays [1]. In the last decade CP violation has been extensively studied also using decays of B
and D hadrons.
The phenomenon of CP violation can be observed as arising in the flavour mixing of neutral
mesons (i.e. the transformation of a neutral meson into its CP counterpart), or directly from
the decay diagrams (when the decay rate of a particle to a final state differs from that of the
corresponding antiparticle to the charge conjugate final state), or finally in the interference
between mixing and decay. CP violation is nowadays a well established experimental fact in
several K0 and B0 decays [1, 2, 6–14]. Recently, an evidence of direct CP violation in the decays
of D0 mesons has been claimed by the LHCb collaboration [5] and another evidence in B0s decays
has been found as the result of the work presented in this thesis.
It is well known that CP violation is a key ingredient to explain the observed baryon asym-
metry of the Universe [15]. However, it is believed that the observed baryon asymmetry is too
large to be generated by the size of CP violation present in the Standard Model (SM). The sim-
plest way to explain such a discrepancy is to postulate the existence of new elementary particles
and interactions lying beyond SM, leading to additional sources of CP violation which could
be associated to high energy scales, not directly accessible by particle colliders so far. Such
“New Physics” could also manifest itself as a small deviation of some observables from their SM
predictions, and for this reason CP violation represents a very relevant field to be explored with
1
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constantly increasing precision. Any improvement in the experimental accuracy and theoretical
understanding in this sector can play a crucial role in quest for physics beyond the SM.
1.1 The CKM matrix
In the SM, the CP symmetry is broken by complex phases in the Yukawa couplings of quark
fields with the Higgs scalar:
LY = −Y dijQILiφDIRj − Y uijQILiφ†U IRj + h.c., (1.1)
where Y u,d are 3×3 complex matrices, φ is the Higgs field, i and j are generation labels. QIL are
left-handed quark doublets, and DIR and U
I
R are respectively generic right-handed down-type and
up-type quark singlets in the weak-eigenstate basis. When the symmetry group of the Standard
Model electroweak interaction, SU(2)L×U(1)Y , is broken assigning a vacuum expectation value
to the Higgs field, 〈φ〉 = (0, v/√2), Eq. (1.1) yields mass terms for the quarks. The physical
states are thus obtained diagonalizing the Yukawa matrix using four matrices:
Mfdiag =
v√
2
V fL Y
fV f†R , (1.2)
where v/
√
2 is the vacuum expectation value for the Higgs scalar and f = u, d. As a consequence
of this diagonalization, weak-eigenstates and mass-eigentstates of quarks become mixed and the
charged current interactions for quarks are then given by:
LW± =
g√
2
ULiγ
µ
(
V uL V
d†
L
)
ij
DLjW
+
µ + h.c., (1.3)
where g is the electroweak coupling constant. The product of the two V fL matrices contains the
couplings of an up-type antiquark and a down-type quark to the charged W bosons and is called
Cabibbo-Kobayashi-Maskawa (CKM) matrix [16, 17]:
VCKM ≡ V uL V d†L =
 Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb
 (1.4)
The Feynman diagrams describing charged-current weak interactions between up-type and down-
type quarks can be represented as shown in Fig. 1.1 where the various elements of CKM matrix
modify the strenghts of the couplings. Before describing how the CKM matrix accounts for CP
violation we will present its main properties.
1.1.1 Properties of the CKM matrix
The first important feature of the CKM matrix is its unitarity, required since processes involving
quarks will not be invariant under a change of the quark field basis representation. Such a
condition determines the number of free parameters of the matrix. A generic N × N unitary
matrix depends on N (N − 1) /2 mixing angles and N (N + 1) /2 complex phases. In the CKM
case, dealing with a mixing matrix between the quark flavour eigenstates, the Lagrangian allows
to redefine the phase of each quark field such that:{
U → e−iϕUU
D → e−iϕDD ⇒ VUD → e
iϕUVUDe
−iϕD (1.5)
1.1 The CKM matrix 3
D U
W−
VUD CP→
D¯ U¯
W+
V ∗UD
Figure 1.1: Basic Feynman diagrams for charged-current weak interaction processes between
up-type (U) and down-type (D) quarks. On the left the interaction diagram between quarks
mediated by negative vector boson (W−) is represented. On the right its CP conjugate diagram
is reported. The VCKM factor VUD modifying the strngth of the coupling is also shown.
In this way 2N − 1 unphysical phases of the CKM cancel out. As a consequence any N × N
complex matrix describing mixing between N generations of quarks has:
1
2
N (N − 1)︸ ︷︷ ︸
mixing angles
+
1
2
(N − 1) (N − 2)︸ ︷︷ ︸
physical complex phases
= (N − 1)2 (1.6)
free parameters. The interesting case N = 2 leads to a mixing matrix with only one free
parameter, named the Cabibbo angle θC [16]:
VC =
(
cos θC sin θC
− sin θC cos θC
)
(1.7)
The nature of VC allowed to explain the suppression of flavour changing neutral current (FCNC)
and historically had put the basis for the discovery of the charm quark [18, 19].
In the case N = 3, the resulting number of free parameters is four: three mixing angles and
one complex phase. This phase alone is responsible for CP violation in the weak interactions of
the SM. Among the various possible conventions, a standard choice to parameterize VCKM is
the following:
VCKM =
 c12c13 s12c13 s13e−iδ−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13
s12s23 − c12c23s13eiδ −c12s23 − s12c23s13eiδ c23c13
 (1.8)
where sij = sin θij , cij = cos θij and δ is the CP violating phase. All the θij angles can be chosen
to lie in the first quadrant, so sij , cij ≥ 0, and the mixing between two quarks generation i, j
vanishes if the corresponding θij is equal to zero. In particular, in the case θ13 = θ23 = 0 the
third generation would decouple and the CKM matrix would take the form of VC in Eq. (1.7).
The presence of a complex phase in the mixing matrix is a necessary but not sufficient condition
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for CP violation. As pointed out in [20], another key condition is:(
m2t −m2c
) (
m2t −m2u
) (
m2c −m2u
) (
m2b −m2s
) (
m2b −m2d
) (
m2s −m2d
)× JCP 6= 0 (1.9)
where
JCP =
∣∣= (ViαVjβV ∗iβV ∗jα)∣∣ (i 6= j, α 6= β) (1.10)
is the “Jarlskog parameter”. This condition is related to the fact that according to Eq. (1.5)
it would be possible to remove the CKM phase if any of two quarks with the same charge
were degenerated in mass. As a consequence the origin of CP violation is deeply connected
to the “flavour problem”, with the origin of quark masses hierarchy, and number of fermion
generations. JCP can be interpreted as a measurement of the entity of CP violation in the SM.
Its value does not depend on the phase convention of the quark fields, Eq. (1.5), and within the
standard parameterization in Eq. (1.8) it can be written as:
JCP = s12s13s23c12c23c
2
13 sin δ. (1.11)
Experimentally one has JCP = O
(
10−5
)
, which states that CP violation in Standard Model
is very small. Various extensions of the SM foresee new sources of flavour mixing which could
enhance the strength of the violation.
1.1.2 Experimental knowledge of |Vij|
The determination of the CKM matrix elements is possible using the following tree-level pro-
cesses:
|Vud| - Nuclear beta decays (d→ ueν¯e transitions);
|Vus| - Semileptonic kaons decays K → pilν¯ (s→ ulν¯ transitions);
|Vub| - Exclusive and inclusive semileptonic B-hadron decays (b→ ulν¯ transitions);
|Vcd| - Semileptonic D-hadron decays D → pilν¯ (c → dlν¯ transitions) and charm production
from ν interaction with matter;
|Vcs| - Semileptonic D decays (c→ slν¯ transitions) and leptonic Ds decays (Ds → lν¯)
|Vcb| - Exclusive and inclusive semileptonic B decays to charm (b→ cln¯u transitions);
|Vtb| - Branching ratio of t → Wb decay (assuming CKM matrix unitarity) and single top-
quark-production cross section;
The magnitudes of Vtd and Vts are not measurable using tree-level processes. The cleanest way
to obtain them is to extract |Vtd/Vts| from B0− B¯0 and B0s − B¯0s oscillation processes, which are
mediated by box diagrams where top quarks circulate as virtual states. Tab. 1.1 summarizes the
current values of each |Vij | [21]. Fig. 1.2 shows in a pictorial way how flavour-changing processes
between quarks are governed by the CKM matrix: the size of the boxes represents the order
of magnitude of the corresponing transition. Experimental information lead to the following
consideration: transitions within the same generation imply VCKM elements of O(1); those
between the first and second generations are suppressed by a factor O(10−1); those between the
second and third generations are suppressed by a factor O(10−2); and those between the first
and third generations are strongly suppressed by a factor O(10−3).
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CKM matrix element Experimental value
|Vud| 0.97425± 0.00022
|Vus| 0.2252± 0.0009
|Vcd| 0.230± 0.011
|Vcs| 1.023± 0.036
|Vcb| (40.6± 1.3)× 10−3
|Vub| (3.89± 0.44)× 10−3
|Vtd| (8.4± 0.6)× 10−3
|Vts| (38.7± 2.1)× 10−3
|Vtb| 0.88± 0.07
Table 1.1: Experimental knowledge of the magnitudes of the CKM matrix elements [21].
d s b
t
c
u
Figure 1.2: Graphical representation of of the order of magnitude of the CKM matrix elements.
The size of the boxes represents the order of magnitude, as reported in the text, of the corre-
sponding element.
1.1.3 Wolfenstein parameterization of the CKM matrix
Starting from the observed hierarchy relations among the matrix terms |Vij |, thanks to the
experimental information available on their magnitude, it can be stated that:
s12 = 0.22 s23 = O(10−2) s13 = O(10−3) (1.12)
using the standard parameterization in Eq. (1.8). In order to quantify the relations illustrated
in Fig. 1.2 it is useful to introduce the “Wolfenstein parameterization” [22] of the CKM matrix.
Defining:
s12 = λ =
|Vus|√
|Vud|2 + |Vus|2
, s23 = Aλ
2 = λ
∣∣∣∣ VcbVus
∣∣∣∣ , s13e−iδ = Aλ3 (ρ− iη) = Vub (1.13)
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the CKM matrix in Eq. (1.8) can be re-written as a power expansion of the parameter λ = sin θC
(where θC is the Cabibbo angle defined in Eq. (1.7)):
VCKM =
 1− λ2/2 λ Aλ3 (ρ− iη)−λ 1− λ2/2 Aλ2
Aλ3 (1− ρ− iη) −Aλ2 1
+O (λ4) (1.14)
For certain processes, in particular when CP violation is expected to be very small, it could be
useful to further expand the parameterization to the subsequent order, obtaining:
Vud = 1− 1
2
λ2 − 1
8
λ4 +O(λ6), Vus = λ+O(λ7), Vub = Aλ3 (ρ− iη) ,
Vcd = −λ+ 1
2
A2λ5 [1− 2(ρ+ iη)] +O(λ7), Vcs = 1− 1
2
λ2 − 1
8
λ4(1 + 4A2) +O(λ6),
Vcb = Aλ
2 +O(λ8), Vtd = Aλ3
[
1− (ρ+ iη)
(
1− 1
2
λ2
)]
+O(λ7),
Vts = −Aλ2 + 1
2
Aλ4 [1− 2(ρ+ iη)] +O(λ6), Vtb = 1− 1
2
A2λ4 +O(λ6). (1.15)
It can be noted that
• Vub ≡ Aλ3 (ρ− iη) by definition does not receive any correction;
• Vus = λ and Vcb = Aλ2 to a very high accuracy;
• contributions to CP violation (i.e. the presence of an imaginary term) from Vcs and Vcb
are suppressed at least by a factor λ6 and λ8, respectively;
• contributions to CP violation from Vtd and Vts are at the level of λ5 and λ4, respectively.
It is useful to define:
ρ¯ ≡ ρ
(
1− 1
2
λ2
)
, η¯ ≡ η
(
1− 1
2
λ2
)
(1.16)
that allows one to write:
Vtd = Aλ
3 (1− ρ¯− iη¯) . (1.17)
Using Eq. (1.14) the “Jarlskog parameter” introduced in Eq. (1.11) becomes:
JCP = λ
6A2η, (1.18)
directly related to the CP violating parameter η.
1.1.4 Unitary triangles
The unitarity of the CKM matrix VCKMV
†
CKM = V
†
CKMVCKM = I, leads to a set of 12 equations
relating the matrix elements: 6 for diagonal terms equal to 1 and 6 for the off-diagonal terms
equal to 0. The equations for the off-diagonal terms can be represented as triangles in the
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complex plane, all having the same area JCP /2:
VudV
∗
us︸ ︷︷ ︸
O(λ)
+VcdV
∗
cs︸ ︷︷ ︸
O(λ)
+VtdV
∗
ts︸ ︷︷ ︸
O(λ5)
= 0, (1.19)
VusV
∗
ub︸ ︷︷ ︸
O(λ4)
+VcsV
∗
cb︸ ︷︷ ︸
O(λ2)
+VtsV
∗
tb︸ ︷︷ ︸
O(λ2)
= 0, (1.20)
VudV
∗
ub︸ ︷︷ ︸
(ρ+iη)Aλ3
+VcdV
∗
cb︸ ︷︷ ︸
−Aλ3
+ VtdV
∗
tb︸ ︷︷ ︸
(1−ρ−iη)Aλ3
= 0, (1.21)
V ∗udVcd︸ ︷︷ ︸
O(λ)
+V ∗usVcs︸ ︷︷ ︸
O(λ)
+V ∗ubVcb︸ ︷︷ ︸
O(λ5)
= 0, (1.22)
V ∗cdVtd︸ ︷︷ ︸
O(λ4)
+V ∗csVts︸ ︷︷ ︸
O(λ2)
+V ∗cbVtb︸ ︷︷ ︸
O(λ2)
= 0, (1.23)
V ∗udVtd︸ ︷︷ ︸
(1−ρ−iη)Aλ3
+V ∗usVts︸ ︷︷ ︸
−Aλ3
+ V ∗ubVtb︸ ︷︷ ︸
(ρ+iη)Aλ3
= 0. (1.24)
In these equations we emphasized the values of each product VijV
∗
kl at the leading order in λ as
obtained from Eq. (1.14), representing the length of the corresponding triangle sides. Only two
out of the six unitary triangles have sides of the same order of magnitude: they are described
by Eqs. (1.21) and (1.24), and represented in Figs. 1.3 (left) and 1.3 (right). Let us focus on
the triangle corresponding to Eq. (1.21). To the level of approximation of Eq. (1.14) it satisfies
this relation:
[(ρ+ iη) + (−1) + (1− ρ− iη)]Aλ3 = 0, (1.25)
while to the next order, using Eqs. (1.15) and (1.16) one gets:
[(ρ¯+ iη¯) + (−1) + (1− ρ¯− iη¯)]Aλ3 +O(λ7) = 0. (1.26)
Normalizing to the common factor Aλ3, we obtain the triangle of Fig. 1.3: it is usually referred
to as “The Unitary Triangle” (UT). Its importance will be discussed in next sections. Here
below we can show how its sides and angles are related to the CKM matrix elements. About its
sides, using Eqs. (1.15) one can see that:
Rb ≡
√
ρ¯2 + η¯2 =
(
1− λ
2
2
)
1
λ
|Vub|
|Vcb| , (1.27)
Rt ≡
√
(1− ρ¯)2 + η¯2 = 1
λ
|Vtd|
|Vcb| , (1.28)
while its angles are related to the CKM elements through:
Vub = Aλ
3
(
Rb
1− λ2/2
)
e−iγ , (1.29)
Vtd = Aλ
3Rte
−iβ, (1.30)
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(a) The triangle (db).
(b) The triangle (ut).
Figure 1.3: The unitarity triangle representations of the conditions (ds) and (ut). The
complex side lengths are expressed in terms of VCKM elements and λ.
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Figure 1.3: The unitarity triangle representations of the conditions (ds) and (ut). The
complex side lengths are expressed in terms of VCKM elements and λ.
Figure 1.3: Representation in the complex plane of the unitary triangles described in the text: on
the left the UT corresponding to Eq. (1.21); on the right the triangle corresponding to Eq. (1.24)
is reported.
where in fact the angles γ and β appear. It is useful, in order to better understand the processes
where such angles are involved, to write:
α ≡ arg
(
− VtdV
∗
tb
VudV
∗
ub
)
= arg
(
−1− ρ¯− iη¯
ρ¯+ iη¯
)
, (1.31)
β ≡ arg
(
−VcdV
∗
cb
VtdV
∗
tb
)
≡ φd/2 = arg
(
1
1− ρ¯− iη¯
)
, (1.32)
γ ≡ arg −VudV
∗
ub
VcdV
∗
cb
)
= arg (ρ¯+ iη¯). (1.33)
From Eq. (1.29) we can also see that the CP violating phase δ is equal to the γ angle of the UT.
The other non squashed triangle has similar characteristics with respect to the UT. Expanding
Eq. (1.24) we obtain:{[
1− ρ− iη − λ2
(
1
2
− ρ− iη
)]
+
[
−1 + λ2
(
1
2
− ρ− iη
)]
+ [ρ+ iη]
}
Aλ3 +O(λ7) = 0.
(1.34)
Dividing again by the common factor Aλ3 we obtain a triangle with the apex placed in the point
(ρ, η) instead of (ρ¯, η¯), and tilted by an angle:
βs ≡ φs/2 = arg
(
VtsV
∗
tb
VcsV ∗cb
)
. (1.35)
1.1.5 Experimental determination of the UT
Here we briefly discuss the experimental status of the UT. More details about the method
and the results can be found in Refs. [23, 24]. The method relies on information from both
experimentally and theoretically determined input parameters. The experimental information
about the constraints on the UT parameters can be obtained from the following measurements:
|Vub| / |Vcb|: The measurements of branching fractions of semi-leptonic decays governed by
b → ulν¯ and b → clν¯ transitions give information about the magnitudes of Vub and Vcb
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respectively. The ratio between these two quantities is proportional to the side of the UT
between the γ and α angles.
∆md: This parameter represents the frequency of B
0 − B¯0 mixing. It is proportional to the
magnitude of Vtd and thus to the side of the UT between the β and α angles. However,
the relation between ∆md and Vtd is affected by large theoretical uncertainties, thus the
ratio ∆ms/∆md is also used as a constraint for the UT.
∆ms/∆md: ∆ms is the analog of ∆md in the case of B
0
s − B¯0s mixing and its value is pro-
portional to Vts. The relation between ∆ms/∆md, Vts and Vtd contains some theoretical
parameters that can be estimated more precisely than in the case of ∆md.
β: This angle can be determined from time-dependent measurements of the B0 → J/ψK0
decays. Its relation with the ρ¯ and η¯ parameters is reported in Eq. (1.32).
εK: This parameter is related to CP violation in the neutral kaon system.
α: This angle of the UT can be measured from the analysis of B → pipi and B → ρρ decays.
Decay amplitudes and CP asymmetries of these channels are related to VtdV ∗tb and VudV ∗ub
sides of the UT.
γ: The determination of this angle is performed by means of B → D(∗)K(∗) decays, whose
transitions are mediated by Vub and Vcb.
sin (2β + γ): Time-dependent decay rates of B → D(∗)pi channels contain terms proportional to
sin (2β + γ).
The determination of the UT parameters can be formulated in the following way. The
unkowns ρ¯ and η¯ are related to a set of N observables xi by M relations cj = φj(x1, ..., xN , ρ¯, η¯)
(j ∈ {1,M}). The joint p.d.f. for ρ¯ and η¯ can be determined applying the Bayes theorem. The
conditional distribution f for ρ¯ and η¯, given the measurements xi of the input observables and
the constraint relations cj , can be written as:
f (ρ¯, η¯|x1, .., xN , c1, ..., cM ) ∝ f (c1, ..., cM |ρ¯, η¯, x1, ..., xN ) · f0 (ρ¯, η¯) · g0 (x1, ..., xN ) , (1.36)
where f in the right part is the probability to obtain the relation values c1, ...,cM for a given
set of values of ρ¯, η¯ and measurements of the xi; f0 is the a priori p.d.f. for the unknown ρ¯
and η¯; g0 (x1, ..., xN ) is the a priori p.d.f. for the input observables x1...xN determined from
experimental measurements and theoretical calculations. The p.d.f. for the values c1, ...,cM ,
given the values of ρ¯, η¯ and of the observables x1, ...,xN , is thus given by:
f (c1, ..., cM |ρ¯, η¯, x1, ..., xN ) =
∏
j=1,M
δ (cj − φj(x1, ..., xN , ρ¯, η¯)) , (1.37)
where the symbol δ (·) is the Dirac delta function. In the end the joint distribution for ρ¯ and η¯
in Eq. (1.36) becomes:
f (ρ¯, η¯|x1, .., xN , c1, ..., cM ) ∝
∏
j=1,M
δ (cj − φj(x1, ..., xN , ρ¯, η¯)) · f0 (ρ¯, η¯) ·
∏
j=1,N
fi (xi) , (1.38)
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where the fi (xi) represent the distributions of the observables xi determined from experimental
measurements and theoretical computations. The method to determine the final joint p.d.f. for
ρ¯ and η¯ consists in a Monte Carlo generation of ρ¯ and η¯ values, weighted by the constraint
relations.
Tab. 1.2 reports the input values and the full fit results for the observables described in the
beginning of this section. The full fit results for the parameters ρ¯ and η¯ are:
ρ¯ = 0.132± 0.020, η¯ = 0.358± 0.012 (1.39)
Fig. 1.4 shows the 68% probability intervals of the UT parameters obtained from the full fit,
together with the 68% and 95% contours for the ρ¯ and η¯ parameters [23].
ρ
-1 -0.5 0 0.5 1
η
-1
-0.5
0
0.5
1
γ
β
α
)γ+βsin(2
smΔ
dmΔ d
mΔ
Kε
cbV
ubV
η
Figure 1.4: 68% probability regions for the parameters of the UT obtained from the method
described in the text. The 68% and 95% contours for the ρ¯ and η¯ parameters are also shown.
1.2 Hadronic two-body B decays
Non-leptonic B meson decays play a key roˆle in the exploration of CP violation, as various
CKM matrix elements enter the Feynman diagrams governing such decays. Before looking at
the experimental strategy to extract such quantities from hadronic B decays, we have to discuss
the theoretical tools to deal with them.
A generic two-body hadronic B decay is mediated by b→ q1q¯2d(s) transitions, where q1,2 ∈
{u, d, c, s}. The Feynman diagrams contributing to such transitions can be divided into two
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Parameter Input value Full fit result
|Vub| 0.00376± 0.00020 0.00364± 0.00011
|Vcb| 0.04083± 0.00045 0.04117± 0.00043
∆md (0.507± 0.005) ps−1 (0.507± 0.005) ps−1
∆ms (17.77± 0.12) ps−1 (17.77± 0.12) ps−1
α (91.4± 6.1)◦ (87.8± 3.0)◦
sin (2β) 0.654± 0.026 0.705± 0.018
cos (2β) 0.87± 0.13 0.71± 0.018
γ (−106± 11)◦ and (74± 11)◦ (69.8± 3.0)◦
2β + γ (−90± 56)◦ and (94± 52)◦ (114.7± 3.1)◦
|εK | (2.22994± 0.0104974)× 10−3 (2.22854± 0.00998004)× 10−3
Table 1.2: Input values and the UT fit results for the observables described in the text.
groups: tree-level topologies and penguing (or loop-level) topologies. Accordingly to the flavour
content of the final state we can divide the two-body hadronic decays into:
• q1 6= q2 ∈ {u, c}: transitions mediated obly by tree-level topologies;
• q1 = q2 ∈ {u, c}: transition mediated by both tree-level and penguin topologies;
• q1 = q2 ∈ {d, s}: transition mediated only by penguin topologies.
As shown in Figs. 1.6 and 1.7, penguin contributions consist of gluon-mediated diagrams and
electroweak diagrams (where both W± and Z bosons show up).
b q1
W
q2
d(s)
Figure 1.5: Feynman diagram governing the tree level transition of a non-leptonic B hadron
decay. For the q1 and q2 quarks the relation q1 6= q2 ∈ {u, c} holds.
1.2.1 Hadronic matrix elements
In order to describe the weak decays of hadrons, it is necessary to take into account also the
strong interactions binding together their constituent quarks. Thanks to the asymptotic freedom
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b d(s)
u, c, t
g
q2 = q1
q1
W
Figure 1.6: Feynman diagram governing the QCD penguin topology of a non-leptonic B hadron
decay. For the q1 and q2 quarks the relation q1 = q2 ∈ {u, d, c, s} holds.
b d(s)
q1
q2 = q1
u, c, t
W
u, c, t
b d(s)
W
Z, γ
q2 = q1
q1
Z, γ
Figure 1.7: Feynman diagrams governing the EW penguin topology of a non-leptonic B hadron
decay. For the q1 and q2 quarks the relation q1 = q2 ∈ {u, d, c, s} holds.
of QCD one could treat the short-distance corrections, that is the contribution of hard gluons
at energies of the order O(MW ) down to hadronic scales ≥ 1 GeV, in perturbation theory. The
formal framework used to exploit such property is the so called Operator Product Expansion
(OPE) [25, 26].
Operator product expansion allows to write the transition matrix elements in the following
way:
〈f |Heff |i〉 = GF√
2
λCKM
∑
k
Ck (µ) 〈f |Qk (µ) |i〉 (1.40)
where short-distance contributions, represented by perturbative Wilson coefficients functions
Ck (µ), and long-distance contributions, represented by non-perturbative hadronic matrix ele-
ments 〈f |Qk (µ) |i〉, can be disentangled. GF is the Fermi constant, λCKM is a factor arising
from CKM matrix element entering the weak interaction vertices and µ is an appropriate renor-
malization scale.
The simplest case where the OPE technique can be applied is the description of pure tree
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transitions, as shown in Fig. 1.5, and neglecting QCD contributions:
Heff = GF√
2
λCKM
M2W
k2 −M2W
(r¯αqα2 )V−A
(
q¯β1 b
β
)
V−A
= −GF√
2
λCKM (r¯
αqα2 )V−A
(
q¯β1 b
β
)
V−A
+O
(
k2
M2W
)
, (1.41)
where r ∈ {,.s}, V −A refers to the vector-axial Lorentz current γµ (1− γ5), the term O ( k2M2W )
can be easilly neglected as the transferred momentum k2 is of the order of quark masses and thus
k2 M2W , and the indices α and β label the SU (3)C color of quarks. As no QCD corrections are
considered, Eq. (1.41) represents the case where we have just one Wilson coefficient C1 (µ) = 1
and the decay is governed by a “current-current” effective hamiltonian:
Q1 ≡ (r¯αqα2 )V−A
(
q¯β1 b
β
)
V−A
. (1.42)
If we now turn on QCD, we have to distinguish between factorizable and non-factorizable QCD
corrections. In the former case QCD corrections are due to the exchange of gluons within the
two quark currents, r¯q2 and q¯1b, and thus their contribution results in a different renormalization
of C1. The latter case represents long-distance strong interactions, with the exchange of gluons
between the two quark currents, and enters in our effective hamiltonian via another hadronic
matrix element:
Q2 ≡
(
r¯αqβ2
)
V−A
(
q¯β1 b
α
)
V−A
. (1.43)
In the end the effective hamiltonian used to describe tree-level weak-interaction decays with
QCD corrections can be written as:
Heff = GF√
2
λCKM [C1 (µ)O1 + C2 (µ)O2] . (1.44)
Now that we stated the basic method to deal with QCD corrections in weak decay processes,
we can apply it to the entire set of Feynman diagrams governing a generic hadronic two-body
B decay, represented in Fig. 1.9. In a compact way we can write [27, 28]:
Heff = GF√
2
{
V ∗urVub
2∑
k=1
Ck (µ)Q
ur
k + V
∗
crVcb
2∑
k=1
Ck (µ)Q
cr
k − V ∗trVtb
10∑
k=3
Ck (µ)Q
r
k
}
(1.45)
where we made explicit the λCKM term (r ∈ {d, s}). The various Qjrk and Qrk are:
• Current-current operators for tree-level processes (j ∈ {u, c}):
Qjr1 = (r¯αjα)V−A (j¯βbβ)V−A
Qjr2 = (r¯αjα)V−A (j¯βbβ)V−A (1.46)
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• QCD penguin operators (q′ ∈ {u, d, s, c, b}):
Qr3 = (r¯αbα)V−A
∑
q′
(
q¯′βq
′
β
)
V−A
Qr4 = (r¯αbβ)V−A
∑
q′
(
q¯′βq
′
α
)
V−A
Qr5 = (r¯αbα)V−A
∑
q′
(
q¯′βq
′
β
)
V+A
Qr6 = (r¯αbβ)V−A
∑
q′
(
q¯′βq
′
α
)
V+A
(1.47)
• EW penguin operators (eq′ is the electrical quark charges, q′ ∈ {u, d, s, c, b}):
Qr7 =
3
2
(r¯αbα)V−A
∑
q′
eq′
(
q¯′βq
′
β
)
V+A
Qr8 =
3
2
(r¯αbβ)V−A
∑
q′
eq′
(
q¯′βq
′
α
)
V+A
Qr9 =
3
2
(r¯αbα)V−A
∑
q′
eq′
(
q¯′βq
′
β
)
V−A
Qr10 =
3
2
(r¯αbβ)V−A
∑
q′
eq′
(
q¯′βq
′
α
)
V−A (1.48)
The current-current, QCD and EW penguin operators are related to the tree, QCD and EW
penguin processes shown in Figs. 1.5 1.6 and 1.7. The way Wilson coefficients are calculated is a
technical detail that goes beyond the scope of of this thesis, as it deals with QCD renormalization
effects. Thus we just summarize their order of magnitude at the renormalization scale µ =
O (mb). The Wilson coefficients of the current-current operators satisfy C1 (µ) = O
(
10−1
)
and
C2 (µ) = O (1), whereas those of the penguin operators are O
(
10−2
)
[26, 29].
It should be noted that penguin topologies with internal charm- and up-quark exchanges are
not explicitly present in Eq. (1.45), while those with internal t quarks are represented by the
terms with Q3, . . . , Q10 operators. Na¨ıvely speaking, the penguin diagrams with internal u and
c quarks have been absorbed into the current-current operator during the calculation of Wilson
coefficients, as explicitly demonstrated in [27, 28]. The effect of such absorption may also have
important phenomenological consequences as pointed out in [30, 31].
Since the ratio of the QED and QCD couplings α/αs = O
(
10−2
)
is very small, we would
expect na¨ıvely that EW penguins should play a minor roˆle in comparison with QCD penguins.
This would actually be the case if the top quark were not “heavy”. However, since the Wilson
coefficient C9 increases strongly with mt, we obtain interesting EW penguin effects in several
B decays. Of particular interest for this thesis is the impact of EW penguins on the B → Kpi
system [32, 33].
In the end, using the unitarity of CKM matrix (V ∗trVtb = −V ∗urVub − V ∗crVcb), Eq. (1.45) can
be written in the more compact way:
Heff = GF√
2
∑
j=u,c
V ∗jrVjb
[
2∑
k=1
Ck (µ)Q
jr
k +
10∑
k=3
Ck (µ)Q
r
k
] (1.49)
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Such method results to be “universal”, i.e. it can be applied to all B decays governed by the
same corresponding quark-level transitions (b → q1q¯2d(s)). Within this formalism, differences
between various exclusive decay modes come only from the hadronic matrix elements associated
with the four-quark operators.
The last remark concerns the way the hadronic matrix elements can be computed, as it represents
the most challenging task and the principal source of theoretical uncertainties. Without entering
the details, here we summarize different approaches that are commonly used in order to deal
with non-leptonic B decays.
QCD factorization: Within this framework, one starts from the physical idea that factoriza-
tion should hold for hadrons containing a heavy quark Q with mQ  ΛQCD [34], and a
formalism to calculate the relevant amplitudes at the leading order of a ΛQCD/mQ expan-
sion is provided [35];
Perturbative hard-scattering approach: pQCD was developed independently in [36], and
differs from the QCD factorization formalism in some technical aspects;
Soft collinear effective theory: SCET represents an interesting technique for factorization
proofs and has received a lot of attention in the recent literature and led to various appli-
cations [37];
QCD light-cone sum-rule: Non-leptonic B decays can also be studied within the QCD light-
cone sum-rule approaches [38].
1.2.2 Decay amplitudes
Using the formalism described in the previous section, we can write the matrix element of a
generic B¯ → f¯ decay as follows:
A
(
B¯ → f¯) = 〈f¯ ∣∣Heff ∣∣B¯〉
=
GF√
2
∑
j=u,c
V ∗jrVjb
[
2∑
k=1
Ck (µ)
〈
f¯
∣∣Qjrk ∣∣B¯〉+ 10∑
k=3
Ck (µ)
〈
f¯
∣∣Qrk ∣∣B¯〉
] , (1.50)
while for its CP conjugate decay:
A (B → f) = 〈f |H†eff |B〉
=
GF√
2
∑
j=u,c
VjrV
∗
jb
[
2∑
k=1
Ck (µ) 〈f |Qjr†k |B〉+
10∑
k=3
Ck (µ) 〈f |Qr†k |B〉
] . (1.51)
Now, making use of the invariance of strong interactions under CP and that we have
(CP)† (CP) = I we obtain:
(CP)Qjrk (CP)† = Qjrk
(CP)Qrk (CP)† = Qrk
(CP) |f〉 = eiφf ∣∣f¯〉
(CP) |B〉 = eiφB ∣∣f¯〉 ,
(1.52)
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and hence:
A (B → f) = ei(φB−φf)×
× GF√
2
∑
j=u,c
VjrV
∗
jb
[
2∑
k=1
Ck (µ)
〈
f¯
∣∣Qjr†k ∣∣B¯〉+ 10∑
k=3
Ck (µ)
〈
f¯
∣∣Qr†k ∣∣B¯〉
] . (1.53)
Consequently:
A
(
B¯ → f¯) = eiϕ1 |A1| eiδ1 + eiϕ2 |A2| eiδ2
A (B → f) = ei(φB−φf) ×
[
e−iϕ1 |A1| eiδ1 + e−iϕ2 |A2| eiδ2
]
, (1.54)
where ϕ1,2 denotes CP violating phases coming from the CKM elements VjrV ∗jb, and |A1,2| eiδ1,2
are the CP-conserving strong amplitude coming from:
|A| eiδ ∼
∑
k
Ck (µ)︸ ︷︷ ︸
pert. QCD
× 〈f¯ ∣∣Qk (µ) ∣∣B¯〉︸ ︷︷ ︸
non-pert.
(1.55)
It should be noted that this generic amplitudes for any hadronic two-body B decay can always
be written in a way such that they contain at most two weak CKM amplitudes.
1.3 Direct CP asymmetries
Now, using Eqs. (1.54) we obtain the following CP-violating asymmetry:
ACP ≡
Γ
(
B¯ → f¯)− Γ (B → f)
Γ
(
B¯ → f¯)+ Γ (B → f) =
∣∣A (B¯ → f¯)∣∣2 − |A (B → f)|2∣∣A (B¯ → f¯)∣∣2 + |A (B → f)|2 =
=
2 |A1| |A2| sin (δ1 − δ2) sin (ϕ1 − ϕ2)
|A1|2 + 2 |A1| |A2| cos (δ1 − δ2) cos (ϕ1 − ϕ2) + |A2|2
. (1.56)
A non vanishing CP asymmetry ACP arises from interference between the two weak amplitudes,
and requires both a non-trivial weak phase difference ϕ1 − ϕ2 and a non-trivial strong phase
difference δ1−δ2. This kind of CP violation is referred to as “direct” CP violation, as it originates
directly at the amplitude level of the considered decay. Since ϕ1 −ϕ2 is in general given by one
of the angles of the UT, the goal is to determine this quantity from the measured value of ACP .
Unfortunately, the extraction of ϕ1−ϕ2 from ACP is affected by hadronic uncertainties, arising
from the strong amplitudes |A1,2| eiδ1,2.
A part from the most obvious - but most challenging - strategy of calculating the hadronic
matrix elements using the theoretical tools listed at the end of Sec. 1.2.1, an experimental ap-
proach can be used to deal with their uncertainties. A widely used strategy consists in searching
for fortunate cases, where relations between decay amplitudes of different channels allow one
to eliminate hadronic matrix elements. This strategy has been widely used in the extraction
of the γ angle of the UT from tree-level governed decays B±u → K±
{
D0, D¯0, D0+
}
[39], and
Bd → K∗0
{
D0, D¯0, D0+
}
[40] decays, where D0+ stands for the CP-even eigenstate of the neutral
D-meson system. Such strategy results to be very challenging from the experimental point of
view as the corresponding CKM triangles are quite flattened. An alternative consists in deriving
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amplitude relations using the flavor symmetries of strong interactions, i.e. SU (2) and SU (3).
Thanks to this it is possible to eliminate all the uncertainties connected to factorization and the
infinite mass limit. Use of isospin relations is based on the assumption of invariance of strong
interactions under the quark-flavour exchange u ↔ d. Such assumptions, corroborated by the
observation of almost degenerated mass-eigenstates of quarks u and d, has been proven to be
valid to a few percent accuracy. It has been used for the extraction of the α angle of the UT
from B → pipi, ρpi, piK inclusive decays. However, the effectiveness of this approach is currently
limited by the number of unknown isospin parameters. Even with a more complete experimental
information, it would still be important to complement this strategy with information on ampli-
tudes from SU (3) or factorization. Otherwise, the possible presence of new physics effects may
remain undetected in full fits of SU (2) amplitudes [41]. Of particular interest for this thesis is
the SU (3) symmetry assumption. SU (3)-based amplitude relations come from an extension of
the SU (2) approach, including the invariance of strong interactions under the flavour exchange
d ↔ s. Several strategies based on SU (3) symmetry have been proposed to cancel out the
hadronic uncertainties. Still, the limited number of currently precise measurements available
makes it necessary to introduce additional dynamical assumptions to further reduce the number
of hadronic parameters. These assumptions usually rely on the additional knowledge of the
strong matrix elements from the factorization approach. In Sec. 1.6 a strategy to use SU (3)
symmetry to extract the γ angle from two-body charmless B decays, first proposed in [42], will
be discussed.
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Figure 1.8: Box diagrams contributing to B¯0 −B0 and B¯0s −B0s mixing.
CP violation for neutral B mesons is characterized by interference effects between B0q − B¯0q
mixing and decay processes, the so called “mixing-induced” CP violation. Within the SM the
phenomenon of neutral meson mixing arises from the box-diagrams shown in Fig 1.8. Because
of this transitions, at any time t the B meson can be seen as a superpositions of states:
|Bq (t)〉 = a (t)
∣∣B0q〉+ b (t) ∣∣B¯0q〉+ c1 (t) |f1〉+ c2 (t) |f2〉+ c3 (t) |f3〉 . . . (1.57)
where the
∣∣B0q〉 and ∣∣B¯0q〉 represent the particle and antiparticle state of the B0q meson; the
fi represent all possible final states where the mesons is allowed to decay into; ci (t) are the
coefficients of each final state. In the case of a time range much larger than the typical strong
interaction scale, we can make use of the so called Weisskopf-Wigner approximation, that allows
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one to use a much simplified formalism [43]:
|ψ (t)〉 = a (t) |B〉+ b (t) ∣∣B¯〉 (1.58)
with |a (t)|2 + |b (t)|2 = 1. The simplified time evolution is determined by a 2 × 2 effective
Hamiltonian. Such Hamiltonian is not Hermitian, as otherwise mesons would not oscillate and
not decay, but it can be expressed in terms of Hermitian matrices M and Γ:
H = M− i
2
Γ =
(
M M12
M∗12 M
)
− i
2
(
Γ Γ12
Γ∗12 Γ
)
. (1.59)
The diagonal elements of H are associated with flavour-conserving transitions, while off-diagonal
elements are associated with flavour-changing transitions. The statement that diagonal elements
of H are equal arises from the assumption of CPT invariance1 [44]. The M matrix represents
transitions via dispersive intermediate state (“off-shell” transitions), and Γ represents transitions
via absorptive intermediate states (“on-shell” transition). The time evolution of a neutral B
meson results to be described by a Schro¨dinger equation of the form:
i
d
dt
(
a (t)
b (t)
)
= H
(
a (t)
b (t)
)
(1.60)
Solving the eigenvalue equation of H we obtain two eigenstates of well-defined masses MH,L and
widths ΓH,L:
|BH〉 =
p |B〉+ q ∣∣B¯〉√
|p|2 + |q|2
|BL〉 =
p |B〉 − q ∣∣B¯〉√
|p|2 + |q|2
. (1.61)
The eigenvalues are:
λH = M − i
2
Γ +
q
p
(
M12 − i
2
Γ12
)
λL = M − i
2
Γ− q
p
(
M12 − i
2
Γ12
)
, (1.62)
where (
q
p
)
=
√
M∗12 − (i/2) Γ∗12
M12 − (i/2) Γ12 . (1.63)
If we now assume a B meson generated in a pure particle state, i.e. b (0) = 0, and a B¯ meson
generated in a pure anti-particle state, i.e. a (0) = 0 we obtain, using Eq. (1.61), that their time
evolution becomes:
|B (t)〉 = g+ (t) |B〉+ q
p
g− (t)
∣∣B¯〉∣∣B¯ (t)〉 = g+ (t) ∣∣B¯〉+ p
q
g− (t) |B〉 (1.64)
1T represents the operator that changes the time flow direction (t→ −t).
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where
g+ (t) =
(
e−iλH t + e−iλL
2
)
, g− (t) =
(
e−iλH t − e−iλL
2
)
. (1.65)
Consequently the decay rate to a final state f and its CP conjugate f¯ are:
ΓB→f (t) = |Af |2 · |g+ (t) + λfg− (t)|2
ΓB¯→f (t) = |Af |2
∣∣∣∣pq
∣∣∣∣2 · |λfg+ (t) + g− (t)|2
ΓB¯→f¯ (t) =
∣∣A¯f¯ ∣∣2 · ∣∣g+ (t) + λ¯f¯g− (t)∣∣2
ΓB→f¯ (t) =
∣∣A¯f¯ ∣∣2 ∣∣∣∣qp
∣∣∣∣2 · ∣∣λ¯f¯g+ (t) + g− (t)∣∣2 (1.66)
where:
λf =
q
p
A¯f
Af
, λ¯f¯ =
p
q
Af¯
A¯f¯
(1.67)
are the CP violating parameters of the processes, and
Af = A (B → f) = 〈f |Heff |B〉 , A¯f = A
(
B¯ → f) = 〈f |Heff ∣∣B¯〉
A¯f¯ = A
(
B¯ → f¯) = 〈f¯ ∣∣Heff ∣∣B¯〉 , Af¯ = A (B → f¯) = 〈f¯ ∣∣Heff |B〉 (1.68)
are the instantaneous decay amplitudes of B and B¯ to final states f and f¯ .
1.4.1 Mixing parameters
Defining M12 ≡ |M12| eiϕM and Γ12 ≡ |Γ12| eiϕΓ we can write:
λH − λL = 2
√(
M12 − i
2
Γ12
)(
M∗12 −
i
2
Γ∗12
)
= 2 |M12|
√
1− |Γ12|
2
4 |M12|2
− i |Γ12||M12| cos (ϕM − ϕΓ) (1.69)
From the evaluation of the absorptive part of the box-diagrams shown in Fig. 1.8, which are
dominated by top-quark mediated transitions, we obtain [45]:
Γ12
M12
∝ m
2
b
m2t
= O (10−3) . (1.70)
In this way we can expand Eq. (1.69) in terms of |Γ12| / |M12|, neglecting second order term, as:
λH − λL ≈ 2 |M12|︸ ︷︷ ︸
∆M
− i
2
|Γ12|
|M12| cos (ϕM − ϕΓ)︸ ︷︷ ︸
∆Γ
. (1.71)
In the end we can write:
λH = M +
∆M
2
− i
2
(
Γ +
∆Γ
2
)
λL = M − ∆M
2
− i
2
(
Γ− ∆Γ
2
)
. (1.72)
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Now, inserting Eqs. (1.72) in Eqs. (1.66) we can write:
ΓB→f (t) = |Af |2 [I+ (t) + I− (t)] ,
ΓB¯→f (t) = |Af |2
∣∣∣∣pq
∣∣∣∣2 [I+ (t)− I− (t)] ,
ΓB¯→f¯ (t) =
∣∣A¯f¯ ∣∣2 [I¯+ (t) + I¯− (t)] ,
ΓB→f¯ (t) =
∣∣A¯f¯ ∣∣2 ∣∣∣∣qp
∣∣∣∣2 [I¯+ (t)− I¯− (t)] , (1.73)
where:
I+ (t) =
(
1 + |λf |2
)
cosh
(
∆Γ
2
t
)
− 2<(λf ) sinh
(
∆Γ
2
t
)
,
I− (t) =
(
1− |λf |2
)
cos (∆Mt)− 2=(λf ) sin (∆Mt),
I¯+ (t) =
(
1 +
∣∣λ¯f¯ ∣∣2) cosh(∆Γ2 t
)
− 2<(λ¯f¯) sinh(∆Γ2 t
)
,
I¯− (t) =
(
1− ∣∣λ¯f¯ ∣∣2) cos (∆Mt)− 2=(λ¯f¯) sin (∆Mt). (1.74)
1.4.2 CP violating parameters
The parameter p can be written as:
q
p
=
√
4 |M12|2 e−2iϕM + |Γ12|2 e−2iϕΓ
4 |M12|2 + |Γ12|2 − 4 |M12| |Γ12| sin (ϕM − ϕΓ)
, (1.75)
and using the same approximation as in (1.70):
q
p
=
√
1 +
|Γ12|
|M12| sin (ϕM − ϕΓ)e
−i(ϕM ) ≈ e−iϕM , (1.76)
Calculating the dispersive part of the box-diagrams shown in Fig. 1.8 one has [45]:
M12 ∝
(
V ∗tqVtb
)2
ei(pi−ϕB) (1.77)
and thus
q
p
= e−i(pi+2 arg (V
∗
tqVtb)−ϕB). (1.78)
About the istantaneous decay amplitudes in Eqs. (1.84) we can write:
A¯f = 〈f |Heff
∣∣B¯〉 =
= 〈f | GF√
2
∑
j=u,c
V ∗jrVjb
[
2∑
k=1
Ck (µ)Q
jr
k (µ) +
10∑
k=3
Ck (µ)Q
r
k (µ)
]∣∣B¯〉 (1.79)
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and, applying the same condition of Eqs. (1.52),
Af¯ =e
i(ϕB−ϕf)×
× 〈f¯ ∣∣ GF√
2
∑
j=u,c
VjrV
∗
jb
[
2∑
k=1
Ck (µ)Q
jr
k (µ) +
10∑
k=3
Ck (µ)Q
r
k (µ)
]∣∣B¯〉 . (1.80)
Of particular interest is the case where the final state is a CP eigenstate, yielding to 〈f¯ ∣∣ = 〈f |
and ϕf ∈ {0, pi}. Consequently, Af¯ = ±Af and the ratio between the two instantaneous decay
amplitudes A¯f and Af results to be:
A¯f
Af
= ±eiϕB
[∑
j=u,c V
∗
jrVjb 〈f | Qjr
∣∣B¯〉∑
j=u,c VjrV
∗
jb 〈f | Qjr
∣∣B¯〉
]
, (1.81)
where:
Qjr ≡
2∑
k=1
Ck (µ)Q
jr
k +
10∑
k=3
Ck (µ)Q
r
k. (1.82)
In general the amplitude ratio (1.81) suffers from large hadronic uncertainties, introduced by
the hadronic matrix elements. However, if the decay of interest is dominated by a single CKM
amplitude, we can write:{
A¯f = e
iϕCKM
(|Astrong| eiδ)
Af = e
iϕBe−iϕCKM
(|Astrong| eiδ) ⇒ A¯fAf = e−iϕBe2iϕCKM (1.83)
where Astrong and δ are the strong amplitude and the CP conserving phase respectively, and
ϕCKM = arg
(
V ∗jrVjb
)
. In the end, from Eqs. (1.78) and (1.83) we can compute the CP violating
parameter λf :
λf = ∓e−2i(ϕq−ϕCKM ). (1.84)
1.4.3 Time-dependent CP asymmetry
Continuing to consider the particular case where f = f¯ , if we use the first two decay rates in
Eqs. (1.73) to write a CP asymmetry, we obtain:
ACP (t) =
ΓB¯→f (t)− ΓB→f (t)
ΓB¯→f (t) + ΓB→f (t)
=
(
|λf |2 − 1
)
cos (∆Mt) + 2=(λf ) sin (∆Mt)(
|λf |2 + 1
)
cosh
(
∆Γ
2 t
)− 2<(λf ) sinh (∆Γ2 t)
=
Adir cos (∆Mt) +Amix sin (∆Mt)
cosh
(
∆Γ
2 t
)−A∆Γ sinh (∆Γ2 t) (1.85)
where we made use of |q/p| ≈ 1 and we defined:
Adir = |λf |
2 − 1
|λf |2 + 1
, Amix = 2=(λf )|λf |2 + 1
, A∆Γ = 2<(λf )|λf |2 + 1
. (1.86)
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The three quantities satisfy the relation:∣∣∣Adir∣∣∣2 + ∣∣Amix∣∣2 + ∣∣A∆Γ∣∣2 = 1. (1.87)
Adir is analog of the direct CP asymmetry in Eq. (1.56). In the case of Adir 6= 0 we can
speak of CP violation in the decay process. It should be noted that with the assumption used
in Eq. (1.83), the strong phases entering the decay amplitudes A¯f and Af can be simplified,
yielding Adir = 0. Amix relies on the phase of the CP violating parameter λf . If it differs
from zero it means that we have the so called “mixing-induced” CP violation, arising from the
interference between B− B¯ mixing and decay processes. Again, in the case of a single dominant
phase in the amplitudes, the direct CP asymmetry cancels and the determination of Amix allows
one to extract the CP violating phase ϕq − ϕCKM . In addition, considering the case where
∆Γ = 0 the time dependent CP asymmetry ACP satisfies:
ACP (t)|∆Γ=0 = ± sin (ϕq − ϕCKM ) sin (∆Mt) (1.88)
1.5 Phenomenology of charmless two-body B decays
The family of charmless two-body B decays comprises several modes, providing many different
ways for testing the SM picture of CP violation. In the studies presented in this thesis, we will
take into account 8 channels (not counting the CP-conjugate ones): B0 → pi+pi−, B0 → K+pi−,
B0 → K+K−, B0s → K+K−, B0s → pi+K−, B0s → pi+pi−, Λb → ppi− and Λb → pK−. For
each of these channels, relevant observables include branching ratios, charge CP asymmetries
and, in the case of neutral B mesons, time dependent CP asymmetries. These channels, referred
to as B → h+h′−, have been extensively studied at the B factories [2, 46, 47, 54] and the
Tevatron [3, 4, 48–53].
The theoretical framework used to extract CKM related quantities from these decays is
the same discussed in previous sections. In contrast to the case of other theoretically clean
measurements of CP violation in the B sector, a simple interpretation of the CP violating
observables of the charmless two-body B decays in terms of CKM phases is not possible. This
because of sizeable QCD (b→ d(s)+g transitions) and EW (b→ d(s)+γ, Z0 transitions) penguin
constribution, in addition to the simple b→ u+W+ tree-level transition. Such penguin pollution
poses several problems for a clean measurement of CKM phases using these decays, arising from
hadronic matrix elements. On the other hand, the presence of loops inside the penguin diagrams
has interesting implications, since they could be affected by sizable contributions from NP.
One promising way to exploit the presence of penguins for these decays, as a powerful resource
rather than a limitation, was first suggested in 1999 in [42], and recentrly revisited in [55].
The strategy consists in combining the measurement of the B0 → pi+pi− and B0s → K+K−
time-dependent CP asymmetries. Assuming of invariance of the strong interaction dynamics
under the exchange of the d ↔ s quarks (U − spin symmetry) in the decay graphs of these
modes, it is possible to eliminate the hadronic matrix elements entering the time-dependent CP
asymmetries. Once the QCD effects will be ruled out with this strategy, the determination of
the angle γ = arg (V ∗ub) will be possible, without the need of any dynamical assumption typical
of hadronic matrix elements calculation. Due to the possible presence of new particles in the
penguin loops, a measurement of γ with these decays could differ appreciably from the one
determined by using other B decays governed by pure tree amplitudes [56].
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1.5.1 B0(s) → h+h′− decays amplitudes
The SM topologies responsible of charmless two-body Bd,s mesons decays are depicted in Fig. 1.9,
and the ones contributing to each decay mode are summarized in Tab. 1.3.
Figure 1: Diagrams contributing to the amplitudes of charmless B0(s) decays to two charged
mesons: Tree (T ), Penguin (P ), Penguin Annihilation (PA), Colour-suppressed Elec-
troweak Penguin (PCEW ) and Exchange (E).
2 Physics of Hb → h+h￿− decays
The family of charmless two-body B decays comprises several modes, providing many
diﬀerent ways for testing the SM picture of CP violation. In the studies presented in this
document, we will take into account 9 channels (not counting the CP-conjugate ones):
B0 → π+π−, B0 → K+π−, B0 → K+K−, B0s → K+K−, B0s → π+K−, B0s → π+π−,
Λb → pπ−, Λb → pK− and B0 → pp¯. For each of these channels, relevant observables
include branching ratios, charge CP asymmetries and, in the case of neutral B mesons,
time dependent CP asymmetries.
2.1 Decay diagrams and U-spin symmetry
Several topologies contribute to the decay amplitudes of these decays in the SM. For
the specific case of B0(s) decays, all the diagrams are depicted in Fig. 1, and the ones
contributing to each decay mode are summarized in Tab. 1.
Notably, the diagrams of the decays B0 → π+π− and B0s → π+K− diﬀer only by the
interchange of the spectator quarks, which in the former case is a d while in the latter
is a s. For this reason, their strong interaction dynamics are connected by the so-called
U-spin symmetry, i.e. a subgroup of SU(3) analogous to Isospin, but involving d and s
quarks instead of d and u quarks. In fact, the B0 → π+π− and B0s → π+K− decays are
3
Figure 1.9: Diagrams contributing to the amplitudes of charmless B0(s) decays to two charged
mesons: Tree (T ), Penguin (P ), Penguin Annihilation (PA), Colour-suppres ed Electroweak
Penguin (PCEW ) and Exchange (E).
Decay Topology contributions
B0 → pi+pi− T, P, PCEQ, PA, E
B0 → K+pi− T, P, PCEQ
B0s → K+K− T, P, PCEQ, PA, E
B0s → pi+K− T, P, PCEQ
B0 → K+K− PA, E
B0s → pi+pi− PA, E
Table 1.3: Diagrams contributing to the amplitudes of each charmless B0(s) decay to two charged
mesons. See the caption of Fig. 1.9 for the definitions.
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It is useful to show the following relations among the various decay channels:
B0 → pi+pi−︸ ︷︷ ︸
T+P+ 2
3
PCEW+PA+E
d←→ s B0s → K+K−︸ ︷︷ ︸
T+P+ 2
3
PCEW+PA+E
(1.89)
B0 → K+pi−︸ ︷︷ ︸
T+P+ 2
3
PCEW
d←→ s B0s → pi+K−︸ ︷︷ ︸
T+P+ 2
3
PCEW
(1.90)
B0 → K+pi−︸ ︷︷ ︸
T+P+ 2
3
PCEW
d
spect.←→ s B0s → K+K−︸ ︷︷ ︸
T+P+ 2
3
PCEW+PA+E
(1.91)
B0 → pi+pi−︸ ︷︷ ︸
T+P+ 2
3
PCEW+PA+E
d
spect.←→ s B0s → pi+K−︸ ︷︷ ︸
T+P+ 2
3
PCEW
(1.92)
where we emphasized the diagrams contributing to the transitions and how the channels are
interconnected by SU (3) symmetry. With the label “spect.” it is meant that the two considered
transitions differ just for the valence quarks of the B mesons that do not participate to the weak
processes governing the decay (spectator quarks).
Notably, B0 → pi+pi− and B0s → pi+K− differ by the interchange of the spectator quarks,
which in the former case is a d while in the latter is a s. For this reason, their strong interaction
dynamics are connected by the U−spin symmetry. However, U−spin symmetry is not fully
satisfied, because the diagrams refferred to as PA and E contribute to the B0 → pi+pi− decay
but not to the B0s → pi+K− decay. In any case such contributions are expected to be small and
their size can be probed by means of B0 → K+K− and B0s → pi+pi− decays, which proceed
only through PA and E topologies. Analogous considerations should be performed for the
B0s → K+K− andB0 → K+pi− decays. On the other hand, bothB0 → pi+pi− andB0s → K+K−,
as well as B0 → K+pi− and B0s → pi+K− decays are fully U−spin symmetric: no dynamical
assumptions that some topologies do not contribute significantly, as in the previous cases, are
needed.
1.5.1.1 B0 → pi+pi−
The decay B0 → pi+pi− originates from b¯→ u¯ud¯ quark-level transitions, as emphasized Fig. 1.9.
Using the formalism introduced in Sec. 1.2.2 the decay amplitude can be written as:
A
(
B0 → pi+pi−) = λ(d)u (AuT +AuP ) + λ(d)c AcP + λ(d)t AtP (1.93)
where AuT represents the amplitude due to tree-level processes, while A
j
P represent the amplitudes
due to QCD and electroweak penguin topologies with internal j quarks (j ∈ {u, c, t}). The
quantities λ
(d)
j are the usual CKM factors λ
(d)
j ≡ VjdV ∗jb. If we make use of the unitarity of CKM
matrix and of the generalized Wolfenstein parameterization of Eqs. (1.15), we obtain:
A
(
B0 → pi+pi−) = (1− λ2
2
)
C
[
eiγ − deiθ
]
(1.94)
where
C ≡ λ3ARb
(
AuT +A
u
P −AtP
)
(1.95)
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×10−6 BaBar Belle CLEO CDF World Average
B (B0 → pi+pi−) 5.5± 0.4± 0.3 5.1± 0.2± 0.2 4.5+1.4+0.5−1.2−0.4 5.10± 0.33± 0.36 5.16± 0.22
B (B0 → K+pi−) 19.1± 0.6± 0.6 19.9± 0.4± 0.8 18.0+2.3+1.2−2.1−0.9 − 19.4± 0.06
B (B0 → K+K−) 0.04± 0.15± 0.08 0.09+0.18−0.13 ± 0.01 < 0.8 0.23± 0.10± 0.10 0.15+0.11−0.10
B (B0s → K+K−) − 38+10−9 ± 7 − 24.4± 1.4± 4.6 26.5± 4.4
B (B0s → pi+K−) − < 26 5.0± 0.7± 0.8 − 5.0± 1.1
B (B0s → pi+pi−) − < 12 − 0.57± 0.15± 0.10 −
B (Λb → ppi−) − − − 3.1± 0.6± 0.7 −
B (Λb → pK−) − − − 5.0± 0.7± 1.0 −
Table 1.4: Measurements of the branching fractions of all the charmless two-body B hadron
decays in units of 10−6 [4, 49, 58, 59].
and
deiθ ≡ 1
(1− λ2/2)Rb
(
AcP −AtP
AuT +A
u
P −AtP
)
(1.96)
The quantities A, λ, Rb and γ are those defined in Secs. 1.1.3 and 1.1.4. As a consequence, the
CP violating parameter λf defined in Eq. (1.67) becomes:
λf = −e−2iβ
[
eiγ − deiθ
e−iγ − deiθ
]
(1.97)
Inserting Eq. (1.97) into Eqs. (1.86) we obtain
Adirpipi = −
[
2d sin θ sin γ
1− 2d cos θ cos γ + d2
]
Amixpipi =
[
sin (2β + 2γ)− 2d cos θ sin (2β + γ) + d2 sin 2β
1− 2d cos θ cos γ + d2
]
(1.98)
where β denotes the B0 − B¯0 mixing phase. The quantity A∆Γ have been considered 0 as ∆Γd
results to be small [21]. From Eqs. (1.98) one has that the CP violating observables Adirpipi and
Amixpipi depend on the quantities d, θ, γ and β.
The branching fraction of the B0 → pi+pi− mode was measured by different experiments and
the values are reported in Tab. 1.4. B-Factories also provided a measurement of time-dependent
CP asymmetries, and the current values are [2, 47]:
Adirpipi =
{
0.25± 0.08± 0.02 BaBar
0.55± 0.08± 0.05 Belle (1.99)
Amixpipi =
{ −0.68± 0.10± 0.03 BaBar
−0.61± 0.10± 0.04 Belle (1.100)
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Figure 2: Representation of the measurements of the direct and mixing-induced CP vio-
lating coeﬃcients for the B0 → π+π− decay, performed by BaBar [1] and Belle [3]. The
contours in the
￿
Adirπ+π− , A
mix
π+π−
￿
plane correspond to −2∆ logL = ∆χ2 = 1, i.e. 60.7%
C.L. for 2 degrees of freedom [29].
results on Adirπ+π− .
Relatively more complex is the situation concerning the CDF measurements of the B0s
and Λb branching fractions, which are all measured relative to the B
0 → K+π− branching
ratio determined by the B factories. All the relevant results are summarized in Tab. 5.
Since they will be a very useful reference for the studies reported in the remainder of
this document, we also show in Fig. 3 the invariant mass plots of the CDF Hb → h+h￿−
analyses [4, 5].
Finally, as far as charmless two-body baryonic B decays are concerned, despite the
searches at the B factories and at the Tevatron, none of them has yet been observed. The
current experimental 90% C.L. upper limit on the B0 → pp¯ branching ratio is 1.1 · 10−7,
this value being dominated by the latest Belle search [7].
12
Figure 1.10: Representation of the measurements of the direct and mixing-induced CP violating
asymmetries for the B0 → pi+pi− decay, performed by BaBar [2] and Belle [47]. The contours
correspond to the 60.7% C.L. regions.
The results from the B-Factories for Amixpipi are fully consistent, whereas for Adir there is some
discrepancy, as also shown in Fig. 1.10. For this reason a third measurement of the time-
dependent CP asymmetries of the B0 → pi+pi− would be desirable.
1.5.1.2 B0 → K+pi−
The B0 → K+pi− decay channel receives contributions both from tree and from penguin topolo-
gies depicted in Fig. 1.9, but not from PA and E topologies. Within the usual formalism and
exploiting the CKM matrix unitarity, the decay amplitude of this channel can be written as:
A
(
B0 → K+pi−) = −P [1− reiδeiγ] (1.101)
Where P describ s he penguin am litudes, r describes the am litude ratios between tree and
penguin ampl tudes, and δ is the CP conserving hadronic phase.
The quark level transitions responsible of tree amplitudes are b¯→ u¯us¯, and contain a CKM
factor V ∗ubVus. On the other hand penguin amplitudes, dominated by a loop diagram with virtual
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top quark, contain a CKM factor V ∗tbVts. Consequently, because of the ratio V
∗
ubVus/V
∗
tbVts ≈ 0.02,
QCD penguin amplitudes are expected to dominate the decay process. EW penguin topologies
can contribute to the amplitude only in the color-suppressed mode, thus are expected to play
a minor roˆle. The present measurements of the B0 → K+pi− branching ratio are reported
in Tab. 1.4. As B0 → K+pi− is a flavour specific decay the instantaneous amplitude Af¯ ≡
A
(
B0 → K−pi+) and A¯f ≡ A (B¯0 → K+pi−) are zero. As a consequence the CP violating
parameters in Eqs. (1.67) satisfy the relation λf = λ¯f¯ = 0. Consequently the decay rates are:
ΓB0→K+pi− (t) = |Af |2
[
cosh
(
∆Γ
2
t
)
+ cos (∆Mt)
]
,
ΓB0→K−pi+ (t) =
∣∣A¯f¯ ∣∣2 [cosh(∆Γ2 t
)
− cos (∆Mt)
]
,
ΓB¯0→K+pi− (t) = |Af |2
[
cosh
(
∆Γ
2
t
)
− cos (∆Mt)
]
,
ΓB¯0→K−pi+ (t) =
∣∣A¯f¯ ∣∣2 [cosh(∆Γ2 t
)
+ cos (∆Mt)
]
. (1.102)
If we define the time dependet asymmetry as in Eq. (1.85) we obtain a quantity independent of
time:
ACPK+pi− =
[ΓB0→K−pi+ (t) + ΓB¯0→K−pi+ (t)]− [ΓB¯0→K+pi− (t) + ΓB0→K+pi− (t)]
[ΓB0→K−pi+ (t) + ΓB¯0→K−pi+ (t)] + [ΓB¯0→K+pi− (t) + ΓB0→K+pi− (t)]
=
∣∣A¯f¯ ∣∣2 − |Af |2∣∣A¯f¯ ∣∣2 + |Af |2 = 2r sin (δ) sin (γ)1 + 2r cos (δ) cos (γ) + r2 (1.103)
which is analogous to Eq. (1.56). It is important to note that ACPK+pi− is a function of the γ
angle of the UT and of the hadronic parameters r and δ. Thus the direct CP asymmetry of
B0 → K+pi− contains informations about the γ angle. The current measurements of the direct
CP asymmetry are reported in Tab. 1.5.
BaBar Belle CLEO CDF World Average
ACP
(
B0 → K+pi−) −0.107± 0.016+0.006−0.004 −0.094± 0.018± 0.008 −0.04± 0.16± 0.02 −0.086± 0.023± 0.009 −0.098+0.012−0.011
ACP
(
B0s → pi+K−
) − − − 0.39± 0.15± 0.08 0.38± 0.17
Table 1.5: Current measurements of the direct CP asymmetries of the B0 → K+pi− and B0s →
pi+K− decays as measured by Babar [2], Belle [54], CLEO [84] and CDF [48, 52] experiments.
The average of the results is performed by HFAG [60].
1.5.1.3 B0s → K+K−
The decay B0s → K+K− is the fully U -spin counterpart of B0 → pi+pi−, i.e. in order to get
the decay diagrams for this decay one have to substitute any d quark with an s quark in the
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B0 → pi+pi− decay diagrams. On the other hand, just changing the s spectator quark of this
decay with a d quark we obtain the B0 → K+pi− decay. Thus, also B0 → K+pi− results to
be U -spin related to B0s → K+K−, but only in the case of small contributions from penguin
annihilation (PA) and exchange (E) topologies depicted in Fig. 1.9.
Because of the different CKM factors entering the diagrams in the B0s → K+K− decay, the
penguin processes are dominant. In analogy to Eq. (1.94) we can write:
A
(
B0s → K+K−
)
= λC′
[
eiγ +
1
ε
d′eiθ
′
]
(1.104)
where ε ≡ λ2/ (1− λ2/2); C′, d′ and θ′ are the counterpart of C, d and θ in the case of B0 →
pi+pi−. Calculating the time-dependent CP asymmetry terms, we obtain:
AdirKK = −
[
2d′ sin θ′ sin γ
1− 2d′ cos θ′ cos γ + d′2
]
,
AmixKK = +
[
sin (2βs + 2γ)− 2d′ cos θ′ sin (2βs + γ) + d′2 sin 2βs
1− 2d′ cos θ′ cos γ + d′2
]
,
AKK∆Γ = −
[
d′2 sin 2βs + 2εd′ cos θ′ cos (2βs + γ) + ε2 cos (2βs + 2γ)
d′2 + 2εd′ cos θ′ cos γ + ε2d′2
]
. (1.105)
In analogy to the case of the B0 → pi+pi− decay the observables AdirKK and AmixKK results to be
functions of d′, θ′, βs and γ. For this decay only the branching ratio is experimentally known
as reported in Tab. 1.4. It is worth noting that the lifetime of this decay measured by CDF [61]
and LHCb [62]:
τKK =
{
1.53± 0.18± 0.02 ps CDF
1.440± 0.096± 0.010 ps LHCb (1.106)
can be used as a constraint for βs [55].
1.5.1.4 B0s → pi+K−
The B0s → pi+K− is the fully U -spin counterpart of B0 → K+pi−, and is the “spectator” U -
spin counterpart of B0 → pi+pi−. Within the usual formalism and exploiting the CKM matrix
unitarity, the decay amplitude of this channel can be written as:
A
(
B0s → pi+K−
)
= Ps
√
ε
[
1 +
1
ε
rse
iδseiγ
]
. (1.107)
As this channel is a “flavour specific” decay, the same considerations on its time-evolution which
are valid for the B0 → K+pi− decay also hold in this case. Consequently for the direct CP
asymmetry we have:
ACP = 2rs sin (δs) sin (γ)
1 + 2rs cos (δs) cos (γ) + r2s
(1.108)
Only the CDF experiment has performed measurements with this channel. They are reported
in Tab. 1.4 (branching ratio) and Tab. 1.5 (direct CP asymmetry).
1.5.1.5 B0 → K+K− and B0s → pi+pi−
Within the SM the amplitudes of these decays are governed by PA and E topologies shown in
Fig. 1.9. The first evidence of the B0s → pi+pi− decay has been obtained by CDF [3], and the
corresponding branching ratio is reported in Tab. 1.4.
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Figure 1.11: From left to right: p.d.f.’s for d, ϑ and γ obtained by using the current experimental
measurements. 68% (dark) and 95% (light) probability intervals are also indicated.
1.6 Angle γ from present B0 → h+h′− measurements
As we have seen the direct and mixing-induced CP coefficients Adirpi+pi− and Amixpi+pi− are experimen-
tally known, while AdirK+K− and AmixK+K− are still unmeasured. Employing the U-spin symmetry,
the value of AdirK+K− can be estimated to be equal to that of ACPK+pi− , which is already well mea-
sured. This requires that penguin annihilation and exchange topologies do not give significant
contributions to the decay amplitudes, a fact that can be eventually probed by measuring the
branching fractions of the B0 → K+K− and B0s → pi+pi− decays [42]. In this case we have a
closed system of three equations and three unknowns. It is then possible to determine d, ϑ and
γ by using the currently available measurements.
In order to infer a joint p.d.f. for d, ϑ and γ we will make use of a Bayesian approach
implemented in the software packages developed by the UTfit Collaboration [23, 24]. The
problem is in fact analogous to the one of inferring a p.d.f. for the CKM parameters ρ¯ and η¯,
given a set of measurements and theoretical predictions related to them by analytical constraints.
We do not need to rely on the full validity of the U-spin symmetry, and so we allow for a
non-factorizable breaking of the U-spin relations d = d′ and ϑ = ϑ′ of up to 20% and ±20◦
respectively, similar to what is done in Ref. [55], i.e. ξˆ and ∆ϑ are varied uniformly in the
ranges:
ξˆ = d′/d ∈ [0.8, 1.2], (1.109)
and
∆ϑ = ϑ′ − ϑ ∈ [−20◦, 20◦]. (1.110)
By integrating out two variables in turn from the joint p.d.f. we obtain the one dimensional
p.d.f.’s for d, ϑ and γ shown in Fig. 1.11. Due to the non-linearity of the system of equations, it
is apparent in the plots that two solutions are present. However, it can be shown that the two
solutions are well separated in the (d, ϑ, γ) space, and it turns out that the solution which has
the central value of γ ' 70◦ corresponding to the SM expectation could be easily isolated by
imposing a requirement like ϑ > 90◦. Although non-factorizable effects might have a relevant
impact on ϑ, it is not expected that they will change the sign of the cosine of this strong phase,
which is predicted to be negative by factorization [55]. Consequently, the solution with ϑ ' 40◦
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Figure 1.12: From left to right: p.d.f.’s for d, ϑ and γ obtained by using the current experimental
measurements, and imposing ϑ > 90◦ in order to isolate the SM solution for γ. 68% (dark) and
95% (light) probability intervals are also indicated.
can be excluded through this argument, and thus we are justified to employ the constraint
ϑ > 90◦. In this way we get the p.d.f.’s shown in Fig. 1.12. The corresponding 68% probability
intervals for d, ϑ and γ are reported in Tab. 1.6.
The 68% probability interval γ = (70±8)◦ that we obtain is fully consistent with the current
average γ = (74 ± 11)◦ [23], determined from pure tree decays at the B factories, or with the
indirect prediction from UT fits assuming the SM validity γ = (69.6± 3.1)◦ [23]. Furthermore,
we have also obtained probability intervals for the hadronic parameters d and ϑ, that can be
used to drive theory in correctly modelling the underlying hadron dynamics involved in the
decays under study.
It is also interesting to see how the sensitivity depends on the size of U-spin breaking that
is allowed. Fig. 1.13 shows the variations of the 68% and 95% probability intervals for γ as
a function of the size of U-spin breaking, separately in ξˆ and ∆ϑ. The half-width of the 68%
(95%) probability interval increases from about 5◦ (11◦) in the case of zero non-factorizable
U-spin breaking effects, up to 9◦ (18◦) and 14◦ (25◦) for breakings of 50% on ξˆ and ±50◦ on ∆ϑ
respectively.
We can also predict probability intervals for AdirK+K− and also, by relying on the current
knowledge of the B0s mixing phase φs, for AmixK+K− . Such predictions have been obtained by as-
suming an additional independent U-spin breaking of 20% and ±20◦ respectively on the hadronic
parameters entering the expressions of AdirK+K− and AmixK+K− , in order to take into account U-
spin breaking effects also while exchanging the values of AmixK+K− and ACPK+pi− . For this reason,
the prediction of AdirK+K− is not simply equal to the measurement of ACPK+pi− , but has a larger
uncertainty.
All the relevant inputs and the predictions for the parameters of interest are summarized in
Tab. 1.6. The p.d.f.’s for AdirK+K− and AmixK+K− are shown in Fig. 1.14.
1.7 Extraction of γ and φs
Eqs. (1.98) and (1.105) constitute a system of four equations with seven unknowns: d, ϑ, φd, γ,
d′, ϑ′ and φs. However, φd is well measured by the B factories, φd = (0.768 ± 0.028) rad [23],
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Figure 1.13: Variation of the 68% (dark) and 95% (light) probability intervals for γ as a function
of the size of U-spin breaking that is allowed, separately in ξˆ and ∆ϑ. The plots are obtained
by using the current experimental measurements, and imposing ϑ > 90◦ in order to isolate the
SM solution for γ.
Inputs
φd (0.768± 0.028) rad
φs (−0.0366± 0.0015) rad
Adirpi+pi− 0.38± 0.06
Amixpi+pi− −0.65± 0.07
Corr(Adirpi+pi− , Amixpi+pi−) 0.08
ACPK+pi− −0.098± 0.012
Predictions
d 0.65± 0.15
ϑ (146± 8)◦
γ (70± 8)◦
AdirK+K− −0.09± 0.04
AmixK+K− 0.150± 0.035
Corr(AdirK+K− , AmixK+K−) −0.02
Table 1.6: Experimental inputs and predictions in terms of 68% probability intervals for the
various parameters of interest.
and will be further refined by LHCb [63], while φs is expected to be very small in the SM. By
assuming the validity of the U-spin symmetry, which leads to the identities d = d′ and ϑ = ϑ′,
just three unknowns are left, and the system is fully solvable. It is then possible to determine
simultaneously d, ϑ and γ. Furthermore, since we have more equations than unknowns, we
can exploit the additional equation in order to make a measurement of φs from these channels
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Figure 1.14: P.d.f.’s for AdirK+K− (left) and AmixK+K− (right) obtained by using the current
experimental measurements and imposing ϑ > 90◦ in order to isolate the SM solution for γ.
68% (dark) and 95% (light) probability intervals are also indicated.
alone. It is important to note, as we will show, that it is not necessary to rely on the U-spin
symmetry validity tout-court, since meaningful results can be obtained also in the case when
large non-factorizable U-spin breaking effects are taken into account.
As detailed in Ref. [55], first insights into U-spin breaking effects can be already obtained
from present data using the measurements of the charge asymmetries and branching fractions
of the U-spin related decay modes B0 → K+pi− and B0s → pi+K−. The validity of the U-spin
symmetry leads to the identities r = rs and δ = δs in Eqs. (1.101) and (1.107), as well as to the
relation:
ACPpi+K−
ACP
K+pi−
' −
∣∣∣∣PsP
∣∣∣∣2 BR(B0 → K+pi−)BR(B0s → pi+K−) . (1.111)
It is then possible to obtain experimental insights into U-spin breaking effects by writing∣∣∣∣PsP
∣∣∣∣
exp
=
∣∣∣∣PsP
∣∣∣∣
√[rs
r
][sin δs
sin δ
]
= 1.06± 0.28, (1.112)
that is in good agreement with the QCD sum-rule results of Ref. [57]∣∣∣∣PsP
∣∣∣∣QCDSR
fact
= 1.02+0.11−0.10, (1.113)
although the experimental errors are still large. This quantity will be eventually measured with
great precision at LHCb, thus providing a much more stringent test.
LHCb will measure all the four CP violating observables Adirpi+pi− , Amixpi+pi− , AdirK+K− and AmixK+K−
with high precision. In particular, the determination of AmixKK will open a new avenue to the
measurement of the B0s mixing phase φs [55].
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Hypothetical LHCb measurements
Scenario B
φd (0.768± 0.020) rad
Adirpi+pi− 0.38± 0.04
Amixpi+pi− −0.65± 0.04
ACPK+pi− −0.100± 0.008
AmixK+K− 0.150± 0.035
Sensitivities
Scenario B
d 0.63± 0.13
ϑ (146± 7)◦
γ (70± 7)◦
φs (−0.03± 0.05) rad
Table 1.7: Hypothetical LHCb measurements corresponding to an integrated luminosity L =
2 fb−1, and consequent sensitivities on d, ϑ, γ and φs.
As U-spin symmetry predicts that AdirK+K− and ACPK+pi− shall assume the same value — ne-
glecting exchange and annihilation topologies in the AdirK+K− decay amplitude, which are already
quite constrained by current measurements of the branching fractions of the B0 → K+K− and
B0s → pi+pi− decays — we find that an optimal strategy consists of substituting the direct CP
asymmetry term AdirK+K− with ACPK+pi− , due to the much smaller statistical error achievable on
ACPK+pi− . LHCb will further constrain the size of the exchange and penguin annihilation ampli-
tudes contributing to the B0s → K+K−, by considerably improving the measurements of the
B0 → K+K− and B0s → pi+pi− branching ratios.
By following the procedure outlined in the previous section, using the values of Tab. 1.7
as inputs, we obtain the central values and the sensitivities for d, ϑ, γ and φs reported in the
same table, corresponding to an integrated luminosity L = 2 fb−1. The corresponding p.d.f.’s
are shown in Fig. 1.15. We emphasize that we are taking into account U-spin breaking effects as
large as 20% for d and ±20◦ for ϑ, independently varied in the expressions ofACPK+pi− andAdirK+K− ,
in order to consider sizable U-spin breaking effects not only with respect to the B0 → pi+pi−
channel but also between B0 → K+pi− and B0s → K+K−.
Note that we can achieve a good precision not only on γ, but also on φs. The CP measure-
ments from these channels will be important, first in order to give an independent confirmation
of the baseline φs measurement from the B
0
s → J/ψφ decay, secondly to allow for an unam-
biguous determination of φs in conjuction with B
0
s → J/ψφ. In particular, as pointed out in
Ref. [55], we will be able to distinguish between the cases of φs = 0
◦ and φs = 180◦, which is
important for the search of NP.
We have also studied the dependence of the sensitivities to γ and φs as functions of the size
of non-factorizable U-spin breaking that is allowed. Fig. 1.16 shows the variations of the 68%
and 95% probability intervals for γ and φs separately as functions of ξˆ and ∆ϑ. It is apparent
that the dependence on the amount of U-spin breaking is significantly more pronounced for γ
than for φs.
Further information useful to constrain NP will come from the measurement of ∆Γs, which
can be also performed using B0s → K+K− decays. With an integrated luminosity L = 2 fb−1,
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Figure 1.15: P.d.f.’s for d (top left), ϑ (top right), γ (bottom left) and φs (bottom right)
obtained by using the hypothetical LHCb measurements shown in Tab. 1.7, with sensitivities
corresponding to an integrated luminosity L = 2 fb−1. The condition ϑ > 90◦ was imposed in
order to isolate the SM solution for γ. 68% (dark) and 95% (light) probability intervals are also
indicated.
LHCb expects a statistical error on ∆Γs of about 0.02 ps
−1. In the presence of NP, ∆Γs is
modified as follows [64]:
∆Γs = ∆Γ
SM
s cos(φs), (1.114)
i.e. NP effects can reduce the observed value of ∆Γs with respect to the SM expectation.
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Figure 1.16: Variation of the 68% (dark) and 95% (light) probability intervals for γ (top) and
for φs (bottom) as a function of the size of U-spin breaking, separately in ξˆ (left) and ∆ϑ (right).
The plots are obtained by using the hypothetical LHCb measurements shown in Tab. 1.7, with
sensitivities corresponding to an integrated luminosity L = 2 fb−1. The condition ϑ > 90◦ was
imposed in order to isolate the SM solution for γ.
1.8 Λb → ph′− decays
Although Λb decays to a proton and a charged pion or kaon have not yet received significant
attention from a theoretical point of view, CP violation with these decays will be studied with
high precision at LHCb. The author of Ref. [65] claims that the measurement of the CP charge
asymmetry in the Λb → ppi− decay can be sensitive to NP effects in the Minimal Supersymmetric
Standard Model (MSSM) with R-parity violation. While the SM predicts a charge asymmetry
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ACP ' 8% and a branching fraction BR ' 10−6, in the R-parity violating model the charge
asymmetry is predicted to be negligibly small, while the branching fraction as large as 1.6 ·10−4.
In other words, the presence of R-parity and lepton number violating couplings could significantly
modify the SM predictions of the branching ratio and of the CP charge asymmetry, by enhancing
the former and suppressing the latter. Although the recent measurements by CDF invalidate the
possibility of a large branching ratio at the level of 10−4, a precise measurement of the charge
asymmetry has not yet been made.
Chapter 2
LHC collider and LHCb detector
LHCb [66] is one of the four major experiments operating at the Large Hadron Collider (LHC)
at CERN, close to Geneva, in Switzerland. In this chapter we will provide a brief introduction
to the LHC accelerator complex, followed by a detailed description of the LHCb detector and
the related infrastructures necessary to fulfill its physics programme.
2.1 The Large Hadron Collider
The LHC[67] is a two-ring-hadron accelerator and collider installed inside a 27 km tunnel, already
used for the LEP machine, placed 100 m underground across the Swiss and French borders, as
shown in Fig 2.1. The machine design foresees to collide protons up to a centre-of-mass energy
of 14 TeV and an instantaneous luminosity of 1034 cm−2s−1, and heavy ions (Pb-Pb) with an
energy of 2.8 TeV per nucleon at a peak luminosity of 1027 cm−2s−1. Protons are obtained from
ionized hydrogenum atoms deprived of their electrons. As it is not possible to inject protons and
accelerate them from a quasi-rest condition up to 7 TeV, protons are injected into the LHC from
the chain of preaccelerators Linac2 - Proton Synchrotron Booster (PSB) - Proton Synchrotron
(PS) - Super Proton Synchrotron (SPS). Linac2 is a linear accelerator providing the PSB with
proton bunches of 50 MeV energy. In the PSB protons are then accelerated up to 1 GeV before
being injected into the PS. The PS raises their energy up to 26 GeV and passes them to the
SPS. The SPS performs the last acceleration step, up to 450 GeV, before the injection of beams
into the LHC via the two tunnels TI2 (placed near the ALICE experiment) and TI8 (placed near
the LHCb experiment). The complex of CERN accelerators is schematically shown in Fig. 2.2.
The LHC synchrotron represents the status-of-the-art of particle accelerators and one of the
most important technological challenges ever made. In order to achieve its design energy the
magnetic field of a single dipole, used to bend protons and constrain their path inside the ring,
must reach a magnitude of 8.34 T. Such goal is possible only using super-conducting dipole
magnets working at a temperature of 1.9 K (−271.3◦C). At its nominal regime the LHC rings
will store 2808 proton bunches per ring, each of them containing 1.111 protons and colliding
with a frequency of 40 MHz.
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Figure 2.1: Graphical view of the LHC ring position. As reported in the text the ring is placed
about 100 m underground. The ground-level positions of the access points of the four main
experiments (ALICE, ATLAS, CMS and LHCb) is also shown.
2.1.1 2010 data taking
LHC started its physics operation on the 23rd November 2009, colliding two proton bunches with
450 GeV of energy per beam and increased to 1.18 GeV per beam within few operational days.
The first proton-proton collision at 3.5 TeV per beam has been recorded on the 30th March
2010 and continued until the end of October. During this first year of high energy collisions,
instantaneous luminosity achieved by the machine increased continously as shown in Fig. 2.3.
The total integrated luminosity delivered by LHC to each of the four experiments has been about
42 pb−1, out of which LHCb recorded about 38 pb−1 with an efficiency close to 90%. In Fig. 2.3
a pie chart representing the data taking efficiency and the various sources of inefficiencies is also
shown. The LHCb detector and Data Acquisition (DAQ) system performed well during 2010, in
particular considering that the system had to operate with an higher number of visible collisions
µ with respect to the design value of 0.4. In Fig. 2.4 the values of µ as a function of the fill
number during 2010.
2.1.2 2011 data taking
In 2011, the data taking operations started on the 12th April and ended at the end of October.
During this period LHC operated again at an energy of 3.5 TeV per beam. The data taking
conditions have been more stable with respect to 2010. In particular, LHCb, in order to cope
with detector and trigger design limits, worked with a system allowing to continuously levelling
the instantaneous luminosity to about 3.5 × 1032 cm−2s−1, as shown in Fig. 2.5. Such a value
correspond to about 1.75 times the instantaneous design luminosity.
The total integrated luminosity delivered to LHCb has been 1.22 fb−1 and the experiment
collected 1.11 fb−1 with an efficiency of about 90% as shown in Fig. 2.6.
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Figure 2.2: Schematic view of the complex of CERN accelerators. The Linac2, Proton Syn-
chrotron Booster (PSB), Proton Synchrotron (PS), Super Proton Synchrotron (SPS) and LHC
mentioned in the text are shown. The two tunnels for the injection of proton beams into the
LHC, TI2 (near the ALICE experiment) and TI8 (near the LHCb experiment), are also shown.
2.2 The LHCb detector
When the two protons collide at the energy of 7 TeV the interaction between two partons leads
to the creation of bb pairs. Due to the average imbalance in momentum of the two partons, the
outcoming b quarks are strongly boosted along the beam-line. As a consequence, the B hadrons
at the LHC are produced in the same forward of backward emisphere and with a small angle with
respect to the beam direction. Fig. 2.7 shows the polar angle distribution of bb pairs as predicted
by the PYTHIA event generator [68]. In order to exploit this feature of B hadron production, the
LHCb detector, in contrast to other LHC detectors, has the structure of a forward spectrometer.
Its geometrical acceptance lies between 10 and 300 mrad in the horizontal plane and between 10
and 250 mrad in the vertical plane. The difference between horizontal and vertical acceptances
is justified by the fact that the horizontal plane is also the bending plane for charged particles
deflected by the dipole magnetic field of LHCb. The pseudo-rapidity (η) range for tracks inside
the LHCb geometrical acceptance is between about 1.8 and 4.9.
The LHCb physics program requires the detector to satisfy the following requirements:
• Most of the LHCb core analyses require time-dependent measurements of B-hadron decay
rates. Thus the precision in the reconstruction of p− p interaction vertices and B hadron
decay vertices must be very high, in order to have a suitable proper-time resolution to
follow the neutral B meson oscillations (in particular the fast B0s one).
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Figure 2.3: Integrated luminosity at
√
s = 7 TeV delivered by LHC to the LHCb experiment
(blue points) and recorded luminosity by the LHCb experiment (red points) as a function of
time during 2010. The pie chart shows the data taking efficiency (green) of the detector and the
various sources of inefficiencies.
Figure 2.4: Peak number of visible collisions µ at the LHCb interaction point as a function of
the fill number during 2010.
• The analysis of hadronic B decays requires an excellent discrimination between charged
pions, charged kaons and protons in a very wide momentum range (betweem few GeV/c up
to and above 100 GeV/c). In addition the analysis of B decays into final states containing
leptons needs optimal identification of muons and electrons.
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Figure 2.5: Instantaneous luminosity delivered by the LHC to the LHCb experiment as a function
of time during the fill 2007 (7th August 2011).
Figure 2.6: Left: integrated luminosity at
√
s = 7 TeV delivered by LHC to the LHCb experiment
(blue points) and recorded luminosity by the LHCb experiment (red points) as a function of fill
number 2011. Right: pie chart showing the data taking efficiency of the LHCb detector (green)
and the various sources of inefficiencies.
• The invariant mass resolution must be as small as possible in order to discriminate the
signals from the combinatorial background and in order to distinguish between B0 and
B0s decays. In order to achive such a resolution the momentum of charged tracks must be
measured with a relative precision of ∼ 10−3.
• Due to its geometrical acceptance the LHCb detector is designed to work in an high-
occupancy region. In addition, at the LHC the measured cross-section of bb pair production
at
√
s = 7 TeV is (284 ± 20 ± 49) µb [69], between two and three order of magnitude
smaller than the minimum bias cross-section. As a consequence the trigger system of
LHCb must to have a very high background rejection to reduce the acquired data-sample
to a manageable size. In order to match such requirements mantaining an high efficiency
on signals the LHCb trigger is organized in multiple levels, each of them processing the
output of the previous level.
• The amount of data delivered by LHC and thus collected by the experiment requires an
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Figure 2.3: Predicted bb production polar angle at the LHC simulated by the Pythia event
generator. θb/b is the angle of the b and b with respect to the beam-pipe.
quark-antiquark annihilation; the leading order Feynman diagrams of which are presented
in Figure 2.2 [95]. The momenta of the incoming partons are strongly asymmetric and
are boosted with respect to the laboratory frame [96]. This results in a bb pair produced
in a narrow cone around the beam axis, as illustrated in Figure 2.3, and a full 4π solid
angle coverage is not required to study B-decays at the LHC.
The collisions which produce the bb quark pairs have a net charge and baryon number
as a result of colliding two beams of charged matter. This leads to an excess of the
number of produced particles compared to the number of produced anti-particles. For
example, the colliding protons’ valence quarks are u and d type quarks which gives an
excess of these types over their anti-partners. During the hadronisation phase a b quark
is more likely to hadronise with an u type quark into a B+ than the b with an u type
quark to B− [97].
2.4 The LHCb Experiment
The LHCb detector is situated at IP8 and an aerial view of the surface building is shown
in Figure 2.4. LHCb is designed to receive a luminosity of 2× 1032 cm−2 s−1, two orders
Figure 2.7: Polar angle distribution of bb pairs as predicted by the PYTHIA event generator [68].
efficient exploitation of large computing resources, needed both for the processing of data
and for its storage.
An overview of the entire LHCb detector is shown in Fig. 2.8. From left to right the various
sub-detectors are visible:
VELO: the Vertex Locator is placed around the interaction region, and provides the recon-
struction of primary and secondary vertices;
RICH1: the first Ring Imaging Cherenkov detector is placed just after the VELO and it pro-
vides information for the identification of charged particles;
TT: the Trigger Tracker is the first tracking system;
Magnet: the magnetic field used to end the part cles in order to evaluate their charge a d
momentum;
Tracking Stations: three tracking stations (T1, T2 and T3) are placed behind the magnetic
dipole;
RICH2: the second Ring Imaging Cherenkov detector is designed to provide efficient particle
identification in a different momentum range with respect to RICH1;
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Electromagnetic Calorimeter: the electromagnetic calorimeter system is necessary for an
efficient trigger and the identification of electrons, photons;
Hadronic Calorimeter: the Hadronic Calorimeter (HCAL) is placed behind the ECAL and
is used for the hadronic trigger;
Muon Stations: the Muon Stations are placed in the farest part of the detector from the in-
teraction region where only muons can arrive without being stopped inside the calorimeter
system and other absorbers. It is used both for efficient trigger of decays with muons in
the final state and for muon identification.
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2.3 The tracking system of LHCb
The reconstruction of charged particles is realized using the vertex detector (VELO), the
Trigger Tracker (TT) and the three tracking stations (T1, T2 and T3). The magnetic dipole of
LHCb is placed between the TT and T1.
2.3.1 The Vertex Locator
At the energy provided by the LHC, B hadrons produced by the proton-proton collisions have a
mean distance of flight of about 1 cm. As a consequence the presence of a secondary vertex well
spaced from the proton-proton primary interaction is an important signature for the presence of
B hadrons. In order to exploit this feature to select in the most efficient way signals and reject
most of the combinatorial background, having a vertex detector with micrometric precision
is necessary. The VELO [70] sub-detector consists of a series of 21 circular silicon modules
arranged perpendicularly along the beam line as shown in Fig. 2.9. Each module is subdivided
into two halves allowing to move them far from or close to the beam depending on necessity.
In fact during data-taking the VELO sensors are placed at a radial distance from the beam
which is smaller than the aperture required by the LHC during injection and must therefore
be retractable. Thus VELO modules are mounted on a moveable device inside a vessel that
mantains vaccum and allows them to move between 3 cm (fully open) and 8 mm (data taking
conditions) from the beam [70]. The polar angular acceptance of the halves is more than 180◦
allowing them to overlap during data taking. Module halves are composed of two planes of 220
µm thick silicon microstrip sensors allowing to measure radial (R sensors) and polar (φ sensors)
coordinates of the hits generated by ionizing particles. A scheme of R and φ sensors is reported
in Fig. 2.10. R sensors are subdivided into four sectors per halves of about 45◦ each. The
microstrip are modelled in a semi-circular shape and their width varies from 40 µm (near the
beam) to 92 µm (far from the beam) in order to take into account the higher particle occupancy
near the interaction point. φ sensors are subdivided into two regions, inner and outer. The
outer region starts at a radius of 17.25 mm and its pitch is set to be roughly half (39.3 µm)
that of the inner region (78.3 µm), which ends at the same radius. Inner and outer regions
have different skew to the radial direction in order to improve pattern recognition: 20◦ and 10◦
respectively. In addition for a better stereo view of track reconstruction longitudinally adiacent
φ sensors have opposite skew to each other. Fig. 2.11 showns a 3-dimensional view of the entire
VELO apparatus. Detection stations and radiation-hard read-out electronics are placed inside
the vacuum tank (10−4 mbar), both mounted on the moveable device.
The performances of the VELO detector have been studied by means of the large amount of
minimum bias events collected during the data taking periods of 2010 and 2011 and have been
compared with full Monte Carlo simulated events. The resolutions achieved in the reconstruction
of vertices are summarized in Fig. 2.12 (for only 1 primary vertex in the event) and in Fig. 2.13
(for events with many primary vertices). They depend on the number of tracks fitted into the
vertex. The resolution on the X and Y coordinates goes from about 40 µm to about 10 µm,
while the resolution on the Z position of vertices goes from about 250 µm to about 50 µm. The
resolutions on the impact parameter of tracks with respect to the primary vertex in the X and
Y coordinates are shown in Fig. 2.14 as a function of the inverse of transverse momentum of
tracks (1/pT ).
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Figure 2.9: Top view of the VELO silicon sensors, with the detector in the fully closed position
(top). Front view of the modules in both the closed (bottom left) and open positions (bottom
right).
2.3.2 The Trigger Tracker sub-detector
The Trigger Tracker [71] is placed after the RICH1 sub-detector and before the magnetic dipole,
in a region where a residual magnetic field is present . Its roˆle is to provide reference segments
to combine the tracks reconstructed in the tracking stations after the magnet and those recon-
structed in the VELO in order to improve the resolution on their momentum and trajectory.
The system comprises four stations, grouped two-by-two and called TTa and TTb, spaced by
approximately 30cm (as shown in Fig. 2.15) and at a distance of approximatively 2.4 m from
the interaction region. Each of the four stations cover a rectangular region about 120 cm in
height and about 150 cm wide. In order to cope with the high spatial resolution required and
the necessity to work in a region with high occupancy of charged tracks, a silicon microstrip
technology has been adopted for the sensors of the TT sub-detector. The microstrips have a
pitch of about 200 µm and are arranged into up to 38 cm long readout strips. In the first and
fourth station the strips are disposed parallel to the vertical plane, while in the second and third
station, in order to improve the precision in the reconstruction, they are tilted by +5◦ (u-layer)
and -5◦ (v-layer) respectively.
2.3.3 The tracking stations T1-T2-T3
The tracking stations T1, T2 and T3 are placed behind the magnetic dipole, just before the
second Cherenkov detector (RICH2). A schematical view is shown in Fig. 2.16. Two different
technologies have been used for the tracking station: silicon microstrip sensor in the inner part
of the detector (Inner Tracker or IT) and drift straw tube in the outer part (Outer Tracker or
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Figure 5.4: Sketch illustrating the rφ geometry of the VELO sensors. For clarity, only a portion
of the strips are illustrated. In the φ -sensor, the strips on two adjacent modules are indicated, to
highlight the stereo angle. The different arrangement of the bonding pads leads to the slightly
larger radius of the R-sensor; the sensitive area is identical.
is 38 µm, increasing linearly to 101.6 µm at the outer radius of 41.9mm. This ensures that mea-
surements along the track contribute to the impact parameter precision with roughly equal weight.
The φ -sensor is designed to readout the orthogonal coordinate to the R-sensor. In the simplest
possible design these strips would run radially from the inner to the outer radius and point at the
nominal LHC beam position with the pitch increasing linearly with radius starting with a pitch of
35.5 µm. However, this would result in unacceptably high strip occupancies and too large a strip
pitch at the outer edge of the sensor. Hence, the φ -sensor is subdivided into two regions, inner
and outer. The outer region starts at a radius of 17.25mm and its pitch is set to be roughly half
(39.3 µm) that of the inner region (78.3 µm), which ends at the same radius. The design of the
strips in the φ -sensor is complicated by the introduction of a skew to improve pattern recognition.
At 8mm from the beam the inner strips have an angle of approximately 20◦ to the radial whereas
the outer strips make an angle of approximately 10◦ to the radial at 17mm. The skew of inner and
outer sections is reversed giving the strips a distinctive dog-leg design. The modules are placed so
that adjacent φ -sensors have the opposite skew with respect to the each other. This ensures that
adjacent stations are able to distinguish ghost hits from true hits through the use of a traditional
stereo view. The principal characteristics of the VELO sensors are summarized in table 5.1.
The technology utilized in both the R- and φ -sensors is otherwise identical. Both sets of
sensors are 300 µm thick. Readout of both R- and φ -sensors is at the outer radius and requires
the use of a second layer of metal (a routing layer or double metal) isolated from the AC-coupled
diode strips by approximately 3 µm of chemically vapour deposited (CVD) SiO2. The second
metal layer is connected to the first metal layer by wet etched vias. The strips are biased using
– 21 –
Figure 2.10: Illustration of the geometry of the R (left part) and φ (right part) sensors of the
VELO. The strips of the φ sensors for two adjacent modules are drawn, in order to emphasize
their different orientation.
OT). As shown in Fig. 2.16 the IT part of each station is placed in front the OT part. For the
Inner Tracker [72] the choice of silicon microstrip sensors has been driven by the high charged
track multiplicity clos to the beam line. In Fig. 2.17 a scheme of the sub-detector is repo ted.
Each IT station consists of four detection planes overlapped with two of them aligned with the Y
axis (x planes) and two of them tilted by ±5◦ (u- and v- plane respectively). The characteristics
of silicon microstrip sensors are the same as those used for the TT: they have a pitch of about
200 µm and t ey are u to 22 cm long. The sizes of t e total Inner Tracker sub-detector are
about 1.2 m on the bending plane (X coordinate) and about 40 cm on the vertical plane (Y
coordinate).
The Outer Tracker [73] is realized using drift straw tubes technology. For each station four
planes of traw tubes are arranged in the same way as the microstrip of TT and IT: first and
fourth planes have vertically aligned tubes, while the second and third planes have them tilted
by ±5◦ (usual u- and v- planes respectively). In addition each plane has two rows of tubes
arranged with a honeycomb structure (see Fig. 2.18) in order to maxi ize the sensible area.
The configuration defines a bidimensional lattice to measure both the X and Y coordinates of
track hits, mantaining the occupancy low. The straw tubes have a radius of 5 mm and are filled
with a mixture of Ar/CF4/CO2 that gives a drift time of the order of 50 ns.
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Figure 5.7: Overview of the VELO vacuum vessel.
reception. After this it underwent a 16 hour burn-in [36] consisting of a sequence of powering,
cooling and data taking cycles, in vacuum. This was designed to uncover any inherent weaknesses
introduced to the modules during manufacturing. Of all the modules transported, one was finally
taken as a reserve as a result of the burn-in procedure, and a second was rejected after assembly
due to a slightly worse thermal performance.
5.1.3 Mechanics
Introduction
The ultra high vacuum requirements of the LHC ring, the necessity for wake field suppression,
the need to shield the detectors from electromagnetic effects induced by the high frequency beam
structure, and the necessity to retract the detectors by 30mm from the interaction region during
injection of a new LHC fill, make the VELO mechanical design demanding. To meet all these con-
straints, a design with two detector halves was chosen, each placed inside a thin-walled aluminum
box, as introduced in the previous sections. Aluminum was chosen since it has a relatively low Z
(resulting in a small radiation length), good electrical conductivity, and can be machined quite eas-
ily. The side walls of these boxes are 0.5mm thick. In order to allow for overlap in the two detector
halves, the top surfaces of these vacuum boxes have a corrugated shape and are made from 0.3mm
thick AlMg3 foil (an aluminum alloy with 3% magnesium). The two detector boxes are placed in
a 1.4m long vacuum vessel with a diameter of 1.1m. The whole assembly is shown in figure 5.7.
Two rectangular bellows allow for the movement of the detector boxes inside the vacuum system.
Each detector support is connected via three spheres on holders placed within circular bellows to
– 25 –
Figure 2.11: 3-dimensional view of the entire VELO apparatus.
2.3.4 The LHCb dipole magnet
The magnetic field of LHCb is provided by a warm dipole magnet placed between the TT and
the first tracking station T1 (see Fig. 2.8) [74]. The magnet geometry is determined by the
detector acceptance. It is formed by two coils inclined at a small angle with respect to the beam
direction in order to become wider with the increase of the Z coordinate, following the profile
of the detector acceptance. In Fig. 2.19 the two coils are shown and the inclined geometry is
also visible.
The strength of generated magnetic field is mainly directed along the Y coordinate such that
the bendind plane for charged tracks results to be almost parallel to the horizontal plane. In
Fig. 2.20 the Y component of the magnetic field is reported as a function of the Z coordinate
measured along t e beam-pipe. The aximu i tensity of the magne ic field is about 1 T, while
the magne ic field integral is ab ut 4 Tm. During the data taking the polar ty of the ipole has
been flipped several times in order to allow the valuation of any left-right asymmetry introduced
by the detector. In fact positively and n gatively charged tr ks are bent to different directions
by the magnetic field, thus any variation of the detection efficiency between the l ft and right
region of the detector could affect CP asymm try measurements.
2.3.5 Tracking algorithm and performances
In Fig. 2.21 a schematic representation of the track types reconstructed by the tracking algorithm
is shown. Particles generating hits in all the tracking sub-detectors are reconstructed as “Long
tracks”; particles generating hits only inside the VELO are reconstructed as “VELO tracks” and
they are usually particles produced with a wide angle with respect to the beam-line, which go
out of the geometrical acceptance of the detector before traversing with the TT. For these tracks
it is not possible to measure their momentum. “Upstream tracks” are reconstructed particles
with a very low momentum that are swept by the magnetic field out of the detector acceptance
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Figure 2.12: Resolutions achieved in the reconstruction of primary vertex coordinates as a
function of the number of tracks in the event, as obtained from real data and Monte Carlo
simulations. In the figures the resolutions for the X (top left), Y (top right) and Z (bottom)
coordinates are reported. The performances shown refer to events where only one primary vertex
has been reconstructed.
before they can reach T1. For these tracks it is possible to estimate their momentum, thanks to
the residual magnetic field in the region between VELO and TT, but with a relative uncertainty
of about 20%. Charged particles coming from long lived neutral particles decaying between the
VELO and the TT (usually K0S , Λ or in minimal part K
0
L) are reconstructed as “Downstream
tracks”. In the end “T tracks” are reconstructed from track segments appearing only in the
tracking stations after the magnetic dipole.
Track finding and reconstruction are performed in different steps starting from the recon-
struction of the track segments in each sub-detector. Track finding starts with the definition
of segments inside the VELO and the tracking stations T1-T3 (VELO seed and T station seed
respectively). The reconstruction of VELO segments starts from the identification of VELO
hits on the same straight trajectory in the R − Z plane, thus reconstructing two-dimentional
segments using only hits in the R-sensors of the VELO. In a second step φ-sensor hits are asso-
ciated with compatible R− Z segments, again assuming straight directions for the tracks. The
reconstruction of T station seeds is done into two steps. The first step starts by dividing the
X − Y plane of the tracking stations into different regions and reconstruct segments that cross
the three stations remaining in only one of these windows. The reconstruction starts from one
hit in the x-plane of the first station and one hit in the x plane of the last station. Then, using
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Figure 2.13: Resolutions achieved in the reconstruction of primary vertex coordinates as a
function of the number of tracks in the event, as obtained from real data and Monte Carlo
simulations. In the figures the resolutions for the X (top left), Y (top right) and Z (bottom)
coordinates are reported. The performances shown refer to events where more than one primary
vertex has been reconstructed.
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Figure 2.14: Resolution achieved for the X (left) and Y (right) components of the impact
parameter (IP ) of tracks with respect to the primary vertex as a function of the inverse of the
transverse momentum of tracks 1/pT .
a parabola hypothesis for the trajectory, the algorithm predicts the position of the hit in the
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Figure 2.15: Layout of the four TT stations. The front and rear planes have sensors vertically
arranged, while the two planes in the middle represent the u-plane and v-plane described in the
text with sensors tilted by ±5◦ respectively.
x-plane of the station in the middle. If the prediction matches a hit, it is added to the segment
and it is used to determine more accurately the parameters of the parabola and all x hits in a
window around the trajectory are collected to form the X −Z projection of the segment candi-
date. After this step also the compatible hit from u− and v− planes of the tracking stations are
added to the X − Z projection in order to reconstruct the 3-dimentional segment. In a second
step hits not associated with any reconstructed segment are matched with parabolic trajectories
to find tracks crossing different X − Y plane regions. Finally, reconstructed segments must
satisfy quality requirements in order to be accepted.
Track finding is organized in a hyerarchical way: firstly the algorithm tries to reconstruct
long tracks, then it picks up unused segments to reconstruct downstream and upstream tracks.
In the end of each step a clone killer algorithm is applied. Long tracks are reconstructed using
two algorithms. The first one extrapolates VELO segments to the tracking stations collecting
together matching hits in the X − Z plane and then adding also u and v plane hits. All the
hits in the TT compatible with the trajectory are added to the track. The second algorithm
matches reconstructed VELO and T stations segments one to each other, extrapolating VELO
segments in the forward direction and T segments in the backward direction. TT hits close to
the resulting track are added afterwards. Downstream tracks are reconstructed extrapolating T
station segments to the TT and adding compatible hits. Upstream tracks are extracted from
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Figure 2.16: Left: layout of a T station from a side view. The IT sub-detector is placed in front
of the OT sub-detector. The x- u- and v-planes described in the text are also drawn. Right:
layout of a T station from a front view. The IT subdetector (in orange) is placed around the
beam pipe, while the OT sub-detector covers the outer region of the station.
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Figure 2.17: Layout of the x-plane (left) and u-plane (right) of the IT sub-detector. The
alignment of sensor is vertical for the x-plane and tilted by +5◦ for the u-plane.
the extrapolation of VELO seeds to the TT subdetector, requiring also a non-matching with
any T station seed.
On all reconstructed tracks, before using the clone killer, a bi-directional Kalman filter is
applied to better determine track parameters. The clone killer compares all tracks two by two.
If two tracks share more than a certain percentage of hits they are considered clones. The
track with more hits or, in case of the same number of hits, the one with best χ2 is stored.
Fig. 2.22 shows the track reconstruction efficiency as a function of track transverse momentum
pT obtained from K
0
S → pi+pi− decays reconstructed from 2010 long tracks sample and compared
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Figure 5.36: Cross section of a straw-tubes module (left) and overview of a straw-tubes module
design (right).
tubes. Both sections are read out from the outer end. The splitting in two sections is done at a
different position for the two monolayers to avoid insensitive regions in the middle of the module.
F-modules have an active length of 4850mm and contain a total of 256 straws. In addition to the
F-type modules there exist short modules (type S) which are located above and below the beam
pipe. These modules have about half the length of F-type modules, contain 128 single drift tubes,
and are read out only from the outer module end. A layer half is built from 7 long and 4 short
modules. The complete OT detector consists of 168 long and 96 short modules and comprises
about 55000 single straw-tube channels.
Construction
The straw tubes are produced by winding together two strips of thin foils,29 as shown in figure 5.37:
the inner (cathode) foil is made of 40 µm carbon doped polyimide (Kapton-XC30); the outer foil
(Kapton-aluminium) is a laminate31 made of 25 µm polyimide, to enhance the straws gas tightness,
and 12.5 µm aluminium, crucial to ensure fast signal transmission and good shielding.
To build a monolayer the straw-tubes were glued to panels with a cored sandwich structure
consisting of a 10mm Rohacell core and two 120 µm carbon fibre skins. High precision aluminium
templates (figure 5.37) were used during the glueing to position the straw-tubes to better than
50 µm over the entire module length. After the straw-tubes were glued to the panel the wiring was
started. A gold-plated tungsten wire32 with a diameter of 25.4 µm is used for the anodes. The wire
was sucked through the straw-tube. At each end the wire is guided using injection-molded Noryl
endpieces. To centre the wire also along the straw-tube Noryl wire locators had been placed every
80 cm inside the straws. The wires were strung with a tension of 0.7 N and were soldered to 5mm
long pads of a printed circuit board.
Special holding-devices, shown in figure 5.38, were used to keep the support panels flat to
within 100 µm during the glueing of the straws and wiring. They were also used to assemble two
monolayer panels into a detector module (figure 5.38). The sides of the modules were closed by
400 µm thick carbon fibre sidewalls. Spacers at the two module ends ensure the proper separation
29Lamina Dieletrics Ltd., UK.
30DuPontTM.
31GTS Flexible Materials Ltd., USA.
32California Fine Wire, USA.
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Figure 2.18: Cross section of a straw-tube module. The z om-in shows the hon yco b arrange-
ment of the two layers of tubes.
Figure 2.19: Front view of the LHCb dipole magnet after the installation in the detector cavern.
The particular profile of the two coils, in order to follow the detector acceptance, is clearly
visible.
with full Monte Carlo simulations. The momentum resolution achieved on long t acks results
to be ∆p/p = (0.35− 0.55) % as reported in Ref. [75].
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Figure 4.3: Magnetic field along the z axis.
is important to control the systematic effects of the detector, by changing periodically the direction
of the magnetic field. To this purpose, the impact of hysteresis effects on the reproducibility of the
magnetic field has to be taken into account.
The magnetic field has been measured in the complete tracking volume inside the magnet
and in the region of the VELO and the tracking stations, and also inside the magnetic shielding for
the RICH1 and RICH2 photon detectors. The precision of the measurement obtained for the field
mapping in the tracking volume is about 4×10−4, as shown in figure 4.2. The main component,
By, is shown in figure 4.3 for both polarities, together with the result of the model calculation. The
overall agreement is excellent; however, in the upstream region of the detector (VELO, RICH1) a
discrepancy of about 3.5% for the field integral has been found which can be attributed both to the
precision of the TOSCA model computation and to the vicinity of the massive iron reinforcement
embedded in the concrete of the hall. In all other regions the agreement between measurement and
calculation is better than 1%.
In conclusion, the three components of the magnetic field have been measured with a fine
grid of 8 x 8 x 10 cm3 spanning from the interaction point to the RICH2 detector (i.e. over distance
of about 9m) and covering most of the LHCb acceptance region. The precision of the field map
obtained is about 4×10−4 and the absolute field value is reproducible for both polarities to better
than this value, provided the right procedure for the demagnetization of the iron yoke is applied.
– 14 –
Figure 2.20: Y component of the magnetic field measured along the beam-pipe. Values of
the measured field for both polarities (up and down) are represented by empty circles. The
superimposed line represents the result of the model calculation.
Figure 2.21: Schematic illustration of the various track types: long, upstream, downstream,
VELO and T tracks. Tracking detector positions are reported as a reference.
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(a) The reconstructed K0S mass using long tracks.
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(b) The tracking eﬃciency using K0S decays.
Figure 2.11: The tracking eﬃciency as a function of transverse momentum is calculated using
the blue line in the K0S mass plot as the numerator and black as the denominator.
Figure 2.2 : Efficiency of track reconstructio as a function of the tra sverse momentum pT of
the track. Efficiency as evaluated from real dat (blue) and Monte Carlo simulations (red) are
reported.
2.4 Identification of charged particles
Most of the CP violation measurements of the LHCb physics programme (and in particular
those treated in this thesis) require the identification of charged leptons and hadrons. This task
is accomplished by some dedicated sub-detectors that we are going to describe.
2.4.1 The RICH detectors
Cherenkov light detectors are used to discriminate charged pions, kaons and protons in a wide
momentum range. Such a discrimination is crucial in the selection of B hadron decays with
these particles in the final states. In addition the distinction between charged pions and kaons
coming from the hadronization process of b quarks is crucial to determine the flavour state at the
production of neutral B mesons. This procedure known as tagging and is used to determine if
the neutral B meson at t = 0 has been produced as a B or B. Cherenkov light detectors exploit
the relation between the particle momentum and the emission angle of Cherenkov photons:
cos (θc) =
1
n · v/c, (2.1)
where θc is the angle of Cherenkov photon emission with respect to the particle direction of
flight, n is the refraction index of the radiator, v is the particle speed and c is the speed of light.
Thus measuring also the momentum it is possible to determine the mass of the particle.
LHCb is provided by two Ring Imaging Cherenkov detectors (RICH1 and RICH2) [76] able to
efficiently discriminate charged hadrons in the range between few GeV/c (typical of tracks used
for tagging) up to about 150 GeV/c. This range of momentum comprises most of the particles
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Figure 2.23: Cherenkov angle θc as a function of particle momentum p. The curves corresponding
to the various radiators used in RICH1 and RICH2 and to the various particle types is reported.
coming from B hadron decays. RICH1 is optimized to identify tracks of lower momentum
(between 1 and about 50 GeV/c), while RICH2 is optimized for the identification of tracks
of higher momentum (up to 150 GeV/c). In fact, the only way to cover such a wide range
of momentum is to use different radiators, with different refraction indices. This is because
Cherenkov light is emitted only by particles with the parameter β = v/c in the range c/n <
β < c. For β = 1/n the Cherenkov angle will be 0, while approaching the speed of light the
Cherenkov angle will saturate at a value θc = arccos (1/n). This behaviour is shown in Fig. 2.23.
A schematical picture of RICH1 is shown in Fig. 2.24 (left). It is placed between the VELO
and the TT detectors and is able to cover practically the entire geometrical acceptance of LHCb
(between 25 mrad to 330 mrad). It uses two different radiators: a layer of 5 cm thick Aerogel,
with a refraction index of about n = 1.03 (optimal for low momentum particles 1−10 GeV/c) and
a gap about 85 cm thick filled with C4F10 with refraction index n = 1.0015 (optimal momenta
up to 50 GeV/c). RICH2 (right picture in Fig. 2.24) is placed between the last tracking station
and the first muon station (see Fig. 2.8). Its geometrical acceptance covers an angular region of
about 120 mrad in the vertical plane and 100 mrad in the horizontal plane, the region with most
of the high momentum particles. As radiator it uses CF4 with refraction index n = 1.00046
inside a gap 170 cm thick.
In both the RICH detectors an optical system made of spherical and plane mirrors conveys
the emitted Cherenkov photons on a lattice of photo-detectors (Hybrid Photon Detector, HPD).
The HPD planes are placed out of the detector acceptance (where particle multiplicity is low)
and properly shielded against the residual magnetic field (in particular the HPD’s of RICH1).
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Figure 2.24: Left: schematic layout from a side view of the RICH 1 detector. The Cherenkov
light as emitted by a charged track traversing the Aerogel tiles and the C4F10 radiator is also
drawn. Right: Schematic layout from a top view of the RICH2 detector.
2.4.2 Particle-identification performances
RICH detectors give the information to evaluate the mass-hypothesis likelihood for a given
particle. As Cherenkov photons emitted by a particle are charachterized by the same emission
angle θc, they are expected to form a ring on the HPD plane, with radius proportional to
θc. Thus, given the direction of a particle, it is possible to extrapolate the position of the
corresponding ring centre on the photo detector plane. The distribution of Cherenkov photon
hits on the plane, as a function of the radial distance from the centre, is thus expected to be
peaked around a value (related to θc) and smeared by resolution effects. In this way, fitting
the photon hit positions, it is possible to measure in a simple and fast way θc for each particle.
However, as the main background to the signal comes from photons emitted by other particles,
in LHCb a “global” approach has been developed to measure the mass-hypothesis likelihood of
tracks. Fig. 2.25 shows the Cherenkov angle as a function of track momentum (only for isolated
tracks) with the theoretical expectation superimposed. The straightforward way to the “global”
approach would be to perform a global fit of all Cherenkov photons emitted by all particles,
resulting in a very complex and slow multi-parameter fit, without solving the problem of the
other backgrounds, except that from cross-contamination between tracks.
Instead, for a given set of mass-hypotheses, the probability for a signal photon to be detected
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Figure 14: Reconstructed Cherenkov angle as a function of track momentum in the aerogel,
C4F10 and CF4 radiators. Theoretical curves for each particle type are superimposed.
4.2 Performance with Isolated Tracks
As described above, a reconstructed Cherenkov ring will generally overlap with several others.
However, solitary rings from isolated tracks provide a useful test of the RICH performance,
since the reconstructed Cherenkov angle can be uniquely predicted.
Fig. 14 shows the Cherenkov angle as a function of track momentum utilizing information
from all the three radiators, aerogel, C4F10 and CF4 for isolated tracks selected in data (∼ 2%
of all tracks). As expected, the events distribute themselves into distinct bands according to
their mass. The agreement with theoretical expectations (superimposed curves) demonstrates
the good performance of the RICH reconstruction in the simplified scenario of isolated tracks.
The CF4 data include the eﬀect of the gas scintillation, which creates background photons
populating the plane. The aerogel performance is degraded due to C4F10 absorption (see
Section 3.5), and shows wide bands, however the regions corresponding to π, K and p are
clearly visible. Whilst the RICH detectors are primarily used for hadron identification, it is
worth noting that a distinct muon band can also be observed.
4.3 PID Control Samples
In order to determine the PID performance on data, high statistics samples of genuineK±,π±, p
and p¯ tracks are needed. The gathering of such control samples must be independent of PID
information, which would otherwise bias the result. The strategy employed is to reconstruct,
through purely kinematic selections independent of RICH information, exclusive decays of
particles copiously produced and reconstructed at LHCb.
The following decays, and their charge conjugates, were identified: K0S → π+π−, Λ →
pπ−, D∗+ → D(K−π+)π+. This ensemble of final states provides a complete set of charged
particle types needed to comprehensively assess the RICH’s hadron PID performance. As
demenonstrated in Fig. 15, the K0S, Λ, and D
∗ selections have extremely high purity.
While high purity samples of the control modes can be gathered through purely kinematics
requirements alone, the residual backgrounds present within each must still be accounted for.
19
Figure 2.25: Cherenkov angle as a function of track momentum measured for isolated tracks.
The theoretical expectations for the various particle hyptheses are superimposed.
on a specific pixel is computed. The probability computation is extended including background
sources (such as scattered Cherenkov light and electronic noise) and detector effects (such as
different efficiencies for different HPD’s and edge effects). Then the expected contribution from
all sources is compared with the observed number of photons and a likelihood is calculated.
It is important to note that within this method the change in the likelihood depends only
on mass-hypothesis assigned to the tracks. Only 5 mass-hypotheses are considered for charged
tr cks: electron, muon, pion, kaon and proton. The computation of the likelihood for all possible
hypotheses of all tracks results to be unfeasible. In order to reduce the number of likelihood
evaluation a different strategy is used. An initial value of the likelihood is computed assigning to
all tracks the pion mass-hypothesis. Then for each track in turn the mass-hypothesis is changed
to e, µ, K and p, whilst leaving all the other track hypotheses unchanged. The ma s-hypothes s
change that returns the largest likelihood improvement is found and the mass-hypothesis for that
track is set to its preferred value. The procedure is iterated changing again mass-hypoteses for all
tracks until no improvements in the likelihood is found. Each computed value of the likelihood
is stored in order to be used in the evaluation of the final particle-identification discriminator.
The particle-identification discriminating variable used in LHCb is the so called ∆ logL. The
value of the likelihood is computed changing the mass-hypothesis of a single track, mantaining
all the oth r hypotheses unchanged with respect to the maximum-likelihood s lution. As the
value of the global likelihood can be quite large its logarithm is used. In the end the pion mass-
hypothesis is taken as reference, such that ∆ logL for the pion hypothesis results to be always
0. Then the discrimination between mass-hypotheses is performed on the basis of the difference
of the likelihood logarithm under a generic hypothesis and the pion hypothesis. For example
∆ logLKpi (P ) is the difference between the logarithm of the likelihood under the K hypothesis
and under the pi hypothesis for the particle P :
∆ logLKpi (P ) = logLK (P )− logLpi (P ) , (2.2)
2.4 Identification of charged particles 59
Momentum (MeV/c)
20 40 60 80 100
310!
Ef
fic
ie
nc
y
0
0.2
0.4
0.6
0.8
1
1.2
1.4
) > 0" LL(K - #
) > 5" LL(K - #
 K$K 
 K$ "
 = 7 TeV Datas
LHCb
Figure 17: Kaon identification eﬃciency and pion misidentification rate measured on data as
a function of track momentum. Two diﬀerent ∆logL(K− π) requirements have been imposed
on the samples, resulting in the open and filled marker distributions, respectively.
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Figure 18: Kaon identification eﬃciency and pion misidentification rate measured on Monte
Carlo as a function of track momentum. Two diﬀerent ∆logL(K− π) requirements have been
imposed on the samples, resulting in the open and filled marker distributions, respectively.
K/π separation is, however, extremely robust right up to the highest interaction multiplicities
and thus gives confidence that the current RICH system is suitable for operation at higher
luminosities foreseen in the future.
5 Conclusions
The RICH detector was designed specifically for the physics program of LHCb. It has been in
operation since the end of 2009. The RICH detector has operated with high eﬃciency during
these first 2 years of LHC running. It has demonstrated a performance that is well up to design
specifications and that allows the extraction of physics results in all sector of b and c quarks
decays, in particular of the rare phenomena which may allow to disclose new physics at the LHC.
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Figure 20: Pion misidentification fraction versus kaon identification eﬃciency as measured in
7 TeV LHCb collisi s: (a) as a function of rack multiplicity, and (b) as a function of the
numb r of reconstructed primary vertices.
The performance of the RICH particle identification capability has been studied with the
LHC collisions taken since the startup of the LHC machine. Studies o f the decays of K0, Λ0
and D∗ provide the source of π, K, p identified kinematically for which the RICH identification
performance can be established. The precise alignment and calibration procedures are crucial
to reach the designed performance. The Cherenkov angle resolutions are in good agreement
with the expected design performance for the gas radiators, and still being improved for the
aerogel radiator.
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Figure 2.26: Lef : Efficiency for the identification of kaons (red) and probability for the mis-
identification of pion as kao s (black) s a function of part cle momentum. Solid and empty
points refers to different PID requirements. Right: Efficiency for the identification of protons
(red) and probability for the mis-identification of pions as protons (black) as a function of particle
momentum. Solid and empty points refers to different PID requirements.
thus a large positive value of ∆ logLKpi (P ) translates to a large confidence that the particle P is
a kaon. Performances of RICH detectors in discriminating between mass-hypotheses have been
studied by means of real data samples. Thanks to the high production rate and to their kine-
matic charachteristics, particle decays like K0S → pi+pi−, Λ→ ppi− and D∗+ → D0 (→ K−pi+)pi+
allow to select pure high statistics samples of pions, kaons and protons, without making any use
of RICH detectors. Due to the dependence of θc on particle momentum, also ∆ logL depends on
particle momentum. Fig. 2.26 shows the efficiency (particle exactly identified) and misidentifi-
cation (wrong mass-hypothesis assigned) fraction, as a function of momentum, for pions, kaons
and protons achievable with two different PID requirements.
2.4.3 The calorimeter system
The calorimeter system [77] is used to identify neutral hadrons, ele tr ns and photons, m asuring
their energy. In addition it provides important information for the Lev l-0 trigger (L0-trigger)
evaluati g transverse energy ET of hadrons, photons and electrons
1. It is divided into four
sub-detector:
• Scintillator Pad Detector (SPD);
• Pre-Shower (PS);
• Electromagnetic Calorimeter (ECAL);
• Hadronic Calorimeter (HCAL).
Each sub-detector is divided into regions where differently sized sensors are used. ECAL, PS and
SPD are divided into three regions (inner, middle and outer as shown in Fig. 2.27) while HCAL
1Transverse energy is defined as ET = E ∗ sinθ where E is the cluster energy in the calorimeter and θ is the
polar angle of the cluster.
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Figure 6.21: Lateral segmentation of the SPD/PS and ECAL (left) and the HCAL (right). One
quarter of the detector front face is shown. In the left figure the cell dimensions are given for the
ECAL.
6.2.1 General detector structure
A classical structure of an electromagnetic calorimeter (ECAL) followed by a hadron calorimeter
(HCAL) has been adopted. The most demanding identification is that of electrons. Within the
bandwidth allocated to the electron trigger (cf. section 7.1.2) the electron Level 0 trigger is required
to reject 99% of the inelastic pp interactions while providing an enrichment factor of at least 15
in b events. This is accomplished through the selection of electrons of large transverse energy
ET . The rejection of a high background of charged pions requires longitudinal segmentation
of the electromagnetic shower detection, i.e. a preshower detector (PS) followed by the main
section of the ECAL. The choice of the lead thickness results from a compromise between
trigger performance and ultimate energy resolution [122]. The electron trigger must also reject a
background of π0’s with high ET . Such rejection is provided by the introduction, in front of the
PS, of a scintillator pad detector (SPD) plane used to select charged particles. A thin lead converter
is placed between SPD and PS detectors. At Level 0, the background to the electron trigger will
then be dominated by photon conversions in the upstream spectrometer material, which cannot
be identified at this stage. Optimal energy resolution requires the full containment of the showers
from high energy photons. For this reason, the thickness of ECAL was chosen to be 25 radiation
lengths [123]. On the other hand, the trigger requirements on the HCAL resolution do not impose
a stringent hadronic shower containment condition. Its thickness is therefore set to 5.6 interaction
lengths [124] due to space limitations.
The PS/SPD, ECAL and HCAL adopt a variable lateral segmentation (shown in figure 6.21)
since the hit density varies by two orders of magnitude over the calorimeter surface. A segmenta-
tion into three different sections has been chosen for the ECAL and projectively for the SPD/PS.
Given the dimensions of the hadronic showers, the HCAL is segmented into two zones with larger
cell sizes.
All calorimeters follow the same basic principle: scintillation light is transmitted to a Photo-
Multiplier (PMT) by wavelength-shifting (WLS) fibres. The single fibres for the SPD/PS cells are
read out using multianode photomultiplier tubes (MAPMT), while the fibre bunches in the ECAL
and HCAL modules require individual phototubes. In order to have a constant ET scale the gain in
the ECAL and HCAL phototubes is set in proportion to their distance from the beampipe. Since
the light yield delivered by the HCAL module is a factor 30 less than that of the ECAL, the HCAL
tubes operate at higher gain.
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Figure 2.27: Lateral segmentation of the SPD/PS and ECAL (left) and the HCAL (right). One
quarter of the detector front face is shown. In the left figure the cell dimensions are also given.
is subdivided only into two regions. The size of sensor elements increases going far from the
beam-pipe and the high occupancy region. Such choice is motivated by a compromise between
occupancy (in order to guarantee a good resolution in energy and position of clusters) and the
necessity to mantain a reasonable number of read-out channels. SPD and PS are auxiliary sub-
detectors of ECAL and are placed before it. SPD is used to discriminate between charged and
neutral particles, as the former ones produce light inside the scintillator layers while the latter do
not. The PS is used for a better discrimination betwee electrons and pions both at the tri ger
level and in th oﬄine reconstruction. Both sub-det ctors consist of a scintillator plane and they
are separated by a lead converter layer about 15 mm thick. The total material budget of the
two sub-detectors corresponds to about 2.5-3 radiation lengths. The light produced inside the
scintillator is collected, by wave length shifter optical fibers, on multi-anode photo-multipliers.
The ECAL is a sampling calorimeter realized using Shashlik technology and separated into
different independent modules (a schematic view of an ECAL module is shown in Fig. 2.28).
It is composed of 66 lead converter layers (2 mm thick), each one sandwiched between plastic
scintillator layers 4 mm thick. The total material budget for each module is about 25 radiation
lengths and 1.1 nuclear interacti l ngth . The optical fibers WLS (drawn in green in Fig. 2.28)
cross lo gitudinally the ntire odule and bring light to the read-out photo-multipliers situated
in the backward part of the module. Sizes and number of read-out channels of modules for
different regions are different: the inner region has modules with a section of 4× 4 cm2 with 9
read-out channels per module; the middle region has modules of 6×6 cm2 with 4 channels each;
finally the outer region has 12× 12 cm2 modules with one channle each.
The hadronic calorimeter HCAL has as main purpose the measurement of energies of
hadronic showers that is the main information needed by the Level-0 hadronic trigger. Its
structure is similar to ECAL, but each module is built by layers of scintillators 4 m thick
separated by layers of steal 16 mm thick. The total material budget corresponds to 5.6 nuclear
interaction lengths. M dule sizes are bigger than for ECAL and only wo region are defined:
inner and outer (see Fig. 2.27). In the inner region modules are 13× 13 cm2, while in the outer
region they are 26× 26 cm2.
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Figure 2.28: Left: Assembly of an ECAL module. The lead/scintillator layers are shown. Right:
Assembled ECAL module. The green lines represent the optical fibers conveying the light to
the photo-multipliers.
2.4.4 Performances of the calorimeters system
Performances have been evaluated from several test beam made before the start of the data
taking [78]. Energy resolutions are given by σ (E) /E = (8.5− 9.5)%/√E ⊕ 0.8% for ECAL
and σ (E) /E = (69± 5)%/√E ⊕ (9± 2)% for HCAL. The calibration of ECAL is realized
by reconstructing resonances decaying to two photons like pi0 → γγ and η → γγ. Fig. 2.29
shows the γγ invariant mass spectrum where pi0 and η peaks are clearly visible. Any difference
between photo multipliers response and deposited energy will result in a shift of the reconstructed
invariant mass peak. The reconstruction of pi0’s allows indeed to calibrate the ECAL response
on the basis of the observed mass shift. Calibration of HCAL can be achieved by measuring the
ratio E/p between the energy E as measured in the calorimeter for a hadron with momentum p,
as measured from the tracking system. In Fig. 2.30 the distribution of E/p is shown, comparing
full Monte Carlo simulations with real data. Differences between simulations and the real data
do not exceed 3%.
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Figure 3. ECAL clus-
ter occupancy: (a) be-
fore (b) after energy
flow calibration
bias events). Its basic idea is the smoothing of the map of transverse energy depositions over
detector surface. For each cell correction factor is produced with respect to the mean deposit over
eight neighboring cells. The method does not require any information from other sub-detectors
and uses only the raw energy deposits in detector cells, i.e. it does not depend on Monte Carlo
(MC) based parameters employed in the reconstruction software. All these advantages make
the method very profitable in the early stage of detector operation. However it does not provide
absolute calibration so for the normalization the positions of the net peaks associated with decays
pi0 → γγ and η → γγ were used. Figure 3(a) and figure 3(b) show the maps of ECAL cluster
occupancies before and after energy flow calibration respectively. The resulting smoothing is
clearly seen. Corresponding improvement of the net pi0 peak relative width was from 9.1% to
7.5% while η peak width decreased from 6.1% to 5.4%.
Calibration with neutral pions. The fine calibration of ECAL with pi0 decays is now in
progress. This is an iterative procedure which uses a set of the invariant mass distributions for
combinations of two photon candidates. Such distributions are constructed for each detector
cell in order to detect the pi0 peak. The shift of its position with respect to the 135 MeV/c2 is
used to correct the adjustment of energy scale of given cell. The required amount of statistics
is rather high: for the most peripheral cells it numbers up to 250 millions of interactions.
The specific of LHCb ECAL is that it can not be calibrated by pi0 method in standalone mode
since the measured parameters of par icles are constructs based on the energy depositions and
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Figure 4. Particle signals
reconstructed with the par-
ticipation of the ECAL: (a)
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Figure 2.29: Reconstructed γγ invariant mass obtained from real data. The pi0 → γγ and
η → γγ decay peaks are clearly visible. The superimposed line is the result of a best fit.
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the coordinates of impact points both in PS and ECAL detectors. Also in case of photons both
SPD and tracking system are used to suppress conversions in front of the calorimeter system. PS
is now calibrated with the precision better than 5% [4]. Also various weighting and correction
factors employed in the reconstruction software have been verified and tuned on the first data.
With regard to all these improvements the first cycles of pi0 calibration were performed recently.
The accuracy of ECAL calibration which is presently achieved is on the level of 2÷2.5%.
As the demonstration of present ECAL performance figure 4 shows signals reconstructed with
the participation of ECAL for the following particles: pi0, η, ω and η′ in various decay modes as
well as D0 and J/Ψ. For pi0 → γγ and η → γγ decays where the resolution is defined mostly by
ECAL performance the relative widths of the peaks are 7.1% and 3.4% respectively.
6. Calibration of HCAL
The HCAL calibration is performed on the regular basis with the help of embedded cesium
radioactive source calibration system originally developed for ATLAS TileCal. Two ∼10 mCi
137Cs sources (one per each detector half) are driven by hydraulic system so they traverse each
scintillator tile. The PM response is measured with the help of dedicated system of current
integrators. Relation factors between the value of PM anode current and the measured particle
energy are known from test beam studies, which showed also that this method allows achieving
cell-to-cell inter-calibration level 2÷3%. Such precision is more than enough to fulfill all HCAL
objectives in the LHCb experiment. The source calibration was also cross-checked with energy
flow method which proved that HCAL is currently inter-calibrated with the accuracy better than
4%. As concerns the adjustment of absolute energy scale, its precision is defined mostly by the
uncertainty in the values of source activities which are known with the accuracy of about 10%.
In order to verify the global normalization the basic physics signals are used such as the position
of hadron peak on the distribution of ratios of energy E deposited in HCAL to the particle
momentum p measured by the tracking system. Examples of E/p distributions for HCAL Inner
and Outer section are shown in figure 5(a) and figure 5(b) respectively (full circles). Open circles
represent E/p distributions for MC events. The difference between simulations and data does
not exceed 3%.
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Figure 2.30: Distribution of the ratio E/p as measured by the inner (a) and outer (b) of the
HCAL detector. Both real data measurements (black points) and Monte Carlo simulations (blue
points) are shown.
2.4.5 Muon detectors
Muons with high pT and high impact parameter with respect to the primary vertex are a very
clean signal for triggering events with B-hadrons. Such muons are also utilized in the t gging
algorithm to identify the flavour of the spectator B-hadron produced associated to the signal
B-hadron. Muons are even present as final products in various core analyses of LHCb, like
B0s → J/ψ (µ+µ−)φ, B0 → K∗0µ+µ− and Bs,d → µ+µ−.
The muon detector [79] is composed of five stations (M1,. . . , M5), covering an angular accep-
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Figure 6.46: Side view of the muon system.
Appropriate programming of the L0 processing unit (see section 7.1.2) allows the muon trig-
ger to operate in the absence of one station (M1, M4 or M5) or with missing chamber parts, al-
though with degraded performance (worse pT resolution).
The layout of the muon stations is shown in figure 6.47. Each Muon Station is divided into
four regions, R1 to R4 with increasing distance from the beam axis. The linear dimensions of the
regions R1, R2, R3, R4, and their segmentations scale in the ratio 1:2:4:8. With this geometry,
the particle flux and channel occupancy are expected to be roughly the same over the four regions
of a given station. The (x,y) spatial resolution worsens far from the beam axis, where it is in any
case limited by the increase of multiple scattering at large angles. The right part of figure 6.47
shows schematically the partitioning of the station M1 into logical pads and the (x,y) granularity.
Table 6.5 gives detailed information on the geometry of the muon stations.
Simulation
A complete simulation of the muon system was performed using GEANT4. Starting from the
energy deposits of charged particles in the sensitive volumes, the detector signals were created and
digitized taking into account detector effects such as efficiency, cross-talk, and dead time as well as
effects arising from pile-up and spill-over of events occurring in previous bunch crossings [167].
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Figure 2.31: Scheme of the muon syst m from a side view.
tance of ±300 mrad in the horizontal plane and ±200 mrad in the vertical plane, corresponding
to a geometrical efficiency of about 46% for the detection of muons coming from B-hadr ns. The
first muon station M1 is placed before the calorimeter system in order to avoid possible multiple
scattering effects from the calorimeter material budget, that can modify the muon trajectory.
M2-M5 ar placed after the hadronic calorim ter and are separated by iron planes 80 cm thick
as depicted in Fig. 2.31.
Each muon station is subdivided into four regions (R1-R4) with increasing distance and
segmen ation from the beam-pipe, in a ratio of 1 : 2 : 4 : 8 (see Fig. 2.32). With this geometry
the charged particle occupancy is expected to be more or less the same in each region. Multi-
Wire Proportional Chambers (MWPC) are used for all regions except the inner region of station
M1 where the expected particle rate exceeds safety limits for ageing. In this region triple-GEM
detectors are used. Multi-wire chambers have a structure with four overlapped gaps, in order
to increase the detection efficiency for the single hit, each one 5 mm thick and with a distance
between wires of about 2 m (see Fig. 2.33). The total number of chambers used to build the
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Figure 6.47: Left: front view of a quadrant of a muon station. Each rectangle represents one
chamber. Each station contains 276 chambers. Right: division into logical pads of four chambers
belonging to the four regions of stationM1. In each region of stations M2-M3 (M4-M5) the number
of pad columns per chamber is double (half) the number in the corresponding region of station M1,
while the number of pad rows per chamber is the same (see table 6.5).
A realistic simulation of the detector occupancy requires the detailed description of the cav-
ern geometry and of the beam line elements and the use of very low energy thresholds in GEANT4.
The CPU time needed for such a simulation would be prohibitive for the stations M2–M5 inter-
leaved with iron filters. The strategy chosen to overcome this problem was therefore to generate
once for all a high statistics run of minimum bias events with low thresholds. The distributions of
hit multiplicities obtained were parametrized and then used to statistically add hits to the standard
LHCb simulated events. The latter were obtained by running GEANT4 at higher thresholds and
with a simplified geometry of the cavern and the beam line [168]. Simulated events have been ex-
tensively used to evaluate the rates in the various detector regions in order to establish the required
rate capabilities and ageing properties of the chambers and to evaluate the data flow through the
DAQ system [169]. At a luminosity of 2×1032 cm−2 s−1 the highest rates expected in the inner
regions of M1 and M2 are respectively 80 kHz/cm2 and 13 kHz/cm2 per detector plane. In the de-
tector design studies, a safety factor of 2 was applied to the M1 hit multiplicity and the low energy
background in stations M2-M5 has been conservatively multiplied by a factor of 5 to account for
uncertainties in the simulation.
Detector technology
The LHC bunch crossing rate of 40MHz and the intense flux of particles in the muon system [169]
impose stringent requirements on the efficiency, time resolution, rate capability and ageing char-
acteristics of the detectors, as well as on the speed and radiation resistance of the electronics.
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Figure 2.32: Left: front view of a quadrant of a muon station. Each rectangle represents one
chamber. Right: segme tation of four chambers belo ging to the four regions of station M1.
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Figure 6.51: Exploded schematic view of a chamber showing the various elements.
Figure 6.52: Cross section of a wire chamber showing the four gas gaps and the connection to the
readout electronics. SPB: Spark Protection Board; CARDIAC: FE Electronics Board. In this case
the hardwired OR forming the two Double Gaps (see text) is achieved in the SPB.
inside the Faraday cage to minimize electrical pickup. The HV is brought in through a custom-
made multipin connector and multiconductor cable. LVDS shielded cables are used for signal
transmission and control.
The general design and construction is the same for all chambers and is discussed in detail
in [183].
Chamber construction
Given the large number of chambers, the production was distributed among six production sites. A
great effort went into ensuring that all those sites had equivalent facilities and tooling, albeit with
some flexibility. The same stringent quality criteria and test protocols were adopted throughout to
ensure a constant quality of the produced chambers.
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Figure 6.57: Schematic cross section of a
triple-GEM detector showing the most rele-
vant elements and dimensions (see text).
Figure 6.58: Exploded view of a triple-GEM
detector.
Design
The triple-GEM detector, which consists of three gas electron multiplier (GEM) [193–195] foils
sandwiched between anode and cathode planes, can effectively be used as tracking detector
with good time and position resolution. A cross section of the detector, showing the different
elements and their physical dimensions, is shown in figure 6.57. An exploded view is presented in
figure 6.58.
The ionisation electrons, produced in the drift gap between the cathode and the first GEM
foil, are attracted by electric fields through the three GEM foils where they are multiplied. Once
they cross the last GEM foil they drift to the anode in the induction gap, giving rise to an induced
current signal on the pads.
Prototype tests have shown that the fast Ar/CO2/CF4(45 : 15 : 40) gas mixture allowed to
achieve a time resolution better than 3 ns, to be compared with the time resolution of ∼10 ns ob-
tained with the standard Ar/CO2 (70:30) gas mixture [196].
Another improvement in time performance has been obtained by optimizing the detector
geometry. Mechanical considerations indicate that a minimum distance of 1mm should be kept
between GEM foils. The size of the drift gap gD is large enough to guarantee full efficiency
for charged tracks. The first transfer gap gT1 is kept as small as possible to avoid that primary
electrons produced in the same gap give rise to a signal over threshold. The second transfer gap
gT2 is larger than the first one to let the diffusion spread the charge over more holes and then lower
the discharge probability. The induction gap gI is kept as small as possible to maximize the signal
fraction integrated by the amplifier.
The best values of the gap fields and of the voltage across the GEM foils were determined
experimentally by optimizing time resolution versus discharge probability and are typically ED =
3.5 kV/cm, ET = 3.5 kV/cm and EI = 5 kV/cm and V1 = 440V, V2 = 430V, V3 = 410V. The anode
pad printed circuit board is such that the pad to pad distance is 0.6mm and the pads are surrounded
by a ground grid of 0.2mm thickness to suppress cross-talk.
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Figure 2.33: Left: schematic view of a MWPC showing the various elements. Right: schematic
cross section of a triple-GEM detector showing the most relevant elements and dimensions.
muon detector is 1380. The triple-GEM detector consists of three gas electron multiplier (GEM)
foils sandwiched between anode and cathode planes (see Fig. 2.33).
2.4.6 Performances of the muon-ID algorithm
The algorithm for muon-ID in the hardware trigger starts from hits in the M3 station. For
each hits a straight line is extrapolated to the interaction region defining a “field of interest”,
that takes into account also the magnetic field kick, around such a trajectory. In order to
identify a muon coincidence in all five muon stations and inside the field of interest are required.
The muon identification algorithm for physics analysis starts from long and downstream tracks,
extrapolated from the T stations to all the muon stations. Hits found inside a region of interest
around the extrapolated trajectory are then fitted together to form a muon track. In order to
flag the track as a muon it is required to have hits in M1-M3 if its momentum is between 3
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Figure 2.27: Comparison of the muon identification performance on early data, both oﬄine
and in the trigger.
providing muon identification in the early data is documented in reference [115] and
its performance on the data taken during 2010 in reference [116]. The oﬄine algorithm
starts with long tracks and downstream tracks which are extrapolated from the final T
station to each of the muon stations. A field of interest defined in the stations where the
track is expected to pass, hits found in these regions are fitted as a muon track. The
minimum momentum required of the tracks is 3 GeV, although tracks with a momentum
less than 3.5 GeV and 4.5 GeV in M4 and M5 respectively are removed. This is because
the probability of a muon reaching these stations with such a low momenta is negligible.
This algorithm creates tracks with an ISMUON flag which is used as a basis to form
more complex muon likelihoods and as a starting point for physics analyses [115].
The muon identification performance is quantified in data using J/ψ → µ+µ− to
measure the muon eﬃciency and K0S → π+π− for the mis-ID rate [106]. The muon
eﬃciencies from the oﬄine analysis and after the L0 and HLT-1 trigger stages are
presented in Figure 2.27. These results from the data taken during 2010 compare well
with the most recent simulation and show the muon identification is performing well.
2.4.5 Data Acquisition and Experiment Control
The Online System [91, 96, 117] is the computing infrastructure at IP8 that is used to
manage all of the detector control systems and support infrastructure; the readout and
Figure 2.34: Left: muon identification efficiency as a function of the particle momentum, ob-
tained from the study of J/ψ → µ+µ− decays. Performances obtained from real data (black) and
Monte Carlo simulations (red) are shown. Right: muon trigger efficiency on the J/ψ → µ+µ−
decau as a function of the transverse momentum of the J/ψ.
and 3.5 GeV/c, to have hits in M1-M4 if its momentum is between 3.5 and 4.5 GeV/c and to
have hits in all the five station if its momentum is higher than 4.5 GeV/c. Complex algorithms
are then used to assign a muon likelihood to each muon track that is then used as particle
identification dis riminator. Performances of muon-ID algorithm have been studied by means
of J/ψ → µ+µ− decays in order to evaluate the efficiency and K0S → pi+pi− decays in order to
evaluate mis-identification probability. Fig. 2.34 shows the muon identification efficiency from
oﬄine analysis and after the hardware and software trigger stages.
2.5 The LHCb trigger
As already said in previous chapters the production cr ss sections of bb [69] and cc [80] pairs
are small with respect to the inelastic cross section. In addition, the capabilities to store data
are limited by technological and cost constraints. Thus the LHCb trigger is required to be very
efficient in accepting signals, rejecti g most of the background events. The only way achieve
the required efficiency and purity of the stored sample is to subdivide the trigger system into
different levels. The LHCb trigger system is divided into three levels as shown in Fig. 2.35. The
earliest trigger level (Level-0 or L0) is based on custom electronics and is designed to perform a
first filtering, taking events with a maximum input rate of 40 MHz and sending them to the next
trigger level at a maximum rate of about 1 MHz. Second (High Level Trigger 1 or HLT1) and
third (High Level Trigger 2 or HLT2) trigger levels are software based and they perform a full
reconstruction of the events on a dedicated computing farm. HLT1 filters heavy hadron events
in an inclusive way and reduces the rate of accepted events to about 50 kHz. HLT2 is based
on the same software used by HLT1 but it performs an exclusive selection of beauty and charm
decays quite close to the final oﬄine selections. The output of HLT2 is sent to mass storage at
a rate of bout 3 kHz.
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Figure 2.35: Structure of the LHCb trigger. The L0, HLT1 and HLT2 with their algorithms and
output rates are reported.
2.5.1 The Level-0 Trigger
The L0 exploits fast detectors, able to provide valuable information without performing com-
plicated reconstruction algorithms. The basic strategy is to measure transverse momentum of
electrons, photons, hadrons and muons. The system utilizes three independent systems running
in parallel.
Electron/photon trigger: it uses the electromagnetic calorimeter ECAL and the auxiliar
PS and SPD detectors (to discriminate between charged and neutral particles). Custom
electronic boards are programmed to measure energy of the electromagnetic showers, iden-
tifying those with highest transverse energy. An event is accepted if at least one cluster
with transverse energy greater than a given threshold is present;
Hadronic trigger: it uses the information of HCAL. It works like the electron/photon trigger,
accepting events with at least one hadronic cluster with transverse energy higher than a
given threshold;
Muon trigger: it uses information coming from the hits in the five muon chambers. Muon
segments are reconstructed dividing the muon chambers in fields of interest and connecting
hits in the same field of interest from different chambers. The reconstructed tracks are
then extrapolated to the proton-proton interaction region and a value for the transverse
momentum of the muon is evaluated. Events are accepted if at least one muon candidate
has a transverse momentum greater than a threshold; also a line allowing to select muon
pairs is used, asking for muon pairs with the product of transverse momentum exceeding
a given threshold.
Data taking conditions during 2010 and 2011 have been quite different from what planned
during the design. In particular the mean number of interactions per bunch crossing has been
approximatively four times the design level. This brought an increase in the number of primary
vertices and tracks in each event. In addition the event size to be transfered to the second trigger
level resulted to be higher. As a consequence both online and oﬄine reconstruction and the data
transfer timing for high occpuancy events overcame the capabilities of the DAQ and of the oﬄine
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reprocessing of LHCb. In order to cope with these difficulties a system to reject high occupancy
events has been developed at the L0 trigger level. The very fast response of SPD detector allows
to use it to roughly estimate the number of charged particles in the event satisfying the timing
requirements of the Level-0 trigger. Events are accepted only if the number of hits in the SPD
is less than 600. The final trigger decision is taken by an electronic module name L0 Decision
Unit, that collects all the information and performs the OR of the three subsystem decisions.
Events are accepted when at least one of the subsystems gives a positive decision.
2.5.2 The High Level Trigger
For events passing the Level-0 trigger, the full set of detector information is transferred to the
Event Filter Farm (EFF), composed of about 1000 multi-core computing nodes, where the High
Level Trigger (HLT) is run. The HLT is a software based C++ application performing a fast full
reconstruction of events. Actually up to about 26000 copies of online reconstruction applications
can run concurrently in the EFF. The HLT is divided in two steps: HLT1 and HLT2.
2.5.2.1 HLT1
Before the track reconstruction of the event is performed, the HLT1 algorithm makes a first
selection of events based on the detector occupancy. Events with high occupancy (espectially in
the OT sub-detector) could take much more than the average allowed processing time of ∼ 25
ms to be reconstructed. Thus events with OT occupancy larger than 20% are rejected, allowing
to avoid the throttling of the HLT process with a small loss in efficiency. For remaining events
the reconstruction strategy is a consequence of the following considerations:
• High mass of B hadrons and their production processes imply that the particles com-
ing from B hadron decays have a large momentum (p) and transverse momentum (pT )
compared with light-quark hadrons originating from the PV;
• The average decay length of B hadrons produced in the LHCb acceptance is ∼ 1 cm so
that their decay products will have a large impact parameter (IP ) with respect to their
PV.
• each B hadron decay has at least one final state particle characterized by large p, pT and
IP ;
• the VELO reconstruction is fast enough to allow a full 3D pattern recognition and PV
finding to be performed for all events entering the HLT;
• the full reconstruction can be performed only for a limited number of tracks due to limited
time.
The last two points bring to the choice of subdividing the reconstruction into two steps. In
the first step VELO tracks and PV are reconstructed. VELO tracks are selected asking for
large impact parameters with respect to the closest PV and for a minimum number of hits in
the VELO. In order to kill as much as possible ghost tracks the expected number of hits in the
VELO for each track is performed considering the track direction and its first hit in the detector.
If the difference between the expected number of hits and the number of hits used to reconstruct
the tracks is greater than a certain threshold the track is rejected. Cut values changed several
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times during 2010 but during 2011 they have been stable. As a reference the cut values used
in the 2011 trigger are: IP > 125 µm, number of hits greater than 9 and difference between
expected and observed hits less than 3. The number of VELO tracks selected by this first step
allows to perform the full forward reconstruction without exceeding the timing limit. Forward
reconstructed tracks are then selected asking for minimal p and pT requirements further reducing
their number. Remaining tracks are then fitted using a bi-directional Kalman filter with outlier
removal, in order to obtain an oﬄine-quality value for the track χ2 as well as an oﬄine-quality
covariance matrix at the first state of the track, allowing a cut on the IP significance squared
(χ2 (IP )). Cut on χ2 (IP ) is very efficient in rejecting background from the primary vertex and
track χ2 is very efficient in rejecting ghosts.
2.5.2.2 HLT2
The lower input rate to HLT2 allows to perform the bi-directional Kalman filter on all the tracks
in the event passing a minimal requirement of p > 5 GeV/c and pT > 0.5 GeV/c. In this way
it is possible to proceed to the full reconstruction of beauty and charm hadron decays with
an almost oﬄine-like reconstruction quality. HLT2 filtering is mainly based on three inclusive
selections, so-called topological lines. In addition few dedicated lines for the core analyses of
LHCb are used.
The main strategy of topological line is to build multibody candidates in the following way:
two input particles are combined to form a two-body object; another input particle is added to
the two body object to form a three-body object, and so on; the kaon mass hypothesis is assigned
to all particles. Thus an n-body candidate is formed combining a (n − 1)-body candidate and
a particle (saving CPU time with respect to combining directly n particles). Only a particle
satisfying a cut on the distance of closest approach (DOCA) can be added to form a (n + 1)-
body candidate. When a 2-body object is built, a DOCA < 0.15 mm cut is imposed for the
object to either become a 2-body candidate or to become the seed for a 3-body candidate.
When a 3-body object is made by combining a 2-body object and another particle, another
DOCA < 0.15 mm cut is imposed for the object to either become a 3-body candidate or input
to a 4-body candidate. This DOCA is of the 2-body object and the additional particle, not
the maximum DOCA of the three particles. This greatly enhances the efficiency of the HLT2
topological lines (in particular on B → DX decays) and saves CPU time. In addition to the
topological lines, HLT2 contains a set of lines which exploit tracks which have been identified
as muons. Dimuon candidates are formed and, depending on their mass, cuts are applied on
the flight distance and pT of the dimuon candidate. Single muon candidates are accepted either
requiring large pT , or a combination of χ
2 (IP ) and pT cuts.
2.6 Computing
The availability of computing resources is a key factor in a modern High Energy Physics (HEP)
experiment. In particular the amount of data delivered by LHC and thus collected by the ex-
periment can not be processed inside one computing center alone. In addition the distribution
of data to various storage centres guarantees the possibility to have various backup copies of
data. The baseline LHCb computing model is based on a distributed multi-tier regional centre
model denominated WLCG [81]. The LHCb computing model is centrally controlled by the
DIRAC [82] framework (Distributed Infrastructure with Remote Agent Control) and in partic-
2.6 Computing 69
ular by a version of DIRAC specifically designed for the LHCb collaboration. The principal
DIRAC functionality are the Workload Management System (WMS), the Data Management
System (DMS) and the Transformation Management System (TMS). WMS exploit the now
widely used concept of Pilot Agents, allowing an efficient allocation of computing resources.
DMS manage in a versatile way the routine distribution tasks. TMS is built on top of the
Workload and Data Management services, providing an automated data driven submission of
processing jobs. A workload monitoring service allows an on-time monitoring of resource usage
and of storage system status. The event filtered by the EFF are sent to the storage of the
CERN Tier-0. At this level data contains only the information of the detector itself, like hits
in the tracking system, response of the calorimeter read-out, the hits on the HPD plane of the
RICH system and are denominated RAW data. From the Tier-0 storage RAW data are copied
to different Tier-1’s where they will be processed. Data are transferred dependently on the
available storage at the various Tier-1’s. The next stage consists in data reconstruction, where
RAW files are processed downloading them directly to the worker node where the process will
run. Reconstruction consists in providing physical quantities out of the detector information:
track trajectories and momentum, primary vertex coordinates, energy of calorimeter clusters,
mass-hypothesis likelihood for the tracks. The output of the reconstruction phase is a new
data type, the so called SDST. SDST’s do not contains all the detector information, but just
the reconstructed physical quantities. The pattern recognition algorithms in the reconstruction
program make use of calibration and alignment constants to correct for any temporal changes in
the response of the detector, its electronics and in its movements. Such information are stored
into distributed databases, continously updated by online monitoring of detector response. The
computing model plan periodical reprocessings of collected data during the year, in order to uti-
lize more precise calibration and alignment information obtained from off-line reprocessed data.
The next stage of the computing system consists of a preselection of events named “Stripping”.
The output of this stage will be used for the physics analysis, thus is necessary to mantain it
available on disk. The amount of disk space required by the full LHCb data sample would be too
much expensive. In addition the fraction of events useful for each single analysis inside the total
sample is very small. Thus the “Stripping” stage runs loose selections on the collected data sam-
ple, filtering the sample and creating the candidates that will be used in the final analysis. The
events that pass the selection criteria will contain the candidates, the information of the recon-
struction phase and also the RAW data relative to each event, in order to have as detailed event
information as needed for the analysis. Because of this the output file are named (full) DST.
“Stripping” selections are divided into physics macro areas of interest denominated “streams”
(BHADRON, LEPTONIC,CHARM,...). As the stripping output from each SDST+RAW file
could contain very few selected events, files are merged up to a dimension of about 5 GB for
each final merged DST. In addition, in order to facilitate the access to interesting events, merged
DST are separated according to “streams”, i.e. they contain only events filtered by a sub-group
of selections. A schematic explanation of the process is shown in Fig. 2.36. For what concerns
simulated data, the processing phases are the same described above, but with small differences.
Simulated RAW data (MC-RAW) are produced from a detailed description of the LHCb detec-
tor incorporating the current best understanding of detector reponse, trigger response and dead
material. MC-RAW data contain simulated hit information and extra “truth” information. The
truth information is used to record the simulated particles in the event and their relationship
with hits in the detector. Such truth information are carried through all the processing step
in order to use it during final analysis. The main difference with respect to real data is that
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Figure 2.36: Schematic view of the “Reconstruction”, “Stripping” and “Merging” steps of the
data processing as described in the text.
Process Data Type CPU (HS06·s/evt) Storage (kB/evt)
Data Taking RAW − 50
Reconstruction SDST 25 40
Stripping DST 1.75 130
Simulation DST 1700 400
Table 2.1: Computing resources needed for the processing of a single event at each step as
observed during the first half of 2011.
trigger and stripping responses are just used to flag events, without rejecting it in case of non
affermative answer from selection algorithms. In order to save storage space also production
with trigger and stripping in “rejection” mode are planned. Another difference with respect to
real data processing is that all the steps except “merging” are executed one after the other on
the same worker node, saving the output of intermediate steps temporarily on the local worker
node disk. Because of the presence of “truth” information inside the data, simulated files are
bigger than real data files. As for real data processing, simulated data are produced almost
continuously during the year, using updated information on detector response and alignment,
stored inside distributed database. Final DST’s (both from real and simulated data) are meant
for user analysis, thus they need to be stored on disk for a faster and more efficient access.
RAW and SDST files, instead, are transferred to magnetic tape support after the creation of
the corresponding DST in order to save disk space. In order to facilitate calibration, alignment
and comparison of performance between different processings of data, at least the last two cor-
responding DST’s are mantained on available on disk. In Tab. 2.1 are reported the computing
resources needed to process and store a single event at each step, as observed during the first
half of 2011 activity.
Chapter 3
CP violation in B0
(s)
→ Kpi decays
using 2010 data
In this chapter we present an analysis performed using the data collected by LHCb during 2010 at
a center of mass energy of 7 TeV. The data sample is composed of the full Reco08-Stripping12
BHADRON stream for both magnet polarities, and corresponds to an integrated luminosity∫ Ldt ' 37 pb−1. We report measurements of the direct CP asymmetries in the B0 → Kpi and
B0s → piK decays, defined in terms of decay rates as
ACP (B
0 → Kpi) = Γ(B¯
0 → K−pi+)− Γ(B0 → K+pi−)
Γ(B¯0 → K−pi+) + Γ(B0 → K+pi−) (3.1)
and
ACP (B
0
s → piK) =
Γ(B¯0s → pi−K+)− Γ(B0s → pi+K−)
Γ(B¯0s → pi−K+) + Γ(B0s → pi+K−)
. (3.2)
3.1 Event selection
3.1.1 Stripping
The events used for this analysis are those passing by the Hb2ChargedBody stripping line. This
stripping line implements an inclusive pre-selection of B → h+h′− candidates, with no require-
ments on the identity of the daughter particles, i.e. without using information provided by the
Particle Identification (PID) sub-detectors.
The first step of the stripping pre-selection consists of applying some filter criteria to each
charged track in the event, in particular cutting on (the small roman numerals in parentheses
indicate the corresponding entries in Tab. 3.1):
• the transverse momentum of the track (i);
• the smallest impact parameter of the track computed with respect to all the reconstructed
primary vertices (ii);
• the reduced χ2 of the track reconstruction (iii).
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Figure 3.1: Sketch of the two-body B meson decay topology.
These three simple criteria provide a reduction of the number of track combinations to process
in the subsequent steps.
Before fitting the two tracks to a common vertex, for each pair of oppositely charged tracks
we perform a further reduction of the sample by cutting on:
• the invariant mass of the two tracks, assuming the pion-mass hypothesis for each track
(iv);
• the distance of closest approach between the two tracks (v);
• the larger of the transverse momenta of the two tracks (vi);
• the larger of the smallest impact parameters of the two tracks computed with respect to
all the reconstructed primary vertices (vii);
Finally, the surviving pairs are fitted to a common vertex and a B hadron candidate is
defined. On this candidate we apply the last set of cuts on:
• the invariant mass, again calculated assuming the pion-mass hypothesis for each track,
but using momenta adjusted by the common vertex fit (viii);
• the impact parameter of the B candidate, in order to constrain its direction of flight to
point to the primary vertex (ix);
• the distance of flight, i.e. the distance between the primary and secondary vertices (x).
A graphical representation of the decay topology is shown in Fig. 3.1. The values of the stripping
cuts are summarized in Tab. 3.1.
3.1.2 Oﬄine selection
An oﬄine selection is applied to the events that pass the stripping line to further refine the data.
A set of kinematic selection cuts is imposed, and then particle identification cuts are applied to
the two final state tracks, in order to disentangle the various B → h+h′− decay modes.
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ID Cut type Accepted regions
i Track pT [GeV/c] > 0.7
ii Track IP [µm] > 80
iii Track χ2/d.o.f. < 5
iv mh+h′− [GeV/c
2] [4.5, 6.5]
v Distance of closest approach [µm] < 80
vi max(ph
+
T , p
h′−
T ) [GeV/c] > 2.4
vii max(IP h, IP h
′−
) [µm] > 200
viii mB [GeV/c
2] [4.8, 5.8]
ix IPB [µm] < 60
x LB [mm] > 1.8
Table 3.1: Summary of stripping cuts used in the Hb2ChargedBody line. The index in the first
column refers to the steps of the pre-selection algorithm, as described in the text.
3.1.2.1 Kinematic selection
The values of the oﬄine kinematic selection cuts have been determined with the aim of mini-
mizing the expected uncertainty on ACP (B
0 → K+pi−) or ACP (B0s → pi+K−). It is possible to
estimate this uncertainty without explicitly performing the maximum likelihood fit, as explained
in the following.
In presence of a signal and a background source, using the invariant mass as a discriminating
variable, the relevant p.d.f. can be written as:
f(m | ~α, ~β, p) = p · s(m | ~α) + (1− p) · b(m | ~β), (3.3)
where m is the invariant mass, s(·) and b(·) are p.d.f.’s which describe the signal and background
components respectively, ~α and ~β are vectors of parameters determining the shapes of s(·) and
b(·), and p is the fraction of signal events. Given a sample of N events, the likelihood function
is
L =
N∏
i=1
f(mi | ~α, ~β, p). (3.4)
Under some general regularity conditions, the likelihood function tends asymptotically to
a multi-variate Normal distribution in the ~α, ~β, and p parameters as the number of events
increases. The covariance matrix is given by the inverse of the Fisher Information Matrix
(FIM), calculated at the maximum ~ˆθ ≡ (~ˆα, ~ˆβ, pˆ), divided by the square root of the number of
events in the sample:
L → G
(
~ˆθ; I
(
~ˆθ
)−1
/
√
N
)
, (3.5)
where G denotes the multi-variate Gaussian and I
(
~ˆθ
)
is the FIM.
The ij-th element of the FIM can be calculated analytically as[
I
(
~ˆθ
)]
ij
= −
∫
f
(
m | ~ˆθ
) ∂2
∂θi∂θj
log f
(
m | ~ˆθ
)
dm. (3.6)
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By calculating the FIM it is then possible to estimate the statistical error that a fit would
return on a given parameter, without the need of carrying out the fit itself. This is given by
σ(θi)
√
N =
[
I
(
~ˆθ
)−1]
ii
, (3.7)
i.e. the sensitivity on the parameter of interest θi times the square root of the total number of
events is given by a calculable function of the parameters at the likelihood maximum, and in
particular of the fraction of signal events pˆ. Once this function is determined, it can be used as
a score function to identify a set of cut values which minimizes the statistical error σ(θi).
For many practical purposes, it is difficult to calculate the FIM, but this is not strictly
necessary. The most relevant effect of the event selection is to modify the value of the fraction
of signal events pˆ at the likelihood maximum, without affecting in a significant way the other
parameters ~ˆα and ~ˆβ. This is particularly true for physical parameters like CP asymmetries, while
it is a valid approximation for other nuisance parameters, like mass mean values and resolutions,
background mass exponential slopes, etc.. For this reason, the FIM calculated at the maximum
of the likelihood function can be well approximated as a function of the fraction of signal events
pˆ only. This dependence can be determined by means of toy Monte Carlo studies, where the
value of pˆ is varied in steps and maximum likelihood fits to toy samples with a fixed total number
of events N are made in order to determine the expected sensitivity σ(θi).
The predicted sensitivities for ACP (B
0 → K+pi−) and ACP (B0s → pi+K−) determined by
using this technique, as a function of the fraction of signal events pˆ, are shown in Fig. 3.2.
Note that the interesting range for pˆ in the bottom plot of Fig. 3.2 is restricted to low values.
This is because here the background includes also the B0 → K+pi− decay, which is irreducible
irrespective of any set of selection cuts, having the same final state signature of the B0s → pi+K−
decay.
In order to avoid biases in the choice of optimal selection cuts with this procedure, we have
used full Monte Carlo samples of B0 → K+pi− and B0s → pi+K− signal events1 passing the
pre-selection, while combinatorial background events were extracted from the right sideband
of the pre-selected real data mass spectrum, where no other background source is expected to
contribute. In this way the optimization has been performed without using any information on
signal events from data.
We have determined two sets of cuts, optimized to reject combinatorial background events,
with the aim of achieving the best sensitivity on ACP (B
0 → K+pi−) or on ACP (B0s → pi+K−).
For this purpose, we have first defined a suitable set of variables to use in the selection, and
then we have defined a lattice of cut values with fixed spacing. We have varied the cut values
over all the points of the lattice, at each step counting the number of signal and background
events passing the selection and calculating the fraction of signal events. By using the functions
depicted in Fig. 3.2 we were then able to estimate at each step the statistical error either on
ACP (B
0 → K+pi−) or on ACP (B0s → pi+K−).
We chose the two sets of cuts providing the best sensitivity on the two parameters of interest.
Note that the custom approach of employing
√
S +B/S ≡ 1/(p√N), as a score function to be
minimized, is equivalent to approximating the functions of Fig. 3.2 with a simple hyperbolic
1The simulated samples for all the studies in this thesis were produced with Gauss v39r0, Boole v21r9, Moore
v10r2 and Brunel v37r8p5. The simulation was made with an average number of proton-proton interactions per
crossing ν = 2.5. The trigger configuration was TCK 0x2e002a.
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Figure 3.2: Predicted statistical errors times the square root of the sample statistics for
ACP (B
0 → K+pi−) (top) and ACP (B0s → pi+K−) (bottom), as a function of the fraction of
signal events pˆ.
behaviour 1/p. Although this is not dramatically far from the correct behaviour, it can be shown
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that the approach here described leads to better sensitivities with respect to adopting the usual√
S +B/S, but this is beyond the scope of this thesis.
There are two relevant aspects to be addressed:
• the relative normalization between signal and combinatorial background events must be
determined, and this involves the estimation of the number of signal and combinatorial
background events which are present in the real data pre-selected sample;
• in order to employ Monte Carlo signal events in the procedure, the validity of the Monte
Carlo description of the distributions of selection variables and their correlations must be
checked on data.
To determine the number of B0 → K+pi− signal events in the pre-selected sample, we applied
on that sample a pair of simple PID cuts: ∆ logLKpi > 5 to select kaons and ∆ logLKpi < −5 to
select pions (see Sec. 3.2 for the definition of these variables). Then we performed an unbinned
maximum likelihood fit, modeling the mass lineshape as in the following:
• one Gaussian has been used for the B0 → K+pi− decay, and one Gaussian for the B0s →
pi+K− decay;
• the combinatorial background has been modeled with an exponential function;
• the contribution of partially reconstructed 3-body B decays has been described by means
of the p.d.f.
f(m) = A ·
[
m′
√
1− m
′2
m20
Θ(m0 −m′) ec·m′
]
⊗G(m−m′; σ), (3.8)
where A is a normalization factor, Θ(·) is a step function, m0 and c are two parameters
governing the shape of the distribution, ⊗ stands for convolution product and G(·) is a
Gaussian resolution function of width σ, whose value is in common with that of the width
of the signal model.
The result of the fit is shown in Fig. 3.3. The number of B0 → K+pi− events determined by
the fit is νKpi = 1527± 105. The total number of such events present in the pre-selected sample
before the PID cuts were applied can be obtained once the efficiency of the PID cuts is known.
This efficiency has been determined with the technique described in Sec. 3.2, yielding in this
case Kpi ' 0.45. Hence, we estimate the total number of B0 → K+pi− events present in the pre-
selected sample to be about 3400. We did not determine an error to associate to this number, as
this is irrelevant for our purposes. The number of B0s → pi+K− events was estimated by assuming
the ratio fs BR(B
0
s→pi+K−)
fd BR(B0→K+pi−) measured by CDF [48], yielding about 3400 · 0.071 ' 240 events.
Finally, to estimate the number of combinatorial background events present in the pre-selected
sample, we performed a simple exponential fit to the right sideband mass spectrum, within the
range 5.6 GeV/c2 < mKpi < 5.8 GeV/c
2. The Kpi or piK mass hypotheses were chosen by using
the simple requirement that the value of ∆ logLKpi of one track must be greater than that of
the other track, to decide which of the two is the kaon candidate. Extrapolating the number of
events in such a sideband to the mass window between 4.9 GeV/c2 and 5.8 GeV/c2 we got about
267000 events. With these estimates of the total number of B0 → K+pi−, B0s → pi+K− and
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Figure 3.3: Mass spectrum under the Kpi mass hypothesis, from pre-selected events where the
PID requirements ∆ logLKpi > 5 and ∆ logLKpi < −5 have been used to identify kaon and pion
candidates, respectively. The curve represents the result of an unbinned maximum likelihood fit
to the data set.
Cut type Accepted regions
Track pT [GeV/c] > 1.1
Track IP [µm] > 150
Track χ2/d.o.f. < 3
max(ph
+
T , p
h′−
T ) [GeV/c] > 2.8
max(IP h, IP h
′−
) [µm] > 300
pBT [GeV/c] > 2.2
tpipi [ps] > 0.9
Table 3.2: Summary of oﬄine selection cuts optimized for the best sensitivity on ACP (B
0 →
K+pi−).
combinatorial background events present in the pre-selected sample, the relative normalizations
are determined.
The two optimal sets of kinematic cuts for the oﬄine selection are summarized in Tabs.
3.2 and 3.3. The oﬄine selection algorithm follows a similar path as the one used in the pre-
selection, but some of the cuts have been tightened while other new cuts have been added, i.e. a
cut on the transverse momentum of the B candidate pBT and on the lifetime of the B candidate,
calculated under the pipi hypothesis tpipi.
In order to check that the Monte Carlo reproduces well the distributions of selection variables
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Cut type Accepted regions
Track pT [GeV/c] > 1.2
Track IP [µm] > 200
Track χ2/d.o.f. < 3
max(ph
+
T , p
h′−
T ) [GeV/c] > 3
max(IP h, IP h
′−
) [µm] > 400
pBT [GeV/c] > 2.4
tpipi [ps] > 1.2
Table 3.3: Summary of oﬄine selection cuts optimized for the best sensitivity on ACP (B
0
s →
pi+K−).
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Figure 3.4: Mass spectrum under the pipi hypothesis for real data events which survived the set of
cuts of Tab. 3.2, with the result of a maximum likelihood fit superimposed. The three individual
components (signal, combinatorial background and 3-body bockground) are also shown.
and their correlations, we performed a fit of the mass spectrum assuming the pipi hypothesis for
real data events which survived the set of cuts of Tab. 3.2. The p.d.f.’s of the signal and
of the combinatorial background components have been modeled by a single Gaussian and an
exponential function respectively. The 3-body background at the left of the mass peak has been
parameterized with the function given in Eq. (3.8). The mass spectrum with the result of the
unbinned maximum likelihood fit superimposed is shown in Fig. 3.4. Such a fit selects inclusively
different decay modes. The dominating ones are B0 → K+pi−, B0 → pi+pi− and B0s → K+K−.
Then, by using the sPlot technique [85], we determined from data the distributions of kinematic
variables of signal events. Fig. 3.5 shows the comparison of Monte Carlo and data distributions
of the kinematic variables used in the event selection. At the same time we determined from
data also the correlations amongst the kinematic variables of signal events. Fig. 3.6 shows the
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Figure 3.5: Comparison of Monte Carlo (B0 → K+pi− decays, black dots) and data (inclusive
sample of various modes as explained in the text, red dots) distributions of the kinematic vari-
ables used in the event selection: minimum pT (top left), minimum IP (top right), maximum pT
(middle left), maximum IP (middle right), B candidate pBT (bottom left), B candidate lifetime
under the pipi hypothesis tBpipi (bottom right).
corresponding Monte Carlo and data linear correlation matrices. Despite the fact that in the
Monte Carlo only one of the various trigger configurations of the 2010 run was simulated, a good
agreement between Monte Carlo and data is observed within the current statistical errors.
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Figure 3.6: Linear correlation matrices amongst the kinematic variables used in the event se-
lection, as determined from Monte Carlo simulations (B0 → K+pi− decays, top) and real data
(inclusive sample of various modes as explained in the text, bottom).
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K+pi− PID cuts for ACP (B0 → K+pi−) pi+K− PID cuts for ACP (B0s → pi+K−)
∆ logLKpi(h+) > 0 ∆ logLKpi(h+) < −7
∆ logLKpi(h−) < 0 ∆ logLKpi(h−) > 7
∆ logLpK(h+) < 5 ∆ logLpK(h+) < 5
∆ logLppi(h−) < 5 ∆ logLppi(h−) < 5
Table 3.4: PID cuts applied for the identification of the K+pi− mass hypothesis for the mea-
surement of ACP (B
0 → K+pi−) and of the pi+K− mass hypothesis for the measurement of
ACP (B
0
s → pi+K−). The charge conjugated hypotheses require h+ and h− to be exchanged.
3.1.2.2 Final state selection
The B → h+h′− sample passing the kinematic event selection is then subdivided into different
final states using the PID capabilities of the two RICH sub-detectors. In particular we employed
the quantities ∆ logLKpi and ∆ logLppi, or their difference ∆ logLKpi when appropriate. A
discussion on these quantities can be found in Sec. 3.2.
While to determine the best set of kinematic cut values we employed the technique described
in the previous section, the choice of optimal cuts for the PID observables was guided by different
considerations. In constrast to the combinatorial and 3-body backgrounds, whose amounts
can be determined by maximum likelihood fits using only the invariant mass as discriminating
variable, it is very difficult to do the same with the cross-feed backgrounds for a given B → h+h′−
channel. Such backgrounds are due to all the other charmless two-body decays where one or
both the final state particles have been mis-identified. This is because their mass lineshapes
are typically peaked around the nominal masses of the decaying B’s, with appropriate shifts
due to the usage of incorrect masses of the daughter particles, and in general such peaks are
buried under the signal peaks of the decays of interest. The sizes of such peaking backgrounds
can be fixed by determining the yields of all the B → h+h′− decays by means of maximum
likelihood fits made with the correct mass hypotheses, and then multiplying such yields by the
appropriate ratios of PID efficiencies. For example, in order to determine how many B0 → pi+pi−
are present in the K+pi− mass spectrum, we can first perform a fit to the pi+pi− mass spectrum
using PID cuts which identify the pi+pi− final state, so determining the B0 → pi+pi− signal yield,
and then we can multiply this yield by the ratio of PID efficiencies εKpi/εpipi. But in order to
extract such yield from the pi+pi− spectrum, we have to include the B0 → K+pi− decay as a
cross-feed background in the fit. In other words, we need to perform a simultaneous fit of all
the mass spectra under the various mass hypotheses, and determine signal yields and cross-feed
backgrounds of any decay mode to all the other modes.
The guiding principle to identify the two appropriate sets of PID cut values for the Kpi mass
hypotheses, individually for the measurements of ACP (B
0 → K+pi−) and ACP (B0s → pi+K−),
has been to limit the total amount of cross-feed backgrounds present under the B0 → K+pi− and
B0s → pi+K− mass peaks to the same level of the corresponding combinatorial background. For
all the other modes, namely B0 → pi+pi−, B0s → K+K−, Λb → ppi− and Λb → pK−, we adopted
instead a unique set of exclusive PID cuts. The two sets of cuts for the Kpi mass hypothesis are
reported in Tab. 3.4, while the adopted cuts for the other mass hypotheses are given in Tab.
3.5. It can be noted that the adopted cuts identify mutually exclusive samples for each mass
hypothesis.
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pi+pi− K+K− pK− ppi−
∆ logLKpi(h+) < −3 ∆ logLKpi(h+) > 3 ∆ logLpK(h+) > 5 ∆ logLpK(h+) > 10
∆ logLKpi(h−) < −3 ∆ logLKpi(h−) > 3 ∆ logLKpi(h−) > 3 ∆ logLKpi(h−) < −3
∆ logLppi(h+) < 5 ∆ logLpK(h+) < 5 ∆ logLppi(h+) > 5 ∆ logLppi(h+) > 10
∆ logLppi(h−) < 5 ∆ logLpK(h−) < 5 ∆ logLpK(h−) < 5 ∆ logLppi(h−) < 5
Table 3.5: PID cuts applied for the identification of the pi+pi−, K+K−, pK− and ppi− mass
hypotheses (for the p¯K+ and p¯pi+, h+ and h− must be exchanged in the last two columns).
3.2 Calibration of particle identification
The calibration of PID observables is one of the crucial aspects of this analysis. As we use the
same set of kinematic cuts to select all the various B → h+h′− channels, the only difference
in selecting each decay mode is due to cuts on PID variables. Hence, in order to determine
the amount of background for a given channel, due to all the other channels where at least one
particle has been mis-identified, the relative efficiencies of the PID selection cuts employed to
identify the specific final state of interest play a key role.
3.2.1 Method
The discrimination of charged pions, kaons and protons is essentially based on the information
provided by the two RICH sub-detectors. The variable that is commonly employed to discrim-
inate between different particle hypotheses in LHCb is denoted as ∆ logLij , that for a given
track is defined as:
∆ logLij = logLi − logLj , (3.9)
where Li and Lj are the likelihoods for particle hypotheses i and j respectively, and i and j,
in our case, stand for charged pi, K or p. Note that for three types of final state particles, a
complete set of independent PID variables is composed of only two elements, e.g. ∆ logLKpi
and ∆ logLKp, since the third possibility ∆ logLppi can be calculated as the difference between
the two.
The high production rate of charged D∗ mesons at the LHC and the kinematic characteris-
tics of the D∗+ → D0(K−pi+)pi+ decay chain (and its charge conjugate) make such events an
ideal calibration sample for particle identification studies of kaons and pions. In addition, for
calibrating the RICH response for protons, a sample of Λ → ppi− decays can be used. In both
cases, no use of PID information needs to be made in selecting the samples, as the selection
of highly pure final states can be realized by means of kinematic cuts alone. In this analysis
we used D∗ calibration samples selected by the StripDstarNoPIDsWithD02RSKPiLine stripping
line (about 770.000 events), and Λ calibration samples selected by the Lam0Line 1, Lam0Line 2
and Lam0Line 3 stripping lines (about 400.000 events).
However, there are some issues which need to be addressed:
• The response of the RICH sub-detectors is obviously dependent on the momentum p of
the particles, and it can be shown that also other kinematic variables play a role, due
to acceptance effects of the RICH system, such as the transverse momentum pT . Since
production and decay kinematics of the D0 → K−pi+ and Λ → ppi− channels differ from
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Figure 3.7: Comparison of momentum distributions for pions (top left), kaons (top right) and
protons (bottom) between real data calibration samples and oﬄine selected B0 → K+pi− and
Λb → ppi− Monte Carlo samples. The distributions are normalized to the same area.
that of B → h+h′− decays (see Figs. 3.7 and 3.8), the distributions of ∆ logLij variables
are different as well, as shown in Fig. 3.9. For this reason an appropriate reweighting
procedure must be put in place.
• An additional complication comes from the fact that the momenta and transverse mo-
menta of the positive and negative particles in B → h+h′− decays exhibit non negligible
correlations (see Fig. 3.10). For this reason, in the most accurate approach which aims
to take such correlations into account, the reweighting procedure should be applied using
simultaneously the momenta and transverse momenta of both the final state particles, thus
enlarging the dimensionality of the problem.
• Two PID variables like ∆ logLKpi and ∆ logLppi, as well as their difference ∆ logLKp, are
themselves correlated (see Fig. 3.11), hence their simultaneous calibration is also required,
if one aims to identify a given particle by employing simultaneous cuts on both variables.
All these considerations translate into the following equation, where we have chosen as an
example the pair of PID variables suitable for discriminating the pipi final state from final states
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Figure 3.8: Comparison of transverse momentum distributions for pions (top left), kaons (top
right) and protons (bottom) between real data calibration samples and oﬄine selected B0 →
K+pi− and Λb → ppi− Monte Carlo samples. The distributions are normalized to the same area.
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Figure 3.9: Comparison of Monte Carlo ∆ logLKpi distributions for true pions (left) and kaons
(right) from calibration D0 → K−pi+ decays and oﬄine selected B0 → K+pi− decays. The
distributions are normalized to the same area.
with kaons and protons:
f
(
∆ logL+Kpi, ∆ logL+ppi, ∆ logL−Kpi, ∆ logL−ppi, p+, p−, p+T , p−T
)
= (3.10)
= g+
(
∆ logL+Kpi, ∆ logL+ppi | p+, p+T
) · g− (∆ logL−Kpi, ∆ logL−ppi | p−, p−T ) ·
· h (p+, p−, p+T , p−T ) .
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Figure 3.10: Linear correlation matrix for momenta and transverse momenta of positive and
negative particles from oﬄine selected B0 → K+pi− Monte Carlo events.
which expresses the joint p.d.f. f(·) of PID observables, momenta and transverse momenta of
the daughter particles in terms of two conditional p.d.f.’s g+(·) and g−(·), determined from the
calibration samples, and a joint p.d.f. h(·) of the momenta and transverse momenta themselves.
Note that g+(·) and g−(·) are in general different functions, which coincide only when the positive
and negative daughters have the same identity.
Then it is clear that, in order to determine f(·), one needs to know the p.d.f. of momenta
and transverse momenta of the B → h+h′− final state particles surviving the kinematic oﬄine
selection, denoted as h(·), which is a priori unknown. We can employ full Monte Carlo simula-
tions to obtain such p.d.f., but this can be done only after having verified that the Monte Carlo
simulation reproduces reasonably well the momentum and transverse momentum distributions
observed in real data, albeit within the limited statistical sensitivity achievable with the few
thousand signal events currently available.
Using the same procedure as described in Sec. 3.1, we have determined the distribution of
momenta and tranverse momenta for oﬄine selected events, inclusively for all the B → h+h′−
signal events under the Gaussian mass peak (see Fig. 3.4). Fig. 3.12 shows the comparison of
such distributions obtained from Monte Carlo simulations and real data, while Fig. 3.13 shows
the linear correlation matrix amongst the momenta and transverse momenta of the daughters
obtained from real data (this plot is the real data analogue of the one shown in Fig. 3.10,
and should be compared with that). Within the current statistics, these results demonstrate
a substantial agreement between Monte Carlo simulations and real data, in particular for the
most sensitive variable concerning the PID calibration, i.e. the momentum p.
Albeit the agreement between kinematic distributions of Monte Carlo simulation and real
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Figure 3.11: ∆ logLppi versus ∆ logLKpi for pions (top left), kaons (top right) and protons
(bottom) from real data calibration samples.
data samples is quite satisfactory (see also Figs. 3.5 and 3.6), it is worth mentioning that the
same consideration does not hold for ∆ logL distributions of calibration channels, as can be seen
in Fig. 3.14.
Efficiencies for a given set of PID cuts can be calculated by integrating the joint p.d.f. given
in Eq. (3.10), or its analogues depending on the particle hypotheses under considerations, over
the whole momentum and transverse momentum ranges, and over the desired ranges of ∆ logL
variables. In order to perform such integration, we have used a simple Monte Carlo technique, by
generating events according to the joint p.d.f. and then counting the number of events with the
appropriate ∆ logL values exceeding or not the desired thresholds. The number of generated
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Figure 3.13: Linear correlation matrix for momenta and transverse momenta of positive and
negative particles from oﬄine selected B0 → K+pi− events.
events was always equal to the number of events used to define the p and pT distributions
employed in the reweighting procedure. The results are presented in the following sub-section.
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Carlo and real data D0 decays.
3.2.2 Validation and results
The PID calibration procedure has been first validated using D∗ and Λ Monte Carlo calibration
samples. We used such samples to calculate the efficiencies of the cuts, reported in Tabs. 3.6
and 3.7, for the various B → h+h′− surviving the oﬄine selection. In this way we can compare
the calculated efficiencies with the ones determined directly using the corresponding B → h+h′−
Monte Carlo ∆ logL values. As an illustrative example, in Fig. 3.15 we also show a comparison
of the ∆ logLKpi and ∆ logLppi distributions for pions from B0 → K+pi− decays, obtained using
the reweighting procedure or determined from full Monte Carlo simulations.
The agreement is generally good when only kaons and pions are involved, i.e. when the
calibration sample in use is the D∗ one, while the agreement is significantly worse for final states
with protons. This is because protons from the Λ calibration sample have a limited coverage
of the phase space in p and in particular pT , as is apparent in Figs. 3.7 and 3.8, hence the
reweighting is unable to correctly match the p and pT distributions of protons from Λb decays.
The predicted efficiencies for events passing the oﬄine selections optimized for ACP (B
0 →
K+pi−) and ACP (B0s → pi+K−), now using real data D∗ and Λ calibration samples, can be found
in Tabs. 3.8 and 3.9 respectively. These will be the reference efficiencies that we will use in the
remainder of this chapter. By comparing these efficiencies with those given in Tabs. 3.6 and
3.7, we can see that the PID efficiencies determined by means of full Monte Carlo simulations
are quite different from those measured in data, as was already shown in Fig. 3.14.
To conclude this section, we also checked the stability of the efficiencies by replacing the
Monte Carlo momentum and transverse momentum distributions used in the reweighting pro-
cedure with distributions extracted from real data with the sPlot techique already described.
The results are reported in Tabs. 3.10 and 3.11. For comparison, in the same tables we reported
also the corresponding efficiencies from Tabs. 3.8 and 3.9.
3.3 Instrumental and production asymmetries
The possible presence of asymmetries arising from the different production rate of B and B¯
mesons in proton-proton collisions, or asymmetries induced by detector topology and event
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pi+pi− K+K− Kpi ppi− pK−
MC MCR MC MCR MC MCR MC MCR MC MCR
B0 → pi+pi− 57.1(4) 54.5(4) 0.10(2) 0.07(1) 20.9(4) 22.2(4) 0.37(5) 0.36(5) 0.04(1) 0.04(1)
B0s → K+K− 0.01(1) 0.01(1) 65.5(5) 63.8(5) 12.7(3) 12.3(3) 0.003(2) 0.002(1) 1.7(1) 2.2(1)
B0
(s)
→ K+pi− 0.67(3) 0.69(3) 2.33(6) 2.26(5) 79.8(3) 78.7(3) 0.15(1) 0.21(2) 0.31(6) 0.41(7)
B¯0
(s)
→ pi+K− 0.67(3) 0.69(3) 2.33(6) 2.26(5) 1.15(4) 1.13(4) 0.004(2) 0.003(2) 0.66(3) 0.87(3)
Λb → ppi− 0.09(4) 0.9(1) 0.17(5) 0.43(8) 11.5(4) 14.0(5) 57.8(9) 46.0(8) 2.3(2) 2.4(2)
Λ¯b → pi+p¯ 0.09(4) 0.9(1) 0.9(1) 0.43(8) 0.32(7) 0.38(8) 0.01(1) 0.01(1) 0.02(1) 0.12(4)
Λb → pK− 0.01(1) 0.02(1) 6.2(3) 12.0(4) 1.2(1) 1.0(1) 0.57(9) 0.58(9) 70(1) 63(1)
Λ¯b → K+p¯ 0.01(1) 0.02(1) 6.2(3) 12.0(4) 1.8(2) 2.1(2) 0.02(1) 0.02(1) 0.03(1) 0.14(5)
Table 3.6: Efficiencies (in %) of PID cuts, for the various mass hypotheses, for events passing
the oﬄine selection optimized for ACP (B
0 → K+pi−). The values in the MC columns are the
efficiencies determined from B → h+h′− Monte Carlo simulations, while those in the MCR
columns are the efficiencies predicted from reweighting the D∗ and Λ Monte Carlo calibration
samples. The values in parentheses represent the statistical errors on the last digit due to the
statistics of Monte Carlo simulations (MC columns) or to the statistics used in the Monte Carlo
integration (MCR columns).
pi+pi− K+K− Kpi ppi− pK−
MC MCR MC MCR MC MCR MC MCR MC MCR
B0 → pi+pi− 57.7(5) 55.4(5) 0.08(2) 0.10(2) 0.91(9) 0.77(8) 0.43(6) 0.43(6) 0.04(1) 0.02(1)
B0s → K+K− 0.01(1) 0.01(1) 65.5(5) 63.8(5) 0.17(4) 0.14(4) 0.004(3) 0.004(3) 1.8(1) 2.1(1)
B0
(s)
→ K+pi− 0.67(3) 0.74(4) 2.31(6) 2.20(6) 48.2(3) 50.2(3) 0.15(2) 0.23(2) 0.031(7) 0.05(1)
B¯0
(s)
→ pi+K− 0.67(3) 0.74(4) 2.31(6) 2.20(6) 0.002(1) 0.002(1) 0.005(3) 0.003(2) 0.63(3) 0.80(3)
Λb → ppi− 0.08(4) 0.6(1) 0.14(5) 0.30(8) 3.8(3) 9.6(4) 58(1) 45(1) 2.2(2) 2.5(2)
Λ¯b → pi+p¯ 0.08(4) 0.6(1) 0.14(5) 0.30(8) 0.02(1) 0.02(1) 0.02(1) 0.02(1) 0.02(1) 0.08(4)
Λb → pK− 0.02(1) 0.03(1) 6.0(4) 11.5(5) 0.02(1) 0.02(1) 0.6(1) 0.7(1) 70(1) 64(1)
Λ¯b → K+p¯ 0.02(1) 0.03(1) 6.0(4) 11.5(5) 0.15(6) 0.5(1) 0.02(1) 0.03(1) 0.02(1) 0.36(9)
Table 3.7: Efficiencies (in %) of PID cuts, for the various mass hypotheses, for events passing
the oﬄine selection optimized for ACP (B
0
s → pi+K−). The values in the MC columns are the
efficiencies determined from B → h+h′− Monte Carlo simulations, while those in the MCR
columns are the efficiencies predicted from reweighting the D∗ and Λ Monte Carlo calibration
samples. The values in parentheses represent the statistical errors on the last digit due to the
statistics of Monte Carlo simulations (MC columns) or to the statistics used in the Monte Carlo
integration (MCR columns).
reconstruction, as well as due to strong interactions of final state particles with the detector
material, need to be taken into account when passing from the observed asymmetries to the
physical CP asymmetries.
Instrumental charge asymmetries
Here we describe method and results of a study aimed to measure such effects on real data,
using high statistics samples of D∗+ → D0(K−pi+)pi+, D∗+ → D0(K+K−)pi+ and D∗+ →
D0(pi+pi−)pi+, and D0 → K−pi+ decays (plus their charge conjugate modes). The combination
of the integrated CP raw asymmetries of all these decay modes is necessary to disentangle
the various contributions to the raw asymmetries of each mode. The presence of open charm
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Figure 3.15: Comparison of ∆ logLKpi (left) and ∆ logLppi (right) distributions for pions from
B0 → K+pi− decays: determined using the reweighting procedure (red dots) or from full Monte
Carlo simulations (blue dots).
pi+pi− K+K− K+pi− ppi− pK−
B0 → pi+pi− 45.2(4) 0.29(3) 27.0(4) 1.03(8) 0.34(5)
B0s → K+K− 0.17(2) 50.7(4) 21.2(4) 0.04(1) 3.9(2)
B0(s) → K+pi− 2.70(6) 4.02(7) 68.2(3) 0.42(2) 0.17(1)
B¯0(s) → pi+K− 2.70(6) 4.02(7) 2.30(5) 0.026(6) 1.92(5)
Λb → ppi− 2.9(2) 0.49(9) 14.0(5) 44.1(8) 4.8(3)
Λ¯b → pi+p¯ 2.9(2) 0.49(9) 0.9(1) 0.03(2) 0.27(6)
Λb → pK− 0.08(4) 8.1(4) 1.9(2) 2.9(2) 55.4(9)
Λ¯b → K+p¯ 0.08(40 8.1(4) 4.0(3) 0.06(3) 0.20(5)
Table 3.8: Efficiencies (in %) of PID cuts, for the various mass hypotheses, predicted for real data
events passing the oﬄine selection optimized for ACP (B
0 → K+pi−). The values in parentheses
represent the statistical errors on the last digit due to the statistics used in the Monte Carlo
integration.
production asymmetries arising from the primary proton-proton interaction and the subsequent
hadronization phase constitutes an additional complication which needs to be considered. The
technique we are going to describe has been succesfully used in Ref. [88], although in that case
there was no need to include production asymmetry effects.
For each of the decay modes mentioned before, we can write the following set of equations
relating the observed raw asymmetries to the physical CP asymmetries:
ARAWCP (Kpi)
∗ = ACP (Kpi) +AD(pis) +AD(Kpi) +AP (D∗), (3.11)
ARAWCP (KK)
∗ = ACP (KK) +AD(pis) +AP (D∗), (3.12)
ARAWCP (pipi)
∗ = ACP (pipi) +AD(pis) +AP (D∗), (3.13)
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pi+pi− K+K− K+pi− ppi− pK−
B0 → pi+pi− 45.3(4) 0.29(3) 2.5(1) 1.08(9) 0.36(5)
B0s → K+K− 0.18(3) 50.9(5) 2.2(1) 0.03(1) 3.9(2)
B0(s) → K+pi− 2.73(7) 4.02(8) 38.1(3) 0.38(3) 0.17(2)
B¯0(s) → pi+K− 2.73(7) 4.02(8) 0.021(6) 0.019(6) 1.82(6)
Λb → ppi− 2.8(2) 0.5(1) 6.1(4) 43.3(9) 3.6(3)
Λ¯b → pi+p¯ 2.8(2) 0.5(1) 0.06(4) 0.08(4) 0.30(8)
Λb → pK− 0.13(5) 7.6(4) 0.06(4) 3.2(3) 54(1)
Λ¯b → K+p¯ 0.13(5) 7.6(4) 1.7(2) 0.02(1) 0.15(6)
Table 3.9: Efficiencies (in %) of PID cuts, for the various mass hypotheses, predicted for real data
events passing the oﬄine selection optimized for ACP (B
0
s → pi+K−). The values in parentheses
represent the statistical errors on the last digit due to the statistics used in the Monte Carlo
integration.
pi+pi− K+K− K+pi−
MC sPlot MC sPlot MC sPlot
B0 → pi+pi− 45.2(4) 41(1) 0.29(3) 0.4(1) 27.0(4) 29(1)
B0s → K+K− 0.17(2) 0.15(7) 50.7(4) 48(1) 21.2(4) 21(1)
B0(s) → K+pi− 2.70(2) 3.3(3) 4.02(7) 4.0(3) 68.2(3) 62(1)
B¯0(s) → pi+K− 2.70(2) 3.3(3) 4.02(7) 4.0(3) 2.30(5) 2.9(3)
Table 3.10: Efficiencies (in %) of PID cuts, for some of the relevant mass hypotheses, predicted
for real data events passing the oﬄine selection optimized for ACP (B
0 → K+pi−). The MC and
sPlot columns contain the efficiencies calculated by reweighting in p and pT with distributions
from Monte Carlo simulations and real data, respectively. The values in parentheses represent
the statistical errors on the last digit due to the statistics used in the Monte Carlo integration.
and
ARAWCP (Kpi) = ACP (Kpi) +AD(Kpi) +AP (D
0), (3.14)
pi+pi− K+K− K+pi−
MC sPlot MC sPlot MC sPlot
B0 → pi+pi− 45.3(4) 44(2) 0.29(3) 0.3(1) 2.5(1) 3.2(5)
B0s → K+K− 0.18(3) 0.13(7) 50.9(5) 50(1) 2.2(1) 2.8(5)
B0(s) → K+pi− 2.73(7) 2.9(4) 4.02(8) 4.3(4) 38.1(3) 36(1)
B¯0(s) → pi+K− 2.73(7) 2.9(8) 4.02(8) 4.3(4) 0.021(6) 0.04(3)
Table 3.11: Efficiencies (in %) of PID cuts, for some of the relevant mass hypotheses, predicted
for real data events passing the oﬄine selection optimized for ACP (B
0
s → pi+K−). The values
in parentheses represent the statistical errors on the last digit due to the statistics used in the
Monte Carlo integration.
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where
• ARAWCP (Kpi)∗, ARAWCP (KK)∗, ARAWCP (pipi)∗ and ARAWCP (Kpi) are the respective D0 → h+h′−
integrated raw asymmetries (the “*” denotes the D∗ tagged decays);
• ACP (Kpi), ACP (pipi), ACP (KK) are the physical CP asymmetries;
• AD(Kpi) is the instrumental charge asymmetry in reconstructing K+pi− and K−pi+ final
states, which is mainly due to the different strong interaction cross-sections between posi-
tive and negative kaons, as strong interactions may take place while the final state particles
traverse the detector material, as well as to the left-right asymmetry of the detector;
• AD(pis) is the analogue of AD(Kpi), but for the pion originated from the D∗ decays (also
referred to as “slow pion” due to its lower momentum, with respect to the D0 daughter
particles);
• AP (D0) and AP (D∗) are the production asymmetries for prompt D0 and D∗ mesons,
respectively.
It is useful to express the instrumental charge asymmetry in terms of two distinct contributions:
AD(Kpi) = AI(Kpi) +AR(Kpi) (3.15)
and
AD(pis) = AI(pis) +AR(pis), (3.16)
where AI(Kpi) and AI(pis) are the asymmetries due to the different strong interaction cross-
sections with the detector material of K+pi−/K−pi+ and pi−s /pi+s final state particles, while
AR(Kpi) and AR(pis) are asymmetries arising from the presence of a left-right detector and
possibly reconstruction asymmetry.
The distinction between AI and AR turns out to be useful because they exhibit different
behaviors under the inversion of the magnetic field polarity. There is no reason to expect that
AI changes its value inverting the magnetic field, as the difference in the interaction lenghts seen
by the positive and negative particles for opposite polarities can be safely considered negligible.
Instead, the nature of AR leads to the expectation that this quantity inverts its sign when the
magnetic field is inverted, if one neglects a small effect due to the different beam crossing angles
in the two field configurations, i.e.:
AR(Kpi)
↑ = −AR(Kpi)↓ (3.17)
and
AR(pis)
↑ = −AR(pis)↓. (3.18)
In order to verify that this is an effective assumption, Fig. 3.16 shows the dependence of
ARAWCP (Kpi) as a function of the azimuthal angle ϕ of the decaying D
0, separately for data
samples acquired for the two magnet polarities. As is apparent, each of the two distributions is
incompatible with a flat dependence on ϕ, exhibiting a clear modulation. Nevertheless, as shown
in Fig. 3.17, if one takes the average of the two distributions, the dependence on ϕ becomes flat
with great accuracy over the whole ϕ range.
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Figure 3.16: ARAWCP (Kpi) as a function of the azimuthal angle ϕ of the decaying D
0, for up (left)
and down (right) polarities of the magnetic field. The azimuthal angle ϕ is limited from 0 to pi
because the two bottom quadrants of the detector have been integrated together with the two
upper quadrants. The straight line is the result of a χ2 fit with a constant term.
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Figure 3.17: Bin-by-bin average of the two plots shown in Fig. 3.16. The straight line is the
result of a χ2 fit with a constant term.
This confirms the validity of Eq. (3.17), since specializing Eq. (3.14) for the two magnet
polarities as in the following:
ARAWCP (Kpi)
↑ = ACP (Kpi) +AI(Kpi) +AR(Kpi)↑ +AP (D0), (3.19)
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ARAWCP (Kpi)
↓ = ACP (Kpi) +AI(Kpi)−AR(Kpi)↑ +AP (D0), (3.20)
and then summing these two equations, only quantities that do not have any dependence on ϕ
remain, i.e.: (
ARAWCP (Kpi)
↑ +ARAWCP (Kpi)
↓
)
/2 = ACP (Kpi) +AI(Kpi) +AP (D
0). (3.21)
In conclusion, the final set of relevant equations kept distinct for the two up and down
magnet polarities, where for convenience we write again Eqs. (3.19) and (3.20), is:
ARAWCP (Kpi)
↑∗ = ACP (Kpi) +AI(pis) +AR(pis)↑ +AI(Kpi) +AR(Kpi)↑ +AP (D∗), (3.22)
ARAWCP (KK)
↑∗ = ACP (KK) +AI(pis) +AR(pis)↑ +AP (D∗), (3.23)
ARAWCP (pipi)
↑∗ = ACP (pipi) +AI(pis) +AR(pis)↑ +AP (D∗), (3.24)
ARAWCP (Kpi)
↑ = ACP (Kpi) +AI(Kpi) +AR(Kpi)↑ +AP (D0), (3.25)
ARAWCP (Kpi)
↓∗ = ACP (Kpi) +AI(pis)−AR(pis)↑ +AI(Kpi)−AR(Kpi)↑ +AP (D∗), (3.26)
ARAWCP (KK)
↓∗ = ACP (KK) +AI(pis)−AR(pis)↑ +AP (D∗), (3.27)
ARAWCP (pipi)
↓∗ = ACP (pipi) +AI(pis)−AR(pis)↑ +AP (D∗) (3.28)
and
ARAWCP (Kpi)
↓ = ACP (Kpi) +AI(Kpi)−AR(Kpi)↑ +AP (D0). (3.29)
Once the raw asymmetries are measured, employing external measurements of the CP phys-
ical asymmetries, this system of equations allows to extract unambiguously a set of quantities,
notably including the D0 production asymmetry and the various instrumental asymmetries AI
and AR described above.
Data sample and extraction of raw CP asymmetries
The data sample was composed of the full Reco08-Stripping12 CHARM stream for both magnet
polarities. The data were selected using the stripping line DstarForPromptCharm for the D∗+ →
D0(h+h′−)pi+ modes and the line D02HHForPromptCharm for the D0 → K−pi+ mode. For the
latter, to avoid double counting, all events which were used to reconstruct D∗+ → D0(K−pi+)pi+
decays were discarded while reconstructing D0 → K−pi+ decays.
In order to extract the raw CP asymmetry of the D0 → K−pi+ decay, we performed a binned
likelihood fit of the K−pi+ and K+pi− mass spectra. The fit was complicated by the fact that the
data sample had to be subdivided into four subsamples acquired using different triggers. The
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largest part of the available data has been acquired using triggers which tightly cut off the events
present in the mass peak sidebands (Hlt2CharmTF2BodySignal and Hlt2CharmOSTF2Body). As
the sidebands were not available, the data acquired with these triggers alone did not allow
to estimate the amount of combinatorial background under the mass peak. However, other
trigger lines had been foreseen without such requirement (Hlt2CharmTF2BodyWideMass and
Hlt2CharmOSTF2BodyWideMass), albeit they are heavily prescaled. The amount of combinatorial
background could be extracted from the events which fired these triggers. Schematically, four
exclusive categories can be identified. They are composed of:
• events which fired the Hlt2CharmTF2BodyWideMass trigger (TFWM);
• events which fired the Hlt2CharmOSTF2BodyWideMass trigger (OSTFWM);
• events which fired the Hlt2CharmTF2BodySignal trigger, but not the
Hlt2CharmTF2BodyWideMass trigger (TF);
• events which fired the Hlt2CharmOSTF2Body trigger, but not the
Hlt2CharmOSTF2BodyWideMass trigger (OSTF).
Only TOS (triggered on signal) events were used. For the TF category, we accepted events
which had a reconstructed D0 mass within the window 1.855 GeV/c2 < MD0 < 1.880 GeV/c
2,
that is a region with flat HLT2 acceptance, i.e. far enough from the HLT2 cuts in order to
avoid smearing effects due to the HLT2 mass resolution. For the same reason, in the case of the
OSTF category we accepted only events which had a reconstructed D0 mass within the window
1.844 GeV/c2 < MD0 < 1.880 GeV/c
2.
The signal mass peaks were modeled as the sum of two Gaussians convolved with a component
accounting for final state QED radiation processes [90, 91]. The resulting signal component of
the p.d.f. was given by
g(m) = A
[
Θ(µ−m′) (µ−m′)s]⊗G2(m−m′; f1, σ1, σ2), (3.30)
where A is a normalization factor, Θ(·) is a step function, µ is the mean mass, G2(·) is the
sum of two Gaussians, and the symbol ⊗ stands for convolution product. The combinatorial
background was instead modeled by a simple exponential p.d.f..
We made a joint fit of the TFWM and the TF categories, where the average mass µ, the
fraction of the first Gaussian f1 and the two widths σ1 and σ2 and the raw CP asymmetry
ARAWCP (Kpi) were common parameters. Similarly, a separate joint fit was made for the OSTFWM
and OSTF categories. The mass plots for each of the four categories, with the result of the fits
superimposed, are shown in Figs. 3.18 and 3.19.
For the three decays D∗+ → D0(K−pi+)pi+, D∗+ → D0(K+K−)pi+ and D∗+ →
D0(pi+pi−)pi+ (plus charge conjugates), we performed maximum likelihood fits using as discrimi-
nating observable the variable MD∗−MD0 +MPDGD0 , where MD∗ and MD0 are the reconstructed
D∗ and D0 invariant masses respectively, and MPDGD0 is the central value of the current D
0
mass world average. The latter term gives simply a constant shift not bringing any additional
information, but we find it useful for plotting purposes.
In this case, the restricted D0 mass window imposed by the Hlt2CharmTF2BodySignal and
Hlt2CharmOSTF2Body triggers does not pose particular problems, as the distribution of MD∗ −
MD0 +M
PDG
D0 is practically unaffected by the D
0 mass cut. Here, for each final state hypothesis,
we subdivided the data sample into two categories:
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Figure 3.18: D0 → K−pi+ (plus charge conjugate) mass spectra with the results of the maximum
likelihood fit superimposed, for data acquired with up polarity of the magnetic field. The four
plots are for the TFWM category (top left), the TF category (top right) and the OSTFWM
category (bottom left) and the OSTF category (bottom right), see text for their definition.
• events which fired the Hlt2CharmTF2BodySignal trigger, where in addition we requested
the MD0 mass to be within the range 1.855 GeV/c
2 < MD0 < 1.880 GeV/c
2, or which
fired the Hlt2CharmTF2BodyWideMass trigger (TF∗);
• events which fired the Hlt2CharmOSTF2Body trigger, where in addition we requested the
MD0 mass to be within the range 1.844 GeV/c
2 < MD0 < 1.880 GeV/c
2, or which fired
the Hlt2CharmOSTF2BodyWideMass trigger (OSTF∗).
Only TOS events were used.
The signal mass peaks were modeled as the sum of three Gaussians for the D∗+ →
D0(K−pi+)pi+ decay and two Gaussians for theD∗+ → D0(K+K−)pi+ andD∗+ → D0(pi+pi−)pi+
decays, where the lower statistics did not allow to appreciate the relevance of a third Gaussian,
convolved with a component accounting for a long tail in the right part of the spectrum. Inspired
by the parameterization used to describe the effect of QED radiation in the D0 → K−pi+ fit
described previously, we used here the same analytical formula, with the only difference that
the radiative component had an inverted parity, i.e.:
g(m) = A
[
Θ(m′ − µ) (m′ − µ)s]⊗G3(m−m′; f1, f3, σ1, σ2, σ3) (3.31)
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Figure 3.19: D0 → K−pi+ (plus charge conjugate) mass spectra with the results of the maximum
likelihood fit superimposed, for data acquired with down polarity of the magnetic field. The
four plots are for the TFWM category (top left), the TF category (top right) and the OSTFWM
category (bottom left) and the OSTF category (bottom right), see text for their definition.
and the analogue equation with G2 instead of G3 for the two lower statistics modes, where m
represents the variable MD∗ −MD0 + MPDGD0 . The background was instead modeled with the
following p.d.f.:
h(m) = B
[
1− exp
(
−m−m0
c
)]
, (3.32)
where B is a normalization factor, m0 and c are two parameters governing the shape of the
distribution.
We made separate fits for the TF∗ and OSTF∗ categories. The mass plots for each of the
two categories, with the result of the fits superimposed, are shown in Figs. 3.20, 3.21, 3.22, 3.23,
3.24 and 3.25.
Yields and raw CP asymmetries determined by the fits are summarized in Tabs. 3.12 and
3.13. The raw asymmetries are also illustrated in Fig. 3.26.
Employing the current world averages of the integrated CP physical asymmetries for the
two modes D0 → K+K− and D0 → pi+pi− (the CP asymmetry for the Cabibbo-favoured
D0 → K−pi+ decay is assumed negligible), which are summarized in Tab. 3.14, the system
of Eqs. (3.22)-(3.29) can be solved in order to determine unambiguously some of the relevant
instrumental and production asymmetries. The results are summarized in Tab. 3.15.
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Figure 3.20: D∗+ → D0(K−pi+)pi+ (plus charge conjugate) mass spectra with the results of the
maximum likelihood fit superimposed, for data acquired with the up polarity of the magnetic
field. The two plots are for the TF∗ category (left) and the OSTF∗ category (right), see text for
their definition.
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Figure 3.21: D∗+ → D0(K−pi+)pi+ (plus charge conjugate) mass spectra with the results of the
maximum likelihood fit superimposed, for data acquired with the down polarity of the magnetic
field. The two plots are for the TF∗ category (left) and the OSTF∗ category (right), see text for
their definition.
The most relevant quantities for the analysis in this thesis are the asymmetries AD(Kpi)
↑
and AD(Kpi)
↓, since the same asymmetries are also present when measuring the direct CP
asymmetry in the B0 → K+pi− and B0s → pi+K− decay modes, and can be used to correct
the raw CP asymmetries in order to isolate the physical ones. AD(Kpi)↑ and AD(Kpi)↓ are
determined to be quite small, well compatible with zero, both with an absolute error of 0.38%,
dominated by the uncertainty on AI(Kpi). Note that AD(Kpi)
↑ and AD(Kpi)↓ are almost 100%
correlated, and their average is equal to AI(Kpi). We are also able to measure the presence of a
production asymmetry for D0 mesons with a significance of 3σ: AP (D
0) = −0.0115± 0.0038.
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Figure 3.22: D∗+ → D0(K+K−)pi+ (plus charge conjugate) mass spectra with the results of the
maximum likelihood fit superimposed, for data acquired with the up polarity of the magnetic
field. The two plots are for the TF∗ category (left) and the OSTF∗ category (right), see text for
their definition.
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Figure 3.23: D∗+ → D0(K+K−)pi+ (plus charge conjugate) mass spectra with the results of the
maximum likelihood fit superimposed, for data acquired with the down polarity of the magnetic
field. The two plots are for the TF∗ category (left) and the OSTF∗ category (right), see text for
their definition.
3.3.1 B meson production asymmetry
In order to measure direct CP asymmetries using proton-proton collisions at the LHC with a
single-arm spectrometer, one needs to cope with an additional complication, which is not present
(or less relevant) with flavour-symmetric machines and detectors. Since B+ and B0 mesons share
valence quarks with the initial protons, while B− and B¯0 do not, it is expected that B+’s and
B0’s are produced at a higher rate, especially when produced at large pseudo-rapidities.
In this section we present a study aiming to estimate the size of such a production asymme-
try, realized by reconstructing a sample of B± → J/ψ(µ+µ−)K± decays, where the flavour
of the decaying B is tagged via the sign of the K meson. The physical CP asymmetry
for this decay is expected to be O(10−3) in the SM [92], and the current world average is
ACP (B
+ → J/ψK+) = 0.009 ± 0.008 [21]. Hence from the measured asymmetry one can
extract the production asymmetry, provided that instrumental effects are taken into account.
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Figure 3.24: D∗+ → D0(pi+pi−)pi+ (plus charge conjugate) mass spectra with the results of the
maximum likelihood fit superimposed, for data acquired with the up polarity of the magnetic
field. The two plots are for the TF∗ category (left) and the OSTF∗ category (right), see text for
their definition.
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Figure 3.25: D∗+ → D0(pi+pi−)pi+ (plus charge conjugate) mass spectra with the results of the
maximum likelihood fit superimposed, for data acquired with the down polarity of the magnetic
field. The two plots are for the TF∗ category (left) and the OSTF∗ category (right), see text for
their definition.
3.3.1.1 Method
The observed raw asymmetry, in the two cases of up and down polarities of the magnetic field
respectively, can be written as
ARAWCP (B
+ → J/ψK+)↑ = ACP (B+ → J/ψK+) +AI(K) +AR(K)↑ +AP (B+) (3.33)
and
ARAWCP (B
+ → J/ψK+)↓ = ACP (B+ → J/ψK+) +AI(K)−AR(K)↑ +AP (B+), (3.34)
where we have used the relation
AR(K)
↑ = −AR(K)↓. (3.35)
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Channel Yield
Magnet up Magnet down
D∗ → D0(Kpi)pi 509859± 1167 408503± 1021
D∗ → D0(KK)pi 56459± 460 46155± 385
D∗ → D0(pipi)pi 17315± 244 13648± 214
D0 → piK 2500180± 2510 2024096± 2265
Table 3.12: Summary of the signal yields determined by the maximum likelihood fits, summing
together the various trigger categories, separately for the up and down polarities of the magnetic
field.
Channel ARAWCP
Magnet up Magnet down
D∗ → D0(Kpi)pi −0.0262± 0.0015 −0.0159± 0.0017
D∗ → D0(KK)pi −0.0190± 0.0048 −0.0184± 0.0053
D∗ → D0(pipi)pi −0.0231± 0.0087 0.0015± 0.0097
D0 → Kpi −0.01776± 0.00078 −0.01470± 0.00083
Table 3.13: Summary of the raw asymmetries determined by the maximum likelihood fits,
averaged between the various trigger categories, for the up and down polarities of the magnetic
field.
The term AI(K) represents the asymmetry due to the different strong interaction probabilities
of positive and negative kaons with the detector material, AR(K)
↑ and AR(K)↓ account for a
possible reconstruction asymmetry (e.g. arising from a left-right asymmetry of the detector) in
magnet up and magnet down data respectively, and AP (B
+) is the production asymmetry. By
averaging these two equations we get
ARAWCP (B
+ → J/ψK+)↑ +ARAWCP (B+ → J/ψK+)↓
2
= (3.36)
= ACP (B
+ → J/ψK+) +AI(K) +AP (B+),
i.e. using the world average of ACP (B
+ → J/ψK+), we can extract AP (B+) once we measure
AI(K) and the raw CP asymmetries for both the magnet polarities.
Channel ACP
D0 → K+K− −0.0016± 0.0023
D0 → pi+pi− 0.0022± 0.0021
Table 3.14: Current world averages of the integrated CP physical asymmetries for the two modes
D0 → K+K− and D0 → pi+pi− [86]. The D0 → pi+pi− asymmetry also includes the latest CDF
result [88].
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raw
CPA
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pi)pi(K0 D→*D  0.0015±-0.0262 
 0.0017±-0.0159 
pi(KK)0 D→*D  0.0048±-0.0190 
 0.0053±-0.0184 
pi)pipi(0 D→ *D  0.0087±-0.0231 
 0.0097±0.0015 
pi K→0D  0.00078±-0.01776 
 0.00083±-0.01470 
Figure 3.26: Graphical view of the ARAWCP measurements. Each pair of measurements corre-
sponds to the up (red) and down (blue) polarities of the magnetic field.
Asymmetries
AP (D
0) −0.0115± 0.0038
AI(Kpi) −0.0044± 0.0038
AR(Kpi)
↑ −0.0015± 0.0006
AI(pis) +AP (D
∗) −0.0160± 0.0036
AR(pis)
↑ −0.0035± 0.0012
AD(Kpi)
↑ −0.0059± 0.0038
AD(Kpi)
↓ −0.0030± 0.0038
Table 3.15: Summary of relevant instrumental and production asymmetries. See text for their
definition.
3.3.2 Data sample and extraction of the production asymmetry
The data sample was composed of the full Reco08-Stripping12 DIMUON stream for both mag-
net polarities. The data were selected using the stripping line Bu2JpsiKUnbiasedLine. In
addition to the pre-selection, in order to further suppress the combinatorial background, an
oﬄine selection was applied using the following simple set of cuts:
• the minimum impact parameter χ2 values of the two muons and the kaon, calculated with
respect to all primary vertices, were requested to exceed 9;
• the proper decay time of the B candidate had to be larger than 0.1 ps.
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Figure 3.27: B± → J/ψ(µ+µ−)K± invariant mass plots, for up (top) and down (bottom)
polarities of the magnetic field.
In order to extract the raw CP asymmetry we performed an unbinned maximum likelihood
fit of the J/ψK+ and J/ψK− mass spectra. The signal mass peak was modeled as the sum of
two Gaussians with common mean, while the combinatorial background was modeled by means
of an exponential p.d.f.. The mass plots with the result of the fit superimposed are shown in
Fig. 3.27. Signal yields and raw CP asymmetries returned by the fit are reported in Tab. 3.16.
To determine AI(K), which is the last ingredient needed to extract AP (B
+), we can again
make use of two-body charm control samples, by noting that AI(K) can be approximated
with the corresponding quantity AI(Kpi), i.e. the asymmetry due to the different absorption
probabilities of the K+pi− and K−pi+ final states from D¯0 and D0 Cabibbo-favoured decays
104 3. CP violation in B0(s) → Kpi decays using 2010 data
Magnet up Magnet down
B± → J/ψ(µ+µ−)K± event yield 5679± 85 7128± 94
ARAWCP (B
+ → J/ψ(µ+µ−)K+) −0.025± 0.014 −0.015± 0.013
Table 3.16: Signal yields and raw CP asymmetries determined by unbinned maximum likelihood
fits to the B± → J/ψ(µ+µ−)K± reconstructed invariant mass spectra.
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Figure 3.28: Comparison of momentum distributions for charged kaons from D0 → K−pi+
(histogram) and B+ → J/ψ(µ+µ−)K+ (dots with error bars) decays.
respectively. This is a valid approximation as we can neglect the difference in strong interaction
cross-sections of positive and negative pions in the high momentum region under consideration,
provided that the momenta of charged kaons from D0 → K−pi+ and B+ → J/ψ(µ+µ−)K−
decays cover the same range. A comparison of the momentum distributions of these charged
kaons determined from real data is shown in Fig. 3.28.
3.3.2.1 Impact on ACP measurements
B meson production asymmetries affect the extraction of physical ACP asymmetries, such as
ACP (B
0 → K+pi−). If we denote as Γf (t) and Γf¯ (t) the decay rates of neutral reconstructed
B or B¯ mesons to f and f¯ specific-flavour final states, regardless of the initial flavour of the
decaying mesons, we have:
Γf (t) ∝ BR(B → f)
[
e−Γt
′
(
cosh
∆Γ
2
t′ −AP cos ∆mt′
)]
ε(t) (3.37)
and
Γf¯ (t) ∝ BR(B¯ → f¯)
[
e−Γt
′
(
cosh
∆Γ
2
t′ +AP cos ∆mt′
)]
ε(t) (3.38)
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Channel κ
B0 → K+pi− 0.33
B0s → pi+K− 0.015
Table 3.17: κ factors calculated for the B0 → K+pi− and B0s → pi+K− selections.
where ε(t) is the acceptance as a function of the proper decay time, and the production asym-
metry AP is defined as
AP =
NB¯ −NB
NB¯ +NB
. (3.39)
The raw CP asymmetry in then given by
ARAWCP =
∫
Γf¯ (t)dt−
∫
Γf (t)dt∫
Γf¯ (t)dt+
∫
Γf (t)dt
=
ACP + κAP
1 + κAPACP
' ACP + κAP , (3.40)
where the factor κ can be calculated as
κ =
∫ (
e−Γt′ cos ∆mt′
)
ε(t)dt∫ (
e−Γt′ cosh ∆Γ2 t
′) ε(t)dt . (3.41)
In other words, as ε(t) is a function which depends on the event selection in use, the produc-
tion asymmetry enters the expression of ARAWCP in a selection dependent way via the κ factor.
The κ factors for ACP (B
0 → K+pi−) and ACP (B0s → pi+K−) are reported in Tab. 3.17. They
have been calculated by determining the acceptance function from Monte Carlo simulations,
using the event selections optimized for the respective ACP measurements.
It can be noted that, due to the fast B0s oscillations, the κ factor for the case of the B
0
s →
pi+K− decay is very small, i.e. the possible presence of a B0s production asymmetry would not
affect the measurement of ACP (B
0
s → pi+K−) in a sizeable way. In contrast, the κ factor for the
case of the B0 → K+pi− decay is 33%, hence the presence of a B0 production asymmetry has a
non negligible effect while extracting ACP (B
0 → K+pi−) from the respective raw asymmetry.
3.4 Fits to the B → h+h′− mass spectra
We performed unbinned maximum likelihood fits to the mass spectra of oﬄine selected events,
passing the kinematic selection with the PID cuts optimized for the measurements of ACP (B
0 →
K+pi−) or of ACP (B0s → pi+K−), summarized in Tabs. 3.2, 3.3, 3.4 and 3.5. The selection cuts
were applied on the full Reco08-Stripping12 BHADRON stream passing the Hb2ChargedBody
stripping line.
The extraction of the two signal decays B0 → K+pi− and B0s → pi+K− from the K±pi∓ mass
spectra is plagued by three distinct sources of background:
• combinatorial background, that is a non-peaking component present over the whole mass
window;
• 3-body B-decay background, e.g. composed of B → ρpi decays where one of the pions
from the ρ decay is missed, which occurs at the left of the signal mass peaks due to the
missing mass;
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• cross-feed background, i.e. the background determined by all the other charmless B decay
modes, where one or both the decay products have been mis-identified.
This last component is the most dangerous amongst the three, because, differently from the
other two, is characterized by a peaking behaviour below the mass peaks we want to measure.
Each of the two sets of PID cuts given in Tabs. 3.4 and 3.5 allows to subdivide the events
passing the kinematic selection into eight mutually exclusive categories corresponding to distinct
final state hypotheses, namely K+pi−, K−pi+, pi+pi−, K+K−, ppi−, p¯pi+, pK− and p¯K+.
3.4.1 Fit model
The signal component for each of the eight categories has been parameterized as a single Gaussian
convolved with a component accounting for the final state QED radiation [90, 91]. The p.d.f.
was given by
g(m) = A
[
Θ(µ−m′) (µ−m′)s]⊗G(m−m′; σ), (3.42)
where A is a normalization factor, Θ(·) is a step function, µ and σ are the mean mass and the
mass resolution, G(·) is a Gaussian, and the symbol ⊗ stands for convolution product. Within
the current statistics it was not possible to appreciate the need of a second Gaussian in the
signal model. The parameter s, governing the final state QED radiation, was fixed for each
signal component by using the respective theoretical QED prediction, calculated as shown in
Ref. [91].
The combinatorial background was modeled by an exponential p.d.f., while the background
from 3-body partially reconstructed decays was modeled with the p.d.f. defined in Eq. (3.8).
While it was possible to appreciate the presence of a 3-body background in the K+pi−, K−pi+
and pi+pi− categories, in all the other categories there was not any significant evidence. Thus
we have foreseen such a component only for these three categories.
Finally, the modelling of the cross-feed background has been made by means of Monte Carlo
simulations. PID cuts for each of the eight categories have been applied to B0 → pi+pi−, B0 →
K+pi−, B0s → K+K−, B0s → pi+K−, Λb → pK− and Λb → ppi− Monte Carlo events surviving
the kinematic event selection. We determined in this way, for each final state hypothesis, a
set of mass distributions from events where one or both tracks were mis-identified, and we
parameterized each of them by means of a kernel estimation technique [93]. To this end we
used the RooKeysPdf class embedded in the RooFit framework [94], i.e. the statistical software
toolkit that we employed for performing all the maximum likelihood fits described in this thesis.
The normalization of each cross-feed background component was determined as the product of
the yield of the respective background channel with the ratio of the PID efficiencies of the signal
and background final state hypotheses.
As an example, the K+pi− mass spectrum receives cross-feed contributions from B¯0 → K−pi+
events (where the identities of both particles has been swapped), from B0 → pi+pi− events (where
the the positive particle has been misidentified) and so on. The number of B0 → pi+pi− events
giving a cross-feed background contribution to the K+pi− mass spectrum is given by:
N(pi+pi− → K+pi−) = Y (B0 → pi+pi−)εKpi
εpipi
, (3.43)
where Y (B0 → pi+pi−) is the yield of reconstructed B0 → pi+pi− decays, εKpi is the PID cut
efficiency using the K+pi− hypothesis on B0 → pi+pi− decays, and εKpi is its analogue using the
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pi+pi− hypothesis, as given in Tabs. 3.8 and 3.9. Conversely, the pi+pi− mass spectrum receives
cross-feed background contributions from B0 → K+pi− decays, where the positive particle has
been mis-identified. Hence, in order to determine the B0 → pi+pi− yield, symmetrically one
needs to know the B0 → K+pi− signal yield and use the analogue of Eq. (3.43) to fix the
cross-feed background normalization.
In order to properly take into account the presence of such many-to-many cross-feed back-
grounds, we performed a joint fit of all the eight categories at once. In this way we determined
simultaneously all the signal yields and all the normalizations of the cross-feed backgrounds.
The unbinned maximum likelihood fit featured 34 free parameters. The complete list of free
parameters is:
• three mean masses of B0, B0s and Λb hadrons and the width of the single Gaussian modeling
the mass resolution, which was in common between all the decay modes;
• five yields of the B0 → pi+pi−, B0 → K+pi−, B0s → K+K−, Λb → pK− and Λb → ppi−
decays, and the ratio of the B0s → pi+K− and B0 → K+pi− yields;
• four raw CP asymmetries ARAWCP (B0 → K+pi−), ARAWCP (B0s → pi+K−), ARAWCP (Λb → pK−)
and ARAWCP (Λb → ppi−);
• five exponential slopes for the combinatorial background of the K+pi−+c.c., pi+pi−, K+K−,
pK−+c.c. and ppi−+c.c. categories;
• two yields of 3-body background events in the pi+pi− and K+pi−+c.c. categories;
• five yields of combinatorial background events of theK+pi−+c.c., pi+pi−, K+K−, pK−+c.c.
and ppi−+c.c. categories;
• three charge asymmetries for combinatorial background events in the K+pi−+c.c.,
pK−+c.c. and ppi−+c.c. categories;
• one charge asymmetry for 3-body background events in the K+pi−+c.c. categories;
• two parameters governing the shape of the function modeling the 3-body background for
the K+pi−+c.c. categories, and other two for the pi+pi− category.
3.4.2 Fit results
The fits were realized by using the MIGRAD minimization engine of the MINUIT software
library [95], configured with the so-called Strategy 2, followed upon convergence by the HESSE
algorithm of the same library, in order to calculate with better precision the covariance matrix.
Two fits were done, either using the selection optimized for the best sensitivity on ACP (B
0 →
K+pi−) or on ACP (B0s → pi+K−) (see Tabs. 3.2, 3.3, 3.4 and 3.5).
3.4.2.1 Selection optimized for ACP (B
0 → K+pi−)
The K+pi− (plus charge conjugate) mass spectrum is shown in Fig. 3.29. The dominant signal
visible in the mass spectrum is due to the B0 → K+pi− decay. The peaked distributions below
the B0 → K+pi− peak are due to the cross-feed background. Three of them give a non negligible
contribution that is clearly visible in the plot:
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Figure 3.29: K+pi− (plus charge conjugate) invariant mass spectrum for events surviving the
event selection optimized for the best sensitivity on ACP (B
0 → K+pi−). The result of the
unbinned maximum likelihood fit is superimposed to the histogram. The various signal and
background components contributing to the fit model are also shown. The dashed curve repre-
sents the sum of all the cross-feed background components.
• wrong sign B0 → Kpi combination, i.e. when the identities of the two particles have been
swapped (dark red);
• B0 → pi+pi− decays, where one of the two pions has been mis-identified as a kaon (light
blue);
• B0s → K+K− decays, where one of the two kaons has been mis-identified as a pion (dark
yellow).
The plot also shows as a dashed curve the sum of these three components. A fourth component
(green), due to the B0s → pi+K− signal decay and not accounted by the dashed curve as a
cross-feed background, is also visible.
A visual indication of CP violation is given in Fig. 3.30, showing the K+pi− and K−pi+
invariant mass spectra separately: the difference in the heights of the B0 → K+pi− and B¯0 →
K−pi+ mass peaks is apparent.
Fig. 3.31 shows the pi+pi− and K+K− invariant mass spectra. In both the cases, the
dominant cross-feed background comes from the B0 → K+pi− decay, where one of the two final
state particles is mis-identified as a pion or a kaon. Finally, Fig. 3.32 shows the pK− and ppi−
invariant mass spectra.
The relevant parameters determined by the maximum likelihood fit are summarized in Tab.
3.18. It can be noted that the statistical uncertainty on ARAWCP (B
0 → K+pi−) is about two times
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Figure 3.30: K+pi− (left) and K−pi+ (right) invariant mass spectra for events surviving the
selection optimized for the best sensitivity on ACP (B
0 → K+pi−). The result of the unbinned
maximum likelihood fit is superimposed to the histograms. The various signal and background
components contributing to the fit model are also shown. The dashed curve represents the sum
of all the cross-feed background components.
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Figure 3.31: pi+pi− (left) and K+K− (right) invariant mass spectra for events surviving the event
selection optimized for the best sensitivity on ACP (B
0 → K+pi−). The result of the unbinned
maximum likelihood fit is superimposed to the histogram. The various signal and background
components contributing to the fit model are also shown. The dashed curves represent the sums
of all the cross-feed background components, and are dominated by the B0 → K+pi− decay.
larger than that of the corresponding physical CP asymmetry measured by BaBar and Belle, and
about a factor 1.4 larger than measured by CDF with an integrated luminosity
∫ Ldt = 1 fb−1
(see Tab. 1.5).
3.4.2.2 Selection optimized for ACP (B
0
s → pi+K−)
The pi+K− (plus charge conjugate) mass spectrum is shown in Fig. 3.33. The dominant signal
visible in the mass spectrum is again due to the B0 → K+pi− decay, as it shares the same
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Figure 3.32: pK− (plus charge conjugate, left) and ppi− (plus charge conjugate, right) invari-
ant mass spectra for events surviving the event selection optimized for the best sensitivity on
ACP (B
0 → K+pi−). The result of the unbinned maximum likelihood fit is superimposed to the
histogram. The various signal and background components contributing to the fit model are
also shown. The dashed curve represents the sum of all the cross-feed background components.
Parameter Fit result
B0 → K+pi− yield 1447± 50
B0s → pi+K−yield 140± 25
B0 → pi+pi− yield 275± 24
B0s → K+K− yield 333± 21
Λb → pK− yield 76± 12
Λb → ppi− yield 41± 10
B0 mass [GeV/c2] 5.2757± 0.0008
B0s mass [GeV/c
2] 5.3651± 0.0015
Λb mass [GeV/c
2] 5.612± 0.004
Mass resolution [MeV/c2] 22.1± 0.6
ARAWCP (B
0 → K+pi−) −0.086± 0.033
ARAWCP (combinatorial background) 0.032± 0.032
Table 3.18: Relevant parameters determined by the unbinned maximum likelihood fit to the data
sample surviving the event selection optimized for the best sensitivity on ACP (B
0 → K+pi−).
Only statistical errors are shown.
final state signature of the B¯0s → pi−K+ decay and constitutes for the latter an irreducible
background. As is apparent, the tighter selection optimized for ACP (B
0
s → pi+K−) causes a
stronger suppression of the combinatorial background, with respect to the selection optimized
for ACP (B
0 → K+pi−). Apart for the already mentioned B0 → K+pi− decay, the other two
main cross-feed backgrounds to the B0s → pi+K− signal (green), visibile in the right plot of Fig.
3.33, are again from the B0 → pi+pi− (light blue) and the B0s → K+K− (dark yellow) decays.
Also in this case, to have a visual glance at CP violation, Fig. 3.34 shows the pi+K− and
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Figure 3.33: Left: pi+K− (plus charge conjugate) invariant mass spectrum for events surviving
the event selection optimized for the best sensitivity on ACP (B
0
s → pi+K−). Right: magnifica-
tion of the plot on the left. The result of an unbinned maximum likelihood fit is superimposed to
the histograms. The various signal and background components contributing to the fit model are
also shown. The dashed curves represent the sum of all the cross-feed background components.
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Figure 3.34: pi+K− (left) and pi−K+ (right) invariant mass spectra, magnified to put in evi-
dence the two signal mass peaks, for events surviving the event selection optimized for the best
sensitivity on ACP (B
0
s → pi+K−). The result of an unbinned maximum likelihood fit is super-
imposed to the histograms. The various signal and background components contributing to the
fit model are also shown. The dashed curves represent the sum of all the cross-feed background
components.
pi−K+ invariant mass spectra separately. The difference in the heights of the B0s → pi+K− and
B¯0 → pi−K+ mass peaks is apparent, albeit statistically compatible with zero, as opposed to
the B0 → K+pi− case of Fig. 3.30.
The relevant parameters determined by the maximum likelihood fit are summarized in Tab.
3.19. The statistical uncertainty on ARAWCP (B
0
s → pi+K−) is only a factor 1.27 larger than that
of the corresponding physical CP asymmetry measured by CDF with an integrated luminosity∫ Ldt = 1 fb−1, i.e. ACP (B0s → pi+K−) = 0.39± 0.15± 0.08 [48].
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Parameter Fit result
B0 → K+pi− yield 610± 27
B0s → pi+K−yield 52± 10
B0 → pi+pi− yield 224± 19
B0s → K+K− yield 256± 18
Λb → pK− yield 51± 9
Λb → ppi− yield 29± 7
B0 mass [GeV/c2] 5.2749± 0.0009
B0s mass [GeV/c
2] 5.3639± 0.0016
Λb mass [GeV/c
2] 5.619± 0.004
Mass resolution [MeV/c2] 21.3± 0.7
ARAWCP (B
0
s → pi+K−) 0.15± 0.19
ARAWCP (combinatorial background) 0.21± 0.11
Table 3.19: Relevant parameters determined by the unbinned maximum likelihood fit to the data
sample surviving the event selection optimized for the best sensitivity on ACP (B
0
s → pi+K−).
Only statistical errors are shown.
3.5 Systematic errors and final results
The systematic errors on ACP (B
0 → K+pi−) and ACP (B0s → pi+K−) that we identified fall into
three main categories, related to:
• PID calibration;
• modelling of the signal and background components in the maximum likelihood fits;
• instrumental and production asymmetries.
3.5.1 PID calibration
PID cut efficiencies are necessary, in this analysis, to compute the number of cross-feed back-
ground events affecting the mass fit of a given B channel. An imperfect PID calibration can
lead to an incorrect estimate of the number of such background events, thus altering the values
of the direct CP asymmetries returned by the maximum likelihood fits.
There are various sources of systematic errors entering the determination of PID cut effi-
ciencies using the technique described in Sec. 3.2. The technique relies on the employment of
calibration samples from D∗ → D0(Kpi)pi and Λ→ ppi decays, reweighting the relevant ∆ logL
distributions according to the p and pT distributions of the B hadron daughters, which are
determined from Monte Carlo simulations.
On the one hand, due to limited statistics, the conditional distributions of ∆ logL variables
might not cover the full phase space in terms of momentum and transverse momentum of the B
hadron daughters. For this reason there might be difficulties in reproducing the desired p and
pT spectra by applying the reweighting procedure. Furthermore, p and pT do not necessarily
constitute a complete set of observables to reweight in, hence a potential systematic uncertainty
intrinsic to the method should be taken into account. On the other hand, the usage of Monte
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Carlo simulations to determine the distributions of p and pT of the B hadron daughters is an
approximation which introduces itself a systematic error.
To estimate the size of such uncertainties we have first compared the efficiencies determined
by applying the PID cuts on B → h+h′− Monte Carlo events with those predicted from the
reweighting procedure using Monte Carlo calibration samples, as shown in Tabs. 3.6 and 3.7.
From such a comparison we could study the intrinsic limitations of the calibration technique.
Then, in order to estimate the impact of an imprecise knowledge of the p and pT distributions
of B meson daughters, we have compared the efficiencies determined by reweighting in p and
pT with distributions obtained from Monte Carlo simulations and real data, as shown in Tabs.
3.10 and 3.11.
We have summarized the relevant information, extracted from Tabs. 3.6, 3.7, 3.10 and 3.11,
in Tabs. 3.20 and 3.21. We have only reported the efficiencies which are needed to calculate the
yields of cross-feed background events affecting the B0 → K+pi− and B0s → pi+K− signals. As
we have seen in Sec. 5.3, the dominant cross-feed backgrounds are from wrong sign B0 → Kpi
(i.e. where the identities of both final state particles have been swapped), B0 → pi+pi− and
B0s → K+K− decays. In the case of the selection optimized for ACP (B0s → pi+K−), the cross-
feed background from wrong sign B0 → Kpi decays is indeed negligible. The last column in each
of the two Tabs. 3.20 and 3.21 reports the estimated relative systematic error on the efficiencies.
The values in the “Absolute systematics” column are calculated as:
Absolute systematics =
[(
2 · MC−MCR
MC + MCR
·Data
)2
+ (Data−s Plot)2
] 1
2
, (3.44)
i.e. we took the relative difference between the efficiencies in the MC and MCR columns, rescaled
to the efficiencies in the Data column, and then we summed the result in quadrature with the
absolute difference between the efficiencies in the sPlot and Data columns. Finally, the values
in the “Relative systematics” column are given by the ratio of the values in the “Absolute
systematic” and Data columns. We have then averaged the relative systematic errors of each
row, determining an average relative systematic error σε/ε = (8± 1)% using the values in Tab.
3.20 and σε/ε = (5 ± 2)% using those in Tab. 3.21. Conservatively we decided to use in the
following the largest of the two numbers, i.e. 8%.
According to Eq. (3.43), in order to determine the yield of cross-feed background events,
we need the ratios of PID cut efficiencies. We estimated the systematic errors on such ratios
as σR =
√
2 · (σε/ε)2 ' 11%, i.e. summing in quadrature σε/ε with itself. In conclusion, we
estimate the relative systematic error on the cross-feed background yields we used in the fits of
Sec. 3.4 to be 11%.
Albeit such an error might look very conservative, the corresponding systematic errors in-
duced on ACP (B
0 → K+pi−) and ACP (B0s → pi+K−), as we shall see, are quite small. We
performed unbinned maximum likelihood fits increasing and decreasing by 11%, with respect
to the central fit shown in Sec. 3.4, the number of cross-feed background events present in the
relevant mass spectra. We found systematic shifts by 0.002 and 0.001 on ACP (B
0 → K+pi−)
and ACP (B
0
s → pi+K−), respectively.
3.5.2 Signal and background modelling
The signal p.d.f. used to build the likelihood function for each B decay mode was given by a
single Gaussian convolved with an additional component taking into account QED final state
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MC MCR sPlot Data Absolute systematics Relative systematics
(B0 → pi+pi−)→ pi+pi− 57.1(4) 54.5(4) 41(1) 45.2(4) 4.7± 1.2 10± 3
(B0 → pi+pi−)→ K+pi− 20.9(4) 22.2(4) 29(1) 27.0(4) 2.6± 1.3 10± 5
(B0s → K+K−)→ K+K− 65.5(5) 63.8(5) 48(1) 50.7(4) 3.0± 1.2 6± 2
(B0s → K+K−)→ K+pi− 12.7(3) 12.3(3) 21(1) 21.2(4) 0.7± 1.3 3± 6
(B0
(s)
→ K+pi−)→ K+pi− 79.8(3) 78.7(3) 62(1) 68.2(3) 6.3± 1.1 9± 2
(B0
(s)
→ K+pi−)→ pi+pi− 0.67(3) 0.69(3) 3.3(3) 2.70(6) 0.6± 0.3 22± 11
(B0
(s)
→ K+pi−)→ K+K− 2.33(6) 2.26(5) 4.0(3) 4.02(7) 0.1± 0.3 3± 8
(B0
(s)
→ pi+K−)→ K+pi− 1.15(4) 1.13(4) 2.9(3) 2.30(5) 0.6± 0.3 26± 13
Table 3.20: Summary of the quantities used to estimate the systematic errors on the PID cut
efficiencies, for events passing the oﬄine selection optimized for ACP (B
0 → K+pi−). The first
column indicates the decay channel which contributes to a given final state category. The MC
column contains the efficiencies calculated by applying PID cuts on full Monte Carlo events
(see Tab. 3.6). The MCR column contains the efficiencies obtained by using the reweighting
procedure of Sec. 3.2 with Monte Carlo calibration samples (see Tab. 3.6). The sPlot columns
contains the efficiencies determined using the reweighting procedure of Sec. 3.2 with real data
calibration samples and real data p and pT distributions (see Tab. 3.10). The Data column
contains the efficiencies determined using the reweighting procedure of Sec. 3.2 with real data
calibration samples and Monte Carlo p and pT distributions (see Tab. 3.10). Finally the last
two columns contain the values of the absolute and relative systematic errors referred to the
efficiencies in the Data column. The values in parentheses represent the statistical errors on the
last digit. All the values are given in percent.
MC MCR sPlot Data Absolute systematics Relative systematics
(B0 → pi+pi−)→ pi+pi− 57.7(5) 55.4(5) 44(2) 45.3(4) 2.3± 2.1 5± 5
(B0 → pi+pi−)→ K+pi− 0.91(9) 0.77(8) 3.2(5) 2.5(1) 0.8± 0.6 32± 24
(B0s → K+K−)→ K+K− 65.5(5) 63.8(5) 50(1) 50.9(4) 1.6± 1.2 3± 2
(B0s → K+K−)→ K+pi− 0.17(4) 0.14(4) 2.8(5) 2.2(1) 0.7± 1.0 31± 45
(B0
(s)
→ K+pi−)→ K+pi− 48.2(3) 50.2(3) 36(1) 38.1(3) 2.6± 1.1 7± 3
(B0
(s)
→ K+pi−)→ pi+pi− 0.67(3) 0.74(4) 2.9(4) 2.73(7) 2.3± 2.1 11± 5
(B0
(s)
→ K+pi−)→ K+K− 2.31(6) 2.20(6) 4.3(4) 4.02(8) 0.3± 0.4 7± 10
Table 3.21: Summary of the quantities used to estimate the systematic errors on the PID cut
efficiencies, for events passing the oﬄine selection optimized for ACP (B
0
s → pi+K−). The first
column indicates the decay channel which contributes to a given final state category. The MC
column contains the efficiencies calculated by applying PID cuts on full Monte Carlo events
(see Tab. 3.7). The MCR column contains the efficiencies obtained by using the reweighting
procedure of Sec. 3.2 with Monte Carlo calibration samples (see Tab. 3.7). The sPlot columns
contains the efficiencies determined using the reweighting procedure of Sec. 3.2 with real data
calibration samples and real data p and pT distributions (see Tab. 3.11). The Data column
contains the efficiencies determined using the reweighting procedure of Sec. 3.2 with real data
calibration samples and Monte Carlo p and pT distributions (see Tab. 3.11). Finally the last
two columns contain the values of the absolute and relative systematic errors referred to the
efficiencies in the Data column. The values in parentheses represent the statistical errors on the
last digit. All the values are given in percent.
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radiation processes, see Eq. (3.42). We estimated systematic errors either due to an incorrect
description of the final state radiation or to the employment of a single Gaussian function.
In the former case, we removed completely the radiative component and performed unbinned
maximum likelihood fits using a simple Gaussian as signal model. Although such approximation
might look very rough, we found that the systematic shifts of the central values of ACP (B
0 →
K+pi−) and ACP (B0s → pi+K−), returned by the fits, were very small if compared with the
statistical errors of the respective measurements. We estimated a systematic error of 0.003 on
ACP (B
0 → K+pi−) and of 0.01 on ACP (B0s → pi+K−).
Then we substituted the single Gaussian with a double Gaussian, where we fixed the width
and fraction of the second Gaussian to 30 MeV/c2 and 30% respectively. By performing unbinned
maximum likelihood fits with this new parameterization, we found a shift of the central values
by 0.002 for ACP (B
0 → K+pi−) and 0.01 for ACP (B0s → pi+K−).
To estimate systematic errors due to an incorrect modelling of background components,
we proceeded as in the following. In the case of the combinatorial background, we replaced
the exponential p.d.f. with a first degree polinomial. This parameterization led to unbinned
maximum likelihood fits where the central values were shifted by 0.0001 for ACP (B
0 → K+pi−)
and again 0.01 for ACP (B
0
s → pi+K−). For the case of the cross-feed backgrounds, since we took
from Monte Carlo the corresponding distributions, in order to estimate a systematic uncertainty
arising from their imperfect description, we made new distributions where the event-by-event
mass values were shifted by a fixed amount or were calculated by smearing with Gaussian-
distributed random numbers the value of the true mass, i.e. the mass calculated using momenta
from Monte Carlo truth. We made different unbinned maximum likelihood fits with the altered
cross-feed background distributions, where in each trial a shift of ±3 MeV/c2 on the mass values
was applied, or where the width of the Gaussian smearing ranged from 19 MeV/c2 to 25 MeV/c2,
i.e. a window of ±3 MeV/c2 around the mass resolution determined from signal events. In
the case of the mass shift, we estimated the corresponding systematic error to be 0.0009 on
ACP (B
0 → K+pi−) and 0.005 on ACP (B0s → pi+K−), while with the Gaussian smearing we
estimated a systematic error of 0.0006 on ACP (B
0 → K+pi−) and 0.006 on ACP (B0s → pi+K−).
3.5.3 Instrumental and production asymmetries
The third main category of systematic uncertainties involves the presence of asymmetries induced
by detector and reconstruction, as well as of B meson production asymmetries arising from
primary proton-proton collisions, as discussed in Sec. 3.3. The physical CP asymmetries we
want to measure are related to the raw asymmetries measured in data by
ACP = A
RAW
CP −AD(Kpi)− κAP , (3.45)
where AD(Kpi) is the instrumental asymmetry, κ is the factor given in Tab. 3.17, and AP is the
production asymmetry.
We have determined from charm control samples the value of AD(Kpi), averaged between the
data samples with opposite magnet polarities, and it is AD(Kpi) = −0.004 ± 0.004. The usage
of such an average value is justified by the fact that the two magnet up and down samples that
we analyzed contain the same number of B decays. We performed separate unbinned maximum
likelihood fits of magnet up and down data sets, where the events passed the selection optimized
for the measurement of ACP (B
0 → K+pi−), and we found νKpi = 739 ± 35 B0 → K+pi− (plus
charge conjugate) events in the magnet up sample and νKpi = 707 ± 35 events in the magnet
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Reason ACP (B
0 → K+pi−) ACP (B0s → pi+K−)
PID calibration 0.002 0.001
Final state radiation 0.003 0.01
Signal model 0.002 0.01
Combinatorial background model 0.0001 0.01
Cross-feed background model (shift) 0.0009 0.005
Cross-feed background model (smearing) 0.0006 0.006
Instrumental asymmetry 0.004 0.004
Production asymmetry 0.005 0.0002
Total 0.008 0.02
Table 3.22: Summary of systematic uncertainties on ACP (B
0 → K+pi−) and ACP (B0s →
pi+K−). The values in the last row are obtained by summing in quadrature all the system-
atic uncertainties.
down sample. The value AP (B
+) was estimated by using B± → J/ψ(µ+µ−)K± decays. The
raw CP asymmetries measured using magnet up and magnet down data sets were shown in Tab.
3.16. Averaging the two values and taking into account the instrumental asymmetry and the
current world average for ACP (B
+ → J/ψ(µ+µ−)K+), we get AP (B+) = −0.024± 0.013.
As we need the production asymmetry for neutral B mesons, we assumed that AP (B
0) is
equal to AP (B
+), introducing a systematic error of 0.01 to account for possible differences, i.e.
AP (B
0) = −0.024± 0.013± 0.010. (3.46)
By using the value κ = 0.33 and the central value of ARAWCP (B
0 → K+pi−) given in Tab.
3.18, we get the central value of the physical asymmetry:
ACP (B
0 → K+pi−) = −0.074. (3.47)
The systematic errors associated to this physical asymmetry, due to instrumental and production
asymmetries, are 0.004 and 0.005 respectively.
For the case of the B0s → pi+K− decay, even assuming very conservatively that the B0s
production asymmetry is as large as the one used above, one gets a negligible systematic shift
κAP = −0.0004 ± 0.0002, due to the very small value κ = 0.015, also given in Tab. 3.17.
The central value of ARAWCP (B
0
s → pi+K−) given in Tab. 3.19 is practically unaffected by any
correction.
3.5.4 Summary
The systematic uncertainties for ACP (B
0 → K+pi−) and ACP (B0s → pi+K−) are summarized in
Tab. 3.22.
3.6 Conclusions 117
3.6 Conclusions
Using data collected by the LHCb detector during the 2010 run we provide measurements of the
direct CP asymmetries:
ACP (B
0 → K+pi−) = −0.074± 0.033± 0.008
and
ACP (B
0
s → pi+K−) = 0.15± 0.19± 0.02.
These results have to be compared with the current world average ACP (B
0 → K+pi−) =
−0.098+0.012−0.011 [60] and with the CDF measurement ACP (B0s → pi+K−) = 0.39 ± 0.15 ± 0.08
[48].
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Chapter 4
2011 CP violation analysis update
and rare decays
In this chapter we present an update of the studies already performed on 2010 data, discussed
in the previous chapter, using part of the statistics which became available in the first part
of 2011. In addition we also present the measurements of the relative branching fractions
B (B0 → K+K−) and B (B0s → pi+pi−).
4.1 Data set and event selection
The data sample is composed of the full Reco10-Stripping13b BHADRON stream for both
magnet polarities, and corresponds to an integrated luminosity of about 200 pb−1 for magnet
down and 120 pb−1 for magnet up.
4.1.1 HLT2 trigger
An exclusive HLT selection for the family of B → h+h′− decays, so-called Hlt2B2HH trigger line,
has been used in the data taking. To discriminate signal events from the background, it uses
kinematic variables like transverse momentum (pT ) and impact parameter (IP ) of the daughter
tracks, as well as the transverse momentum (PBT ), the impact parameter (IPB) and the proper
decay time tpipi of the B-hadron candidate, calculated under the pipi mass hypothesis. Tab. 4.1
reports a summary of the selection criteria used by this trigger line. The Hlt2B2HH line has a
very high efficiency in triggering signal events which are then selected oﬄine, but in our analysis
we do not require explicitly that the events need to have been triggered by this specific line.
4.1.2 Stripping
The events used for this analysis are those passing the Hb2ChargedBody stripping line. This
stripping line has been slightly changed since the 2010 analysis. The present stripping algorithm
employs a lifetime cut tpipi on the B candidate, calculated under the pipi hypothesis, in place of
the distance of flight cut. We also use a cut on the B transverse momentum, which was not
present before. Finally we retuned the values of other cuts in order to match the stripping
requirements for 2011 data. The summary of the stripping cuts are reported in Tab. 4.2.
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Cut type Accepted regions
Track pT [GeV/c] > 1.0
Track IP [µm] > 120
Track χ2/d.o.f. < 5
mh+h′− [GeV/c
2] [4.7, 5.9]
Distance of closest approach [µm] < 100
IPB [µm] < 120
tpipi[ps] > 0.6
pBT [GeV/c] > 1.2
Table 4.1: Summary of the HLT2 selection cuts used in the Hlt2B2HH trigger line.
Cut type Accepted regions
Track pT [GeV/c] > 1.1
Track IP [µm] > 150
Track χ2/d.o.f. < 5
mh+h′− [GeV/c
2] [4.8, 5.8]
Distance of closest approach [µm] < 80
max(ph
+
T , p
h′−
T ) [GeV/c] > 2.7
max(IP h
+
, IP h
′−
) [µm] > 300
mB [GeV/c
2] [4.8, 5.8]
IPB [µm] < 60
tpipi[ps] > 0.9
pBT [GeV/c] > 1.2
Table 4.2: Summary of the stripping cuts used in the Hb2ChargedBody line.
4.1.3 Final oﬄine selection
As for the 2010 analysis, a further oﬄine selection is applied to the events which pass the
stripping line, in order to further refine the data. A set of kinematic selection cuts is imposed, and
then particle identification cuts are applied to the two final state tracks, in order to disentangle
the various B → h+h′− decay modes.
4.1.3.1 Kinematic selection
The values of the oﬄine kinematic selection cuts have been chosen with the aim of minimizing
the expected uncertainty on ACP (B
0 → Kpi), ACP (B0s → piK), and for observing the rare
decays B0 → K+K− and B0s → pi+pi−. Hence we determined three sets of kinematic cuts for
the oﬄine selection, as summarized in Tabs. 4.3, 4.4 and 4.5. The oﬄine selection algorithm
follows a similar path as the one used in the stripping.
4.1.3.2 Final state selection
The three B → h+h′− samples passing the kinematic event selections are then subdivided into
different final states using the PID capabilities of the two RICH sub-detectors. In particular we
4.1 Data set and event selection 121
Cut type Accepted regions
Track pT [GeV/c] > 1.1
Track IP [µm] > 150
Track χ2/d.o.f. < 3
max(ph
+
T , p
h′−
T ) [GeV/c] > 2.8
max(IP h
+
, IP h
′−
) [µm] > 300
pBT [GeV/c] > 2.2
tpipi [ps] > 0.9
Table 4.3: Summary of the oﬄine selection cuts adopted for the best sensitivity on ACP (B
0 →
Kpi).
Cut type Accepted regions
Track pT [GeV/c] > 1.2
Track IP [µm] > 200
Track χ2/d.o.f. < 3
max(ph
+
T , p
h′−
T ) [GeV/c] > 3.0
max(IP h
+
, IP h
′−
) [µm] > 400
pBT [GeV/c] > 2.4
tpipi [ps] > 1.5
Table 4.4: Summary of the oﬄine selection cuts adopted for the best sensitivity on ACP (B
0
s →
piK).
employ the quantities ∆ logLKpi and ∆ logLppi, or their difference ∆ logLKp when appropriate.
The respective three sets of PID cuts are reported in Tabs. 4.6, 4.7 and 4.8.
Cut type Accepted regions
Track pT [GeV/c] > 1.2
Track IP [µm] > 200
Track χ2/d.o.f. < 3
max(ph
+
T , p
h′−
T ) [GeV/c] > 3.0
max(IP h
+
, IP h
′−
) [µm] > 400
pBT [GeV/c] > 2.8
tpipi [ps] > 2.0
Table 4.5: Summary of the oﬄine selection cuts adopted for observing the rare decays B0 →
K+K− and B0s → pi+pi−.
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Figure 4.1: Distributions of M = M(D∗) −M(D0) + M(D0)PDG for D∗ → D0(Kpi)pi events
(left) and invariant mass of Λ→ ppi events (right) used for the PID calibration. The curves are
the results of maximum likelihood fits. As an example, these plots are only shown for the down
polarity of the magnetic field.
4.2 Calibration of particle identification
4.2.1 Calibration data sample
As in the 2010 analysis, in order to calibrate the RICH response for pions, kaons and protons
we use a sample of D∗+ → D0(K−pi+)pi+ and Λ→ ppi− decays. We use D∗ calibration samples
selected by the StripDstarNoPIDsWithD02RSKPiLine stripping line (about 6.7 million events),
and Λ calibration samples selected by the Lam0LLLine1V0ForPID and Lam0LLLine2V0ForPID
stripping lines (about 4.2 million events).
4.2.2 Method and validation
The calibration procedure consists of reweighting the ∆ logL distributions extracted using the
sPlot [85] technique from the calibration samples of pions, kaons and protons, with the mo-
mentum distributions of daughter tracks coming from B → h+h′− decays. The technique is
similar to that used in the 2010 analysis, but with the difference that in the present analysis
we do not reweight also in transverse momentum, as owing to a detailed study using Monte
Carlo simulations we find that, in the ∆ logL regions of our interest, the reweight in momentum
alone provides an excellent calibration, with an agreement between the predicted and observed
efficiencies at a sub-percent level.
Fig. 4.1 shows the distribution of the variable M = M(D∗) − M(D0) + M(D0)PDG for
D∗ → D0(Kpi)pi events, as well as the invariant mass of Λ → ppi events. The curves are the
results of maximum likelihood fits to the spectra. We modeled the D∗ → D0(Kpi)pi signal as
the sum of three Gaussians with a common mean, convolved with a function which describes
the asymmetric tail on the right-hand side of the spectrum:
g(M) =
[
Θ(M ′ − µ) ·A (M ′ − µ)s]⊗G3(M −M ′; f1, f3, σ1, σ2, σ3) (4.1)
Since we are close to the threshold, the background shape cannot be described by a simple
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Figure 4.2: pi+pi− invariant mass for events passing the oﬄine selection of Tab. 4.3, with
the result of a maximum likelihood fit superimposed, in magnet up (left) and magnet down
(right) data sets. The various components are: B0 → Kpi (red), B0 → pi+pi− (cyan), B0s →
K+K− (yellow), B0s → piK (blue), Λb → pK− (purple), Λb → ppi− (green), 3-body partially
reconstructed decays (light grey), combinatorial background (dark grey).
polynomial or exponential function. Instead, we use the following p.d.f.
h(M) = A
[
1− exp
(
−M −m0
c
)]
, (4.2)
where A is a normalization factor, and the parameters m0 and c govern the shape of the dis-
tribution. The fit to the Λ → ppi spectrum is made using a sum of three Gaussians for the
signal and a second order polynomial for the background. From this fit, by means of the sPlot
technique we can extract ∆ logL and momentum distributions of pions, kaons and protons.
Another difference with the 2010 analysis consists in the fact that now we determine the
distributions of the momenta of B daughter tracks to be used in the reweighting procedure
directly from data, again by means of the sPlot technique (due to the lack of statistics, in
the 2010 analysis we determined such distributions from Monte Carlo). Fig. 4.2 shows the
invariant mass plot under the pi+pi− hypothesis for oﬄine selected events in magnet up and
magnet down data sets, using the kinematic cuts of Tab. 4.3 and without using any PID cut.
The shapes of the various signal components have been fixed by parameterizing Monte Carlo
truth invariant masses convolved with a Gaussian resolution function with variable mean and
width. The 3-body and combinatorial backgrounds are modelled using an Argus function and
an exponential, respectively. The relative yields between the signal components have been fixed
according to the known values of branching fractions and hadronization probabilities of B0, B0s
and Λb hadrons. From this fit we determine the total amount of B → h+h′− decays in the oﬄine
selected sample with no PID cuts to be about 34000. Similar fits, but for oﬄine selected events
using the kinematic cuts of Tabs. 4.4 and 4.5 have also been made, in order to take into account
possible differences in the momentum distributions arising from different selection cuts. From
these fits, by means of the sPlot technique, we extract the inclusive momentum distributions of
B daughter tracks. Fig. 4.3 shows the momentum distributions of calibration pions, kaons and
protons (red circles) together with those of B daughter tracks (blue squares).
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Figure 4.3: Comparison of momentum distributions of calibration pions, kaons and protons
(red circles) and B daughter tracks (blue squares). The two peaks in the distribution of the
calibration protons is due to the usage of the distinct calibration lines, selecting different regions
of the phase space.
4.2.3 PID efficiencies
The PID efficiencies determined by the reweighting procedure, for events passing the oﬄine
selections adopted for the measurements of ACP (B
0 → Kpi), ACP (B0s → piK) and for observing
the rare decays B0 → K+K− and B0s → pi+pi−, are reported in in Tabs. 4.9, 4.10 and 4.11
respectively. Note that for the selection of the rare decays, we do not distinguish between magnet
up and magnet down data sets. We made such a distinction only for the measurement of direct
CP asymmetries, which might be affected by different instrumental corrections, depending on
the field polarity.
4.2.4 PID systematics
We consider three sources of possible systematics to be associated with the PID calibration:
• We evaluate the impact of using inclusive momentum distributions of B daughters, ignoring
the flavour of the decaying hadron and the final state. The study was made by means of
Monte Carlo simulations, determining the momentum distributions from a mixture of
the various B → h+h′− decays, with the same relative fractions of yields as in data,
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pi+pi− K+K− K+pi− ppi− pK−
B0 → pi+pi− 44.5 0.36 27.3 1.73 0.15
B0s → K+K− 0.05 57.3 14.0 0.05 1.85
B0(s) → K+pi− 1.40 4.44 68.4 0.81 0.07
B¯0(s) → pi+K− 1.40 4.44 1.96 0.03 0.96
Λb → ppi− 2.17 1.01 17.7 34.7 3.24
Λ¯b → pi+p¯ 2.17 1.01 0.95 0.04 0.22
Λb → pK− 0.07 13.4 1.79 1.13 39.7
Λ¯b → K+p¯ 0.07 13.4 4.97 0.04 0.21
pi+pi− K+K− K+pi− ppi− pK−
B0 → pi+pi− 46.7 0.30 25.4 1.64 0.12
B0s → K+K− 0.05 58.5 14.3 0.04 1.63
B0(s) → K+pi− 1.41 4.12 69.9 0.73 0.06
B¯0(s) → pi+K− 1.41 4.12 1.81 0.02 0.90
Λb → ppi− 2.21 0.90 18.0 35.6 2.98
Λ¯b → pi+p¯ 2.21 0.90 0.90 0.04 0.21
Λb → pK− 0.07 13.7 1.84 1.13 40.2
Λ¯b → K+p¯ 0.07 13.7 4.92 0.03 0.19
Table 4.9: Efficiencies (in %) of PID cuts, for the various mass hypotheses, predicted for events
passing the oﬄine selection used for measuring ACP (B
0 → Kpi). The efficiencies are calculated
using the calibration data sample acquired with the up (top table) and down (bottom table)
polarities of the magnetic field.
and comparing the efficiencies obtained using the mixture with those obtained using the
correct momentum distributions. We find this source of systematic errors to be completely
negligible.
• In order to evaluate the effect of the limited statistics in the real data sample used to
determine the momentum distributions, we subdivided a Monte Carlo sample in several
subsamples of 20000 events each, and then we apply the reweighting procedure for each
subsample, studying the variation of the PID efficiency for the B0 → Kpi decay. We
observe a small absolute variation of the efficiency, of up to 0.5%.
• As a final check, we perform several fits to the oﬄine selected Kpi spectrum, using the
model described in Sec. 4.3, where the cuts on ∆ logLKpi and ∆ logLpiK are tightened
from 0 to 10. Then we determine the relative PID efficiencies as a function of the cut, by
taking the ratio of the B0 → Kpi yields determined from the fits with a reference point,
corresponding to the ∆ logLpiK cut at 0. By comparing the dependence on the cut with
the predicted efficiencies from the calibration procedure, as shown in Fig. 4.4, we observe
a systematic difference of up to 2%.
In conclusion, we estimate a total systematic error on the PID efficiencies of about 2%.
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pi+pi− K+K− K+pi− ppi− pK−
B0 → pi+pi− 43.6 0.36 2.33 1.68 0.12
B0s → K+K− 0.05 56.2 1.16 0.05 1.88
B0(s) → K+pi− 1.40 4.36 37.0 0.80 0.06
B¯0(s) → pi+K− 1.40 4.36 0.02 0.03 0.91
Λb → ppi− 2.08 0.98 6.75 34.9 3.31
Λ¯b → pi+p¯ 2.08 0.98 0.03 0.04 0.24
Λb → pK− 0.06 12.8 0.10 1.14 39.8
Λ¯b → K+p¯ 0.06 12.8 0.99 0.04 0.19
pi+pi− K+K− K+pi− ppi− pK−
B0 → pi+pi− 46.2 0.30 2.10 1.60 0.13
B0s → K+K− 0.05 57.8 1.17 0.04 1.59
B0(s) → K+pi− 1.41 4.08 39.1 0.72 0.04
B¯0(s) → pi+K− 1.41 4.08 0.02 0.02 0.88
Λb → ppi− 2.17 0.91 7.05 35.8 2.89
Λ¯b → pi+p¯ 2.17 0.91 0.03 0.04 0.20
Λb → pK− 0.07 13.2 0.10 1.16 40.4
Λ¯b → K+p¯ 0.07 13.2 1.02 0.03 0.17
Table 4.10: Efficiencies (in %) of PID cuts, for the various mass hypotheses, predicted for events
passing the oﬄine selection used for measuring ACP (B
0
s → piK). The efficiencies are calculated
using the calibration data sample acquired with the up (top table) and down (bottom table)
polarities of the magnetic field.
pi+pi− K+K− K+pi− ppi− pK−
B0 → pi+pi− 40.5 0.00 1.64 1.51 0.00
B0s → K+K− 0.04 21.4 0.98 0.04 1.01
B0(s) → K+pi− 1.27 0.11 32.4 0.70 0.00
B¯0(s) → pi+K− 1.27 0.11 0.01 0.02 0.54
Λb → ppi− 1.26 0.00 3.16 33.5 0.13
Λ¯b → pi+p¯ 1.26 0.00 0.02 0.02 0.03
Λb → pK− 0.04 1.35 0.05 1.08 23.9
Λ¯b → K+p¯ 0.04 1.35 0.65 0.02 0.03
Table 4.11: Efficiencies (in %) of PID cuts, for the various mass hypotheses, predicted for events
passing the oﬄine selection used for observing the rare decays B0 → K+K− and B0s → pi+pi−.
The efficiencies are calculated using the calibration data sample acquired with both the magnet
polarities.
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Figure 4.4: Comparison between PID efficiencies obtained from the ratio of B0 → K+pi− yields
from fits to the Kpi mass spectrum (red circles) and from the calibration procedure (black
squares). The bottom frame reports the difference between the two efficiencies.
4.3 Fits to the B → h+h′− mass spectra
We perform unbinned maximum likelihood fits to the mass spectra of oﬄine selected events,
passing the kinematic selection with the PID cuts adopted either for the measurements of
ACP (B
0 → Kpi), ACP (B0s → piK) or for the observation of the rare modes B0 → K+K−
and B0s → pi+pi−, summarized in Tabs. 4.3, 4.4, 4.5, 4.6, 4.7 and 4.8. For the CP measure-
ments we perform separate fits for magnet up and magnet down data sets: on the one hand
it allows us to have an idea of the stability of results in different periods of data taking, and
on the other hand we can accomodate for possible discrepancies due to different instrumental
effects connected to the inversion of the magnetic field. The modeling of signal and background
components is the same as in the 2010 analysis, with the only difference that with increased
statistics it is necessary to introduce the description of a 3-body background component also in
the K+K− mass spectrum.
4.3.1 Selection for the measurement of ACP (B
0 → Kpi)
The K+pi− (plus charge-conjugate) mass spectrum in the magnet up data set is shown in Fig.
4.5. The dominant signal visible in the plot is due to the B0 → Kpi decay. The peaked
distributions below the B0 → Kpi peak are due to the cross-feed background. Three of them
give a non-negligible contribution:
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Figure 4.5: K+pi− (plus charge-conjugate) invariant mass spectrum, event selection adopted for
the best sensitivity on ACP (B
0 → Kpi) in the magnet up data set. The result of the unbinned
maximum likelihood fit is superimposed. The main components contributing to the fit model
are also visible: B0 → Kpi (red), wrong sign B0 → Kpi combination (dark red), B0 → pi+pi−
(light blue), B0s → K+K− (dark yellow), B0s → piK (green), combinatorial background (grey),
3-body partially reconstructed decays (orange).
• wrong sign B0 → Kpi combination, i.e. when the identities of the two particles have been
swapped;
• B0 → pi+pi− decays, where one of the two pions has been mis-identified as a kaon;
• B0s → K+K− decays, where one of the two kaons has been mis-identified as a pion.
A fourth component (green), due to the B0s → piK signal decay, is also visible. Fig. 4.6 shows
the pi+pi− and K+K− invariant mass spectra in the magnet up data set. In both cases, the
dominant cross-feed background comes from the B0 → Kpi decay, where one of the two final
state particles is mis-identified as a pion or a kaon. Fig. 4.7 shows the pK− and ppi− (plus charge
conjugate) invariant mass spectra in the magnet up data set. Finally, Fig. 4.8 gives a visual
indication of CP violation in the B0 → Kpi decay, showing the K+pi− and K−pi+ invariant mass
spectra separately, in the magnet up data set: the difference in the heights of the B0 → K+pi−
and B¯0 → K−pi+ mass peaks is apparent.
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Figure 4.6: pi+pi− (top) and K+K− (bottom) invariant mass spectra, event selection adopted
for the best sensitivity on ACP (B
0 → K+pi−) in the magnet up data set. The result of the
unbinned maximum likelihood fit is superimposed. The main components contributing to the fit
model are also visible: B0 → pi+pi− (light blue), B0s → K+K− (dark yellow), B0 → Kpi (red),
combinatorial background (grey), 3-body partially reconstructed decays (orange). Also a small
contribution from Λb → pK decays (purple) is visible in the bottom plot.
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Figure 4.7: pK− (plus charge conjugate, top) and ppi− (plus charge conjugate, bottom) invariant
mass spectra, event selection adopted for the best sensitivity on ACP (B
0 → Kpi) in the magnet
up data set. The result of the unbinned maximum likelihood fit is superimposed. Clear signals of
Λb → pK− and Λb → ppi− decays are visible, together with B0 → Kpi (red), B0s → K+K− (dark
yellow), B0 → pi+pi− (light blue) and combinatorial background (grey). The tiny background
component peaked at about 5.65 GeV/c2, visible in the bottom plot, is due to misidentified
Λb → ppi− decays.
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Figure 4.9: K+pi− (plus charge-conjugate) invariant mass spectrum, event selection adopted for
the best sensitivity on ACP (B
0 → Kpi) in the magnet down data set. The result of the unbinned
maximum likelihood fit is superimposed. The main components contributing to the fit model
are also visible: B0 → Kpi (red), wrong sign B0 → Kpi combination (dark red), B0 → pi+pi−
(light blue), B0s → K+K− (dark yellow), B0s → piK (green), combinatorial background (grey),
3-body partially reconstructed decays (orange).
The analogue plots corresponding to the magnet down data sets are shown in Figs. 4.9, 4.10,
4.11 and 4.12. The relevant parameters determined by the maximum likelihood fits are summa-
rized in Tab. 4.12.
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Figure 4.10: pi+pi− (top) and K+K− (bottom) invariant mass spectra, event selection adopted
for the best sensitivity on ACP (B
0 → K+pi−) in the magnet down data set. The result of the
unbinned maximum likelihood fit is superimposed. The main components contributing to the fit
model are also visible: B0 → pi+pi− (light blue), B0s → K+K− (dark yellow), B0 → Kpi (red),
combinatorial background (grey), 3-body partially reconstructed decays (orange). Also a small
contribution from Λb → pK decays (purple) is visible in the bottom plot.
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Figure 4.11: pK− (plus charge conjugate, top) and ppi− (plus charge conjugate, bottom) in-
variant mass spectra, event selection adopted for the best sensitivity on ACP (B
0 → Kpi) in the
magnet down data set. The result of the unbinned maximum likelihood fit is superimposed.
Clear signals of Λb → pK− and Λb → ppi− decays are visible, together with B0 → Kpi (red),
B0s → K+K− (dark yellow), B0 → pi+pi− (light blue) and combinatorial background (grey).
The tiny background component peaked at about 5.65 GeV/c2, visible in the bottom plot, is
due to misidentified Λb → ppi− decays.
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Parameter Fit result (magnet up) Fit result (magnet down)
B0 → Kpi yield 5282± 96 7963± 117
B0s → piK yield 280± 46 507± 58
B0 → pi+pi− yield 977± 45 1371± 55
B0s → K+K− yield 1461± 46 2166± 56
Λb → pK yield 222± 19 332± 23
Λb → ppi yield 149± 20 220± 25
B0 mass [GeV/c2] 5.2714± 0.0004 5.2719± 0.0003
B0s mass [GeV/c
2] 5.3583± 0.0008 5.3575± 0.0006
Λb mass [GeV/c
2] 5.615± 0.002 5.611± 0.002
Mass resolution [MeV/c2] 21.9± 0.4 22.0± 0.3
ARAWCP (B
0 → Kpi) −0.105± 0.017 −0.088± 0.014
Table 4.12: Relevant parameters determined by the unbinned maximum likelihood fit to the
data sample surviving the event selection adopted for the best sensitivity on ACP (B
0 → Kpi).
Only statistical errors are shown.
4.3.2 Selection for the measurement of ACP (B
0
s → piK)
The pi+K− (plus charge-conjugate) mass spectrum in the magnet up data set is shown in Fig.
4.13. The dominant signal visible in the mass spectrum is again due to the B0 → Kpi decay, as
it shares the same final state signature as the B0s → piK decay and constitutes an irreducible
background for the latter. As is apparent, the tighter selection adopted for ACP (B
0
s → piK)
causes a stronger suppression of the combinatorial background, with respect to the selection
adopted for ACP (B
0 → Kpi). A visual indication of CP violation is illustrated in Fig. 4.14,
which shows the pi+K− and pi−K+ invariant mass spectra separately, in the magnet up data
set. The difference in the heights of the B0s → pi+K− and B¯0s → pi−K+ mass peaks is apparent.
Apart from the B0 → Kpi decay, the other two main cross-feed backgrounds to the B0s → piK
signal, visible in the plots of Fig. 4.14, are again from the B0 → pi+pi− and the B0s → K+K−
decays.
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Figure 4.13: pi+K− (plus charge-conjugate) invariant mass spectrum, event selection adopted
for the best sensitivity on ACP (B
0
s → pi+K−) in the magnet up data set. The result of an
unbinned maximum likelihood fit is superimposed. The main components contributing to the
fit model which are visible in the plots are: B0 → Kpi (red), B0s → piK (green), combinatorial
background (grey), 3-body partially reconstructed decays (orange).
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Figure 4.15: pi+K− (plus charge-conjugate) invariant mass spectrum, event selection adopted
for the best sensitivity on ACP (B
0
s → pi+K−) in the magnet down data set. The result of an
unbinned maximum likelihood fit is superimposed. The main components contributing to the
fit model which are visible in the plots are: B0 → Kpi (red), B0s → piK (green), combinatorial
background (grey), 3-body partially reconstructed decays (orange).
The analogue plots corresponding to the magnet down data sets are shown in Figs. 4.15 and
4.16. The relevant parameters determined by the maximum likelihood fits are summarized in
Tab. 4.13.
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Parameter Fit result (magnet up) Fit result (magnet down)
B0 → Kpi yield 1809± 46 2773± 58
B0s → piK yield 122± 17 192± 21
B0 → pi+pi− yield 635± 29 886± 36
B0s → K+K− yield 895± 34 1354± 41
Λb → pK yield 176± 15 228± 17
Λb → ppi yield 88± 12 151± 15
B0 mass [GeV/c2] 5.2716± 0.0005 5.2717± 0.0004
B0s mass [GeV/c
2] 5.3582± 0.0009 5.3590± 0.0007
Λb mass [GeV/c
2] 5.615± 0.002 5.611± 0.002
Mass resolution [MeV/c2] 21.4± 0.4 21.0± 0.3
ARAWCP (B
0
s → piK) 0.24± 0.13 0.30± 0.10
Table 4.13: Relevant parameters determined by the unbinned maximum likelihood fit to the
data sample surviving the event selection adopted for the best sensitivity on ACP (B
0
s → piK).
Only statistical errors are shown.
4.3.3 Selection for observing B0 → K+K− and B0s → pi+pi− decays
The K+K− and pi+pi− mass spectra are shown in Figs. 4.17 and 4.18 respectively. While a
B0s → pi+pi− mass peak is clearly emerging above the combinatorial background, there is not yet
sufficient statistics to observe a clean B0 → K+K− signal. As an additional complication, the
mass peak of the B0 → K+K− decay is expected to be placed in a region where various compo-
nents give non negligible contributions, in particular the radiative tail of the B0s → K+K− decay
and the B0 → Kpi cross-feed background. In order to suppress such a cross-feed background,
in this case much tighter PID selection criteria have been employed. The relevant parameters
determined by the maximum likelihood fit are summarized in Tab. 4.14.
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Parameter Fit result
B0 → Kpi yield 2803± 59
B0s → piK yield 201± 20
B0 → pi+pi− yield 1029± 35
B0s → K+K− yield 636± 26
Λb → pK yield 141± 13
Λb → ppi yield 160± 15
B0 mass [GeV/c2] 5.2724± 0.0004
B0s mass [GeV/c
2] 5.3582± 0.0008
Λb mass [GeV/c
2] 5.611± 0.002
Mass resolution [MeV/c2] 20.9± 0.3
B0 → K+K− yield 13+6−5
B0s → pi+pi− yield 47+11−9
Table 4.14: Relevant parameters determined by the unbinned maximum likelihood fit to the
data sample surviving the event selection adopted for the observation of the B0 → K+K− and
B0s → pi+pi− rare decays. Only statistical errors are shown.
4.4 Instrumental and production asymmetries
As we have seen in the previous chapter, the physical CP asymmetries are related to the raw
asymmetries as in the following:
ACP (B
0 → Kpi) = ARAWCP (B0 → Kpi)−AD(Kpi)− κdAP (B0) (4.3)
and
ACP (B
0
s → piK) = ARAWCP (B0s → piK) +AD(Kpi)− κsAP (B0s ), (4.4)
where the instrumental asymmetry is given in terms of the detection efficiencies of the charge-
conjugate final states by
AD(Kpi) =
ε(K−pi+)− ε(K+pi−)
ε(K−pi+) + ε(K+pi−)
, (4.5)
the production asymmetry AP (B
0
(s)) is defined in terms of B¯
0
(s) and B
0
(s) production rates as
AP (B
0
(s)) =
R(B¯0(s))−R(B0(s))
R(B¯0(s)) +R(B
0
(s))
, (4.6)
and the factor κd, s is defined as
κd, s =
∫ (
e−Γd, st cos ∆md, st
)
εd, s(t)dt∫ (
e−Γd, st cosh ∆Γd, s2 t
)
εd, s(t)dt
, (4.7)
where εd, s(t) is the acceptance as a function of the proper decay time.
Fig. 4.19 shows the reconstructed proper time distributions of B0 → Kpi decays in magnet up
and magnet down data sets, extracted by means of the sPlot technique. The curves superimposed
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Figure 4.19: Proper time distributions of B0 → Kpi decays, for up (left) and down (right)
polarities of the magnetic field.
Parameter Magnet up Magnet down
a 14.8± 1.8 16.0± 2.9
b 1.38± 0.20 0.90± 0.13
κd 0.31 0.30
Table 4.15: Parameters governing the proper time acceptance function for reconstructed B0 →
Kpi decays. The corresponding factors κs are also shown.
to the histograms are the results of maximum likelihood fits made using the following p.d.f.:
f(t) = A exp(−Γt′)⊗G(t− t′;στ ) [a(t− t0)]
b
1 + [a(t− t0)]b , (4.8)
where A is a normalization factor, Γ is the B0 decay width, G is a Gaussian resolution function
of width στ = 40 fs (the precise value of the resolution width is irrelevant), t0 = 0.9 ps is a
fixed threshold reflecting the oﬄine selection cut in the tpipi variable, and finally a and b are two
free parameters describing the acceptance as a function of the proper time, i.e. the acceptance
function is given by:
ε(t) =
[a(t− t0)]b
1 + [a(t− t0)]b . (4.9)
The a and b acceptance parameters returned by the fits are reported in Tab. 4.15, together
with the corresponding κd factors calculated using Eq. (4.7). In the calculation of κd we assume
∆Γd = 0 and we use the central values of the current world averages for Γd and ∆md [21].
Fig. 4.20 shows the reconstructed proper time distributions of B0s → piK decays in magnet
up and magnet down data sets, again extracted by means of the sPlot technique. The a and b
acceptance parameters for B0s → piK decays returned by the fits, using the same proper time
acceptance function with t0 = 1.5 ps, are reported in Tab. 4.16, together with the corresponding
κs factors calculated using Eq. (4.7). In the calculation of κs we use the central values of the
current world averages for Γs, ∆ms and ∆Γs [21]. Due to the fast B
0
s oscillation, the κs in this
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Figure 4.20: Proper time distributions of B0s → piK decays, for up (left) and down (right)
polarities of the magnetic field.
Parameter Magnet up Magnet down
a 47± 15 61± 10
b 1.3± 0.5 3.7± 1.9
κs −0.028 −0.036
Table 4.16: Parameters governing the proper time acceptance function for reconstructed B0s →
piK decays. The corresponding factors κs are also shown.
case is very small, thus leading to a negligible impact of a possible production asymmetry of B0s
mesons.
4.4.1 Instrumental asymmetries from charm control samples
Similarly to the 2010 analysis, the instrumental asymmetry of the final state Kpi has been studied
on data using high statistics samples of D∗+ → D0(K−pi+)pi+ and D∗+ → D0(K+K−)pi+, and
D0 → K−pi+ decays (plus their charge-conjugate modes).
The data sample is composed of about 120 pb−1 (magnet up) and 200 pb−1 (magnet down)
of integrated luminosity in the Reco10-Stripping13b CHARM stream. The data is selected
using the stripping line DstarForPromptCharm for the D∗+ → D0(h+h′−)pi+ modes and the line
D02HHForPromptCharm for the D0 → K−pi+ mode.
In order to extract the raw CP asymmetry of the D0 → K−pi+ decay, we perform a binned
likelihood fit to the K−pi+ and K+pi− mass spectra. The fit model is the same as that used in
Ref. [83]. The mass plots with the result of the fit superimposed are shown in Figs. 4.21. For the
decays D∗+ → D0(K−pi+)pi+ and D∗+ → D0(K+K−)pi+ (plus charge-conjugates), we perform
maximum likelihood fits using as discriminating observable the variable MD∗−MD0 , where MD∗
and MD0 are the reconstructed D
∗ and D0 invariant masses respectively. Again, the fit model
is the same as in the 2010 analysis. The mass plots with the result of the fit superimposed are
shown in Figs. 4.22 and 4.23. Yields and raw CP asymmetries are summarized in Tabs. 4.17
and 4.18.
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Figure 4.21: D0 → K−pi+ (plus charge-conjugate) mass spectra with the results of the maximum
likelihood fit superimposed, for data acquired with up (left) and down (right) polarities of the
magnetic field.
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Figure 4.22: D∗+ → D0(K−pi+)pi+ (plus charge-conjugate) mass spectra with the results of the
maximum likelihood fit superimposed, for data acquired with the up (left) and down (right)
polarities of the magnetic field.
Employing the current world average of the integrated CP asymmetry for the D0 → K+K−
decay [86, 87] (the CP asymmetry for the Cabibbo-favoured D0 → K−pi+ decay is assumed
negligible), the system of Eqs. (3.19), (3.20), (3.22), (3.23), (3.25), (3.26), (3.27) and (3.29) can
be solved in order to determine some of the relevant instrumental asymmetries. The results are
summarized in Tab. 4.19.
4.4.2 Production asymmetry from B0 → J/ψK∗0
Differently from the 2010 analysis, where the production asymmetry was studied using B+ →
J/ψK+ decays, for the 2011 analysis the study has been made using B0 → J/ψK∗0 decays.
Averaging together magnet up and magnet down data, Eqs. (4.3) and (4.4) can be rewritten as
ACP (B
0 → Kpi) = ARAWCP (B0 → Kpi)↑↓ −AI(Kpi)− αAR(Kpi)↑ − κdAP (B0) (4.10)
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Figure 4.23: D∗+ → D0(K+K−)pi+ (plus charge-conjugate) mass spectra with the results of
the maximum likelihood fit superimposed, for data acquired with the up (left) and down (right)
polarities of the magnetic field.
Channel Yield [106]
Magnet up Magnet down
D0 → piK 21.0 32.8
D∗ → D0(Kpi)pi 2.14 5.38
D∗ → D0(KK)pi 0.405 0.671
Table 4.17: Summary of the signal yields, separately for the up and down polarities of the
magnetic field.
and
ACP (B
0
s → piK) = ARAWCP (B0s → piK)↑↓ +AI(Kpi) + αAR(Kpi)↑ − κsAP (B0s ), (4.11)
where ARAWCP (B
0 → Kpi)↑↓ is the raw asymmetry averaged between magnet up and magnet down
data, and the factor α measures the asymmetry of B → h+h′− yields in magnet up and magnet
down data sets. Note that in the 2010 analysis the α factor has not been introduced since the
yields in the magnet up and magnet down data samples where identical. We can estimate α by
using the yields of the largest decay mode, i.e.:
α =
N(B0 → Kpi)↑ −N(B0 → Kpi)↓
N(B0 → Kpi)↑ +N(B0 → Kpi)↓ . (4.12)
In the limit of identical statistics in magnet up and magnet down data sets, the parameter α
vanishes and consequently AR(Kpi) does not contribute in Eqs. (4.10) and (4.11).
Similarly, the observed raw asymmetry for the B0 → J/ψK∗0 decay, averaged between up
and down polarities of the magnetic field, can be written as
ARAWCP (B
0 → J/ψK∗0)↑↓ = ACP (B0 → J/ψK∗0) +AI(Kpi) + α′AR(Kpi)↑ + κ′AP (B0), (4.13)
where the parameters α′ and κ′ are the analogues of α and κd,s for reconstructed B0 → J/ψK∗0
decays and ACP (B
0 → J/ψK∗0) is the corresponding time integrated CP asymmetry, assumed
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Channel ARAWCP
Magnet up Magnet down
D0 → Kpi −0.0184± 0.0002 −0.0148± 0.0002
D∗ → D0(Kpi)pi −0.0254± 0.0008 −0.0113± 0.0005
D∗ → D0(KK)pi −0.019± 0.002 −0.002± 0.002
Table 4.18: Summary of the raw asymmetries determined by the maximum likelihood fits, for
the up and down polarities of the magnetic field.
Asymmetries Values
AI(Kpi) −0.010± 0.002
AR(Kpi)
↑ −0.0018± 0.0002
AR(pis)
↑ −0.0056± 0.0005
Table 4.19: Summary of relevant instrumental asymmetries. See text for their definition.
negligible in the following. Using Eq. (4.13), Eq. (4.10) finally becomes
ACP (B
0 → Kpi) = ARAWCP (B0 → Kpi)↑↓ −A∆(B0 → Kpi), (4.14)
where the quantity A∆(B
0 → Kpi) is the correction due to instrumental and production asym-
metries and is given by
A∆(B
0 → Kpi) = AI(Kpi) + αAR(Kpi)↑ +
+
κd
κ′
[
ARAWCP (B
0 → J/ψK∗0)↑↓ −AI(Kpi)− α′AR(Kpi)↑
]
. (4.15)
In the case of the B0s → piK decay, we can write
ACP (B
0
s → piK) = ARAWCP (B0s → piK)↑↓ −A∆(B0s → piK), (4.16)
where in the expression of the correction factor we can neglect the presence of a B0s production
asymmetry, due to the small value of the ks parameter, i.e.:
A∆(B
0
s → piK) = −AI(Kpi)− αAR(Kpi)↑. (4.17)
4.4.2.1 Determination of ARAWCP (B
0 → J/ψK∗0)
The data sample is composed of about 120 pb−1 (magnet up) and 200 pb−1 (magnet down) of
integrated luminosity in the full Reco10-Stripping13b DIMUON stream. The data are selected
using the stripping line BetaSBd2JpsiKstarUnbiasedLine. In addition to the pre-selection, in
order to further suppress the combinatorial background, an oﬄine selection was applied using
the following simple set of cuts:
• the minimum impact parameter χ2 values of the two muons, the kaon and the pion,
calculated with respect to all primary vertices, were requested to exceed 9;
• the proper decay time of the B candidate had to be larger than 0.2 ps.
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Figure 4.24: B0 → J/ψK∗0 (plus charge-conjugate) invariant mass plots, for up (left) and down
(right) polarities of the magnetic field.
Magnet up Magnet down
B0 → J/ψK∗0 event yield 9800± 109 15607± 137
ARAWCP (B
0 → J/ψK∗0) −0.008± 0.011 −0.004± 0.008
Table 4.20: Signal yields and raw asymmetries determined by unbinned maximum likelihood fits
to the B0 → J/ψK∗0 reconstructed invariant mass spectra.
We perform an unbinned maximum likelihood fit of the J/ψ(µ+µ−)K∗0(K+pi−) and
J/ψ(µ+µ−)K¯∗0(K−pi+) mass spectra. The signal mass peak is modeled as the sum of two
Gaussians with common mean, while the combinatorial background is modeled by means of an
exponential p.d.f.. The mass plots with the result of the fit superimposed are shown in Fig.
4.24. Signal yields and raw asymmetries returned by the fit are reported in Tab. 4.20. Fig. 4.25
shows the reconstructed proper time distributions of B0 → J/ψK∗0 decays in magnet up and
magnet down data sets. The curves superimposed to the histograms are the results of maximum
likelihood fits made using the following p.d.f.:
f(t) = A exp(−Γt′)⊗G(t− t′;στ ) (at)
b
1 + (at)b
, (4.18)
where A is a normalization factor, Γ is the B0 decay width, G is a Gaussian resolution function
of width στ = 40 fs (the precise value of the resolution width is not relevant for the aim of this
study), and finally a and b are two free parameters describing the acceptance as a function of
the proper time. The a and b acceptance parameters returned by the fits are reported in Tab.
4.21, together with the corresponding κ′ factors calculated using Eq. (4.7). In the calculation
of κ′ we assume ∆Γd = 0 and we use the central values of the current world averages for Γd and
∆md [21].
4.4.3 Correction factors to the raw asymmetries
It is now possible to calculate the correction that must be applied to the raw asymmetry, defined
in Eq. (4.15). By using the yields of reconstructed B0 → Kpi in magnet up and down data sets
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Figure 4.25: Proper time distributions of B0 → J/ψK∗0 decays, for up (left) and down (right)
polarities of the magnetic field.
Parameter Magnet up Magnet down
a 1.92± 0.09 1.75± 0.08
b 2.18± 0.14 1.91± 0.10
κ′ 0.47 0.45
Table 4.21: Parameters governing the proper time acceptance function for reconstructed B0 →
J/ψK∗0 decays. The corresponding factors κ′ are also shown.
given in Tab. 4.12, we determine the factor α to be
α =
N(B0 → Kpi)↑ −N(B0 → Kpi)↓
N(B0 → Kpi)↑ +N(B0 → Kpi)↓ ' −0.20. (4.19)
The analogue of α for B0 → J/ψK∗0 decays can be as well calculated (the two values might
slightly differ in case of different trigger conditions in magnet up and down data takings), and
it is
α′ =
N(B0 → J/ψK∗0)↑ −N(B0 → J/ψK∗0)↓
N(B0 → J/ψK∗0)↑ +N(B0 → J/ψK∗0)↓ ' −0.22. (4.20)
The correction to the raw asymmetry ARAWCP (B
0 → Kpi) is then given by
A∆(B
0 → Kpi) =
(
1− κd
κ′
)
AI(Kpi) +
(
α− α′κd
κ′
)
AR(Kpi)
↑ + (4.21)
+
κd
κ′
ARAWCP (B
0 → J/ψK∗0)↑↓ = 0.35 · (−0.010± 0.002) +
+ (−0.20 + 0.22 · 0.65) · (−0.0018± 0.0002) +
+ 0.65 · (−0.005± 0.006) = −0.007± 0.006.
For the case of the B0s → piK decay we have
A∆(B
0
s → piK) = −AI(Kpi)− αAR(Kpi)↑ = −(−0.010± 0.002) + (4.22)
− (−0.20) · (−0.0018± 0.0002) = 0.010± 0.002.
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Although we do not need to derive it explicitly, we obtain a value for AP (B
0):
AP (B
0) =
1
κ′
[ARAWCP (B
0 → J/ψK∗0) + (4.23)
− AI(Kpi)− α′AR(Kpi)] = 0.010± 0.013,
where the error is statistical only.
4.5 Systematic errors
The systematic errors that we identify fall into the following main categories, related to:
1. PID calibration;
2. modelling of the signal and background components in the maximum likelihood fits;
3. instrumental and production asymmetries;
4. reconstruction efficiencies;
5. B-meson hadronization probabilities and reference branching fractions.
Categories (1), (2) and (3) affect the measurements of ACP (B
0 → Kpi) and ACP (B0s → piK).
Categories (1) and (2) also affect the determination of the relative yields needed to measure the
branching fractions B(B0 → K+K−) and B(B0s → pi+pi−). In order to perform such measure-
ments, we first determine the following ratios
fd · B(B0 → K+K−)
fs · B(B0s → K+K−)
=
N(B0 → K+K−)
N(B0s → K+K−)
· εrec(B
0
s → K+K−)
εrec(B0 → K+K−) (4.24)
and
fs · B(B0s → pi+pi−)
fd · B(B0 → pi+pi−) =
N(B0s → pi+pi−)
N(B0 → pi+pi−) ·
εrec(B
0 → pi+pi−)
εrec(B0s → pi+pi−)
, (4.25)
where εrec are the overall reconstruction efficiencies, fd and fs are hadronization probabilties of
b-quarks into B0 and B0s mesons respectively, N(B
0 → K+K−), N(B0s → K+K−), N(B0 →
pi+pi−) and N(B0s → pi+pi−) are the event yields returned by the mass fits (see Tab. 4.14).
Category (4) affects the evaluation of the various εrec. Then, by using external measurements of
fd/fs, B(B0 → pi+pi−) and B(B0s → K+K−) we can derive the measurements of B(B0s → pi+pi−)
and B(B0 → K+K−). This is where category (5) enters the scene.
4.5.1 PID calibration
As we have already seen in the previous chapter, PID efficiencies are necessary to compute the
number of cross-feed background events affecting the mass fit of a given B decay channel. An
imperfect PID calibration can lead to an incorrect estimate of the number of such background
events, thus affecting the values of the direct CP asymmetries and the signal yields returned
by the maximum likelihood fits. We perform unbinned maximum likelihood fits after having
changed by 2% (see Sec. 4.2.4) the values of the relevant PID efficiencies, namely ε(Kpi), ε(pipi),
ε(KK), ε(pK) and ε(ppi), from the central values predicted by the calibration procedure. Four
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modified sets of values are tried: in the first we increase by 2% the values of ε(Kpi) and ε(pK)
while those of the other efficiencies are decreased by 2%; in the second we decrease by 2% the
values of ε(Kpi) and ε(pK) and increase by 2% those of the other efficiencies; in the third and
fourth we respectively increase and decrease the values of all the efficiencies by 2%. For each set
we evaluate the shift of the relevant output quantities returned by the fits from those determined
by the baseline fit. The systematic error is defined as the maximum observed shift.
4.5.2 Signal and background modelling
The signal p.d.f. used in the baseline fit to build the likelihood function for each B → h+h′−
decay mode is given by a single Gaussian convolved with an additional component taking into
account QED final state radiation processes. An estimate of the systematic error due to an
incorrect description of the final state radiation is determined by varying in a wide range the
value of the parameter governing the amount of emitted radiation. We also investigate the
incorrect description of the core distribution in the signal mass model by replacing the single
Gaussian function with the sum of two Gaussians with a common mean. We investigate the
impact of the presence of a further component of 3-body B decays in the Kpi spectrum, not
accounted for in the baseline fit, e.g. due to B → pipipi decays where one pion is not reconstructed
and another one is misidentified as a kaon. We determine the mass lineshape of this background
component from Monte Carlo simulations, and then we repeat the fit after having added it to
the baseline model. For the modelling of the combinatorial background component we repeat
the fit using a first order polynomial. For the case of the cross-feed backgrounds we estimate
two distinct systematic errors: one due to a relative bias of the Monte Carlo mass distributions
with respect to the signal distributions in data, and another one accounting for the difference in
mass resolution between Monte Carlo and data. All the shifts from the relevant baseline values
are accounted for as systematic errors.
4.5.3 Instrumental and production asymmetries
Instrumental and production asymmetries have been studied by means of charm control samples,
as discussed in Sec. 4.4. We have determined the correction factors A∆, with their associated
statistical errors, to be applied to the raw asymmetries of B0 → Kpi and B0s → piK decays
measured in data. In order to take into account possible differences of the instrumental asym-
metries, due to slightly different kinematic properties of charm and beauty two-body decays,
as well as to different triggers and oﬄine selections, we introduce a further systematic error of
0.005 (order of one half of the A∆ corrections determined from the control samples).
4.5.4 Reconstruction efficiencies
The values of εrec obtained from Monte Carlo simulations are reported in Tab. 4.22. As is
apparent, the efficiency for theB0s → K+K− decay differs significantly from the other efficiencies,
which in turn are in good agrement. This is because the lifetime of the B0s → K+K− decay in
the Monte Carlo is that of the short living B0s eigenstate, roughly equal to 1.4 ps, as predicted
by the Standard Model. Since in the oﬄine event selection we apply a tight cut on the proper
decay time at 2 ps, owing to this cut alone we expect a reduction in the value of the efficiency
of a factor which is roughly given by exp(−2/1.5)/ exp(−2/1.4) ' 1.1. However, albeit this was
not taken into account in the simulation, also the B0s → pi+pi− should exhibit the same reduced
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Decay mode B0 → pi+pi− B0s → pi+pi− B0 → K+K− B0s → K+K−
εrec 0.64± 0.01 0.63± 0.01 0.63± 0.01 0.58± 0.01
Table 4.22: Absolute reconstruction efficiencies determined from Monte Carlo simulations for
triggered, stripped and oﬄine selected events passing the event selection for observing the rare
decays B0 → K+K− and B0s → pi+pi−. The errors are due to the limited Monte Carlo statistics
available. The reason why the efficiency for the B0s → K+K− decay differs significantly from
the other efficiencies is discussed in the text.
lifetime. For this reason, also in this case we will consider a value of εrec = 0.58± 0.01. Hence
in the following we will use the following values for the ratios of efficiencies:
εrec(B
0
s → K+K−)/εrec(B0 → K+K−) = 0.92± 0.02 (4.26)
and
εrec(B
0 → pi+pi−)/εrec(B0s → pi+pi−) = 1.10± 0.03. (4.27)
4.5.5 fs/fd and reference branching fractions
We will use the average value of fs/fd determined by LHCb [89]:
fs/fd = 0.267
+0.021
−0.020. (4.28)
As values of the reference branching fractions, we will use the HFAG averages [58]:
B(B0 → pi+pi−) = (5.16± 0.22)× 10−6 (4.29)
and
B(B0s → K+K−) = (26.5± 4.4)× 10−6. (4.30)
4.5.6 Summary of systematics
The systematic uncertainties for ACP (B
0 → Kpi) and ACP (B0s → piK) are summarized in
Tab. 4.23, while those for the ratios N(B0 → K+K−)/N(B0s → K+K−) and N(B0s →
pi+pi−)/N(B0 → pi+pi−) are given in Tab. 4.24.
4.6 Final results and conclusions
4.6.1 ACP (B
0 → Kpi) and ACP (B0s → piK)
From Tabs. 4.12 and 5.7 we can determine the following values of the raw asymmetries, averaged
between magnet up and magnet down data sets:
ARAWCP (B
0 → Kpi)↑↓ = −0.095± 0.011 (4.31)
and
ARAWCP (B
0
s → piK)↑↓ = 0.28± 0.08, (4.32)
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Systematic uncertainty ACP (B
0 → Kpi) ACP (B0s → piK)
PID calibration 0.0012 0.001
Final state radiation 0.0026 0.010
Signal model 0.0004 0.005
Combinatorial background model 0.0001 0.009
3-body background model 0.0009 0.007
Cross-feed background model (shift) 0.0009 0.005
Cross-feed background model (smearing) 0.0006 0.006
Instrumental and production asymmetries 0.0078 0.005
Total 0.0084 0.018
Table 4.23: Summary of systematic uncertainties on ACP (B
0 → Kpi) and ACP (B0s → piK). The
total systematic uncertainties given in the last row are obtained by summing in quadrature all
the contributions.
Systematic uncertainty N(B
0→K+K−)
N(B0s→K+K−)
N(B0s→pi+pi−)
N(B0→pi+pi−)
PID calibration 0.0005 0.0003
Final state radiation 0.0092 0.0013
Signal model 0.0011 0.0029
Combinatorial background model 0.0012 0.0004
Cross-feed background model (shift) 0.0008 0.0002
Cross-feed background model (smearing) 0.0002 0.0001
Total 0.0094 0.0032
Table 4.24: Summary of systematic uncertainties on the ratios of event yields N(B0 →
K+K−)/N(B0s → K+K−) and N(B0s → pi+pi−)/N(B0 → pi+pi−). The total systematic un-
certainties given in the last row are obtained by summing in quadrature all the contributions.
where the errors are statistical. By using Eqs. (4.14) and (4.16), with the central values of the
correction factors given in Eqs. (4.22) and (4.23) and the total systematic uncertainties of Tab.
4.23, we obtain the following measurements of the physical CP asymmetries:
ACP (B
0 → Kpi) = −0.088± 0.011± 0.008 (4.33)
and
ACP (B
0
s → piK) = 0.27± 0.08± 0.02. (4.34)
The result for ACP (B
0 → Kpi) constitutes the best measurement in the world, and is in good
agreement with the current world average provided by HFAG [60]: ACP (B
0 → K+pi−) =
−0.098+0.012−0.011. The result for ACP (B0s → piK) is the first evidence of CP violation in the
B0s → piK decay, and is in agreement with the only measurement currently available, performed
by CDF [48, 52]: ACP (B
0
s → pi+K−) = 0.39 ± 0.15 ± 0.08. Both the results are also well
compatible with those of the 2010 analysis.
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4.6.2 B(B0 → K+K−) and B(B0s → pi+pi−)
From Eqs. (4.24) and (4.25), using the relevant yields from Tab. 4.14, the values given in Eqs.
(4.26), (4.27), (4.28), (4.29) and (4.30), and the total systematic uncertainties of Tab. 4.24, we
obtain:
B(B0 → K+K−) = (0.13+0.06−0.05 ± 0.07)× 10−6 (4.35)
and
B(B0s → pi+pi−) = (0.98+0.23−0.19 ± 0.11)× 10−6. (4.36)
In particular, using a likelihood ratio test and including the systematic uncertainties on the
signal yields, we obtain a statistical significance of 5.3σ for the B0s → pi+pi− signal, which is then
observed for the first time. In the test the significance is estimated as sstat =
√
−2 log LBLS+B ,
where LS+B and LB are the values of the likelihoods at the maximum in the two cases of
signal-plus-background and background-only hypotheses, respectively. The value of sstat = 5.5σ
is then corrected by taking into account the systematic error on the signal yields as stot '
sstat/
√
1 + σ2syst/σ
2
stat, where σstat and σsyst are the statistical and systematic errors on the
ratios of the yields entering the computation of Eq. (4.24). Our values are in agreement with
the recent CDF results [4]: B(B0 → K+K−) = (0.23±0.10±0.10)×10−6 and B(B0s → pi+pi−) =
(0.57± 0.15± 0.10)× 10−6.
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Chapter 5
Measurements of the branching
ratios of non-rare two-body modes
In this conclusive chapter we present the measurement of the branching fractions of B0 → pi+pi−,
B0s → K+K− and B0s → pi+K− decays. The current world average of the branching fraction of
the B0 → K+pi− decay is used as a normalization. In addition we also report the measurement
of the ratio of branching fractions between Λb → ppi− and Λb → pK− decays.
5.1 Data set and event selection
The data sample is composed of the full Reco10-Stripping13b BHADRON stream for both
magnet polarities, and corresponds to an integrated luminosity of about 200 pb−1 for magnet
down and 170 pb−1 for magnet up.
5.1.1 Trigger
In the analyses presented in the previous two chapters, no requirement on the trigger algorithms
which selected the B → h+h′− decays was applied. In order to evaluate in a simpler way the
trigger efficiencies for each decay mode, only the candidates triggered by a specific set of trigger
algorithms have been used in the final analysis. In the LHCb jargon this requirement is defined
as:
(L0HadronTOS)AND(Hlt1TrackAllL0TOS)AND(Hlt2B2HHTOS)
5.1.1.1 Trigger stripping and oﬄine selection
The L0Hadron trigger algorithm selects events where the number of hits in the Scintillator
Pad Detector (SPD) is less than 600 and where there is at least one cluster in the Hadronic
Calorimeter (HCAL) with a transverse energy greater than 3.5 GeV/c.
The Hlt1TrackAllL0 trigger algorithm is divided into three steps. In the first step it applies
cuts on global event variables in order to reduce the time used for the online reconstruction of
the events. The requirements are: the number of hits in the Outer Tracker (OTHits) less than
15000, the number of hits in the Inner Tracker (ITHits) less than 3000 and the number of hits
in the Vertex Locator (VeloHits) less than 10000.
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Efficiencies ratio Value
εrec(B0 → K+pi−)/εrec(B0 → pi+pi−) 0.98± 0.02
εrec(B0 → K+pi−)/εrec(B0s → K+K−) 1.00± 0.02
εrec(B0 → K+pi−)/εrec(B0s → pi+K−) 0.98± 0.02
εrec(Λb → pK−)/εrec(Λb → ppi−) 1.00± 0.02
Table 5.1: Ratios of reconstruction efficiencies of the various channel, escluding PID.
In the second steps the algorithm performs the reconstruction of the primary vertices and of the
Velo Tracks. On the Velo Tracks the following requirements are applied:
• a difference between the expected and observed Velo hits less than 3;
• a number of hits in the Velo greater than 9;
• the minimum impact parameter with respect to all primary vertices less than 100 µm.
The Velo Tracks surviving to the second step are then fully reconstructed in the third step.
These tracks are selected asking for:
• a number of total hits in the tracking system greater than 16;
• a transverse momentum greater than 1.7 GeV/c;
• a momentum grater than 10 GeV/c.
The selected tracks are then re-fitted using a BiDirectional Kalman filter and are required to
have a χ2 of the fit less than 3 and a χ2 of the minimum impact parameter with respect to all
the primary vertices greater than 16.
The trigger algorithm selects the events with at least one track surviving the three steps described
above.
The HLT2 trigger and the stripping selections are the same already described in Secs. 4.1.1
and 4.1.2. For the measurement of the B of the dominant decay modes (B0 → pi+pi− and
B0s → K+K−) and the relative B between the two Λb → pK and Λb → ppi decays we applied the
same oﬄine selection that we used for the measurement of ACP (B
0 → Kpi), given in Tab. 4.3.
In the case of the B of B0s → pi−K+ decay we selected the sample by means of the tighter cuts
used for the measurement of ACP (B
0
s → piK), given in Tab. 4.4.
The ratios between the reconstruction efficiencies εrec of the decays of interest and the ref-
erence B0 → K+pi− decay, are needed to calculate the B of a B → h+h′− decay. In order to
evaluate such ratios, we applied stripping, kinematic selection and trigger requirements to full
simulated events of each B → h+h′− decay. The results of this study are summarized in Tab.
5.1, where the errors are due to the limited statistics of simulated events available.
As usual each of the two B → h+h′− samples passing the two kinematic event selections
is then subdivided into different final states using the PID capabilities of the two RICH sub-
detectors. In particular we employ the quantities ∆ logLKpi and ∆ logLppi, or their difference
∆ logLKp when appropriate. The respective two sets of PID cuts are the same as those reported
in Tabs. 4.6 and 4.7.
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5.2 Particle identification
The PID efficiencies are determined by the using the same reweighting procedure described in
Sec. 4.2.2, and are reported in Tabs. 5.2 and 5.3.
pi+pi− K+K− K+pi− ppi− pK−
B0 → pi+pi− 43.1 0.33 28.6 1.53 0.13
B0s → K+K− 0.05 55.0 15.4 0.05 1.63
B0(s) → K+pi− 1.40 4.17 67.9 0.72 0.06
B¯0(s) → pi+K− 1.40 4.17 2.09 0.02 0.85
Λb → ppi− 1.93 0.92 16.8 35.4 3.16
Λ¯b → pi+p¯ 1.93 0.92 0.95 0.03 0.18
Λb → pK− 0.06 12.2 1.92 1.18 40.2
Λ¯b → K+p¯ 0.06 12.2 4.51 0.03 0.18
Table 5.2: Efficiencies (in %) of PID cuts, for the various mass hypotheses, predicted for events
passing the oﬄine selection used for measuring the B of dominant B → h+h′− decays and the
relative branching fraction of Λb → ppi− and Λb → pK−.
pi+pi− K+K− K+pi− ppi− pK−
B0 → pi+pi− 42.8 0.33 2.06 1.51 0.13
B0s → K+K− 0.05 54.5 1.09 0.05 1.63
B0(s) → K+pi− 1.38 4.12 35.7 0.72 0.06
B¯0(s) → pi+K− 1.38 4.12 0.02 0.02 0.84
Λb → ppi− 1.90 0.90 6.01 35.4 3.16
Λ¯b → pi+p¯ 1.90 0.90 0.03 0.03 0.17
Λb → pK− 0.06 11.8 0.09 1.19 40.2
Λ¯b → K+p¯ 0.06 11.8 0.88 0.03 0.17
Table 5.3: Efficiencies (in %) of PID cuts, for the various mass hypotheses, predicted for events
passing the oﬄine selection used for measuring the branching fraction of B0s → pi+K− decay.
The evaluation of systematic errors associated to the PID calibration has been discussed
in Sec. 4.2.4, where we quoted an absolute systematic error on εPID of 2%. Using the values
in Tabs. 5.2 and 5.3 we can determine the PID efficiency ratios needed to compute the final
branching fractions. Such ratios are summarized in Tab. 5.4.
5.3 Fits to the B → h+h′− mass spectra
We perform unbinned maximum likelihood fits to the mass spectra of oﬄine selected events,
passing the kinematic selection with the PID cuts summarized in Tabs. 3.2 and 3.4 for the BR
measurement of B0 → pi+pi−, B0s → K+K− and Λb → ppi/Λb → pK, and Tabs. 3.3 and 3.5 for
the BR measurement of the B0s → pi+K− decay. The two samples have been refined requiring
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PID ratio Value
εPID(K+pi−)/εPID(pi+pi−) 1.57± 0.09
εPID(K+pi−)/εPID(K+K−) 1.23± 0.06
εPID(pK−)/εPID(ppi−) 1.14± 0.05
Table 5.4: Ratio of PID efficiencies used to compute the B of B → h+h′− decays. The errors
have been determined as described in the text.
Parameter Fit result
B0 → Kpi yield 9822± 122
B0s → piK yield 608± 54
B0 → pi+pi− yield 1667± 51
B0s → K+K− yield 2523± 59
Λb → pK yield 372± 22
Λb → ppi yield 279± 22
B0 mass [GeV/c2] 5.2717± 0.0003
B0s mass [GeV/c
2] 5.3578± 0.0006
Λb mass [GeV/c
2] 5.6116± 0.0013
Mass resolution [MeV/c2] 22.5± 0.2
Table 5.5: Relevant parameters determined by the unbinned maximum likelihood fit to the
data sample surviving the event selection adopted for the BR measurement of B0 → pi+pi−,
B0s → K+K− and Λb → ppi/Λb → pK. Only statistical errors are shown.
that each candidate is triggered by L0Hadron, Hlt1TrackAllL0 and Hlt2B2HH. The modeling
of signal and background components is the same as in the analysis described in the previous
chapter.
5.3.1 BR measurement of B0 → pi+pi−, B0s → K+K− and Λb → ppi/Λb → pK
The K+pi− (plus charge-conjugate) mass spectrum is shown in Fig. 5.1. The dominant signal
visible in the plot is due to the B0 → Kpi decay. Below the B0 → Kpi peak are visible three non
negligible contributions from cross-feed backgrounds due to the mis identification of one or both
final state particles: wrong sign B0 → Kpi combination, B0 → pi+pi− decays and B0s → K+K−
decays. A fourth component (green), due to the B0s → piK signal decay, is also visible. Fig.
5.2 shows the pi+pi− and K+K− invariant mass spectra. In both cases, the dominant cross-
feed background comes from the B0 → Kpi decay, where one of the two final state particles is
mis-identified as a pion or a kaon. Fig. 5.3 shows the pK− and ppi− (plus charge conjugate)
invariant mass spectra. The relevant parameters determined by the maximum likelihood fits
are summarized in Tab. 5.5.
Using the values of Tab. 5.5 we can calculate the ratios between the relevant yields. In
Tab. 5.6 such ratios with their statistical errors are reported.
5.3 Fits to the B → h+h′− mass spectra 163
)2 invariant mass (GeV/cpiK
5 5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8
 
)
2
Ev
en
ts
 / 
( 0
.02
 G
eV
/c
0
500
1000
1500
2000
2500
3000
3500
 = 7 TeV Datas
Preliminary
LHCb
Figure 5.1: K+pi− (plus charge-conjugate) invariant mass spectrum for events surviving the event
selection adopted for the relative BR measurement of B0 → pi+pi−, B0s → K+K− and Λb →
ppi/Λb → pK. The result of the unbinned maximum likelihood fit is superimposed. The main
components contributing to the fit model explained in the text are also visible: B0 → Kpi (red),
wrong sign B0 → Kpi combination (dark red), B0 → pi+pi− (light blue), B0s → K+K− (dark
yellow), B0s → piK (green), combinatorial background (grey), 3-body partially reconstructed
decays (orange).
Yield Ratio Value
N(B0 → pi+pi−)/N(B0 → K+pi−) 0.170± 0.006
N(B0s → K+K−)/N(B0 → K+pi−) 0.257± 0.007
N(Λb → ppi−)/N(Λb → pK−) 0.75± 0.07
Table 5.6: Relevant parameters determined by the unbinned maximum likelihood fit to the
data sample surviving the event selection adopted for the BR measurement of B0 → pi+pi−,
B0s → K+K− and Λb → ppi/Λb → pK. Only statistical errors are shown.
5.3.2 BR measurement of B0s → piK)
The pi+K− (plus charge-conjugate) mass spectrum is shown in Fig. 5.4. The dominant signal
visible in the mass spectrum is again due to the B0 → Kpi decay, as it shares the same final state
signature as the B0s → piK decay and constitutes an irreducible background for the latter. The
tighter selection adopted to select this data sample gives an high suppression both of the cross-
feed backgrounds and of the combinatorial background. The relevant parameters determined by
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Figure 5.2: pi+pi− (top) and K+K− (bottom) invariant mass spectra for events surviving the
event selection adopted for the relative BR measurement of B0 → pi+pi−, B0s → K+K− and
Λb → ppi/Λb → pK. The result of the unbinned maximum likelihood fit is superimposed. The
main components contributing to the fit model explained in the text are also visible: B0 → pi+pi−
(light blue), B0s → K+K− (dark yellow), B0 → Kpi (red), combinatorial background (grey),
3-body partially reconstructed decays (orange).
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Parameter Fit result
B0 → Kpi yield 3295± 59
B0s → piK yield 249± 20
B0 → pi+pi− yield 1120± 38
B0s → K+K− yield 1624± 45
Λb → pK yield 241± 16
Λb → ppi yield 174± 15
B0 mass [GeV/c2] 5.2717± 0.0004
B0s mass [GeV/c
2] 5.3583± 0.0007
Λb mass [GeV/c
2] 5.6108± 0.0013
Mass resolution [MeV/c2] 21.9± 0.3
Table 5.7: Relevant parameters determined by the unbinned maximum likelihood fit to the data
sample surviving the event selection adopted for the BR measurement of B0s → piK. Only
statistical errors are shown.
Systematic uncertainty N(B0 → pi+pi−)/N(B0 → K+pi−) N(B0s → K+K−)/N(B0 → K+pi−)
PID calibration 0.0002 0.0012
Final state radiation 0.0019 0.0043
Signal model negligible 0.0001
Combinatorial background model 0.0013 0.0006
3-body background model 0.0018 0.0048
Cross-feed background model (shift) 0.0023 0.0044
Cross-feed background model (smearing) 0.0002 0.0010
Total 0.0038 0.0080
Table 5.8: Systematic uncertainties affecting the ratios of B0 → pi+pi− and B0s → K+K− yields
with respect to the yield of the B0 → K+pi− decay.
the maximum likelihood fits are summarized in Tab. 5.7.
Using the values in Tab. 5.7 we can compute the ratio between yield of B0s → piK and
B0 → Kpi, that is:
N(B0s → pi+K−)
N(B0 → K+pi−) = 0.076± 0.006. (5.1)
5.4 Systematics on the ratios of the yields
In order to evaluate the systematic errors on the ratios of signal yields, we followed the same
procedure that we used in the analysis presented in the previous chapter. A summary of such
systematic errors is reported in Tabs. 5.8 and 5.9.
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Systematic uncertainty N(B0s → pi+K−)//N(B0 → K+pi−) N(Λb → ppi−)/N(Λb → pK−)
PID calibration 0.0013 0.0075
Final state radiation 0.0012 0.0140
Signal model 0.0052 0.0013
Combinatorial background model negligible 0.0086
3-body background model 0.0011 0.0239
Cross-feed background model (shift) 0.0008 0.0013
Cross-feed background model (smearing) 0.0002 0.0040
Total 0.0056 0.0304
Table 5.9: Systematic uncertainties affecting the ratio between the B0s → pi+K− and the B0 →
K+pi− yields, and the ratio between the Λb → ppi and the Λb → pK yields.
Relative branching ratio Result
B(B0→pi+pi−)
B(B0→Kpi) 0.259± 0.017± 0.016
fs
fd
B(B0s→K+K−)
B(B0→Kpi) 0.347± 0.020± 0.021
fs
fd
B(B0s→piK)
B(B0→Kpi) 0.071± 0.010± 0.007
B(Λb→ppi)
B(Λb→pK) 0.66± 0.14± 0.08
Table 5.10: Measurements of relative branching ratios of B mesons decays with respect to
B0 → Kpi and the relative branching ratio between Λb → pK and Λb → ppi decays as measured
by CDF [3].
5.5 Final results
By using the values reported in Tabs. 5.1, 5.4 and 5.6, and Eq. (5.1) we can compute the
following ratios:
B (B0 → pi+pi−)
B (B0 → Kpi) = 0.262± 0.009± 0.017,
fs
fd
B (B0s → K+K−)
B (B0 → Kpi) = 0.316± 0.009± 0.019,
fs
fd
B (Bs → piK)
B (B0 → Kpi) = 0.074± 0.006± 0.006,
B (Λb → ppi)
B (Λb → pK) = 0.86± 0.08± 0.05,
where the first errors are statistical and the second systematic. Such results are compatible with
those obtained by CDF, summarized in Tab. 5.10.
By using the current world average of B(B0 → Kpi) [58], that is
B(B0 → Kpi) = (19.4± 0.6)× 10−6,
and the ratio between the hadronization probabilities fs/fd measured by LHCb [89]
fs/fd = 0.267
+0.021
−0.020,
5.5 Final results 167
we can also derive measurements of B(B0 → pi+pi−), B(B0s → K+K−) and B(B0s → piK):
B(B0 → pi+pi−) = (5.08± 0.17± 0.37)× 10−6,
B(B0s → K+K−) = (23.0± 0.7± 2.3)× 10−6,
B(B0s → piK) = (5.38± 0.44± 0.62)× 10−6.
These results are compatible with the world averages reported in Tab. 1.4. In particular, the
measurements of B(B0s → K+K−) and B(B0s → piK) are the most precise available to date.
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Figure 5.3: pK− (plus charge conjugate, top) and ppi− (plus charge conjugate, bottom) invariant
mass spectra for events surviving the event selection adopted for the BR measurement of B0 →
pi+pi−, B0s → K+K− and Λb → ppi/Λb → pK. The result of the unbinned maximum likelihood
fit is superimposed. Clear signals of Λb → pK− and Λb → ppi− decays are found.
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Figure 5.4: pi+K− (plus charge-conjugate) invariant mass spectrum for events surviving the event
selection adopted for the BR measurement of B0s → piK). The result of an unbinned maximum
likelihood fit is superimposed. The main components contributing to the fit model explained
in the text are also visible: B0 → Kpi (red), B0 → pi+pi− (light blue), B0s → K+K− (dark
yellow), B0s → piK (green), combinatorial background (grey), 3-body partially reconstructed
decays (orange).
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Conclusions
This thesis provides the status-of-the-art of the LHCb measurements in the sector of charmless
charged two-body B decays. The measurements of branching fractions and CP asymmetries
of these decays realized using data collected during the 2010 and the 2011 data takings are
presented. All the achievements here reported represent original contributions.
Analysing the data sample recorded during 2010, corresponding to an integrated luminosity
of about 37 pb−1, the following values of the direct CP asymmetries are obtained:
ACP (B
0 → K+pi−) = −0.074± 0.033± 0.008
and
ACP (B
0
s → pi+K−) = 0.15± 0.19± 0.02.
These results are well compatible with the current world average ACP (B
0 → K+pi−) =
−0.098+0.012−0.011 and with the CDF measurement ACP (B0s → pi+K−) = 0.39± 0.15± 0.08.
Then, using a sub-sample of data collected during 2011, an updated analysis is performed,
exploiting approximatively 320 pb−1 of integrated luminosity. Thanks to the increased statistics,
the errors on the direct CP asymmetries are reduced. The final results are:
ACP (B
0 → Kpi) = −0.088± 0.011± 0.008
and
ACP (B
0
s → piK) = 0.27± 0.08± 0.02.
The result for ACP (B
0 → Kpi) constitutes the best measurement in the world, whereas that for
ACP (B
0
s → piK) is the first evidence of CP violation in the B0s → piK decay. Both the results
are also well compatible with the current experimental knowledge and with the 2010 results
quoted above. In addition to the direct CP asymmetries, also the measurement of the branching
fractions of the rare decays B0 → K+K− and B0s → pi+pi− are performed. The results are:
B(B0 → K+K−) = (0.13+0.06−0.05 ± 0.07)× 10−6
and
B(B0s → pi+pi−) = (0.98+0.23−0.19 ± 0.11)× 10−6.
These values are in agreement with the recent CDF results B(B0 → K+K−) = (0.23 ± 0.10 ±
0.10)×10−6 and B(B0s → pi+pi−) = (0.57±0.15±0.10)×10−6. Using a likelihood ratio test and
including the systematic uncertainties on the signal yields, we obtain a statistical significance
of 5.3σ for the B0s → pi+pi− signal. Hence this result represents the first 5σ observation of this
decay mode.
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Finally, using a sample corresponding to about 370 pb−1 of integrated luminosity acquired
during 2011, the measurements of B(B0 → pi+pi−), B(B0s → K+K−), B(B0s → pi+K−) and
B(Λb → ppi−)/B(Λb → pK−) are performed. First of all the following ratios are determined:
B (B0 → pi+pi−)
B (B0 → Kpi) = 0.262± 0.009± 0.017,
fs
fd
B (B0s → K+K−)
B (B0 → Kpi) = 0.316± 0.009± 0.019,
fs
fd
B (Bs → piK)
B (B0 → Kpi) = 0.074± 0.006± 0.006,
B (Λb → ppi)
B (Λb → pK) = 0.86± 0.08± 0.05,
where the first errors are statistical and the second systematic. Then, by using the current world
average B(B0 → Kpi) = (19.4±0.6)×10−6 and the ratio between the hadronization probabilities
fs/fd = 0.267
+0.021
−0.020 measured by LHCb, the measurements of B(B0 → pi+pi−), B(B0s → K+K−)
and B(B0s → piK) are obtained:
B(B0 → pi+pi−) = (5.08± 0.17± 0.37)× 10−6,
B(B0s → K+K−) = (23.0± 0.7± 2.3)× 10−6,
B(B0s → piK) = (5.38± 0.44± 0.62)× 10−6.
These results are compatible with the world averages. The measurements of B(B0s → K+K−)
and B(B0s → piK) are the most precise available to date.
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