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Chapter 1
Introduction
1.1 The purpose of this study
Raman spectroscopy has been used frequently for two-dimension (2D) ma-
terials. However, no theoretical model considered for a role of the exciton
in resonant Raman spectra of the 2D materials, because of the high compu-
tational cost of many-body perturbation theoretical calculations of excitons
and the implementations to resonant Raman spectra that unify electron-
phonon and many-body phenomenons by using plane-wave basis functions.
In this thesis, we develop a simple tight binding approach by adopting max-
imally localized Wannier function (MLWF) basis functions. This framework
is crucial to capturing excitonic effect of resonant Raman scattering in MoS2,
including the relative Raman intensity for several Raman peaks as a func-
tion of photon energy, in particular for the A, B and C exciton energies.
The purpose of this thesis is that we reproduce resonant Raman spectra for
many photon energies by considering the exciton wave functions. We show
that band-extrema electron-hole pairs such as the A and B excitons suppress
the Raman response. Further, that in the parallel-band electron-hole pairs
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such as the C exciton enhances the Raman response due to their bunching
up energies that makes strong exciton-phonon coupling during the atomic
vibration.
1.2 Organization of this thesis
The present thesis is organized as follows: In the remaining part of Chapter
1, the background for discussing the excitonic Raman spectra is discussed.
In particular, we overview the crystal structure, electronic properties, and
vibrational phonon properties. In Chapter 2, the method for calculating res-
onant Raman intensity by applying the perturbation theory is introduced.
The electronic structure and vibrational properties are calculated by Quan-
tum Espresso and Wannier90 packages. In Chapter 3, we show the the-
oretical formulation of the exitonic optical transition by using maximally
localized Wannier functions (MLWFs) based on the tight binding model. In
particular, we revised the previous formulation of the electron-photon and
exciton-photon coupling based on tight binding approach given by J. Jiang
et.al. to obtain an original analytic formulation. The main results of this
thesis are presented in Chapter 3, 4 and 5. In Chapter 3, we will discuss the
excitonic optical transition by solving the Bethe-Salpeter equation (BSE) in
the MLWF basis. We also introduce how to obtain a tight binding expres-
sion for electron-hole interaction whose detail is given in appendix A and B.
The appendix A and B correspond to the derivation of BSE and revising to
MLWF basis for BSE, respectively. In Chapter 4, we show exciton-energy de-
pendence of the exciton-phonon coupling for the phonon mode of monolayer
MoS2. In Chapter 5, we show the calculated results of excitonic resonant
Raman intensity for monolayer MoS2. Finally, in Chapter 6, a summary of
this thesis is given.
1.3. CRYSTAL STRUCTURE 3
Figure 1.1: (a) MoS2 is composed of the single layer of molybdenum and sulfur
atoms in the hexagonal lattice from side view. (b) MoS2 from top
view. yellow ball and grey ball indicate that sulfur and molybdenum
atoms, respectively.
1.3 Crystal structure
The electron configuration of a molybdenum and sulfur atoms for MoS2 that
contributes to the optical properties are 5s14d5 and 3s23p4, respectively. The
electronic states MX2 (M= Mo, W, and X= S, Se and Te) in the lowest
conduction band and in the top valence band are dominated by component
of p orbital of X atoms and d orbital of M atom which form a planar hexagonal
lattice. The MX2 single layer is made of transition metal atom sandwiched by
two-sulfurs of chalcogen atoms that is shown as monolayer MoS2 in Fig. 1.1.
By stacking layers of TMDs we get three dimensional crystal structure in
which crystal grows in TMDs, shown in Ref. [1, 2, 3]. The distance between
MoS2 planes is 3.4 ∼3.5 Å [4, 5]. Between the layers are weak van der Waals
interaction, which allows layers of TMDs to be easily exfoliated, or to slide
in the direction parallel to the plane.
The d and p orbitals in MoS2 are calculated by Wannier90 package [6]
and we display (a) dz2 and (b) pz orbitals as shown in Fig. 1.2. The yellow
and blue regions of each figure indicate positive and negative values of the
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Figure 1.2: Surface plots for the maximally localized (a) dz2 orbital and (b) pz
orbital are obtained by Wannier 90 package [6]. The yellow and blue
regions indicate positive and negative values of the real part of the
wave function amplitude, respectively.
real part of the wave function amplitude, respectively. And, purple and black
balls stand for molybdenum and sulfur atoms, respectively.
In figure 1.3 (a) and (b), we show that the unit cell and the Brillouin zone
of monolayer MoS2, respectively. The TMDs sheet is generated by the unit
cell which is specified by the lattice vector a1 and a2, which are define in (x,
y) coordinate as







, 0), a3 = c(0, 0, 1), (1.1)
where is a =
√
3aMoS2 is the lattice constant for the monolayer MoS2 and
aMoS2 = 3.16 Å is the nearest-neighbor length of atoms [4, 5]. The out-of-
plane lattice parameter for monolayer MoS2 is c = 2c0, where c0 = 3.47 Å,
the distance between sulfur atoms on the adjacent layers.
Therefore, a direct lattice vector is:
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Figure 1.3: (a) The unit cell of monolayer MoS2 is shown as the black dotted
line. a1 and a2 are the unit vectors of single layer MoS2. The MoS2
unit cell in real space contains one molybdenum atom and two sulfur
atoms. (b) Brillouin zone (BZ) of single layer MoS2 is displayed as
the black solid line with the hexagons. The BZ is given by reciprocal
lattice vectors b1 and b2 with |b1| = |b2| = 4π√3a . The dot lines stand
for basic reciprocal lattice vector b1 and b2. Γ,K,K
′ and M in the
hexagonal Brillouin zone indicate the high-symmetry points.
where n1, n2 and n3 are integers. The unit cell consists of three distinct
molybdenum and sulfur atoms from the sub-lattice shown as black and white
dots in Fig. 1.3 (a). The reciprocal lattice vectors b1, b2 and b3 are given
by the lattice vectors a1, a2 and a3 as follows
ai · bj = 2πδij, (1.3)
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A reciprocal lattice vector Gm is defined















The first Brillouin zone of monolayer MoS2 is shown as a black solid lined
hexagon in Fig. 1.3 (b), where Γ (center), K, K′ (hexagonal corners), and M
(center of edges) denote the high symmetry points.
1.4 Electronic properties
The electric energy band structure of monolayer MoS2 are calculated along Γ–
K–M–Γ by the Quantum Espresso (QE) and Wannier90 packages [6] , which
is shown in Fig. 1.4. The electronic energy bands of the MoS2 is calculated
by the density functional theory (DFT) with spin-orbit interaction. The
calculated direct energy gap at the K (K′) point is 1.65 eV for monolayer
MoS2 in this calculation which the experimentally observed energy gap is
about 1.8∼1.9 eV [7, 8, 9].
It is consisted with the fact, DFT gives a smaller energy gap than that
observed in the experiment [9]. The conduction bands at the K (K′) point
are almost degenerate for spin-up and spin down states. The valence band
splits at the K (K′) point by spin-orbit interaction about 0.23 eV for MoS2
as shown in Fig. 1.4.
We perform the numerical calculation based on density functional theory
(DFT) implemented in Quantum Espresso package and Wannier90 pack-
age [6, 10] for the calculation of the electronic energy bands and the max-
imally localized Wannier functions, respectively. We use ultra-soft-pseudo-
potential (USPP) generated by a fully relativistic calculation which includes














Figure 1.4: The calculated electric energy dispersion relation in monolayer
MoS2calculated by QE and Wannier90 package [10] are shown along
high-symmetry points Γ–K–M–Γ in the hexagonal BZ.
spin-orbit interaction in the DFT calculation [10]. The exchange and correla-
tion potential is described by the generalized gradient approximation (GGA)
proposed by Perdew, Burke, and Ernzerhof (PBE) [11]. The cut off energy
is selected to be 40 Ry and we use 60 × 60 × 1 grid for sample k-points
to calculate the electric band structure of monolayer MoS2. We adopt a su-
percell for calculating monolayer MoS2 in which the size of the supercell in
the calculation perpendicular to the layer is taken as c/a = 10 (a : lattice
constant = 3.18 Å, c : interlayer distance = 31.8 Å) so that we can avoid the
interlayer interaction.
1.5 Vibrational properties
The phonon of monolayer MoS2 plays a fundamental role in determining
many physical properties. For example, phonon-limited electron mobility [12],
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anti-Stokes emission from trion to neutral exciton [13], strongly enhanced
charge density wave transition temperature [14], and exciton phonon cou-
pling dictated exciton dynamics [15, 16, 17]. The MoS2 phonon diagrams
have been explored experimentally by inelastic neutron [18], electron energy
loss spectroscopy (EELS) [19], and x-ray scattering [20] techniques. Theoret-
ically, a number of techniques including elastic continuum model [15], force
constant models [16], bond charge models [17] and ab-initio calculations[17]
have been used to calculate phonon energy dispersion relations of monolayer
MoS2. Here, we show that the phonon dispersion relation of MoS2 through
QE package [6], which calculates the phonon dispersion via Density Func-
tional Perturbation Theory (DFPT).
The phonon calculations begin with the determination of the equilibrium
position which is called lattice optimization. At the equilibrium position, the
relative atomic positions in the unit cell yield zero inter-atomic forces and
a zero-stress tensor. We perform the phonon calculations by DFT as imple-
mented in the QE, within the local density approximation (LDA). We use
Hartwigsen-Goedecker-Hutter pseudopotentials (including the vdw interac-
tion and the semicore electrons as valence electrons in the case of Mo and W)
and a plane-wave cutoff at 60 Hartree. The first Brillouin zone is sampled
with 12 × 12 × 1 the Monkhorst-Pack grid for monolayer MoS2 systems.
The optimized lattice constants are considered for c/a = 10 (a: lattice con-
stant = 3.15 Å, c: interlayer distance = 31.2 Å) so that we can avoid the
interlayer interaction. The experimental lattice parameters of MoS2 are a =
3.15 Å [21].
In Fig. 1.5, phonon energy dispersion is plotted on the high symmetry
lines of the Brillouin zone. The in-plane acoustic vibration modes of the
single-layer MoS2 that consist of the longitudinal acoustic (LA) and the in-
plane transverse acoustic (TA) mode have higher frequencies compared with



















Figure 1.5: The calculated Phonon dispersion of MoS2 are calculated by QE
package along high-symmetry points Γ–K–M–Γ in the hexagonal
Brillouin zone.
the out-of-plane acoustic mode (ZA). The high-frequency optical modes of
MoS2 can be separated from the low-frequency acoustic modes by a gap of
80 cm−1 from 220 cm−1 to 300 cm−1 at the K point. We show from the point
group at the Γ point that the atomic displacements of the Raman-active
modes E”, A’1 and the infrared-active mode A”2 (for notation simplicity,
we will use the irreducible representations of bulk MoS2 in this chapter)
[22, 23]. The Raman-active modes are also indicated in the phonon dispersion
of Fig. 1.5. The in-plane modes E’ and A’1 are slightly split in energy (by 3
cm−1). The A”2 frequency is larger than that of the E’ mode.
As one can see in Fig. 1.6, for the E’ mode, the sulfur atoms of different
layers move in opposite direction and thus the additional“ spring”between
sulfur atoms of neighboring layers should increase the frequency of the E’.
Our phonon calculations match the experimental results. We will analyze
this feature in this thesis with the atomic force constants.
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Figure 1.6: The vibration eigenvectors of monolayer MoS2 at the Γ point are
shown and each phonon mode is labeled. The numbers of below the
IR and Raman are the phonon frequency (cm−1) from Ref. [18].
1.6 Resonance Raman measurements in MoS2
Let us discuss Raman spectra of monolayer MoS2 Monolayer MoS2 flakes are
mechanically exfoliated from bulk crystals onto 90 nm SiO2. The monolayer
MoS2 is identified using atomic force microscopy (AFM) and resonance Ra-
man measurements. AFM measurement on monolayers shows a height of
0.7 nm corresponding to the thickness of a single MoS2 layer (1L) as shown
in Fig. 1.7 (a). From the bulk to monolayer MoS2, the out-of-plane Raman
mode (A1g) at 410 cm
−1 softens and the in-plane mode (E2g) at 387 cm
−1
does not change the position of Raman shift for MoS2 shown as in Fig. 1.7
(b). In Figure. 1.8, we show the excitation energy dependence of Raman
intensity measurement in the spectral range of 300-500 cm−1. The peaks
around 387 and 410 cm−1 correspond to the in-plane E12g and the out-of-
plane A1g phonons. We can see in Fig. 1.8 that the relative intensities of
these modes depend on the excitation energy. The A1g mode is more intense
than the E12g phonon mode for laser energies from 1.92 eV to 2.81 eV.
In Fig. 1.9 (a), we show the ratio of the intensity of the E12g mode to
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Figure 1.7: (a) AFM images taken on monolayer (1L) MoS2. (b) Raman spectra
measured on monolayer and few layers MoS2, where the solid and
dashed curves denote Raman spectra of monolayers (1L) and few-
layers, respectively from Ref. [24].
A1g mode in a logarithmic scale as a function of the excitation laser energy,
for the different samples from monolayer (1L) MoS2, 2L, 3L and the bulk.
Points below (above) the horizontal red line correspond to enhancements of
the E12g (A1g) phonon modes. In a recent first-principle calculation of the
optical response of monolayer MoS2 [25], Qiu et al. showed that the broad
spectra in the optical spectra between 2.5 and 3.3 eV is due to the different
types of excitons and excitonic states. Besides the excited states of the A
and B excitons, near the K (K’) point of Brillouin zone. The existence
of an excitonic state in Γ-K line, that is called the C exciton state, was
also predicted. In Fig. 1.9 (b) and (c), we show, respectively, the atomic
displacement for the A1g and E2g modes. As shown in the figure, the A1g
mode is out-of-plane vibration while the E2g mode is in-plane vibration.
Let us show that the enhancement of the E12g phonon mode is not due to
the band-to-band transition, or by a high energy excitonic optical transition,
predicted recently by Qiu et al [25]. As shown in Fig. 1.8, the enhancement
of the A1g mode, which are demonstrated to be associated with the A, B and
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Figure 1.8: Raman spectra of MoS2 samples with different numbers of layers, and
recorded with the different laser excitation energies. Panels from
left to right correspond to 1, 2, and 3 layers, and bulk samples,
respectively from Ref. [20].
C exciton states around 2.7 eV is stronger and sharper than the enhancement
of the E12g. When the intermediate state in a Raman process is an excitonic
state, the Raman cross section is enhanced more significantly than when the
intermediate states are band-to-band transitions [26, 27, 28]. Further, the
Raman excitation profile of the A1g phonon around 2.7 eV (see Fig. 1.8) is
sharper than the broad band in the optical spectra of monolayer MoS2. This
result suggests that, among many excitonic states contribute to the broad
band spectra in the optical absorption. This selective enhancement of the
A1g phonon mode is related to the exciton-phonon matrix element. Exciton-
phonon coupling can be explained for the A1g and E
1
2g phonons and for the
orbitals associated with the A, B, and C exciton wave function. The A and
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Figure 1.9: (a) The ratio of the intensities of the A1g and E
1
2g Raman modes,
plotted in a logarithmic scale. (b) Atomic displacements of the A1g
phonon mode and electronic orbitals of the A, B and C excitons.
(c) Atomic displacements of the E12g phonon mode and electronic
orbitals of the C exciton from Ref. [20].
B excitons reflect the Mo dz2 orbitals of the states in the lowest monolayer
MoS2 conduction band, and the dz2 orbital function is symmetric with the
orbitals pointing along the z direction [see Fig. 1.9 (b)]. On the other hand,
the C exciton originates from a sixfold degenerate state that makes an ex-
citonic transition from the highest valence band to the lowest conduction in
the hexagonal Brillouin zone [29]. Therefore, the low-energy excitations of
two-dimensional semiconductors are dominated by strong excitonic effects,
as exemplified by the A and B excitons arising from band-edge excitations
in monolayer MoS2 and the C exciton arising from near-parallel valence and
conduction bands. Despite the experimental measurements on Raman spec-
troscopy of 2D solids, the role of excitons on Raman spectra has not been
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discussed theoretically.
1.7 The previous calculation for exciton state
Let us explain the preview calculation of excitons. Yambo is an ab-initio
code for calculating quasiparticle energies and optical properties of elec-
tronic systems within the framework of many-body perturbation theory and
time-dependent density functional theory[24]. Quasiparticle energies are cal-
culated within the GW approximation for the electron self-energy by the
Coulomb interactions. Optical properties are evaluated either by solving the
Bethe-Salpeter equation or by using the adiabatic local density approxima-
tion[22]. Yambo adopt a plane-wave code that, although particularly suited
for calculations of periodic bulk systems, has been applied to a large variety
of physical systems. Yambo relies on efficient numerical techniques devised
to treat systems with reduced dimensionality, or with a large number of
degrees of freedom. The typical running time of Yambo can range from a
few minutes to some days depending on the chosen level of approximation,
and on the property and physical system under study[23]. Here, we develop
the excitonic effect expressed by tight binding approach with difference from
plane wave functions by using maximally localized Wannier function calcu-
lated that we develop from Wannier90 package, which significantly reduces
the computational time
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1.8 The theory of maximally localized Wan-
nier function
Wannier90 is a program for calculating maximally-localised Wannier function
(MLWF) from a set of Bloch energy bands. The formalism works by minimis-
ing the total spread of the MLWF in real space. The calculation is performed
in the space of unitary matrices that describe rotations of the Bloch bands
at each k-point. As a result, Wannier90 is independent of the basis set used
in the underlying calculation to obtain the Bloch states. Therefore, it may
be interfaced straightforwardly to any electronic structure code. The locality
of MLWF can be exploited to compute band-structure, density of states and
Fermi surfaces at a small computational cost. Furthermore, Wannier90 is
able to output MLWF for visualisation and other post-processing purposes.
Wannier functions are already used as applications.
1.8.1 Theoretical background of Wannier functions
Here we briefly overview the Wannier function. For an isolated set of N
Bloch bands ψnk(r), a set of N Wannier functions wnR(r) = wn(r − R),












where U (k) is a unitary matrix that mixes the m-th bands at wave vector
k, and the Brillouin zone (BZ) integral may also be interpreted as a unitary
transformation. Different choices for U (k) give rise to different Wannier func-
tions, with different spatial spreads. The previous study consists of choosing
the U (k) that minimizes the sum of the quadratic spreads of the Wannier












It is worth noting that the spread functional can be separated into two con-
tributions



















It can be shown that each of these quantities is non-negative and ΩI is gauge
invariant. For example, insensitive to changes in the matrices U
(k)
mn [1]. There-
fore, the minimization of the spread functional for an isolated set of bands
just corresponds to minimizing.
1.8.2 Reciprocal space formulation
As shown by Blount [21], matrix elements of the position operator between













where the periodic part of the Bloch function is defined as unk(r) = e
−ik·rψnk(r).
These expressions enable us to express the spread function in terms of the
matrix elements of ∇k and ∇2k. It is assumed that the Brillouin zone is
discretized on a uniform Monkhorst-Pack mesh [22] which the Bloch orbitals
are determined. Therefore, the gradient and Laplacian operators may be
approximated by finite-difference formulas on the k-space mesh. If f(k) is a




ωbb[f(k + b)− f(k)] (1.13)
and
⟨f(k)|∇2k|f(k)⟩ = |∇kf(k)|2 =
∑
b
ωb[f(k + b)− f(k)]2, (1.14)
where b are vectors connecting mesh-point k to its nearest neighbors and
ωb is a weight factor associated with each shell of neighbors b = |b|. It is
worth noting that a finite k-point mesh implies an approximation to both
the self-consistent ground state that is obtained using that mesh and to the
accuracy of the finite-difference representation of the operators ∇k and ∇2k.
Discretized Eqs. (1.11) and (1.12) in reciprocal space, the only information
required for computing the spread functional is the overlap matrix
M (k,b)mn = ⟨umk|un,k+b⟩. (1.15)
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(−Im [lnMmn (k ,b)]− b · r̄n)2
N∑
m ̸=n
|M (k ,b)mn |2
]
, (1.17)
where Nk is the number of k-points in the Monkhorst-Pack grid and r̄n is








By using these expressions, the gradient of the spread function about unitary
rotations of the ψnk(r) can be calculated as a function of M
(k,b)
mn . It is then




mn ) towards the solution
of maximum. It is worth noting that can be further separated into band-
diagonal and band-off-diagonal parts as follows
















(−Im[lnMmn (k ,b)]− b · r̄n)2
(1.20)





















In this chapter, we derive the Bethe-Salpeter equation (BSE) to express the
exction wave functions. Then, we show the calculation method for resonance
Raman intensity.
2.1 Derivation of Bethe-Salpeter equation
We derive the Bethe-Salpeter equation (BSE) to express the exction wave
functions.









v(ri − rj), (2.1)
where h(ri) denotes the one particle Hamiltonian of the i-th electron. v(ri−
rj) denotes Coulomb repulsion between the i-th and the j-th electrons. By
using the field operator of Fermion, the Hamiltonian is expressed by
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where we expand ψ and ψ† as a linear combination of the product of creation
and annihilation operators a†nk, ank and Bloch function ϕnk(r) which is sec-













For ank and a
†
nk, we have anti-commutation relation as follows
{ank, a†mk′} = δn,mδk,k′ ,









state |e⟩ and creation operator for one electron is for the excited state which
we denoted by |g⟩、|e⟩ and B† respectively. Using them we can express |e⟩
by
|e⟩ = B† |g⟩ . (2.5)
If we define an eigenvalue of Ee for |e⟩ of Hamiltonian H Eq. (2.2), we can
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write
H |e⟩ = Ee |e⟩ . (2.6)
From Eq. (2.6), we get (H− Ee) |e⟩ = 0, we evaluate left part as
(H− Ee) |e⟩ = (H− Ee)B† |g⟩
=
(




















where Eg is eigenvalue for |g⟩, and E ≡ Ee − Eg. From Eq. (2.7), we can
obtain the following equation for |g⟩.
[H, B†] |g⟩ = EB† |g⟩ . (2.8)





where Z(k) is the coefficient of a wave function for the excited state that
we will obtain by calculating BSE. a†ck and avk′ are, respectively, a creation
operator in the conduction band with wave vector k of the electron and
annihilation operator in the valence band with wave vector k′ of electron.
When we defined K as the wave vector of the center of the mass for the
exciton which is defined by K = (k−k′)/2. K is good quantum number for
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Z(k)a†ckavk−2K |g⟩ . (2.10)



































We discuss the total Hamiltonian Hk′k in appendix A.
2.2 Time-dependent perturbation theory
Light is an electromagnetic wave vibrating as a function of time. We can
discuss the interaction associated with the light by using time-dependent
perturbation theory. In this section, we derive the transition probability
from i to f state up to third-order perturbation which is related to the first-
order Raman scattering.
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2.2.1 General time-dependent perturbation Hamilto-
nian
We start from the Hamiltonian with the time-dependent perturbation term
H ′(t) as,
H(t) = H0 +H
′(t), (2.12)
where H0 is the time-independent unperturbed Hamiltonian. The time-





|Ψ(t)⟩ = H(t)|Ψ(t)⟩. (2.13)
We define the eigen state |m⟩ with the eigen energy Em for unperturbed
Hamiltonian H0;
H0|m⟩ = Em|m⟩. (2.14)
We note that the H0 is the Hermitian operator and then the eigen function
of H0 is expressed by complete orthonormal set as follows:
⟨n|m⟩ = δnm, (2.15)∑
m
|m⟩⟨m| = 1. (2.16)
We expand the time-dependent eigen state |Ψ(t)⟩ by the orthonormal com-
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where am(t) is the time-dependent expansion coefficient. Substituting Eq. (2.17)



























Then, by using Eqs. (2.15), (2.16), (2.18), and (2.19), the time-dependent

















































The time-dependent coefficient an(t) can be obtained by integrating Eq. (2.21)
from t0 to t and we obtain
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In Eq. (2.22), substituting the left hand side to right hand side iteratively,




























































× ⟨n|H ′(t′)|m⟩⟨m|H ′(t′′)|m′⟩⟨m′|H ′(t′′′)|m′′⟩
+ ....
The second, third, and fourth terms in Eq. (2.23) are the first-, second-, and




n (t), and a
(3)
n (t)], respectively.
The an(t0) is determined by the initial condition. The initial state at the time







t0|n⟩ = |i⟩. (2.23)
Under this initial condition, we can obtain an(t0) to satisfy Eq. (2.23) as
follows:
an(t0) = δni. (2.24)
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n (t), and a
(3)






















































× ⟨n|H ′(t′)|m⟩⟨m|H ′(t′′)|m′⟩⟨m′|H ′(t′′′)|i⟩.
2.2.2 Time-dependent periodic perturbation
We assume the time-dependent periodic perturbation with frequency ω, which
is written by
H ′(t) = V e−iωt + V †eiωt. (2.26)
This perturbation Hamiltonian can be applied to a vibrating electromagnetic
wave or phonon vibration which is discussed in Sec. 2.2 and 2.4. Using the
perturbation Hamiltonian in Eq. (2.26), the first-order perturbation coeffi-
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cient a
(1)










































En − Ei ± h̄ω
sin
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The expression in Eq. (2.28) is for finite time while we consider the limit of
t→ ∞ and t0 → −∞ in the following discussion. Under the limit of t→ ∞
and t0 → −∞, the integration in Eq. (2.27) is expressed by the delta function





(En−Ei±h̄ω)t = 2πh̄δ(En − Ei ± h̄ω). (2.29)
Then, the transition probability from the initial state |i⟩ to another state |n⟩
by the first-order time-dependent perturbation with perturbation Hamilto-
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∣∣⟨n|V |i⟩δ(En − Ei − h̄ω) + ⟨n|V †|i⟩δ(En − Ei + h̄ω)∣∣2
= (2π)2δ(0)
(
|⟨n|V |i⟩|2δ(En − Ei − h̄ω) + |⟨n|V †|i⟩|2δ(En − Ei + h̄ω)
)
.
In the derivation from the second to the third line in Eq. (2.30), we use
|δ(En − Ei ± h̄ω)|2 = δ(0)δ(En − Ei ± h̄ω), (2.30)
δ(En − Ei + h̄ω)δ(En − Ei − h̄ω) = 0. (2.31)
The factor 2πh̄δ(0) =
∫∞
−∞ dt is the time from −∞ to ∞ and thus we can
obtain the transition probability from the initial (i) to the final (f) state per







|⟨f |V |i⟩|2δ(Ef − Ei − h̄ω) +
2π
h̄
|⟨f |V †|i⟩|2δ(Ef − Ei + h̄ω).
(2.32)
This result is the so-called Fermi’s golden rule that gives the transition proba-
bility from the i to f state within the first-order time-dependent perturbation
theory. Optical absorption is a process where an electron excites from the va-
lence to conduction band by interacting with light. We can directly calculate
the optical absorption probability by Fermi’s golden rule.
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2.2.3 Second- and third-order time-dependent pertur-
bation theory
The transition probability from the i to f state by mediating the intermedi-
ate statem is calculated by higher-order time-dependent perturbation theory.
The first-order Raman scattering process discussed in Sec. 2.5 is calculated
by the third-order perturbation theory. Here we consider the perturbation
Hamiltonian as harmonic perturbation that gradually switches on, more gen-
erally defined by:
H ′(t) = eη1tV1e
±iω1t + eη2tV2e
±iω2t + ..., (2.33)
where η1, η2, ... are the factors to switch on the potential gradually and ap-
proach 0 in the limit. Using the perturbation Hamiltonian in Eq. (2.33), the
second-order perturbation coefficient a
(2)
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Then, we take the limit of t0 → −∞, t→ ∞ and after that, take the limit of
η1 → 0, η2 → 0 in the integral. The second term in Eq. (2.35) becomes zero





















Em − Ei ± h̄ω1 − ih̄η1
δ(En − Ei ± h̄ω1 ± h̄ω2).
(2.36)
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All other terms in Eq. (2.34) are calculated similarly. The transition proba-
bility |a(2)n,V1,V2|







Em − Ei ± h̄ω1 − ih̄η1
∣∣∣∣∣
2
δ(En − Ei ± h̄ω1 ± h̄ω2).
(2.37)
The second-order transition probability from i to f state associated with V1
and V2 per unit time, W
fi(2)
V1,V2














Em − Ei ± h̄ω1 − iγ1
∣∣∣∣∣
2
δ(Ef − Ei ± h̄ω1 ± h̄ω2).
(2.38)
where we use the notation γ1 = h̄η1 with the dimension of the energy, which
gives the finite resonance window in the resonance condition of Eq. (2.38).
The third order time-dependent perturbation is calculated by the same
with second-order perturbation. Then he third order transition probability














(Em − Ei ± h̄ω1 − iγ1)(Em′ − Em ± h̄ω2 − iγ2)
∣∣∣∣∣
2
× δ(Ef − Ei ± h̄ω1 ± h̄ω2 ± h̄ω3).
(2.39)
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Later, We apply there equation as the resonant Raman scattering.
Chapter 3
The exciton calculation by
maximally localized Wannier
function
In this chapter, we explain how to construct maximally localized Wannier
function (MLWF) for exciton calculations that we adopt in this thesis. Then,
the excitonic optical transition for monolayer MoS2 will be discussed. The
excitonic optical transitions of an electron occur from the valence band to the
conduction band by making an electron-hole pair in which the momentum
of the photo-excited electron does not change during the absorption pro-
cess. We show that the MLWF simplifies the calculation of excitonic optical
transition phenomena in transition metal dichalcogenides surrounded by the
SiO2 environment and that the MLWF improves computational efficiency,
compared to the plane wave expansion method.
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3.1 Construction of maximally localizedWan-
nier function
Here, we show how to calculate the electron-photon matrix elements before





(A · p+ p ·A), (3.1)
where e, m, A, p are the elementary charge, mass of an electron, vector
potential of the light, momentum of an electron, respectively. The vector
potential in the vacuum, A, can be obtained from the Maxwell equation





where B, ε0 and ν0 denote density of magnetic flux , dielectric constant
and magnetic permeability of the vacuum, respectively. The electric and
magnetic fields of the incident light propagating in the vacuum are given by
E = E0 exp(i(k · r− iωt)),
B = B0 exp(i(k · r− iωt)).
(3.3)
Therefore, B = ∇×A = ik ×A. We can write, Eq. (3.2) as





Since E is a plane wave, we obtain ∂E
∂t
= −iωE, where ω is angular frequency
of a photons. Thus, A in the vacuum is written as A = − iE
ω
by using
the fact that ω = ck. Therefore, the directions of the electrical field and
vector potential are parallel to each other. The power per unit area of the
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The unit of S is W/m2. The vector potential in the vacuum can be expressed
by the intensity of the incident light. I0 and the polarization of the electric
field component P as,






where c is the velocity of the light. The electron-photon matrix element
Mel−op is given within the dipole approximation[31] by using the vector po-
tential.
Mel−op ∝ D(k) · P , (3.7)
where D(k) = ⟨Ψc(k)|∇|Ψv(k)⟩ is the dipole vector between the initial and
final states, and P is the polarization of light. Here, we neglect quadratic
terms of A as in Eq. (3.1) as well as we adopt the Coulomb gauge ∇·A = 0.
In the Wannier90 package, the tight binding wave function as maximally
localized Wannier function (MLWF) can be calculated by DFT by using
Quantum Espresso package. The Wannier function can be determined so














We assume that the initial state and final state are the linear combination
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where Cnα is coefficient of wave function for band label n α-th atom. We can









ik·Rαβ⟨wf (r)|∇|wi(r −Rαβ)⟩, (3.10)
where Rαβ = Rβ −Rα. The excitonic optical transition can be expected by
linear combination of D(k).
The n-th exciton wave function |Ψnq⟩, at a center- of-mass momentum q







where Znkc,(k−q)v is the eigenvector of the n-th (n=0, 1, 2,...) state of the
Bethe-Salpeter equation and |0⟩ is the ground state. The summation on k is
taken for the two dimensional Brillouin zone. a†kc and a(k−q)v are, respectively,
the electron creation operator at momentum k in the conduction band and
the electron annihilation at momentum k − q in the valence band operator.
Due to the momentum conservation of an electron (ke) and a hole (kh), the
center of mass momentum q ≡ ke − kh = 0. From Eqs. (3.1) and (3.11), we
obtain the exciton-photon matrix element between an excited state |Ψnq⟩ and
the ground state |0⟩[32],
Mex−op = ⟨Ψn0|Hel−op|0⟩ =
∑
k
(D(k) · P )Zn∗kc,kv. (3.12)
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Absorption probability per unit time, α(EL), for left-handed circular polar-
ized light or right-handed circular polarized light as a function of laser exci-







dk|(D(k) · P )Z∗kc,kv|2
×δ(Ec(k)− Ev(k)− EL − Eex), (3.13)
where h̄ is the Planck’s constant. Ev(k) (Ec(k)) is the energy of the ini-
tial (final) state of valence (conduction) band. Eex is exciton binding en-
ergy which is given by solving the Bethe-Salpeter equation. The integra-
tion of k is performed for the first Brillouin zone. In the numerical cal-









where γ is a broadening factor and it corre-
sponds to a lifetime of the exciton. The value of γ affects the spectral line-
width of the optical absorption. Here we adopt the value of γ = 0.003 eV
in our calculation[36]. Although the γ value generally depends on EL, we
assume that γ is a constant for simplicity. We will show that the transi-
tion dipole moment D(k) would be enhanced significantly by the term of
|Z∗kc,kv|2 in the case of exciton because of the localized nature of the exciton
wave function in the real space. In order to get the localized wave function
of exciton, the delocalized k states are mixed to each another with weight
of MLWF by considering the Coulomb interaction and exchange interaction.
In Fig. 3.1, we show the electronic energy bands of monolayer MoS2 which
are calculated by the MLWF with spin-orbit interaction. Here we adopt ul-
trasoft, pseudopotential (USPP) generated by a fully relativistic calculation
which includes spin-orbit interaction in the DFT calculation. The exchange
and correlation potential is described by the generalized gradient approxi-
mation (GGA) proposed by Perdew, Burke, and Ernzerhof (PBE) [11]. The














Figure 3.1: Electronic energy bands of monolayer MoS2 along Γ−K−M− Γ
line calculated by DFT method with spin-orbit interaction. The top
of valence band is set as zero energy.
cut off energy is selected to be 40 Ry for Mo and S atoms and we use 60 ×
60 × 1 grid for sample k-points to calculate the optical absorption of MoS2.
We adopt a supercell for calculating monolayer MoS2 in which the size of the
supercell in the calculation perpendicular to the layer is taken as c/a = 10
(a: lattice constant = 3.18Å, c: interlayer distance = 31.8Å) so that we can
avoid the interlayer interaction. The direct energy gap at the K (K′) point
is 1.65 eV for MoS2 in this calculation. The conduction bands at the K (K
′)
point are almost degenerate for spin-up and down states. While the valence
band splits by spin-orbit interaction at the K (K′) point about 0.15 eV for
MoS2 around the K point. As shown in Fig. 3.1, spin-up and down states are
almost degenerate near the Γ point because the spin-orbit interaction ℓ · s
becomes zero (l = r×p = 0 at the Γ point). On the other hand, the energy
bands at the K (K′) point are separated for spin-up and down states, and
the spin-up (down) state for the valence band is higher than the spin-down
(up) state at the K (K′) point. This relation corresponds to the time-reversal
symmetry [E(k, ↑) = E(−k, ↓)] by the spin-orbit interaction.
In the Wannier90 calculation, the tight binding wave function can be
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calculated by DFT by using Quantum Espresso package. Wannier function
can be determined so that the variance can be minimized by performing







The exciton wave function coefficient can be numerically calculated, too by
Bethe-Salpeter equation[52] which is shown in Appendix. In the Bethe-






drdr′|wc(r)|2V (r − r′)|wv′(r′)|2
−
∫ ∫












′)V (r − r′)wv′(r′)wc(r)]
−
∫ ∫







′)V (r − r′)wv(r′)wc(r), (3.16)
where Kd, Kx, wc(v,v′), V (r − r′) denote the direct Coulomb interaction,
the exchange interaction, MLWF at the lowest conduction band (the top
valence band, the other valence bands except the top valence band), screened
Coulomb potential by using dielectric constant which is called the Keldysh
potential[53] as shown in Fig. 3.2, respectively. The Keldysh potential can
be expressed as [53, 54]
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where ε, r0, H0 and Y0 are the relative dielectric constant for materials ,
characteristic length related to the width of a single TMDs layer, the Struve
function and the Bessel function of the second kind, respectively. Keldysh
potential is to account for the finite width of the TMDs layer and the spa-
tial inhomogeneity of the dielectric screening environment. This interaction
gives a good description for the non-hydrogenic Rydberg series observed in
monolayer WS2[42]. Unless otherwise stated, we use ε = 2.5, which corre-
sponds to, MoS2 on a SiO2 substrate and exposed to air in the other side.
r0 depends on ε and assuming r0 = 33.875Å/ε[43]. The on-site interaction
is represented by setting V ≡ UV (r − r′ = a0) with a0 equal to the lattice
parameter of MoS2, and the parameter U is taken to be 1 from the previous
work[44]. Since The dielectric environment is essential for the excitonic effect
in the two-dimensional material. We treat a monolayer MoS2 surrounded by
SiO2 substrate as an example. We show how to solve BSE by MLWF basis.
The detail in given in Appendix A. In the BSE in the k-space, we solve Z(k)









−ik·RlF (Rl) for Z(k). Where N and F (Rl) are the number
of the atom and the wave function of relative motion for electron relative
position Rl from the hole, respectively. Therefore we write down the formula
by using Wannier basis (see Eq. (3.19))∑
l′
Hll′F (Rl′) = EF (Rl) (3.19)




−ik′·Rl′ . We solve Eq. (3.19) which













Figure 3.2: Keldysh potential (red solid line) is expressed by difference between
Struve function (blue solid line) and Bessel function of the second
kind (black solid line). In the monolayer MoS2 system, the distance
between electron and electron is sufficient to 5 Å due to tight binding
model.
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ll′ are the transfer matrix expressed by transfer integral
t for single electron energy and electron correlation Hamiltonian[45], respec-
tively.














Figure 3.3: Orthonormality of Wannier function as a function of cut off energy
for n = m = c(the bottom conduction band) in monolayer MoS2.
we show the real part(blue solid circle) and imaginary part(red solid
circle) of numerical integration.
3.2 Estimation of the optical matrix element
In Fig. 3.3, we evaluate the real and imaginary parts for the norm of the
Wannier functions for MoS2 that corresponds to bottom conduction band
⟨wc|wc⟩ as a function of cut off energy, especially. We use the numerical inte-
gration by the Simpson formula. The Wannier functions can be constructed
in a very general way as the Fourier transform of the linear combination of
Bloch states, where the linear combination is taken so to minimize the spa-
tial extension of the Wannier functions. We confirm to converge ⟨wc|wc⟩ by
increasing cut off energy around the 60 Ry. In Fig 3.4 we plot the optical ma-
trix element in the Wannier basis in terms of the two nearest-neighbor atoms
as a function of the cut off energy in the case of graphene. These results
reproduce the previous work well [46]. We adopt that the value of n = π∗
and m = π orbitals by black solid circle. While blue solid circle indicates
that n = π and m = π∗ orbitals. The sign of ⟨π∗| ∂
∂x
|π⟩ and ⟨π| ∂
∂x
|π∗⟩ are
opposite to each other. When we put a graphene on the xy plane, all the


























































Figure 3.4: The optical matrix element with the direction of the x, y and z
gradients (a) ⟨wn| ∂∂x |wm⟩, (b) ⟨wn|
∂
∂y |wm⟩ and (c) ⟨wn|
∂
∂z |wm⟩ for
the two nearest-neighbor atoms as a function of the cut off energy,
respectively. The values of the n = π∗ and m = π orbitals are shown
by black solid circle for (a) and (b) figures, respectively. Black solid
rectangular in the (c) means that the n = π∗ and m = π orbitals.
On the other hands, blue solid circles for (a)-(c) indicate the case of
n = π and m = π∗ orbitals.
atomic matrix elements between two atoms for the derivative on z ⟨π∗| ∂
∂z
|π⟩
become zero because the integrand is an odd function of z. The π and π∗
orbitals that contribute to the optical properties can be expressed by the
product of z and a radial function R2p(|r −R|). In the previous calculation
R2p and its derivative can be expressed by a sum of some Gaussian functions
at r = R and the values of ⟨R2p| ∂∂x |R2p⟩ and ⟨R2p|
∂
∂x
|R2p⟩ do not have nodes
around the nearest-neighbor atoms [45]. Since we directly use MLWF for
calculating the optical matrix element, it is possible to evaluate the matrix
element without fitting by Gaussian functions.

























Figure 3.5: We show the three materials MoS2, MoSe2 and MoTe2 (a)Wannier
function along the x axis by fixing the y and z axis (y = z = 0) for
three materials MoS2 (black solid line), MoSe2 (blue solid line) and
MoTe2 (red solid line).
3.3 The excitonic effect by fitting MLWF
In Fig 3.5, we plot the calculated Wannier functions in the real space as
a function of x direction for the three TMD materials (MoS2, MoSe2 and
MoTe2) with fixing origin for y and z directions (y = z = 0). For select-
ing the Wannier functions in Wannier90, we select, dz2 orbital in the lowest
MoS2 conduction band as shown in Fig. 3.5(a), pz orbital of S (Se, Te) for
initial projections as shown in Figs. 3.5(b). One advantage of the Wannier
interpolation method is the possibility in some systems of accurately param-
eterizing first principles band structures across the entire Brillouin zone with
a small number of parameters that can be extracted from a coarse k-point
sampling [17]. In the case of MoS2, we adopted 12×12×1 sampling k-points
Wannier interpolated bands that are the fully converged abinitio bands as
shown in Fig. 3.1. We can determine the exciton wave function by BSE in
MLWF basis from Eq. (3.11). From Eq. (3.11), the square root of the exciton
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wave function can be expressed as follows,




In Figs. 3.6 (a) and (b), we plot the modulus squared of the exciton wave
function coefficient |Z(k)|2 for A, B excitons and C exciton, respectively,
in the k-space by Wannier basis when the hole is fixed near the Mo atom.
The character of the exciton corresponding to the A exciton (the band edge
contribution) and the C exciton (parallel region between the bottom valence
band and the top conduction band) reflect the Mo dz2 orbital of the states
in the lowest MoS2 conduction band as shown in Fig. 3.1. The A exciton
(1.85eV exciton energy) is localized around K and K’ points in the BZ. On
the other hand, the C exciton (2.41eV exciton energy) has still weak localized
around the K and K’ points. However, the most strongest region is between
Γ and K point. This difference between A and C excitons occur due to the
difference of the exciton-phonon coupling. On the other hand, we equate
the B exciton as the A exciton because spin orbit coupling is enough weak
compared with the band gap. The radius of a exciton listed for MoS2, MoSe2
and MoTe2. In table. 3.1, we also show that the results of a by effective mass























where µ, m0, RH=13.6 eV and aH=0.53 Åare the reduced mass (ν
−1 ≡ m−1e +
m−1h ), the mass of electron in vacuum, Rydberg constant of the hydrogen
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Figure 3.6: (a) and (b) are exciton wave function in the k-space for A, B excitons
and C exciton, respectively.
atom and the radius of the hydrogen atom, respectively. me, (mh) are defined
by the effective mass of an electron and (a hole) at the K point. As shown
in Table. 3.1, the results of a for BSE and effective mass model are in a
good agreement to each other. If the radius exciton orbital radius is large
compared with the lattice constant, the exciton is hydrogen atom like such
as the Wannier-Mott type exciton, while the exciton Frenkel type exciton in
the case that the exciton orbital radius is small compared with the lattice
constant. The lattice constant of three TMDs materials MoS2, MoSe2 and
MoTe2 are 3.16 Å, 3.23 Å and 3.53 Å, respectively[49]. We can say that the
excitons are Wannier-Mott type excitons.
On the other hand, the radius is sufficiently large compared with the
lattice constants in terms of the effective mass model by adopting on SiO2
substrate environment and the numerical calculation from BSE in MLWF
basis for three TMD materials as shown in Table. 3.1. In the effective mass
model, we apply that the dielectric constant is mainly determined by the
dielectric constant of SiO2 (me/m0 = 0.45, mh/m0 = 0.54, µ/m0 = 0.25,
r0 = 6.67Å and ε = 4.5) in the encapsulated samples[50]. We compare the
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exciton orbital radius between the effective mass model by applying hBN
environment and the numerical calculation from BSE in Wannier basis by
applying SiO2 in terms of three TMD materials. We measure full width at
half (FWHM) as 2a and evaluate three materials by the SiO2 environment
in the encapsulated samples. The effective mass model and our numerical
calculation are leaded that three TMD materials are Wannier-Mott type
exciton, which reproduce the previous work Ref. [61].
We claim that MLWF basis is useful and simple to solve the electron
correlation Hamiltonian for TMDs. The tight binding basis leads to short
for computation time and can be reduced the number of the basis. In
Table 3.1: Comparison of the exciton orbital radius(Å) between the effective
mass model [48] and the numerical calculation from BSE in Wannier
basis in terms of three TMD materials.
method and material MoS2 MoSe2 MoTe2
BSE in Wannier basis 9.24 9.65 11.30
effective mass model 9.03 9.32 11.14
Fig. 3.8, we plot that the exciton absorption spectra α(EL) as a function of
incident photon energy for the monolayer MoS2. Here we adopt the value
of γ = 0.003 eV in our calculation[36]. Though the γ value which relates to
the exciton lifetime generally depends on EL, we assume that γ is a constant
for simplicity. We show that the transition dipole moment D(k) would be
enhanced significantly by the term of |Z∗kc,kv|2 because of the localized nature
of the exciton wave function in real space. We will follow the notation used
in the experimental measurement and refer to these two peaks as A and B,
respectively[43]. In our calculation, peaks A and B are located at 1.83 and
2.06 eV. The calculated result is in a good agreement with experimental ab-
sorption peaks at 1.83 and 2.06eV[43] for A and B excitons. We emphasize












Figure 3.7: Exciton wave function in the real space labeled by x-axis. We evalu-
ate for different three materials [MoS2(black dotted line), MoSe2(blue
dotted line) and MoTe2(red dotted line)] calculated by many body
Hamiltonian.
that the BSE in MLWF basis is performed well for calculating exciton ab-
sorption spectra by the simple tight binding model. The optical transition
around the EL = 1.83 eV and EL = 2.06 eV corresponds to the A exciton and
B exciton respectively. The positions of the A exciton and B exciton reflect
to (1) the the evidence of bound state of electron-hole pairs appear and (2)
spin-orbit interaction at the K (K′) point about 0.21 eV for MoS2 that split
the valence bands as shown in Fig. 3.1. It is noted here that the electron-
hole pair is formed not only by attractive electron-hole interaction but also
by repulsive electron-electron self-energies between bottom conduction band
and all electrons in the valence bands.
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Figure 3.8: The excitonic absorption coefficient for monolayer MoS2 calculated





in resonance Raman scattering
in MoS2
In this chapter, we discuss the electron-phonon interaction of MoS2 through
the Raman scattering process. Further, showing exciton-phonon coupling of
monolayer MoS2, we can numerically obtain which phonon mode contributes
to resonance Raman scattering for A, B and C exciton of MoS2. Exciton-
phonon coupling enhances the resonant Raman intensity compared with the
case of electron-hole interactions.
4.1 exciton-phonon dynamics of MoS2
The excitonic and optical properties in semiconductors are tightly determined
by the lattice vibrations. The exciton-phonon coupling (EPC) which is a fun-
damental interaction for elementary excitations, plays a role in a wide range
of properties in condensed-matter physics. For example, exciton-phonon cou-
53
54 Chapter 4. The exciton-phonon interaction in RRS in MoS2
pling controls the formation of the Cooper pairs[55], which enables the emer-
gence of superconductivity in iron-based materials [56]. Further, exciton-
phonon coupling enhances Peierls instability[55, 57] , and EPC dominates
photocarrier dynamics[58]. Two-dimensional (2D) transition metal dichalco-
genides (TMDs) have collected a significant attention due to a exotic phenomena[59,
60, 61, 62]. Because of the quantum confinement effect of 2D materials, EPC
plays an important role for enhancing optical properties. One of the impor-
tant signatures of the exciton-phonon interaction is single resonant or double
resonant Raman scattering processes [59, 60] In the next section, we intro-
duce how to evaluate exciton-phonon matrix element in monolayer MoS2 in
the resonant Raman processes.
4.2 Exciton-phonon interaction
Here we consider a phonon scattering of an exciton in the resonance Ra-
man process. The exciton-phonon matrix element Mex-ph between the initial
exciton state |Ψn1Q1⟩ and a final exciton state |Ψ
n2
Q2







where n1 and n2 denote the band index and Q1 and Q2 are center of momen-
tum for a pair of electron-hole. For the ground state Q1 = qe−qh = 0. Hel-ph
is the Hamiltonian for the electron-phonon coupling with the ν-th phonon
modes (ν = 1, 2, 3, ...) and a phonon wave vector q = Q1 − Q2 which sat-
isfies the momentum conservation. By taking into account the contribution
from the electron and hole scattering processes simultaneously, the electron-
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whereM(c) [M(v)] is the electron-phonon matrix element for the conduction
(valence) band and the operator b†qν (bqν) corresponds to the phonon creation
(annihilation) operator for the ν-th phonon mode with phonon momentum

























For a first-order resonance Raman process, since Q1 = Q2 = 0, q = 0, and









where ZkinEq. (4.5) denote Z
n





are defined by as follows
Mν,ffk = ⟨f |Hel-ph|f⟩
Mν,iik = ⟨i|Hel-ph|i⟩
(4.6)
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4.3 Phonon dependence of electron-phonon
interaction
To investigate the strength exciton-phonon matrix element (Eq. (4.5)) as
a function of laser excitation energy. In order to numerically evaluate the
exciton-phonon matrix element, we discuss here the phonon modes depen-
dence of electron-phonon matrix element as a function of the k-space (kx
and ky) for monolayer MoS2. Here, we only consider the phonon momentum
with q = 0 and six optical phonon modes of MoS2( the case of first order



















Figure 4.1: Phonon dispersion of MoS2 are calculated by QE package along high-
symmetry points Γ–K–M–Γ. in the hexagonal Brillouin zone.
We show Phonon dispersion of MoS2 are calculated by QE package along
high-symmetry points Γ–K–M–Γ. in the hexagonal Brillouin zone as shown
in Fig. 4.1. The results of electron-phonon matrix element calculation can be
discussed. In order to calculate electron-phonon matrix element, we consider
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a lattice vibration with the amplitude of a phonon mode U(Rt) will induce










where v is the Kohn-Sham potential of a neutral pseudo-atom [53]. The
electron-phonon matrix element for a certain phonon mode is defined by [32]
Mn
′,k′













′·Ru′,s′+k·Ru,s)δm(t′, o′, t, o),
(4.8)
where δm(t′, o′, t, o) is the atomic deformation potential. To calculate the
electron-phonon matrix element of Eq. 4.8 for each phonon mode, the ampli-






where ± sign is for phonon creation (+) and annihilation (−), respectively,
and Amν , n̄mν , êmν , and ω are the phonon amplitude, number, eigenvec-
tor, and frequency, respectively. At equilibrium, the phonon number n̄ in
Eq. (4.9) is determined by the Bose-Einstein distribution function nmν(q)





where T = 300 K is the lattice temperature at room temperature and kB is
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the Boltzmann constant. For phonon creation, the phonon number n̄ = n+1







and the phonon eigenvector êmν(Rt) is obtained from solving the dynamical
matrix in the phonon dispersion calculation.
The atomic deformation potential δm can be separated into off-site and
on-site deformation potentials,
δm = δmα + δmλ, (4.12)
with the off-site and on-site deformation potentials δmα and δmλ given by
δmα =
∫
ϕs′,o′(r −Rt′) {∇v(r −Rt′) ·U (Rt′)










The off-site and on-site atomic deformation potentials are, respectively, the
corrections to off-diagonal and diagonal Hamiltonian matrix elements and
both terms are on the same order of magnitude [32]. We plot the electron-
phonon coupling matrix element Mν,fiel−ph(k, q = 0) in Eq. (4.13), we can
visualize the detailed phonon mode dependence of the strength electron-
phonon coupling. The units of Mν,fiel−ph(k, q = 0) are eV, often used for
extracted deformation potentials at T = 0 K from experiments. The excitonic
optical transition occurs around the K and K’ points for Elaser ∼ Egap. When
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we apply the excitation laser energy Elaser, the k points that occurs optical
transition from the K points to M or Γ points. In Figs. 4.2, we also discuss the
symmetry of the matrix elements for monolayer MoS2. The matrix elements
are corresponding to f = i = the lowest conduction band in the first term
of Eq. (4.5). We visualize where region is strong coupling for each phonon
modes in the Brillouin zone. It is noted, since we consider the the excitation
laser energy dependence of exciton-phonon coupling, Fig. 4.2 show important
contribution to Mex−ph matrix element for each phonon mode as a function
of laser energy Eq. 4.5. (a)-(b) and (c), we show the calculated electron-
phonon matrix element as a function of the k-space for E” (E1g Raman)
mode which is degenerated at the Γ point and A1 (A1g Raman) vibration
mode, respectively.
On the other hand, in Figs. 4.2 (d)-(e) and (f) show the for E’ (E12g
Raman) mode which is degenerated at the Γ point and A”2 (A2u infrared)
vibration mode, respectively. We can see that there are strong coupling
region for E1g Raman mode and E
1
2g Raman mode arrowed to compare with
the other phonon vibration modes. In particular, the both of the E1g Raman
mode and E12g Raman mode are strong electron-phonon coupling at the k-
point between the calculated K and the Γ point. Except for the E1g and the
E12g phonon modes, these numerical calculations show that we do not need to
consider other phonon modes in the Raman process since the matrix element
is too small. This is a good agreement with resonant Raman excitation
profiles in chapter5.
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Figure 4.2: Electron-phonon matrix element between the lowest conduction band
and the lowest conduction band as a function of the k-space for
different phonon modes. (a)-(b) and (c) show the calculated electron-
phonon matrix element as a function of the k-space for E” (E1g
Raman) mode which is degenerated at the Γ point and A1 (A1g
Raman) vibration mode, respectively. On the other hands, (d)-(e)
and (f) show the for E’ (E12g Raman) mode which is degenerated at
the Γ point and A”2 (A2u infrared) vibration mode, respectively.
In Figs. 4.3, we also discuss the symmetry of the matrix elements for
monolayer MoS2. The electron-phonon matrix elements are corresponding
to i = f = the highest valence band in the second term of Eq. (4.5). This
electron-phonon matrix element is need for Mνiik,k in Eq. (4.5). We visualize
where region is strong coupling for each phonon modes. It is noted, since
we consider the the excitation laser energy dependence of exciton-phonon
coupling, Fig. 4.3 is important contribution of the hole in Fig. 4.3. (a)-(b)
and (c) show the calculated electron-phonon matrix element as a function of
the k-space for E” (E1g Raman) mode which is degenerated at the Γ point
and A1 (A1g Raman) vibration mode, respectively.
4.3. PHONON DEPENDENCE OF ELECTRON-PHONON INTERACTION 61
Figure 4.3: Electron-phonon matrix element between the highest valence band
and the highest valence band as a function of the k-space for different
phonon modes. (a)-(b) and (c) show the calculated electron-phonon
matrix element as a function of the k-space for E” (E1g Raman) mode
which is degenerated at the Γ point and A1 (A1g Raman) vibration
mode, respectively. On the other hands, (d)-(e) and (f) show the for
E’ (E12g Raman) mode which is degenerated at the Γ point and A”2
(A2u infrared) vibration mode, respectively.
In Figs. 4.4, we show that the difference electron-phonon matrix elements
M ν,fk,k − M
ν,i
k,k in Eq. 4.5 as a function of the k-space. In Figs. 4.4 (a)-(b)
and (c) we plot the calculated electron-phonon matrix element as a for each
phonon mode E” (E1g Raman) which is degenerated at the Γ point and A1
(A1g Raman) vibration mode, respectively.
On the other hand, in Figs. 4.4 (d)-(e) and (f) we plot the Mν,fk,k −M
ν,i
k,k
for the E’ (E12g Raman) mode and the A”2 (A2u infrared) vibration mode,
respectively. The value of Figs. 4.4 are important factor for exciton-phonon
matrix element before multiplying an exciton wave function coefficient |Zk|2
as shown Eq. (4.5). By multiplying an exciton wave function coefficient |Zk|2
and taking summation for k points in BZ, we can easily know which phonon
mode strongly coupled with A, B and C excitons.
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Figure 4.4: Electron-phonon matrix element difference between the lowest con-
duction band and the highest valence band as a function of the k-
space for different phonon modes. (a)-(b) and (c) show the calculated
electron-phonon matrix element as a function of the k-space for E”
(E1g Raman) mode which is degenerated at the Γ point and A1 (A1g
Raman) vibration mode, respectively. On the other hands, (d)-(e)
and (f) show the for E’ (E12g Raman) mode which is degenerated at
the Γ point and A”2 (A2u infrared) vibration mode, respectively.
4.4 Phonon modes and excitation energies de-
pendence of exciton-phonon matrix ele-
ment
In this section, we show that the calculated absolute value of exciton-phonon
matrix element for different phonon modes at q = 0. In Fig. 4.6 (a) that
we show the absolute value of exciton-phonon matrix element for different
acoustic and optical phonon modes for the A and B excitons. For the acoustic
mode, coupling constantMacousticex−ph exactly gives 0 eV because we only consider
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phonon momentum q = 0 and from the exciton-phonon coupling formula
Eq. (4.5). The reason is that the matrix element of electron-phonon coupling
M ν,fk,k −M
ν,i
k,k for acoustic phonon mode is also 0 eV. Coupling constant for
E” (E1g Raman active mode) M
E1gRaman
ex−ph and A”2 (A2u infrared active mode)





are small compared with A’1 (A1g Raman) M
A1gRaman











ex−ph has a large value to observe. The excitonic resonance Raman







ex−ph becomes 0.12 eV and M
E12gRaman
ex−ph be-
comes ∼0.042 eV+ 0.043 eV = 0.085 eV. Because the value of MA1gRamanex−ph
is slightly stronger than M
E12gRaman
ex−ph modes even often taking summation for
degenerated phonon mode at the Γ point. The A and B excitons (see Fig. 4.5
(a)) are strongly localized around the K and K’ points in BZ. In Figs. 3.6
we plot the modulus squared of the exciton wave function in the real space
by Wannier basis when the hole is fixed near the Mo atom. The character
of the exciton corresponding to the A exciton (the band edge contribution)
and the C exciton (parallel region between the bottom valence band and the
top conduction band) reflect the Mo dz2 orbital of the states in the lowest
MoS2 conduction band as shown in Fig. 3.1. The A exciton (1.85eV exciton
energy) is localized around K and K’ points in the BZ. On the other hand,
the C exciton (2.41eV exciton energy) has still weak localized around the
K and K’ points. However, the most strongest region is between Γ and K
point. This difference occur exciton-phonon coupling in the cases of the A
exciton and the C exciton. Here, we regard the B exciton contribution as
the A exciton due to spin orbit coupling is enough weak compared with the
band gap.
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Figure 4.5: (a) and (b) are exciton wave function in the k-space for A, B excitons
and C exciton, respectively.
Figure 4.6: (a) and (b) ate the absolute value of exciton-phonon matrix element
by mapping different phonon modes from left to right ZA, TA, LA,
E”, A’1, E’ and A”2 for the A, B excitons and C exciton, respectively.
In Fig. 4.6 (b), we also discuss the C-exciton dependence of exciton-
phonon matrix element that is contributed the parallel band between the
conduction band the valence band. In Fig. 4.6 (b), we show the absolute
value of exciton-phonon matrix element for the different acoustic and optical
phonon modes for the C-exciton. For the case of acoustic mode coupling
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constant Macousticex−ph is exactly 0 eV in as is seen A and B excitons. because
we only consider phonon momentum q = 0. The reason is that the matrix
element of electron-phonon coupling Mν,fk,k −M
ν,i
k,k for acoustic phonon mode










sufficiently small compared with A’1 (A1g Raman) M
A1gRaman






On the other hands, the case of C-exciton, contribution of exciton-phonon




ex−ph are even stronger than that







ex−ph becomes 0.218 eV and M
E12gRaman
ex−ph becomes ∼0.087 eV+ 0.087 eV
∼ 0.17 eV. Now the value of MA1gRamanex−ph is smaller than M
E12gRaman
ex−ph modes
by taking summation for degenerated phonon modes at the Γ point. This





scattering in monolayer MoS2
In this chapter, we show the calculated results of excitonic resonant Ra-
man intensity for monolayer MoS2. We will compare the calculated results
the experimental measurement for monolayer MoS2 Raman excitation pro-
file in terms of the different excitation laser energies. We will discuss relative
resonance Raman intensity for different photon energies by calculating the
exciton-phonon coupling. Further, we will assign the phonon modes which
are involved and observed through the exciton energy dependence such as
the A, B and C excitons.
5.1 Excitonic resonance Raman intensity in
monolayer MoS2
In order to understand the experimental observation of the Raman excitation
profile for many different laser energies, we calculate the excitonic effect of
resonance Raman intensity as a function of the phonon energy at the Γ point
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(q = 0) by taking summation for k-points for the exciton wave functions
in BZ. Here, we adopt dielectric constant as ε = 2.5, which corresponds to
MoS2 lying on a SiO2 substrate and exposed to air in the other side. The
calculated results can be compared with the experimental Raman excitation
profile.
In Figure. 5.1, we show (a) the calculated excitonic effect of resonance
Raman intensity for monolayer MoS2 as a function of the phonon energy at
the Γ point (q = 0) and (b) the experimental measurement, respectively. We
can see the excitation energies from 1.92 eV to 2.81 eV in the resonant Raman
spectra as shown in Fig. 5.1. For all the case of excitation laser energies we
can be see two peaks. The low phonon frequency mode is denoted by E12g and
high phonon frequency mode is denoted by A1g. As we can see at Figs. 5.1
1(a) and (b), the calculated resonance Raman intensity for many excitation
laser energies reproduces well compared with the experimental observation.
It should be mentioned that the spectral width of each peak as a function
does not reproduce the experimental results. The reason why the peak width
do not reproduce Figs. 5.1 (a) and (b), is because we adopt the constant value
of γ = 0.003 eV in our calculation[36] while the exciton lifetime that generally
depends on the excitation laser energy EL in the experiments.
Let us discuss the case of the excitation laser energy 1.92 eV (red solid
line) that correspond to the resonant condition for the A exciton optical
transition spectra as shown in Fig. 3.8. The relative intensity between the
in-plane-mode E12g and the out-of-plane A1g phonon modes have the same
amplitude of excitonic optical transition spectra since the same exciton wave
function of the A exciton in need for the optical transition. Thus, the relative
intensity comes from E12g and A1g phonon modes by comparing with the
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are 0.12 eV and ∼0.042 eV+ 0.043 eV = 0.085 eV, respectively. The value
of M
A1gRaman
ex−ph is larger than that of the M
E12gRaman
ex−ph mode. This is the reason
why in the calculated relative Raman intensity for excitation laser energy
1.96 eV, E12g is slightly weaker than A1g phonon mode, which is in a good
agreement with the experimental observation. Further, the resonance Raman
intensity formula is expressed as the fourth power of the absolute value of
exciton-photon matrix element and the squared power of the absolute value




|Mex−op ×Mex−ph,ν ×Mex−op|2. (5.1)
The absolute value of exciton-phonon matrix element is important for ex-
plaining relative resonance Raman intensity between the E12g and A1g phonon
modes contribution from Eq. (5.1).
On the other hands, the excitation laser energy is 2.71 eV (purple solid
line in Fig. 5.1) corresponds to the resonant condition of the C exciton op-
tical transition spectra as shown in Fig. 3.8. The relative intensity is strong
between E12g and A1g phonon modes by comparing to the absolute value




ex−ph as shown in




ex−ph are 0.218 eV
and ∼0.087 eV+ 0.087 eV = 0.17 eV, respectively. The value of MA1gRamanex−ph
is slightly larger than that of theM
E12gRaman
ex−ph mode. That is the reason why in
the calculated relative Raman intensity for excitation laser energy 2.71 eV,
A1g has the larger peak than the E
1
2g peak which is in a good agreement with
the experimental measurement.
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Figure 5.1: (a) and (b) are correspond to the calculated resonance Raman inten-
sity as a function of the phonon energy at the Γ point (q = 0) for
monolayer MoS2 by using dielectric constant ε = 2.5. In both cases,
the monolayer MoS2 lies on a SiO2 substrate and is exposed to air
and its experimental measurement, respectively.
In Fig. 5.2 we theoretically evaluate the ratio between the intensities of
the E12g and A1g phonon modes as a function of the excitation laser energy
in a logarithmic scale. Our calculation corresponds to thirteen excitation
laser energy as shown in Fig. 5.1. Both of blue (our calculation) and black
(experimental measurement) points below (above) the horizontal red line cor-
respond to enhancements of the A1g (E
1
2g) vibration mode. The distinction
of the exciton-phonon coupling can be explained by considering the vibration
modes of the A1g and E
1
2g phonons and of the orbitals associated with the
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A, B, and C excitons. According to Ref. [29], the A and B excitons reflect
the Mo atom dz2 orbitals of the states along the z direction in the lowest
MoS2 conduction band as shown in Fig. 1.2(a). The Raman intensity is de-
termined by exciton-photon and exciton-phonon matrix elements as follows
in Eq. (5.1). The exciton-photon matrix element is shown as excitonic optical
transition in Fig. 3.8. The A and B exciton has a components of Mo atom
of dz2 orbital which is coupled to the A1g phonon mode. On the other hand,
in the resonant Raman process, the C exciton in which the optical transition
occurs the highest valence band to the lowest conduction band that are par-
allel to each other in the k-space is coupled to the E12g and the A1g phonon
modes. That is the reason why the A1g mode has a larger relative Raman
intensity than that of the E12g mode. This result is in a good agreement with
the experimental measurement.
Figure 5.2: (a) and (b) are the ratios of the intensities of the E12g and A1g phonon
modes as a function of the excitation laser energy, plotted in a log-
arithmic scale by our theoretical calculation and experimental mea-
surement [25], respectively.
In Fig. 5.3, we discuss the resonance peak intensity of the A1g mode and
E12g the resonant Raman intensity as a function of the excitation laser energy
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from 1.92 eV to 2.81 eV, respectively. We also show the excitonic optical
absorption spectra to explain the exciton energy position. We can see that
there are large values of 1.92 eV, 2.18 eV and 2.62 eV that corresponds to
A, B and C exitions absorption peak, respectively. As we can see in Fig. 5.3,
the peak magnitude of A (1.92 eV) and B (2.18 eV) exciton are about 5
times smaller than that of C exciton. The reason is that the peak intensity
is mainly determined by the fourth power of the absolute value of exciton-
photon matrix element. The exciton-photon optical transition is shown in
Fig. 3.8. For excitonic optical transition, the peak magnitude of A exciton
is 1.5 times smaller than that of C excitons peak magnitude.


























Figure 5.3: (a) and (b) correspond to the peak magnitude of the A1g and the E
1
2g
phonon modes for Raman intensity as a function of the excitation
laser energy from 1.92 eV to 2.81 eV, respectively.
Chapter 6
Conclusion
In this thesis, we have discussed the theoretical calculation for the excitonic
effect of resonance Raman scattering in transition metal diechalcogenide, in
particular, monolayer MoS2. The calculated results are compared with the
experimental measurements. The calculation have been performed in the
k-space particularly (1) near the K point and (2) in the central region of
the Brillouin zone between the Γ point and the K point which correspond
to the observation of the A, B excitons and the C exciton, respectively. In
order to understand the excitonic effect of resonant Raman spectra, we need
information of the electronic structure, excitonic optical matrix elements,
phonon modes and exciton-phonon matrix elements that are given by using
the Bethe-Salpeter equation from tight binding approach. In this study, we
drive formula to calculate the exciton wave function based on the maximally-
localized Wannier functions. Then, we make our original program codes to
calculate exciton-photon matrix element and exciton-phonon coupling. The
eigenvalues and eigenvectors of the electronic structure and phonon modes
are obtained by the Quantum Espresso and Wannier90 packages. Our finding
can be divided in two parts:
73
74 Chapter 6. Conclusion
6.1 Relative intensity between in-plane and
out-of-plane phonon mode
The relative resonant Raman intensity between the in-plane and out-of-plane
phonon modes is studied as a function of the excitation laser energy for under-
standing the excitonic effect of the resonance Raman intensity of monolayer
MoS2. We have calculated the exciton energy dependence of the Raman
intensity for the E12g and A1g phonon modes, which nicely reproduces the
resonant Raman measurement. Based on the present calculations, we con-
clude that the relative intensity of the A1g phonon mode in monolayer MoS2
from 1.92 eV to 2.81 eV of excitation laser energies is stronger than that of
the E12g phonon mode by calculating exciton-phonon coupling even when we
change the excitation laser energy. The origin of this observation is explained
by the effects of the resonant Raman scattering in monolayer MoS2 with A,
B and C excitons. This fact can be explained by the exciton-phonon matrix
elements for the E12g mode and the A1g mode for 1.92 eV, 2.18 eV and 2.62 eV
laser excitation energy.
6.2 The A, B and C excitons dependence of
the resonance Raman intensity
The excitonic optical transition as a function of laser energy EL has three
peak values at EL = 1.92 eV, 2.18 eV and 2.62 eV that is corresponding to A,
B and C exitions, respectively. We evaluate the resonance Raman intensity
of the E1g and the A
1
2g phonon modes as a function of the excitation laser
energy by considering excitonic effects. We conclude that the resonance
Raman intensity of the A1g phonon mode strongly enhanced by C exciton
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than the A or B excitons. The peak value of Raman intensity for the A
(1.92 eV) and B (2.18 eV) exciton is about 5 times smaller than that of C
exciton. The reason is that the peak intensity value is mainly determined by
the fourth power of the absolute value of exciton-photon matrix element. As
we compare exiciton-photon optical transition between A, B and excitons,
the peak value of optical absorption for the A and B excitons is 1.5 times
smaller than that of C excitons peak value.
By understanding the exciton-phonon transitions in the Raman spectra
of monolayer MoS2, we expect that more detailed exciton-phonon interaction
can be observed in the future experiments.
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[6] N. Marzari and D. Vanderbiltögl, Phys. Rev. B 56, 12847 (1997).
[7] L. Britnell, R. M. Ribeiro, A. Eckmann, R. Jalil, B. D. Belle,
A. Mishchenko, Y.-J. Kim, R. V. Gorbachev, T. Georgiou, S. V. Moro-
zov, A. N. Grigorenko, A. K. Geim, C. Casiraghi, A. H. Castro Neto,
and K. S. Novoselov, Science 340(6138), 1311–1314 (2013).
[8] Oriol Lopez-Sanchez, Dominik Lembke, Metin Kayci, Aleksandra Rade-
novic, and Andras Kis, Nature Nanotechnology 8, 497–501 (2013).
77
78 BIBLIOGRAPHY
[9] Feng Wang, Zhenxing Wang, Kai Xu, Fengmei Wang, Qisheng Wang,
Yun Huang, Lei Yin, and Jun He, Nano Lett. 15(11), 7558–7566 (2015).
[10] Paolo Giannozzi, Stefano Baroni, Nicola Bonini, Matteo Calandra,
Roberto Car, Carlo Cavazzoni, Davide Ceresoli, Guido L Chiarotti, Mat-
teo Cococcioni, Ismaila Dabo, Andrea Dal Corso, Stefano de Gironcoli,
Stefano Fabris, Guido Fratesi, Ralph Gebauer, Uwe Gerstmann, Chris-
tos Gougoussis, Anton Kokalj, Michele Lazzeri, Layla Martin-Samos,
Nicola Marzari, Francesco Mauri, Riccardo Mazzarello, Stefano Paolini,
Alfredo Pasquarello, Lorenzo Paulatto, Carlo Sbraccia, Sandro Scan-
dolo, Gabriele Sclauzero, Ari P Seitsonen, Alexander Smogunov, Paolo
Umari, and Renata M Wentzcovitch, J. Phys.: Condens. Matter 21(39),
395502 (2009).
[11] John P. Perdew, Kieron Burke, and Matthias Ernzerhof, Phys. Rev.
Lett. 77, 3865–3868 (1996).
[12] K. Kaasbjerg, K. S. Thygesen, and K. W. Jacobsen, Phys. Rev. B 85,
115317 (2012).
[13] A. M. Jones, H. Yu, J. R. Schaibley, J. Yan, D. G. Mandrus, T.
Taniguchi, K. Watanabe, H. Dery, W. Yao, and X. Xu, Nat. Phys. 12,
323 (2016).
[14] X. Xi, L. Zhao, Z. Wang, H. Berger, L. Forr坦, J. Shan, and K. F. Mak,
Nat. Nanotechnol. 10, 765 (2015).
[15] P. Dey, J. Paul, Z. Wang, C. Stevens, C. Liu, A. Romero, J. Shan, D.
Hilton, and D. Karaiskaj, Phys. Rev. Lett. 116, 127402 (2016).
BIBLIOGRAPHY 79
[16] C. M. Chow, H. Yu, A. M. Jones, J. R. Schaibley, M. Koehler, D. G.
Mandrus, R. Merlin, W. Yao, and X. Xu, NPJ 2D Mater. Appl. 1, 33
(2017).
[17] G. Wang, M. Glazov, C. Robert, T. Amand, X. Marie, and B. Ur-
baszek,Phys. Rev. Lett. 115, 117401 (2015).
[18] K. F. Mak, C. Lee, J. Hone, J. Shan, and T. F. Heinz, Phys. Rev. Lett.
105, 136805 (2010).
[19] A. Splendiani, L. Sun, Y. Zhang, T. Li, J. Kim, C. Y. Chim, G. Galli,
and F. Wang, Nano Lett. 10, 1271 (2010).
[20] B. R. Carvalho, L. M. Malard, J. M. Alves, C. Fantini, and M. A.
Pimenta, Phys. Rev. Lett. 114, 136403 (2015).
[21] N. Wakabayashi, H. G. Smith, and R. M. Nicklow, Phys. Rev. B 12,
659 (1975).
[22] G. B. Liu, D. Xiao, Y. Yao, X. Xu, and W. Yao, Chem. Soc. Rev. 44,
2643 (2015).
[23] L. Du, T. Zhang, M. Liao, G. Liu, S. Wang, R. He, Z. Ye, H. Yu, R.
Yang, D. Shi, Y. Yao, and G. Zhang, Phys. Rev. B 97, 165410 (2018).
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In this appendixA, we derive the Bethe-Salpeter equation (BSE) to express
the exction wave functions.
We obtained the equation for Z(k) and E for an exciton in chapter 2, which
is called BSE. Hk′k is defined as bracket in the left side of Eq. (2.11). When
we take summation for k, bracket of the right side of the Eq. (2.11) becomes
1 for only k = k′.
Next, we calculate Hkk′ in Eq. (2.11). We substitute Eq. (2.2) for Eq. (2.11).
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The first term and second term is one electron energy H
(1)
k′k and two electron
energy H
(2)
k′k, respectively. We calculate H
(1)















∣∣∣∣ a†vk′−2Kack′ ∫ dr [ψ†(r), a†ckavk−2K]h(r,p)ψ(r) ∣∣∣∣ g⟩ ,
(A.2)
where we need the fact [AB,C] = A[B,C] + [A,C]B. The commutation


































































∣∣∣ a†vk′−2Kack′a†ckhvk−2K,nk′′ank′′ ∣∣∣ g⟩ , (A.5)








Since h(r,p) is periodic for the lattice constant such as h(r+a,p) = h(r,p)
and ϕ(r + a) = eik·aϕ(r), the matrix element becomes diagonal such as
hnk′′,ck = δk′′,khnck. Finally we get

























∣∣∣ a†vk′−Kack′a†nkavk−K ∣∣∣ g⟩− hvnk−K ⟨g ∣∣∣ a†vk′−Kack′a†ckank−K ∣∣∣ g⟩] ,
(A.7)
where n stands for v (valence band) and c (conduction band). The conditions
which have non-zero value in each bracket are n = c and k = k′ for the first
term, n = v and k = k′ for the second term. From Eq. (A.7) we can say that
the matrix element is given by the difference of the matrix elements from the
conduction bands to the valence bands and valence band as follows.
H
(1)
k′k = δk′,k(hcck − hvvk−2K). (A.8)
Next, we discuss how to obtain H
(2)

























∣∣∣∣ a†vk′−2Kack′ ∫ ∫ drdr′ [ψ†(r)ψ†(r′), a†ckavk−2K]V (r − r′)ψ(r′)ψ(r) ∣∣∣∣ g⟩ .
(A.9)
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Similar to Eq. (A.4), we expand H
(2)
k′k by using the commutation relation



























∣∣∣∣ a†vk′−2Kack′ ∫ ∫ drdr′ [ψ†(r), a†ckavk−2K]ψ†(r′)V (r − r′)ψ(r′)ψ(r) ∣∣∣∣ g⟩ .
(A.10)
We apply the commutation relation between the field operator and creation,

























∣∣∣∣ a†vk′−2Kack′ ∫ ∫ drdr′ϕ∗vk−2K(r)a†ckψ†(r′)V (r − r′)ψ(r′)ψ(r) ∣∣∣∣ g⟩ ,
(A.11)
where the first term is equal to the second term by changing variables from
r to r′. Similarly, the third term is equal to the fourth term. Then, we get,











∣∣∣∣ a†vk′−2Kack′ ∫ ∫ drdr′ψ†(r)ϕ∗vk−2K(r′)a†ckV (r − r′)ψ(r′)ψ(r) ∣∣∣∣ g⟩
(A.12)































where the first term is summed for n1, n2, n3,k1,k2,k3. While the second



































′)V (r − r′)ϕn3k3(r′)ϕn4k4(r).
(A.15)
Let us discuss H
(2)
k′k for the case of k
′ = k. We can know possibly combina-
tions so that bracket does not become zero as follows.
The first term of Eq. (A.14)
(1) (n1,k1) = (c,k) and (n2,k2) = (n3,k3) = (v′,k′′)
(2) (n2,k2) = (c,k) and (n1,k1) = (n3,k3) = (v′,k′′)
The second term of Eq. (A.14)
(1) (n3,k3) = (v,k − 2K) and (n1,k1) = (n4,k4) = (v′,k′′)
(2) (n4,k4) = (v,k − 2K) and (n1,k1) = (n3,k3) = (v′,k′′)










Where v′,k′′ is taken all of the valence band v′ and momentum k′′ of an elec-
tron except for the top valence band v and momentum of electron k − 2K,
respectively.
Therefore, we can express Eq. (A.14) as follows












where the first term of Eq. (A.16) means that direct Coulomb interaction
and exchange interaction between electron in the conduction band and all
electrons in the valence band which is excluded for top valence band, respec-
tively. This term is widely called as ” the self-energy term ” as shown in
Fig. A.1.
On the other hand, the second term means that direct Coulomb interaction
and exchange interaction between hole in the valence band and all electrons in
the valence band which is excluded for top valence band, respectively. And
minus sign expresses attractive interaction hole and electron. The second
term corresponds to ” exciton binding energy ” as shown in Fig. A.2.
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Figure A.1: Black ball and white ball stand for electron and hole, respectively.
The left figure (orange region) shows that direct Coulomb interac-
tion and exchange interaction between electron in the conduction
band and all electrons in the valence band which is excluded for
top valence band. On the other hand, the right figure (gray region)
shows that direct Coulomb interaction and exchange interaction be-
tween hole in the valence band and all electrons in the valence band
which is excluded for top valence band.
Figure A.2: Black ball and white ball stand for electron and hole, respectively.
Direct Coulomb interaction and exchange interaction between hole
in the valence band and all electrons in the valence band which is
excluded for top valence band.
Let us discuss H
(2)
k′k for another case of k
′ ̸= k. We can also know combina-
tion so that bracket does not become zero as follows.
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The first term of Eq. (A.14)
(1) (n1,k1) = (c,k′) and (n2,k2) = (v,k−2K) and (n3,k3) = (v,k′−2K)
(2) (n1,k1) = (v,k −K) and (n2,k2) = (c,k′) and (n3,k3) = (v,k′ − 2K)
In this case, the second term of Eq. (A.14) becomes zero value for any pairs
because ack′ and a
†
ck can not be combined each other. These non-diagonal
term means that direct Coulomb interaction and exchange interaction be-















− Vck′,vk−2K,vk′−2K,ck + Vvk−2K,ck′,vk′−2K,ck.
(A.17)




















From Bloch functions to
Wannier functions
In this appendixB, we execute Fourier transform from Bloch functions to
Wannier functions for Hll′ . Since we use the Wannier functions. First, we
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kk′ as we calculate in appendix A. Therefore, we












δk,k′ (−vck′,v′k′′,v′k′′,ck′ + vv′k′′,ck′,v′k′′,ck′ + vv′k′′,vk,vk,v′k′′ − vv′k′′,vk,v′k′′,vk)













ik′·Rl (hcck′ − hvvk) e−ik·Rl′ . (B.3)






















































































drw∗v(r −R3)hwv(r −R3 −Rl′ +Rl).
(B.9)


















ll′ − tvvll′ . (B.11)
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δk,k′ (−vck′,v′k′′,v′k′′,ck′ + vv′k′′,ck′,v′k′′,ck′ + vv′k′′,vk,vk,v′k′′ − vv′k′′,vk,v′k′′,vk)
− vck,vk,vk′,ck′ + vvk,ck,vk′,ck′ ]e−ik·Rl′ .
(B.12)






































































drdr′|wc(r −R1)|2V (r − r′)|wv′(r′ −R2)|2.
(B.17)







δl,l′V (R1 −R2) (B.18)
