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Convolution neural network (CNN) is a class of neural networks developed for image process-
ing. The common use of CNN lies in objects classification or image segmentation, see Fig. 1.
A typical CNN architecture consists of a sequence of convolution and pooling layers, see Fig. 1
(left). The convolution layers provide the convolution using a selected kernel function, while
the pooling layers reduce the data dimensions. At the output of the CNN is fully connected
(dense) neural network, which can make an object classification, see Fig. 1 (left). In the case of
image segmentation (Fig. 1 (right)), the additional layers are connected to the output of dense
neural network to recover the original shape of the input data. The additional layers are created
using convolution and up-sampling (reversed to pooling) layers. The resulting CNN is usually
called autoencoder or U-net, see Fig. 2. The autoencoder (U-net) is the base architecture for the
use of CNN in physical modelling.
Fig. 1. (Left) The use of the CNN for the cars classification. The image was taken from the web site [7].
(Right) The use of the CNN for the organ segmentation in the human body [6].
The pioneering use of the CNN for the steady fluid flow simulation was published in the
paper [4], where the input image, which contains the boundary information, was transformed to
the velocity field. The CNN was trained on the set of solutions, for various boundaries, solved
by the lattice Boltzmann method. The results show good accuracy of the generated velocity
field. The use of CNN for the unsteady fluid flow simulation was described in [5].
This work aims to use CNN for the pressure prediction along the NACA airfoil and establish
the lift and drag coefficients. The knowledge of the lift and drag coefficients in dependence on
the angle of attack is the most important airfoil characteristic. The determination of the lift
and drag coefficients by the classical CFD methods, such as finite volume or finite element
methods, is very time-demanding. This is inappropriate when a new profile is being designed
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Fig. 2. Architecture of the U-net CNN used for the pressure prediction around a NACA airfoil
using the optimisation techniques, where the calculation of the pressure field for many different
variations of the geometry is necessary. The use of CNN aims to utilize the fast prediction of
the flow field, from which the pressure distribution around NACA airfoil could be extracted.
For the prediction of the flow field the U-net architecture described above was considered.
The x and y coordinates of the structured C-mesh with 64× 32 points was set as a CNN input,
see Fig. 3. At the output the flow field, which includes density, pressure and velocity in x and y
directions, is generated. The CNN include two decoding and encoding convolution layers with
ReLU (Rectified Linear Unit) activation function. The dense neural network (basically fluid
flow solver) between decoder and encoder has four layers. The CNN contains 106 324 trainable
parameters in total.
Fig. 3. (Left) C-mesh around an airfoil generated using the elliptic mesh generator. (Right) Airfoil
generated by Bezier curve with eight control points (red dots).
The input C-mesh is generated using the elliptic mesh generator. The airfoil body in the cen-
ter of the C-mesh is described using the Bezier curves with eight control points Xp = [xp, yp],
p = 1, 2, ..., 8, where the first and the last control points are the same at the tail of the airfoil.
For the simplicity, the xp coordinates of the control points were fixed and yp coordinates were
varying in the interval [−0.25, 0.25]. The airfoil was consequently parametrized by six free
parameters. The choice of five division per interval for each yp leads to 65 = 7776 variants of
the airfoils. After filtering the inappropriate airfoils, for example with a negative area, the set
of 1866 airfoils were left. The simulation of fluid flow around each of airfoils was performed
using the open-source CFD software FlowPro [2]. The nonlinear system of Euler equations was
chosen for the simulation of inviscid fluid flow. The angle of attack was set to α = 0 and Mach
number to M∞ = 0.4. For the speed-up of the calculation, only the first order of spatial accu-
racy was utilised. The numerical simulation of all the 1866 airfoil variants took 7.4 hours of the
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Table 1. The relative error of the generated lift coefficient for different angles of attack α and NACA
four digit airfoils
α / profile 0012 2412 4412 6615 8607 9210 0020 0030
5◦ 2.57 3.45 0.24 6.12 2.07 4.76 2.63 2.60
10◦ 2.89 2.71 2.39 6.29 0.75 0.56 0.93 5.30
20◦ 4.50 4.11 3.32 3.52 3.88 1.92 3.00 4.54
CPU time (intel i7, 4-cores), where pure computation took 4.5 hours and the mesh generation
with the preliminary phase took the rest of the CPU time.
The implementation of CNN was done using the open-source software Keras [3] through the
python interface. The Keras software provides an interface to a TensorFlow [1] library, which
is an open-source software library for dataflow used for machine learning. The designed neural
network was trained on the full set of 1866 airfoils, with RMSProp (Root Mean Square Prop)
optimiser. The evaluation of all the airfoils with the CNN took 10.7 s of CPU time, which is
approximately 1500 times faster than computation by traditional computation methods.
The precision of CNN generated solution was tested on the set of NACA profiles, which
were not presented in the training set. Table 1 shows the relative error between the CFD solution
and the generated CNN solution computed as
error = 100
|cCFDL − cCNNL |
cCFDL
[%].
The relative error is below five percent in most cases, which is a good result. Together with the
speed of generation, CNN can be used as a powerful tool in the optimisation process. Fig. 4
shows the NACA 4412 airfoil and the corresponding CFD and CNN pressure fields around the
airfoil body for different angles of attack.
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Fig. 4. Pressure field around NACA 4412 airfoil. The blue line represents pressure field obtained by
CFD simulation, while red circles represent pressure field generated by CNN.
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