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Abstract
In this paper, we study the local behavior of a positive singular solution u near its singular points
of the following equation:{
∆u(x) + d(x,Z)2Nun+2n−2 = 0 in Ω \ Z,
u(x) > 0 and u ∈ C2 in Ω \ Z,
where N is a positive integer, Ω is a bounded open domain in Rn, Z is a finite set of points, and
d(x,Z) denotes the distance between x and Z.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we study the local behavior of a positive singular solution u near its singu-
lar set Z of the conformal scalar curvature equation{
∆u(x)+ K(x)un+2n−2 = 0 in Ω \Z,
u(x) > 0 and u ∈ C2 in Ω \Z, (1.1)
where K(x)  0, Z is a compact subset of Ω¯ , and Ω is a bounded open domain in Rn.
Equation (1.1) arises in the problem of finding a Riemann metric which realizes the given
function K as its scalar curvature and is conformal to the standard Euclidean metric in Rn.
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Y. Yang / J. Math. Anal. Appl. 302 (2005) 372–388 373We refer the reader to [6] for a brief description of the background and the history of
this problem. The works of Schoen and Yau [7,9] on conformally flat manifolds indicate
the importance of studying solution of (1.1) with a nonempty singular set. When K(x)
is a positive constant, and the singularity of u is a nonremovable isolated singular point,
Caffarelli et al. [1] proved that u(x) is asymptotically radially symmetric with respect to
the singular point. A few years later, Chen and Lin [2] generalized the result of [1] to
the situation where the singular set is nonisolated. In [3] they consider nonconstant K(x)
which satisfies the following hypothesis:
(i) 0 < a K(x) b, for all x ∈ Ω¯ , where a and b are two positive constants;
(ii) For n = 3, K ∈ Cα with 1 α > 12 ;
(iii) For n 4, K ∈ C2.
Furthermore if x ∈ Z is a critical point of K , one of the following is satisfied:
(iv) There exists a neighborhood N of x such that
c1|y − x|α−1 
∣∣∇K(y)∣∣ c2|y − x|α−1
for y ∈ N , where α > 1 satisfies either α < 2 or α  n−22 ;
(v) There exists a neighborhood N of x such that if n = 4, or 5, we have K ∈ C2(N); if
n 6, we have K ∈ Cα(N) with α = n−22 such that the inequality∣∣∇jK(y)∣∣ C(|y − x|)∣∣∇K(y)∣∣ α−jα−a
for 2 j  [α], where c(|y − x|) tends to zero as y tends x .
Recall the definition of the Newton capacity of a compact set Z,
Cap(Z) = inf
{∫
Rn
|∇v|2 dx: v ∈ C∞0 (Rn), v  1 on Z
}
.
Then the main result in [3] is
Theorem A. Let u be a positive solution of (1.1). Assume that (i)–(iii) and either (iv) or
(v) are satisfied. Suppose in addition that u(x)m > 0 for x ∈ Ω \ Z and Cap(Z) = 0.
Then for any compact subset Ω˜ of Ω , there is a positive constant c > 0 such that
u(x) c
(
d(x, z)
)− n−22 (1.2)
holds for x ∈ Ω˜ , where d(x,Z) denotes the distance between x and Z.
Their approach to the problem is moving planes which was devised by Alexandrov and
developed further by Serrin [8], Gidas et al. [5], Chen and Li [4], and Chen and Lin [3].
The main purpose of this paper is to abandon the hypothesis that K(x) has a positive
lower bound in Theorem A. We consider the case that K(x) can achieve zero somewhere,
and show that the method of moving plains still works in this case. For simplicity we
374 Y. Yang / J. Math. Anal. Appl. 302 (2005) 372–388assume that K(x) = |x|2N , where N is a nonnegative integer, Z = {0}, 0 ∈ Ω¯ , and Ω is a
bounded open domain in Rn. Our main result is the following
Theorem 1.1. Let u be a positive solution of{
∆u(x)+ |x|2Nun+2n−2 = 0 in Ω \ {0},
u(x) > 0 and u ∈ C2 in Ω \ {0}. (1.3)
Then for any compact subset Ω˜ of Ω , there is a positive constant c > 0 such that
u(x)
{
c|x|− n(N+1)n+2 (n−2) for N < n−24 ,
c|x|−
(
N+ 12
)
(n−2) for N  n−24 .
(1.4)
This paper is organized as follows. In Section 2, we introduce a refired version of the
method of moving planes which is essentially due to Chen and Lin [2,3]. In Section 3, we
give a detailed proof of Theorem 1.1.
2. Preliminary results
In this section, we introduce a modified version of the method of moving planes in
[2,3] for later use. Let Z be a compact set and Ω be an open domain in R2 such that the
complement set Ωc of Ω , Rn \ Ω , is compact. We consider a solution u of the following
equation:{
∆u(x)+ f (x,u)= 0 in Ω \Z,
u(x) > 0 and u ∈ C2 in Ω \Z, (2.1)
where u is nonnegative, Hölder continuous in x , C1 in u, and defined on Ω¯ ×[0,∞). Let e
be a unit vector in Rn. For λ < 0, we let Tλ = {x ∈ Rn | 〈x, e〉 = λ}, Σλ = {x | 〈x, e〉 > λ},
and xλ = x + 2(λ−〈x, e〉)e denote the reflection point of x with respect to Tλ, where 〈·, ·〉
is the standard inner product of Rn. Define
λ1 = sup{λ | λ < 0 and Z ∪ Ωc ⊂ Σλ},
Σ ′λ = Σλ \ (Ωc ∪Z)
for λ  λ1 and Σ¯ ′λ. Let uλ(x) = u(xλ) and wλ(x) = u(x) − uλ(x) for x ∈ Σ ′λ. Then we
have, for any arbitrary function bλ(x),
∆wλ(x)+ bλ(x)wλ(x) = Q
(
x, bλ(x)
)
in Σ ′λ, (2.2)
where
Q
(
x, bx(x)
)≡ f (xλ,uλ)− f (x,u)+ bλ(x)wλ(x).
The hypothesis (∗) is said to be satisfied if there are two families of functions bλ(x) and
hλ(x) defined in Σ¯ ′λ and Σ¯λ ∩ Ω , respectively, for λ ∈ [λ0, λ1] such that (i)–(vi) below
hold:
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(ii) hλ is C1 in Σ¯λ ∩ Ω and satisfies{
∆hλ(x)Q(x,bλ(x)) in Σλ ∩Ω,
hλ(x) > 0 in Σλ ∩Ω,
in the distributional sense;
(iii) hλ(x)= 0 on T λ and hλ(x) = O(|x|−τ1) as |x| → +∞ for some constant τ1 > 0;
(iv) hλ(x) + ε < wλ(x) in a neighborhood of ∂Ω \ Z, where ε is a positive constant
independent of x;
(v) hλ(x) and ∇xhλ(x) are continuous with respect to both variables x and λ;
(vi) wλ0(x) > hλ0(x) in Σ ′λ0 .
The following lemma is essentially due to [2,3].
Lemma 2.1. Let u be a solution of (2.1) with Cap(Z) = 0. Suppose that u(x) C > 0 in a
neighborhood of ∂Ω and u(x) = O(|x|−τ2) at +∞ for some positive constant τ2. Assume
there exists bλ(x) and hλ(x) such that the hypothesis (∗) is satisfied for λ ∈ [λ0, λ1]. Then
Wλ(x) > 0 in Σ ′λ, and 〈∇u, e〉 > 0 on Tλ for λ ∈ (λ0, λ1).
Proof of Lemma 2.1. Step 1. First, we claim the following: there exists R0 > 0 such that
if wλ − hλ is negative somewhere in Σ ′λ and x0 is a minimum point of wλ − hλ, then|x0| < R0. By (2.2) and (ii), we have
∆(wλ − hλ)+ bλ(wλ − hλ)−bλhλ  0 in Σ ′λ. (2.3)
Let 0 < σ < min(τ1, τ2, n− 2) and g(x) = |x|−σ , set φ(x) = wλ(x)−hλ(x)g(x) . Then φ satisfies
∆φ + 2∇φ∇g
g
+
(
bλ(x)+ ∆g
g
)
φ  0. (2.4)
By (i), we have
bλ(x)+ ∆g
g

[
C(x)− σ(n − 2 − σ)]|x|−2 < 0 (2.5)
for large |x|. Therefore there is a large R0 such that Ωc ∪ Z ⊂ {x | |x| < R0} and bλ(x)+
∆g(x)
g(x)
< 0 for |x|R0. We want to show that if (wλ − hλ)(x0) = infΣ ′λ (wλ − hλ) < 0 for
some x0 ∈ Σ ′λ, then |x0| < R0. Suppose this is not true. Since lim|x|→+∞ φ(x) = 0 and 1g(x)
is increasing in |x|, there exists x¯0 such that φ has its minimum at x¯0 and |x¯0|R0. Apply-
ing the maximum principle at x¯0, (2.4) leads a contradiction. Therefore the claim is proved.
Step 2. Let µ = sup{λ˜ | wλ − hλ > 0 in Σ ′λ for all λ0  λ  λ˜}, then we claim that
µ = λ1. Suppose µ < λ1. Then there exists λ1 > λn > µ such that limn→+∞ λn = µ and
infΣ ′λn (wλn − h
λn) < 0. But at λ = µ, we have wµ − hµ  0, and ∆(wµ − hµ)−bµwµ
 0 in Σ ′µ. Let R0 be the positive number stated in Step 1 and λ2 be any real number in
(µ,λ1). Then by the maximum principle and (iv), wµ(x)− hµ(x) inf∂Ω˜ (wµ − hµ) > 0
for x ∈ Ω˜ , where Ω˜ = Ω∩BR0 ∩Σλ2 . By the continuity of wλ−hλ in λ, we have wλn(x)−
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in Σ ′λn \ Ω˜ . By Step 1, |xn|R0.
After passing to a subsequence, we may assume x0 = limn→+∞ xn. It is easy to see that
x0 ∈ Tµ and ∂(wµ − h
µ)
∂e
(x0) = 0.
By the Hopf lemma, wµ − hµ ≡ 0 in Σ ′µ, a contradiction to (iv). Thus the proof of
Lemma 2.1 is completely finished. 
To use Lemma 2.1 in the proof of Theorem 1.1, we need the following lemma about the
Green function Gλ(x, y) of −∆ on Σλ with the Dirichlet boundary condition. The Green
function has the form
Gλ(x, y)= cn
(
1
|y − x|n−2 −
1
|y − xλ|n−2
)
for x, y ∈ Σ¯λ, where cn is a positive constant dependent on n.
Lemma 2.2 [2,3]. Assume e = (1,0, . . . ,0) and λ < 0; then, for x,η ∈ Σ¯λ, we have
Gλ(x,0) C1|x|n−2 for |x − η|
|λ− η1|
2
and
Gλ(x,0) C1|λ||x1 − λ||x|n for |x|
|λ|
2
,
Gλ(x, η) C1|x − η|n−2 for |x − η|
|λ− η1|
2
and
Gλ(x,η) C1(|λ− η1||x1 − λ|)|x − η|n for |x − η|
|λ− η1|
2
,
Gλ(x, η) C2 min
(
1
|x − η|n−2 ,
x1 − λ
|x − η|n−1 ,
(x1 − λ)(η1 − λ)
|x − η|n
)
.
3. Local estimates near the singular point
In this section, we prove Theorem 1.1 via the method of moving plains.
Proof of Theorem 1.1. Suppose the conclusion of Theorem 1.1 does not hold for some
compact subset Ω˜ of Ω . Then there exists a sequence x¯i ∈ Ω˜ such that x¯i → 0 as i → +∞
and
lim u(x¯i)|x¯i|
(
N+ 12
)
(n−2) = ∞. (3.1)i→+∞
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mum at x¯i . Furthermore, we have for any unit vector e that Rn−2i ‖vi − U0‖2C(BRi ) tends
to zero as i → +∞. Here
vi(y) = M−1i u
(|x¯i|−NM− 2n−2i y + xi) with xi = x¯i + |x¯i|−NM− 2n−2i e,
U0(y) is the solution of{
∆U0(y)+ U
n+2
n−2
0 (y) = 0, U0 > 0 in Rn,
U0(−e)= 1 = maxRn U0(y),
(3.2)
with Ri → +∞ as i → +∞.
To see this, we use a technique due to Schoen. Let ri = 12 |x¯i|, Bi = B(x¯i , ri) = {x |
|x − x¯i | < ri} and s(x) = u(x)|x|N(n−2)(ri − |x − x¯i |)(n−2)/2, suppose ai is a maximum
point of s(x) in Bi . Then
u(ai)|ai |N(n−2)
(
ri − |x¯i − ai |
) n−2
2  u(x¯i)|x¯i |N(n−2)r
n−2
2
i → +∞ as i → +∞.
Let li = 12 (ri − |x¯i − ai |), M¯i = u(ai) and ui(y) = M¯−1i u(|ai |−NM¯−2/(n−2)i y + ai). Then
ui(y) satisfies
∆ui(y)+ |ai + |ai |
−NM¯−
2
n−2
i y|2N
|ai |2N u
n+2
n−2
i = 0 for |y| Li. (3.3)
Here Li = liM¯2/(n−2)i |ai|N , note that limi→+∞ = +∞. Let x = |ai|−NM¯−2/(n−2)i y + ai .
For |y| Li , we have
ui(y) = M¯−1i u(x) =
s(x)
s(ai)
|ai|N(n−2)
|x|N(n−2)
(ri − |x¯i − ai |) n−22
(ri − |xi − x¯i |) n−22
 2 n2 .
Since ri −|x − x¯i| ri −|ai − x¯i |− M¯−2/(n−2)i |y| li and |ai ||x| → 1 as i → ∞. Thus there
is subsequence of ui (still denoted by ui ) convergent in C2loc(Rn) to a function U(y) that
satisfies{
∆U(y)+ U n+2n−2 (y) = 0,
U(y) > 0 in Rn.
(3.4)
By the result of [1], U(y) has a nondegenerate maximum at some y0 ∈ Rn and U(y)
is radially symmetric with respect to y0. It implies that ui(y) must have a nondegenerate
maximum at a point yi near y0 for large i . Now if we replace x¯i by ai +|ai |−NM¯−2/(n−2)i yi ,
then the claim of Step 1 follows immediately.
Step 2. In this step, we will prove Theorem 1.1 by Lemma 2.1. Note that |∇K(x)| =
2N |x|2N−1 , without loss of generality, we may assume
lim
i→+∞
∣∣∇K(x¯i)∣∣−1∇K(x¯i) = (1,0, . . . ,0).
Let xi = x¯i + M−2/(n−2)i |x¯i|−N(1,0, . . . ,0). Since limi→+∞ Mi |x¯i |(N+1/2)(n−2) = +∞,
we have limi→+∞ |∇K(xi)|(1,0, . . . ,0). For a small positive number δ, define vδ(y) =i
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position of two inversions, one with respect to the unit ball with center O , and another with
respect to the unit ball with center δe. The function vδi is a composition of the two Kelvin
transformations corresponding to Iδ and satisfies
∆vδi (y)+ Kδ(y)
(
vδi (y)
) n+2
n−2 = 0 in Ωi \Zi. (3.5)
Here
Kδ(y) = K−1(xi)K
(
xi + |x¯i|−NM−
2
n−2
i Iδ(y)
)
,
Ωi =
{
y | ∣∣Iδ(y)∣∣M 2n−2i |x¯i |N} and Zi = {y | xi + M− 2n−2i |x¯i |−NIδ(y) = 0}.
Note that for y ∈ Zi , we have |Iδ(y)|  12M2/(n−2)i |x¯i |N |xi| → +∞ as i → +∞. Thus
Zi and the complement Ωci of Ωi are contained in neighborhood of
e
δ
, say, in
{
y |
2
δ
 |y|  12δ
}
for all i . Note that |Iδ(y)| = |y|δ|y−e/δ| , we have Ωci ⊂
{
y | ∣∣y − e
δ
∣∣ 
16
δ2
|x¯i |−NM−2/(n−2)i
}
for large i . Let
Uδ(y) = |y|2−n
∣∣∣∣ y|y|2 − δe
∣∣∣∣
2−n
U0
(
Iδ(y)
)
. (3.6)
Since U0(y) is radially symmetric with respect to −e, a direct computation shows that
Uδ(y) has a nondegenerate maximum point at eδ with eδ → −e as δ → 0. It is not difficult
to see that vδi (y) converges to Uδ(y) in C
2
loc
(
Rn ∪ {∞} \ { e
δ
})
. Hence vδi (y) has a local
maximum near eδ . In the following, δ is chosen to be small such that the local maximum
point of vδi near eδ is in the strip
{
y | − 54  y1 − 14
}
. By Step 1, we also have
1
2
Uδ(y
λ) vδi (yλ) 2Uδ(yλ) (3.7)
for y1 > λ, λ  − 14 and large i , where yλ is the reflection point of y with respect to the
hyperplane {y | y1 = λ}.
Similar to [2,3], we have the following
Lemma 3.1. There exists constants λ0 −2 and C0 > 0, independent of both δ and i , such
that for large i , one has
vδi (y)− vδi (yλ0) C0
(
1 + |y|)−n(y1 − λ0) (3.8)
for y1 > λ0 and y ∈ Ωi .
Proof. By Step 1, we know that
δ1−n
∣∣∇vi(z)∣∣= (n − 2)δ2−n∣∣vi(z)∣∣(1 + o(1)+ O(δ))= Cn(1 + o(1)+ O(δ))
holds for
∣∣z + e
δ
∣∣ 1, where Cn is a positive constant and o(1) → 0 as i → +∞. By the
above equality and Lemma 2.2, we have for
∣∣y − e ∣∣ 12 ,δ δ
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{(∣∣∣∣y − eδ
∣∣∣∣
−n+2
−
∣∣∣∣yλ − eδ
∣∣∣∣
)
vi
(
Iδ(y)
)
+ [vi(Iδ(y))− vi(Iδ(yλ))]
∣∣∣∣yλ − eδ
∣∣∣∣
−n+2}
 Cn
∣∣∣∣yλ − eδ
∣∣∣∣
−n
(y1 − λ),
provided that |λ| is sufficiently large, δ is small, and i is large. Since {y | ∣∣y − e
δ
∣∣ 16
δ2Ri
}
contains the image of {x | |x|Ri} under Iδ , where Ri is the constant in Step 1, note that
vδi 
|y|n−2
4n−2|y − e/δ|n−2 vi
(
Iδ(y)
)
 |y|
n−2
4n−2|y − e/δ|n−2
m
Mi
 C2δn−2mMi |x¯i|N(n−2)
for
∣∣y − e
δ
∣∣= 16δ−2M−2/(n−2)i |x¯i |−N . Therefore, by the maximum principle
vδi  inf
Bi
vδi = Uδ
(
e
δ
)(
1 + o(1))
for y ∈ Bi =
{
y | 16δ−2M−2/(n−2)i |x¯i |−N 
∣∣y − e
δ
∣∣  16δ−2R−1i }. Since Uδ( eδ ) >
U
((
e
δ
)λ0)
, the inequality in Lemma 3.1 follows for
∣∣y − e
δ
∣∣ 16δ−2R−1i , and follows from
the C2 convergence of vδi to Uδ(y) in any compact set for
16
δ2Ri

∣∣y − e
δ
∣∣ δ−2. Hence the
proof of Lemma 3.1 is finished. 
Return now to the proof of Step 2. Using the notation in Lemma 2.1, we denote
Tλ =
{
(y1, . . . , yn) | y1 = λ
}
, Σλ =
{
(y1, . . . , yn) | y1 > λ
}
and yλ as the reflection point of y with respect to Tλ. Let wλ(y) = vδi (y) − vδi (yλ); then
wλ satisfies
∆wλ(y)+ bλ(y)wλ(y) = Q(y) in Σλ \
(
Ωci ∪ Zi
)
, (3.9)
where
bλ(y)wλ(y) = Kδ(y)
(
vδi (y)
n+2
n−2 − vδi (yλ)
n+2
n−2
) (3.10)
and
Q(y) = (Kδ(yλ)− Kδ(y))vδi (yλ) n+2n−2 . (3.11)
Note that Q(y) is well defined in the whole half-space Σλ. In the following, we want
to show that wλ(y) > 0 holds for y ∈ Σ ′λ, λ0  λ  − 14 , and large i , where λ0 is the
constant in Lemma 3.1. Set
h(y) = −
∫
Σ ′
Gλ(y,η)Q(η) dη, (3.12)
λ
380 Y. Yang / J. Math. Anal. Appl. 302 (2005) 372–388where
Σ ′λ = Σλ \
{
η
∣∣ ∣∣∣∣η − eδ
∣∣∣∣ 16δ−2M− 2n−2i |x¯i |−N
}
(3.13)
and
Q(y) = (Kδ(yλ)− Kδ(y))(vδi (yλ)) n+2n−2 . (3.14)
To estimate h(y), note that
|xi + |x¯i|−NM−
2
n−2
i |
|xi | → 1 as i → +∞.
We have
Kδ(y)− Kδ(yλ) = |xi |−2N
∣∣xi + |x¯i |−NM− 2n−2i Iδ(y)∣∣2N
− |xi |−2N
∣∣xi + |x¯i |−NM− 2n−2i Iδ(yλ)∣∣2N
= 2N |xi |−1|x¯i |−NM−
2
n−2
i
[
I 1δ (y)− I 1δ (yλ)
+ o(1)(∣∣I 1δ (y)∣∣+ ∣∣I 1δ (yλ)∣∣)]
 2NM−
2
n−2
i |xi |−N−1
[
(y1 − λ) + o(1)|yλ|
] (3.15)
for |y|R with R = ε0/δ. Hence
h(y) 2NM−
2
n−2
i |xi |−N−1
∫
A1
Gλ(y,η)(η1 − λ)
(
1 + |ηλ|)−(n−2) dη
− o(1)M−
2
n−2
i |xi |−N−1
∫
A1
Gλ(y,η)(η1 − λ)
(
1 + |ηλ|)−(n−2) dη
− 2NM−
2
n−2
i |xi |−N−1
∫
A2∪Bi
Gλ(y, η)(η1 − λ)
(
1 + |ηλ|)−(n−2) dη
≡ h1(y)− h3(y)− h2(y)−
∫
Bi
Gλ(y, η)
∣∣Kδ(η)−Kδ(ηλ)∣∣|η|−(n+2) dη, (3.16)
where
A1 =
{
η | |η|R}, A2 = Σ ′λ \ (A1 ∪ Bi),
Bi =
{
y
∣∣16δ−2M− 2n−2i |x¯i |−N 
∣∣∣∣η − eδ
∣∣∣∣ 16δ−2M− 2n−2i |x¯i|−N |xi |−1
}
.
For η ∈ A2, we have∣∣Kδ(η)− Kδ(ηλ)∣∣ cM− 2n−2i |xi |N−1(∣∣Iδ(η)∣∣+ ∣∣Iδ(ηλ)∣∣). (3.17)
Assume λ0  λ − 14 and δ  ε0  1. To estimate integrals on A1 and A2, we consider
the following three cases.
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we have
h1(y) 2NM
− 2n−2
i |xi|−N−1
∫
|y−η|<|λ|/4
|y − η|2−n(η1 − λ)
(
1 + |η|−n−2)dη
 C1M
− 2n−2
i |xi|−N−1. (3.18)
To estimate h2 and h3, we use Gλ(y,η) C|y − η|2−n. It is easy to see that
h3(y) o(1)M
− 2
n−2
i |xi |−N−1
∫
A1
|y − η|−n+2(1 + |η|)−(n+1) dη
 o(1)C3M
− 2
n−2
i |xi |−N−1. (3.19)
To estimate h2, we decompose A2 = A3 ∪A4 with
A3 =
{
y
∣∣ |y| 1
2δ
}
∩A2, A4 =
{
y
∣∣ |y| 1
2δ
}
∩ A2.
For η ∈ A3, we have∣∣Iδ(η)∣∣= |η|
δ|η − e/δ| 
2|η|2
|η − e/δ| ,
∣∣Iδ(ηλ)∣∣ c|η|2|η − e/δ| .
For η ∈ A4, we get |Iδ(η)| 2|η||Iδ(ηλ)| c|η|. Therefore, we have
h2(y) cM
− 2n−2
i |xi |−N−1
( ∫
A3
|y − η|2−n
∣∣∣∣η − eδ
∣∣∣∣
−1
|η|−η dη
+
∫
A4
|y − η|2−n|η|−(n+1) dη
)
 cM−
2
n−2
i |xi |−N−1R1−n.
Hence
h1(y)− h2(y)− h3(y) cM−
2
n−2
i |xi |−N−1, (3.20)
provided that δ is small, R = ε0/δ is large and i is large.
Case 2: |λ|2  |y| 2R. By Lemma 2.2, we have
Gλ(y,η) c (y1 − λ)(η1 − λ)|y − ηλ|n .
Thus
h1(y) cM
− 2
n−2
i |xi |−N−1
∫
A1
(y − λ)(η1 − λ)
|y − ηλ|n
(
1 + |ηλ|)−(n+2) dη
 cM−
2
n−2
i |xi |−N−1(y1 − λ)
logR
.Rn
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h3(y) o(1)M
− 2
n−2
i |xi |−N−1(y1 − λ)
∫
A1
|y − η|−(n+1)(1 + |η|)−(n+1) dη
 o(1)cM−
2
n−2
i |xi |−N−1(y1 − λ).
Let ε0 be small such that R = ε0δ  1δ . We have
h2(y) CM−
2
n−2 |xi |−N−1(y1 − λ)
[ ∫
A3
|y − η|−n+1
∣∣∣∣η − eδ
∣∣∣∣
−1
|η|−n dη
+
∫
A4
|y − η|−n+1|η|−n dη
]
 C5M−
2
n−2 |xi|−N−1(y1 − λ)(δn + R−n).
Therefore, we have
h1(y)− h2(y)− h3(y) C6M−2n − 2|xi |−N−1(y1 − λ) logR
Rn
, (3.21)
provided that δ is small and i is large.
Case 3: |y| 2R. To estimate h1(y), using Gλ(y,η) c(y1 − λ)(η1 − λ)|y − ηλ|−n,
we have
h1(y) CM
− 2
n−2
i |xi |−N−1
∫
A1
(y1 − λ)(η1 − λ)2
|y − ηλ|n
(
1 + |ηλ|)−(n−2) dη
 CM−
2
n−2
i |xi |−N−1(y1 − λ)|y|−n logR. (3.22)
For the remainder terms we use
Gλ(y,η) C(y1 − λ)|y − η|n−1 or
c(y1 − λ)(η1 − λ)
|y − η|n
to get
h3(y) o(1)M
− 2
n−2
i |xi |−N−1  o(1)cM
− 2
n−2
i |xi |−N−1(y1 − λ)|y|−n logR. (3.23)
To estimate h2, note that |Iδ(y)| = |y|δ|y−e/δ|  2δ for |y| 2δ , we have
h2(y) cM
− 2
n−2
i |xi |−N−1
[ ∫
A5
Gλ(y,η)
∣∣∣∣η − eδ
∣∣∣∣
−1
|η|−n dη
+ 1
δ
∫
A6
Gλ(y,η)|η|−(n+2) dη +
∫
A4
Gλ(y,η)|η|−(n+1) dη
]
,
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{
η | 12δ  |η| 2δ
}
and A6 =
{
η | |η| 2
δ
}
. Thus we have
∫
A4
Gλ(y,η)|η|−(n+1) dη c(y1 − λ)
[ ∫
A˜4
|y − η|−n+1 dη +
∫
A∗4
|y − η|−n|η|−n dη
]
 c(y1 − λ)|y|−n
(
1 + log ε−10
)
,
where we denote A ∩ {η | |η − y|  |y|2 } by A˜ and A ∩ {η | |η − y|  |y|2 } by A∗. For∣∣y − e
δ
| 14δ , we have∫
A5
Gλ(y,η)
∣∣∣∣η − eδ
∣∣∣∣
−1
|η|−n dη c
∫
A5
|y − η|−(n−2)
∣∣∣∣η − eδ
∣∣∣∣
−1
|η|−n dη
 cδn−1  c(y1 − λ)|y|−n.
For
∣∣y − e
δ
| 14δ , we have∫
A5
Gλ(y,η)
∣∣∣∣η − eδ
∣∣∣∣
−1
|η|−n dη
 C(y1 − λ)
[ ∫
A˜5
|y − η|−(n−1)
∣∣∣∣η − eδ
∣∣∣∣
−1
|η|−n dη
+
∫
A∗5
|y − η|−n
∣∣∣∣η − eδ
∣∣∣∣
−1
|η|−n+1 dη
]
 C(y1 − λ)|y|−n.
Similarly, we have
1
δ
∫
A6
Gλ(y,η)|η|−(n+2) dη
 c
δ
(y1 − λ)
[ ∫
A˜6
|y − η|−n+1|η|−(n+2) dη +
∫
A∗6
|y − η|−n|η|−(n+1) dη
]
 c
δ
(y1 − λ)
[|y|−(n+1) + |y|−nδ] c(y1 − λ)|y|−n,
where |y|−1  δ if {|η| 2
δ
}∩ {|η − y| |y|2 } = φ. Hence
h2(y) C(y1 − λ)|y|−nM−
2
n−2
i |xi |−N−1
and
h1(y)− h2(y)− h3(y) CM−
2
n−2 |x|−N−1(y1 − λ)|y|−n logR, (3.24)i
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h1(y)− h2(y)− h3(y) CM−
2
n−2
i |xi|−N−1(y1 − λ)
(
1 + |y|)−n
for y ∈ Σ ′λ and λ0  λ− 14 , δ small and i large.
Combining Cases 1–3, we have
h1(y)− h2(y)− h3(y) cM−
2
n−2
i |xi |N−1
(
1 + |y|)−n(y1 − λ) (3.25)
for y ∈ Σ ′λ and λ0  λ− 14 , δ small and i large.
In the following we will estimate integrals on Bi . To simplify notation, we denote
M˜−1i = 16δ−2M−2/(n−2)i |x¯i |−N |xi |−1 as the outer radius of Bi . From now on, δ is fixed
and the letter c (sometimes dependent on δ) always denotes a positive constant independent
of i . For η ∈ Bi , we have |Iδ(η)| cM2/(n−2)i |xi|N+1, so∣∣Kδ(η)− Kδ(ηλ)∣∣ cM˜−2Ni ∣∣Iδ(η)∣∣2N .
Denote
Γi =
∫
Bi
Gλ(y, η)
∣∣Kδ(η)− Kδ(ηλ)∣∣(vδi (ηλ)) n+2n−2 dη,
clearly vδi (η
λ) is bounded in Bi . To estimate Γi , we need the following
Lemma 3.2. For any real number r , we have
(1)
∫
Bi
∣∣∣∣η − eδ
∣∣∣∣
−r
dη cM˜r−ni if r  n.
(2)
∫
Bi
∣∣∣∣η − eδ
∣∣∣∣
−r
dη c log
(|xi|−1) if r = n.
(3)
∫
Bi
∣∣∣∣η − eδ
∣∣∣∣
−r
dη c|xi|n−r M˜r−ni if r  n.
Especially we have for any integer N  1 that
∫
Bi
∣∣∣∣η − eδ
∣∣∣∣
−2N
dη


cM˜2N−ni if 2N < n,
c log(|xi |−1) if 2N = n,
c|xi|n−2NM˜2N−ni if 2N > n.
(3.26)
The proof of Lemma 3.2 is elementary, and so is omitted.
In the following, we come to estimate Γi by 3 cases.
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Γi  cM˜−2Ni (y1 − λ)
∫
Bi
|y − η|1−n
∣∣∣∣η − eδ
∣∣∣∣
−2N
dη



c(y1 − λ)M˜−ni if 2N < n,
c(y1 − λ)M˜−ni log(|xi |−1) if 2N = n,
c(y1 − λ)M˜−ni |xi |n−2N if 2N > n.
By our assumption Mi |xi |N(n−2) → +∞ and i → +∞ one can easily check that M˜−ni ,
M˜−ni log(|xi |−1) and M˜−ni |xi |n−2N tends to 0 as i → +∞, respectively. Hence
Γi  co(1)(y1 − λ)
∣∣∣∣y − eδ
∣∣∣∣
−n
. (3.27)
Case 2: |y| 2R and ∣∣y − e
δ
∣∣ 12δ . For ∣∣y − eδ ∣∣ 2M˜−1i , it is clear that |y − η| M˜−1i .
Hence
Γi  cM˜−2Ni
∫
Bi
|y − η|2−n
∣∣∣∣η − eδ
∣∣∣∣
−2N
dη cM˜n−2−2Ni
∫
Bi
∣∣∣∣η − eδ
∣∣∣∣
−2N
dη



cM˜−2i if 2N < n,
cM˜−2i log(|xi |−1) if 2N = n,
cM˜−2i |xi|n−2N if 2N > n.
For
∣∣η− e
δ
∣∣ 2M˜i , we split Bi into two domains as follows: I = Bi ∩{|y−η| 12 ∣∣y− eδ ∣∣},
II = Bi ∩
{|y − η| 12 ∣∣y − eδ ∣∣} and obtain∫
I
|y − η|2−n
∣∣∣∣η − eδ
∣∣∣∣
−2N
dη c
∣∣∣∣y − eδ
∣∣∣∣
−2N ∫
I
|y − η|2−n dη c
∣∣∣∣y − eδ
∣∣∣∣
2−2N



cM˜2N−ni
∣∣y − e
δ
∣∣2−n if 2N < n,
c
∣∣y − e
δ
∣∣2−n if 2N = n,
c|xi|2N−nM˜2N−ni
∣∣y − e
δ
∣∣2−n if 2N > n,
and ∫
II
|y − η|2−n
∣∣∣∣η − eδ
∣∣∣∣
−2N
dη c
∣∣∣∣y − eδ
∣∣∣∣
2−n ∫
II
|y − η|−2n dη



cM˜2N−ni
∣∣y − e
δ
∣∣2−n if 2N < n,
c log(|xi|−1)
∣∣y − e
δ
∣∣2−n if 2N = n,
c|x |2N−nM˜n−2N ∣∣y − e ∣∣2−n if 2N > n.i i δ
386 Y. Yang / J. Math. Anal. Appl. 302 (2005) 372–388By our assumption limi→+∞ Mi |xi |N(n−2) = +∞, note that n  3, one can easily check
that M˜−n+1i and M˜
−n+1
i log(|xi |−1) tends to 0 as i → +∞, respectively. Therefore
Γi 


cM˜−ni
∣∣y − e
δ
∣∣2−n if 2N < n,
cM˜−ni log(|xi |−1)
∣∣y − e
δ
∣∣2−n if 2N = n,
cM˜−ni |xi|n−2N
∣∣y − e
δ
∣∣2−n if 2N > n.
(3.28)
Case 3: |y| 2R and ∣∣y − e
δ
∣∣ 12δ . Using Gλ(y,η) c(y1 − λ)(η1 − λ)|y − η|−n, we
get
Γi  cM˜−2Ni (y1 − λ)
∫
Bi
|y − η|−n
∣∣∣∣η − eδ
∣∣∣∣
−2N
dη
 cM˜−2Ni (y1 − λ)
∣∣∣∣y − eδ
∣∣∣∣
−n ∫
Bi
∣∣∣∣η − eδ
∣∣∣∣
−2N
dη



cM˜−ni (y1 − λ)
∣∣y − e
δ
∣∣−n if 2N < n,
cM˜−ni log(|xi |−1) if 2N = n,
cM˜−ni |xi|n−2N(y1 − λ)
∣∣y − e
δ
∣∣−n if 2N > n.
Clearly, we have
Γi  co(1)(y1 − λ)
∣∣∣∣y − eδ
∣∣∣∣
−n
. (3.29)
Combining Cases 1–3, one can obtain
Γi 


co(1) y1−λ1+|y|n + cM˜−ni
∣∣y − e
δ
∣∣2−n if 2N < n,
co(1) y1−λ1+|y|n + cM˜−ni log(|xi |−1)
∣∣y − e
δ
∣∣2−n if 2N = n,
co(1) y1−λ1+|y|n + cM˜−ni |xi |n−2N
∣∣y − e
δ
∣∣2−n if 2N > n.
(3.30)
Up to now, we have got the estimates on h(y) as follows:


c1M
− 2
n−2
i |xi |−N−1 y1−λ1+|y|n − c1M˜−ni (y1 − λ)
∣∣y − e
δ
∣∣−n
if 2N < n,
c1M
− 2
n−2
i |xi |−N−1 y1−λ1+|y|n − c1M˜−ni log(|xi |−1)
if 2N = n,
c1M
− 2
n−2
i |xi |−N−1 y1−λ1+|y|n − c1M˜−ni |xi|n−2N(y1 − λ)
∣∣y − e
δ
∣∣−n
if 2N > n,
 h(y)
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

c2M
− 2n−2
i |xi |−N−1 y1−λ1+|y|n + c2M˜−ni (y1 − λ)
∣∣y − e
δ
∣∣−n
if 2N < n,
c2M
− 2n−2
i |xi |−N−1 y1−λ1+|y|n + c2M˜−ni log(|xi|−1)
if 2N = n,
c2M
− 2n−2
i |xi |−N−1 y1−λ1+|y|n + c2M˜−ni |xi |n−2N(y1 − λ)
∣∣y − e
δ
∣∣−n
if 2N > n.
Define function
hλ(y) = h(y)+


2c1M˜−ni (y1 − λ)
∣∣y − e
δ
∣∣2−n if 2N < n,
2c1M˜−ni log(|xi |−1)
∣∣y − e
δ
∣∣2−n if 2N = n,
2c1M˜−ni |xi |n−2N(y1 − λ)
∣∣y − e
δ
∣∣2−n if 2N > n.
(3.31)
In the following, we can check the hypothesis (∗) for hλ(y) and bλ(y):
(i) From the definition of bλ(y), note that vδi (y) = O(|y|2−n) at +∞, we have 0 
bλ(y) c|y|−4 at +∞. So, (i) holds.
(ii) From the definition of hλ(y), we know that hλ(y) > 0 in Σ ′λ, hλ(y) ∈ C1(Σ¯ ′λ) and
∆hλ(y)Q(y,bλ(y)) in Σ¯ ′λ in the distributional sense.
(iii) Note that Gλ(y, e
δ
) = O(|y|2−n), we have hλ(y) = O(|y|2−n) as |y| → +∞. Ob-
viously, hλ(y) = 0 on Tλ.
(iv) On
∂Ωi =
{
y
∣∣ ∣∣∣∣y − eδ
∣∣∣∣= 16δ−2M− 2n−2i |x¯i|−N
}
,
one has
wλ(y) = vδi (y)− vδi (yλ) c
m
Mi
1
|y − e/δ|n−2 .
In order to prove (iv), we have to compare the upper bound of hλ(y) and the lower bound
of wλ(y) on the boundary ∂Ωi carefully.
Case 1: 2N < n. Since
M−1i M˜
n
i =
(
Mi |xi |
(N+1)n(n−2)
n+2
) n+2
n−2 ,
when
Mi |xi|
(N+1)n(n−2)
n+2 → +∞ as i → +∞,
according to above estimates on hλ(y), there is some ε > 0 such that hλ(y) + ε < wλ(y)
on ∂Ωi .
Case 2: 2N = n. Note that
M−1i M˜
n
i
(
log(|xi|−1)
)−1 = (Mi |xi|N(n−2)) n+2n−2 (log(|xi|−1))−1,
according to above estimates on hλ(y), when
Mi |xi|N(n−2)
(
log
(|xi |−1))− n−2n+2 → +∞ as i → +∞,
there is some ε > 0 such that hλ(y)+ ε < wλ(y) on ∂Ωi .
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M−1i M˜
n
i |xi |2N−n =
(
Mi |xi|N(n−2)
) n+2
n−2 ,
according to above estimates on hλ(y), when Mi |xi|N(n−2) → +∞ as i → +∞, there is
some constant ε > 0 such that hλ(y)+ ε < wλ(y) on ∂Ωi .
Hence (iv) is satisfied provided that the conclusion of Theorem 1.1 does not hold.
(v) Obviously, hλ(y) and ∇yhλ(y) are continuous with respect to both variables y and λ.
(vi) Since ∆(wλ0(y) − hλ0(y)) = −bλ0(y)wλ0(y) 0 in Σ ′λ0 , by Lemma 3.1, (iv) and
maximum principle, we may conclude that wλ0(y)−hλ0(y) 0 in Σ ′λ0 . So (vi) is satisfied.
Thus, by Lemma 2.1, we have wλ(y) hλ(y) > 0 for y ∈ Σ ′λ and λ0  λ− 14 , in other
words vδi (y) is increasing in
{
y | λ0 < y1 < − 14
}
with respect to y1, which contradicts to
Step 1. The proof of Theorem 1.1 is completely finished. 
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