Training a neural network demands a large amount of labeled data. Keeping the data after the training may not be allowed because of hardware or power restrictions for on-device learning. In this study, we train a new RNN, called a student network, using a previously developed RNN, the teacher network, without using the original data. The teacher network is used for generating data to train the student network. The softmax output of the teacher RNN is used as for the soft target when training a student network. The performance evaluation is conducted using a character-level language model. The experimental results show that the proposed method yields good performance approaching that of the original data based training. This work not only gives the insight to connect between the learning and generation but also can be useful when the original training data is not available.
INTRODUCTION
Training a recurrent neural network (RNN) demands a vast amount of sequence data for obtaining high performance (Werbos, 1990) . Keeping the training data for future use demands large sized storages. This problem would be one of the reasons that training is not performed on-device but server systems. Also, the complexity of RNNs deployed for a certain application depends on the capability of hardware platforms. Many embedded systems can only accommodate fairly limited sized RNNs because of hardware or power restrictions. Thus, we need to train new RNNs for different hardware platforms using a previously trained network, without using the original data.
In this work, a new RNN, the student network, is trained only using the previously developed RNN, the teacher network. The data for the student network training is obtained by operating the teacher RNN as a training data generator. The student RNNs are trained only using the generated data without consulting the original data. Thus, the original data needs not to be stored after developing the teacher network that contains most of the knowledge in the training set. Here, we show how the student networks can be well trained only by using the teacher network.
The most significant contribution of our paper is connecting the generation and the training. Our model can mimic the original training data; it has a few following advantages. First, it increases the security of data. Second, this approach helps to utilize the on-line training results when the data is hard to store because of hardware restrictions. Third, this approach can be used for compressing the information because the number of weights for an RNN is much smaller than the size of the original data. Romero et al., 2015; Tang et al., 2016; Chan et al., 2015) . In these works, the previously trained network is referred to as the teacher network, while the network the learns from the teacher network is called the student network. Training a student network only by using the generated data of the teacher network usually, does not show good results. To improve the results, the student networks are trained utilizing the softmax output of the teacher networks as the soft-target in these works. The training procedure for the knowledge transfer not only uses the trained network but also the original data. Thus, the knowledge transfer is a means of improved training of student RNNs when the original data is also available. The proposed work only uses the previously trained network for training the student networks under the assumption that the original data is not available. This paper is organized as follows. Section 2 explains the related work, and Section 3 describes the proposed training method. The experimental results are presented in Section 4, and future works are shown in Section 5. Section 6 concludes this paper.
RELATED WORK
Utilizing the knowledge contained in the previously trained networks has been of much interest for the application to network compression or pre-training. In an early work for network compression, a previously trained model is used to label a large unlabeled dataset for producing much larger training set (Bucilu et al., 2006) . Another related work is a knowledge transfer through the hidden Markov model (HMM) (Pasa et al., 2014 ). An HMM is trained using the original data, and then the generated sequence from the HMM is used for pre-training of an RNN, which is then fine-tuned using the original data. Our work is inspired by the Hintons knowledge distillation (Hinton et al., 2014) . In this paper, the output probabilities of a well-trained network are used as the soft target for training a small network. In the FitNet, a thick-shallow model is transformed to a thin-deep model (Romero et al., 2015) . They employ a guided layer in the student network and learned from the teachers hidden layer. The guided layer can be well pre-trained, and it would be fine-tuned using knowledge distillation. Also, the model change from a fully connected deep neural network (FCDNN) to an RNN or the opposite direction has been tried (Tang et al., 2016; Chan et al., 2015) .
The main difference between the previous works and ours is the use of the original training data. The previous works try to improve the performance of training by generating more data using the developed model, but the original data is also used. Our study conducts training only by using the trained network. Thus, our approach can be considered a pure knowledge transfer from a trained large network to a small one. To the best of our knowledge, ours is the first work for knowledge transfer between RNNs.
TRAINING DATA TRANSFER FROM TEACHER TO STUDENT NETWORKS
The proposed method consists of three steps: (1) teacher network training using the original data, (2) generating a sequence using the teacher RNN as a generative model, and (3) training the student RNN by using the generated sequence from the teacher network. These three steps and the experimental environments are as follows.
TEACHER NETWORK TRAINING
The teacher network training is not much different from that for ordinary RNNs. A long short-term memory (LSTM) RNN (Hochreiter & Schmidhuber, 1997) for character-level language modeling is used for this experiment. The character-level language model (LM) predicts the probabilities of the next output characters based on the current and past input characters (Graves, 2013) . The input for this RNN is a 30-dimensional vector that is one hot encoded for representing A ∼ Z alphabets and four special symbols. The output vector represents the probabilities of characters and symbols and is also represented in 30-dimension. Since the input and output use the same labels, the RNN can easily be used as a generative model (Sutskever et al., 2011) .
The original data is the Wall Street Journal (WSJ) LM training text with non-verbalized punctuation and has about 215 mega characters (Paul & Baker, 1992) . As for the development and test sets, about one percent of randomly chosen data are used for each purpose. The same development and test sets are also used for training the student network. The teacher network needs to be large Figure 1 : Example of text when choosing the maximum probability.
enough to capture most of the information contained in the training set. As for the teacher network, we train a deep LSTM RNN that consists of four layers and each layer contains 1024 memory cells, which will be denoted as the 1024x4 RNN. The total number of parameters for this network is about 29.54 M. The teacher network is trained with Adadelta based stochastic gradient descent (SGD) algorithm (Zeiler, 2012) . The initial learning rate starts from 1e-5 and is reduced by half when the average cross entropy (ACE) on the development set is not improved for ten consecutive evaluations. Training continues until the learning rate reaches 1e-7.
The teacher network predicts the next output probabilities as depicted in Eq. 1.
where, θ teacher is the trained teacher model, x = (x 1 , x 2 , ...) is the original training data vector sequences, y = (y 1 , y 2 , ...) is the model output vector sequences (before applying a softmax layer), t is the time step and n is the starting time step of a window. Thus, a sequence x = (x 1 , x 2 , ...) can be generated by assigning some initial data sequences into the teacher model.
SEQUENCE GENERATION USING THE TEACHER NETWORK
A text sequence is generated by feeding-back the output of the character RNN to the input. Note that the input is one hot encoded and the output represents the probabilities of the labels. Thus, we need to select one character or a symbol among the output labels, and then apply the selected one to the input of the RNN using one hot encoding. The simplest way of mimicking the original training sequence is choosing the output label that shows the highest probability (Eq. 2), which may work for generating short sequences, but this results in repeating sequences when producing an extended length of text as depicted in Figure 1 .
As the Figure 1 shows, the sequences repeat from the third one. The original data cause the reason for this repetition problem. Top five appearing word list in the original dataset is "THE (2,016,721), OF (954, 112) , TO (921, 680) , A (893,331), AND (809,062)". It is observed that the word beginning with "THE" appear most frequently in the original data. As a result, if we choose the next character using the maximum softmax score, the generated sequence would always start with the word "THE" whatever the start character was. To solve this problem, we select the output label in an indeterministic way by considering the probability values. A random selection by its probability is employed for the selection process. Since the selection is somewhat randomized, the sequence repeating problem does not appear. This randomized selection technique is critical for our work because the training needs a very long length of data that should not repeat (Bucilu et al., 2006) .
The generated text using randomized method is very different from the original one as compared in Figure 2 . We can hardly find any textual meaning from the generated sequence. However, out of vocabulary (OOV) words are not frequently found. It would be the simplest if we can train the student network only by using the generated text data, which however does not show good results. Thus, the probabilities of the labels generated from the teacher network are also used for training the student network. It has been shown that utilizing the softmax information improves the results of knowledge distillation very much (Hinton et al., 2014) . Thus, we store not only the character sequences but also all the output probabilities (softmax output) of the teacher RNN. The final approximation for student network θ student could be formulated as Eq. 3. Figure 2 : Examples of text from original training data and generated data from the teacher network. The first word is a name "FREEMAN" which is included in the original training data.
Note that the hard target is from the original training data, and the soft target is generated from the teacher network.
GENERATIVE TRANSFER LEARNING FROM THE TEACHER NETWORK
The student network is now trained using the generated text sequence and the corresponding softmax output of the teacher network. The student network is assumed to have a limited complexity when compared to the teacher network. Each character or symbol of the generated text is one-hot encoded and applied to the input of the student RNN, one by one sequentially. At the same time, the softmax output, which is obtained while generating the text, is applied to the output of the student RNN as the soft target for training. In the text generation process using the teacher network, the character or the symbol that shows the largest probability (softmax output value) is not always selected. Sometimes, a label with a quite low probability can be chosen. However, the probability values are directly applied to the output of the student RNN as the soft target, without any modification. Thus, the temperate 'T ' used in Hinton's work is 1 in our experiments (Hinton et al., 2014) . Figure 3 shows the overall process of student network training. Note that the original data is not used for student network training. The student networks are also developed with Adadelta based stochastic gradient descent (SGD). The initial learning rate starts from 1e-5 and is reduced by half when the average cross entropy (ACE) on the development set is not improved for ten consecutive evaluations. Training continues until the learning rate reaches 1e-7.
EXPERIMENTAL RESULTS
The teacher network has the configuration of 1024x4 LSTM cells, which can be considered a quite large model (Hwang & Sung, 2016) . This network is trained using the WSJ LM training text with non-verbalized punctuation (Paul & Baker, 1992) . The training applies the current character and the next one as the input and the hard target, respectively. In order to evaluate the trained student networks, small RNNs are also trained in the same way. Table 1 shows the training results of a few networks, where the original training data is used and the loss function utilizes the hard target. The table indicates the number of parameters in each network and the performances. We estimate the performance using bit per character (BPC).
From Table 1 , we can find that the 256x2 LSTM network shows a limited performance when compared to the other ones. The large size, 1024x4, network and the middle ones, 512x4 and 512x2, do not show much performance difference. Thus, we can consider that the 256x2 network has too limited resource, but the 512x2 RNN has a relatively good capability. Based on this experiment, the 256x2 and the 512x2 configurations are chosen as the student networks.
COMPARISON OF ORIGINAL AND GENERATED DATA
The co-occurrence networks and word occurrence statistics of the original and generated data are compared to know the quality of the data mimicking (Higuchi, 2001 ). The original data, which is the WSJ LM, contains about 36.5 million words and the generated data using the teacher network consists of about 36.8 million words. When considering the number of words that appear only once, the original one has about 55,000 words, which is about 0.15% of the total word count. The Figure 4a and Figure 4b show the co-occurrence networks of words which are frequently coappeared more than 3000 times. Nodes with the same color mean that they are in the same community which is more closely associated with each other. Edges represent that they have a strong co-occurrence. Two different edge styles which are solid and dotted line mean that they are in the same or different communities, respectively. Note that the articles such as "The, A, An" are excluded from the analysis since they did not include important contents. The words in the generated data show quite similar co-occurrence with words in the original one. For instance, the nodes in blue color consist of "month, last, week" are co-appeared in both the original and the generated data. However, the words "percent, fifty, dollar, year" and "rise, point, quarter, first" are separated into different groups (violet and purple nodes) for original data, but they are in the same group (purple node) for generated one. Although they are in different groups for generated data, they still have a strong co-occurrence (dotted lines). The other groups also show the similar distributions. Figure 4c compares the occupation percentage of words that appear less than 21 times. In this figure, it is clear that the generated data contains some noisy words and shows an increased number of single and double count words. The ratio of the noise words estimated is about 0.49%.
From these two analyses, the generated sequence data look very similar to the original sequence.
If the student network is trained using this generated data without the soft-target values from the teacher network, however, the convergence BPC is unsatisfactory as depicted in Figure 5a (Teacher GS + HT). Therefore, the knowledge distillation from the teacher network is crucial for the student network to obtained the satisfactory performances. The specific results are reported in Section 4.2.
TRADE-OFF BETWEEN THE NUMBER OF DATA AND CONVERGENCE SPEED
We conduct experiments to know the performance of the student network when the amount of the training data generated by the teacher network is limited, such as 10M, 50M, 100M, 150M, 215M, and 250M characters. Note that the original data have 215M characters. Although it is possible to generate an infinite length of data using the teacher network, we try to know the efficiency of teacher-student knowledge transfer by limiting the data size. The training is conducted employing many epochs until the performance saturates. Figure 5 shows the training curves of the 256x2 and 512x2 LSTM RNN using several different approaches. As for the reference, the training result using the original data, WSJ LM training text, is given, where the hard target is used for training. Also, the training result that uses the generated sequence but not the soft target is also shown. Although the generated data of 900 mega characters is used for this hard target based teacher-student transfer learning, the result is not sufficient in Figure 5a . The average cross entropy (ACE) only reaches to 0.90889 with the validation set. The remaining five graphs show the training results using the generated sequence and the soft target of the teacher network, where the data size is intentionally limited to 10M, 50M, 100M, 215M, and 250M characters 1 . The associated hyperparameters are all the same. We can find that almost comparable performance can be achieved by applying the proposed method when the generated sequence size is 100 M characters, which is smaller than that of the original data size. The learning speed is even faster than that using the original data. This speed-up is due to the knowledge transfer effect (Hinton et al., 2014) . Finally, the Figure 5a also shows the training result that utilizes both the original data and the soft target, which apparently shows the best results.
In Figure 5b , the data size is deliberately limited to 10M, 50M, 100M, 150M, 215M, and 250M characters in 512x2 LSTM network which has more capacity than the 256x2 LSTM network. The comparable performance can be achieved when the generated sequence size is 215 M characters, but it needs more times to reach the baseline performance. With the 250M generated characters, the convergence speed is even faster than that using the original data, and almost reachable the training with the original data and the soft targets. Figure 5: Convergence curves in terms of average cross entropy (ACE) on the validation set with the various size of the generated sequences in the fixed learning rate of 1e-5. OS is original training sequence. HT and ST are hard and soft targets. Hard targets follow their network input characters, but soft targets are generated by teacher network. Teacher GS is the generated sequences from teacher network and the number in the parenthesis are the sizes of the sequences for performance evaluation. Note that OS have the total of 215M characters. The final training results are reported in Table 2 . The baseline which is trained using the original sequence and the hard target is 1.329 and 1.275 with 50M and 215M characters, respectively. The proposed method shows better BPC in 50 M characters and achieves same BPC in 215M characters. Even slightly better BPC in 250M characters, which is the same result with the original sequence and the soft target training. Although the 512x2 network is also trained fairly well with the gen- erative transfer learning method, however, when we compare the 256x2 and the 512x2 networks, the generative transfer for the latter network seems less satisfactory. The 512x2 network also shows better BPC in 50M characters, but slightly worse result even if the 250M characters are adopted for the training.
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DISCUSSION
In the experiments, the student network is trained only with the generated sequence and the soft target, which leads to comparable performances close to those of the conventional training with the original data (hard target) even when the generated data size is not bigger than that of the original one. However, the performances are slightly lower than that of dark knowledge distilling which uses the original data and the soft target obtained from the teacher network. Note that our approach works without the original data. The developed method needs to be extended to other RNNs that do not use the same labels for the input and the output. One simple approach is shown in Figure 6 , where the original function of the RNN is classification. The teacher network is built employing two RNNs; one is for data generation and the other for classification. The RNN for generation needs to have the same data format for the input and the output.
CONCLUDING REMARKS
Generative transfer learning between RNNs is studied in this work, where the previously trained network is used for generating data for training. An indeterministic data generation method is developed to prevent repeating sequences. The student network training procedure also uses the softmax output of the teacher network as the soft target. In our experiments with an RNN for character-level language modeling, the generated data shows quite good word statistics containing only about 0.5% of noisy words. The experiments using the generated training set shows quite good results even when the data size is not bigger than the original one. This work can be extended to combining knowledge among several RNNs that are trained separately. The extension can be possible to other RNN structures whose input and output labels are not the same.
