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In this article, we continue our investigation on the role of non-commutativity in quantum the-
ory. Using the method explained in On non-commutativity in quantum theory (I): from classical to
quantum probability, we analyze two toy models which exhibit non-commutativity between the cor-
responding position and velocity random variables. In particular, using ordinary probability theory,
we study the kinematics of a point-like particle jumping at random over a discrete random space.
We show that, after the removal of the random space from the model, the position and velocity of
the particle do not commute, when represented as operators on the same Hilbert space.
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I. INTRODUCTION
In [1] we proposed a method to construct a non-
commutative probability theory starting from a collec-
tion of ordinary probability spaces (i.e. a contextual
probability space [2]) using entropic uncertainty rela-
tions. In this article, following this method, we try to
shed some light on the non-commutativity in quantum
mechanics. In particular, we will focus on the fundamen-
tal commutation relation
[Qˆ, Pˆ ] = i~Iˆ (1)
between position and momentum operators in non-
relativistic quantum mechanics. The goal is to construct
a Kolmogorov probabilistic model in which this commu-
tation relation and, more generally, non-relativistic quan-
tum mechanics can be recovered. To achieve this, we
will present two toy models describing the kinematics of
a point-like particle jumping at random over a random
discrete space. As we will see, in these toy models a full
derivation of the commutation relation (1) is not possible
(hence no direct comparison with non-relativistic quan-
tum mechanics is available) but from them, we may un-
derstand how such a model should look like. Such model
will be presented in [3].
The main idea is the following. In the framework of
non-relativistic quantum mechanics, the statistical de-
scription of a free particle in R3 is done by using an el-
ement of a separable infinite-dimensional Hilbert space,
ψ ∈ L2(R3), and a set of non-commuting (in general) self-
adjoint operators on this Hilbert space. As we have seen,
non-commutativity has various consequences like Heisen-
berg uncertainty principle, CHSH inequalities (when also
the spin is considered) and, most important, the impos-
sibility to abandon the Hilbert space description∗. The
∗ A notable exception is the phase-space formulation of non-
relativistic quantum mechanics [4, 5] which does not use Hilbert
spaces. However, it uses quasi-probability distributions where
negative probabilities are difficult to understand from the statis-
tical point of view.
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2basic assumption of the models presented here is that
space (time is still a parameter) plays an active role in
the description of a particle. More precisely, we will treat
particles as point-like objects and the physical space as a
random distribution of points. With the term “physical
space”, we mean the space on which particles actually
move: for example the physical space of classical me-
chanics is R3. The random distribution of points used
to describe the physical space is not static but evolves
stochastically in time according to some law. We also as-
sume that a particle moves by jumping at random from
one point of the physical space to another. The particle
and physical space are described using random variables
in the framework of ordinary probability theory. When
we want to describe only the particle, we have to remove
(the exact meaning of this term will be clarified later) the
random variables describing the physical space: this will
be the origin of the non-commutativity between the po-
sition and the velocity operators of the particle in these
models.
The article is organized as follows. In section II we
will give some physical arguments supporting the basic
assumptions of the model about the physical space, then
in section III, we will discuss a toy model where time is
discrete. This will be generalized in section IV to the
continuous time case. In both models, we will derive an
entropic uncertainty relation for the position and velocity
random variables. This allows to conclude that they can
be represented on a common Hilbert space as two non-
commuting operators (using the results presented in [1]).
For each toy model, we point out positive aspects and
limitations.
II. SPACE AND TIME IN QUANTUM
MECHANICS
In the models proposed in the subsequent sections,
space will be treated as a stochastic process, while time
will be a parameter. Here we try to argue our choice of
space and time using ordinary non-relativistic quantum
mechanics.
Let us start with the time. In ordinary quantum me-
chanics, time is a parameter, and we will treat it in the
same way also in the proposed models. It is known that,
associate to time an operator Tˆ which is the canonical
conjugate of the Hamiltonian Hˆ, i.e. [Tˆ , Hˆ] = iˆI, is prob-
lematic [6]. Different proposals are available [7] however,
none of them can be considered as a satisfactory solution
of the problem: 1) one may use an operator Tˆ which is
not self-adjoint and fulfil the commutation relation, but
then one has to deal with complex eigenvalues of such op-
erator; 2) one may choose an Hamiltonian which is not
bounded from below and fulfil the commutation relation
using a self-adjoint Tˆ , but such Hamiltonian does not
describe stable physical systems. Giving up to fulfil the
relation [Tˆ , Hˆ] = iˆI, another possible way to introduce a
time operator is the following. Suppose we have a quan-
tum particle, described at time t by the vector |ψt〉 ∈ H,
and whose time evolution is given by the Scho¨dingher
equation, as usual. We want to define the time operator
Tˆ as the operator such that
Tˆ |ψt〉 = t|ψt〉,
for any |ψt〉 ∈ H. Since t ∈ R the spectrum is real,
hence Tˆ is self-adjoint. No commutation relation with
the Hamiltonian is assumed, hence we are free to assume
the energy spectrum bounded from below. In addition,
we also assume that Tˆ commutes with all the operators
over H. This is reasonable from the physical point of
view since we can always measure time together with
any other observable of the particle in a non-relativistic
experiment. Indeed in non-relativistic systems, the time
in any clock of the laboratory is the time at which the
quantum particle is measured in the same experiment.
Assuming that, the spectral representation theorem [1, 8]
implies that
H =
∫ ⊕
R
Htdt
where
∫ ⊕ ·means the continuous direct sum. The unitary
time evolution Uˆt induced by the Scho¨dinger equation,
can be seen as a map between different Hilbert spaces
in the direct sum above, namely Uˆs : Ht → Ht+s. By
the spectral decomposition theorem [1, 8], the operator
Tˆ can be written as
Tˆ =
∫ ⊕
R
tˆIHtdt
where IˆHt is the identity on the Hilbert space Ht. In
[1] we saw that non-commuting operators over a Hilbert
space are the non-commutative version of random
variables and that, their probability distributions are all
encoded in a state defined on the algebra that they form
(typically represented using a vector of the Hilbert space
on which they are defined). In all attempts seen above
to define a time operator, we cannot consider time as a
random variable with probability distribution induced by
the quantum state used to describe the particle. Indeed,
if Tˆ is not self-adjoint, it corresponds to a random
variable taking value on C, which is hardly identifiable
with physical time. If Tˆ is self-adjoint but Hˆ is not
bounded from below, the time is a random variable but
of an unphysical system. Finally, in the last possibility,
we can easily understand that no statistical information
about time is contained in |ψt〉. For these reasons in the
proposed models, we can safely treat time as a parameter
“without neglecting possible quantum effects”.
Now we turn our attention to space. In this case the
situation is different. Consider a quantum particle in R3,
hence with Hilbert space L2(R3). Let x = (x1, x2, x3) ∈
3R3, the position operator is defined as
Qˆiψ(x) = xiψ(x) i = 1, 2, 3
for all ψ(x) ∈ S(R3), i.e. all the Schwartz functions on
R3. Qˆi is self-adjoint and does not commute with the
momentum operator. The previous arguments does not
apply and it can be legitimately considered as a ran-
dom variable whose statistical properties are described
by the wave function. However, Qˆi represents on the
Hilbert space the random variable describing the i-th co-
ordinate of the particle position, and is not related to the
underlying physical space. The particle position is the
random phenomena, not the physical space where the
particle lives. In appendix A, a simple model of ruler de-
scribed within the formalism of non-relativistic quantum
mechanics is given. In a nutshell, a quantum ruler can be
considered as a collection of quantum particles bounded
together and localised in a given region of space. Parti-
cles are assumed distinguishable, so they can be counted,
and each particle can be found in two different states, la-
beled by a spin variable. Before any measurement, the
spin variables of the ruler are in a known configuration.
The measurement is modelled with a contact interaction
(between the ruler and the particle we want to measure)
which generates a spin-flip. A (projective) measurement
of the quantum ruler (as a photograph) right after the
interaction reveals which particle of the ruler “touches”
the measured quantum particle. We can then count the
number of particles between the spin-flipped particle and
a chosen origin on the ruler (see the distance functions in
appendix B for some possible methods). Repeating this
procedure many times, we obtain that the probability to
find the i-th particle of the ruler with the spin flipped is
well approximated by
P [XA = i] =
∫ N∏
j=1
dyj |ψR(y1, · · · , yi, · · · , yN )|2|φA(yi)|2,
where N is the number of particles of the quantum
ruler, ψR(y1, · · · , yi, · · · , yN ) is the wave function of
the quantum ruler and φA(x) is the wave function
of the quantum particle whose position is measured.
In appendix A, it is argued that under reasonable
assumptions, the expression above reduces to |φA(x)|2
as expected. Note that in the above expression, we have
two contributions to the probability: one due to the
particle and one due to the ruler. Hence, if we construct
the physical space of a quantum system using a quantum
mechanical model of a ruler, we may legitimately think
that the physical space of quantum mechanics can be
described by random variables.
We conclude by observing that the argument presented
here about space is not loophole free. One can always
argue that the stochasticity we observe in the physical
space is an artifact of the ruler: the ruler is random, not
the space. This is clearly another legitimate possibility,
but in this article, we want to explore the consequences of
the choice of considering space as a random phenomenon.
III. MODEL A: DISCRETE-TIME 1-D
KINEMATICS ON A RANDOM SPACE
Here we will describe a discrete (and finite) random
space and a particle moving on it jumping at random
from one point of space to another. Space, position, and
velocity of the particle at a given time will be treated
in the same way: using random variables. The whole
model is 1-dimensional. We will show that, once the
space process is removed from the model, the position
and velocity of the particle can be jointly described in a
non-commutative probability space.
A. The space process
The process describing space in this model (Model A)
we will be called space process. The space process is as-
sumed to be a discrete and finite set of points distributed
at random. More precisely, at each instant of time, space
is a random distribution of M ∈ N points over the real
line. Such points evolve in time as discrete-time random
walks and, in this sense, space is a stochastic process.
This time evolution has a twofold interpretation. A
first possibility is to think it with respect to the real
line: a point of the space process is a random walk and
it changes its position along the line as time changes.
A second possible way to see this time evolution is to
look at its effects on the “ordering among points”: the
points change their distances with respect to a chosen
point (the origin) when this distance is “measured on
the points” (see the distances defined in appendix B). In
some sense this second point of view can be considered
as an internal description: it describes space as if the
observer has no possibility to see the continuous real
line. On the other hand, the first possibility should be
considered as an external description†. For simplicity,
we chose to describe the whole model from the first point
of view. Nothing forbids to adopt the second point of
view for the description despite, at a first look, it seems
more complicated.
Let us recall some basic facts about the random walk
[9]. Consider a lattice of points having spacing l ∈ R,
say Zl := {x ∈ R | x = ln, n ∈ Z}. Then take a collec-
tion of independent, identically distributed Bernulli ran-
dom variables {Yi}∞i=1, characterised by the probabilities
† An interesting analogy can be made between the two possibilities
explained here for the description of the space and the descrip-
tion of a manifold. A manifold can be studied using a coordinate
system on it (internal description), or imagine that is embed-
ded in a larger space (external description), similarly to what
happens here.
4P [Yi = −l] = p and P [Yi = +l] = q = 1 − p for all i.
Using this collection, we can define the random walk as
the process
SN :=
N∑
i=0
Yi (2)
where Y0 is an arbitrary random variable with distribu-
tion pi(y0) taking value on Zl, representing the initial
position of the random walk. N labels time (assumed
discrete) and SN represents the position of the random
walk at time N . Let us now derive the probability dis-
tribution of the random walk position at time N , i.e.
SN . Consider the random walk at time N . Since at each
time-step the random walk can move by +l or by −l its
position, if for n < N times the random walk moves by
−l, its final position d will be
d = (N − n)l − nl = (N − 2n)l
Using this equation we can see that, if at time N the ran-
dom walk is found in d, the number of times the random
walk moves by −l is
n =
1
2
(
d
l
+N
)
.
Clearly, the number of times it moves by +l will be N−n.
Note that the chronological order of the movements does
not make any difference on the final position. Assume,
for the moment, that the initial position Y0 is given, and
set it Y0 = 0. Since for a given d = (N−2n)l the random
walk is just the sum of Bernulli random variables, i.e. a
binomial process, we can write
P [SN = d] =
(
N
n
)
pn(1− p)N−n
=
(
N
1
2
(
d
l +N
))p 12 ( dl +N)(1− p)N− 12 ( dl +N)
=
(
N
d+N
2l
)
p
d+Nl
2l (1− p)Nl−d2l .
Nevertheless this formula holds only for d ∈ [−lN, lN ].
If d > lN or d < −Nl, this probability must be zero
because these regions of space cannot be reached by the
random walk in N time-steps. Restoring Y0 (hence we
simply translate the final position d by Y0 = y0), we can
write that
P [SN − y0 = d− y0] =
(
N
d+N
2l
)
p
d+N
2l (1− p)N−d2l , (3)
Note that (3) can be used as a probability only when the
value of the random variable Y0 is given: hence it is a
conditional probability with respect to the value of Y0,
i.e. P [SN − y0 = d − y0] = P [SN = d|Y0 = y0] . To
complete the description of the random walk (2), using
the Bayes theorem we obtain
P [SN = d] =
∑
y0∈Zl
P [SN = d|Y0 = y0]pi(y0), (4)
which is the probability to find the random walk at time
N in the position d ∈ Zl, given that at the initial time
it started from the position Y0, random variable with
distribution pi(y0). Without loosing generality, we set
l = 1 for simplicity. We conclude our review on basic
facts about the random walk, formalising the description
at measure-theoretic level. As for any stochastic process,
also for the random walk, there exists a probability
space (Ω, E , P ). The sample space Ω can be imagined as
the set of all possible trajectories of the random walk. It
is a countable set (provided that the time of the random
walk vary over a finite interval), since the random walk
is a discrete process. E is a σ-algebra on Ω, and can be
thought as the power set of Ω, i.e. E = P(Ω)‡, while
P is the probability measure. The random walk on
this probability space is the identity random variable
evaluated at a given time N , i.e. for s ∈ Ω the position
of the random walk at time N is SN (s) = s(N).
Let us now come back to the space process. As stated
in the beginning, it consists of a collection of M random
walks. At any time step N , the random distribution of
points of the random walks is the space process of model
A at time N . We may start with this preliminary defini-
tion.
Definition 1. Let {S(i)N }i∈I be a collection of indepen-
dent random walks, where |I| = M ∈ N, defined as in (2)
and described with the probability distributions (4). We
call such a collection the space process for the Model A.
A possible realisation of the space process is given in
figure 1. We label the space process of model A with
the symbol SA, while SAN is the space process at the
time-step N (hence a random variable describing the
distribution of M points in R). The outcome of the
random variable SAN , can be thought as a M -tuple, i.e.
SN = (s1(N), · · · , sM (N)) where si(N) ∈ R is the po-
sition of the i-th random walk at time N . Call P˜A the
probability measure for the space process SA. Since the
random walks are assumed to be independent, the prob-
ability to obtain a specific configuration is given by
P˜A[SAN = SN ] =
M∏
i=1
P [S
(i)
N = si(N)]. (5)
For the same reason, it may happen that for some real-
isation the points overlap. In a similar manner, we can
also construct the joint probabilities
P˜A[SAN = SN ,SAT = S′T ] =
M∏
i,j=1
P [S
(i)
N = si(N), S
(j)
T = s
′
j(T )].
(6)
‡ Given a set A, with the symbol P(A) we label the power set of
A.
5FIG. 1. A realisation of an M = 5 space process SA is given.
The set of coloured point at any time step represents the ran-
dom distribution of points of the space process at a fixed time
step, SAN . The dashed lines liking the points of the same color
represent the random walk evolution of each point of the space
process. Such evolution changes the random distribution of
points of the space process as time changes. Note that at a
given time step, points may overlap.
Note that P [S
(i)
N = si(N), S
(j)
T = s
′
j(T )] can be con-
structed using the independence of random walks when
i 6= j, while for i = j it is just the joint probability distri-
bution of the i-th random walk. Proceeding in this way,
we may construct the whole family of finite-dimensional
distributions for the space process SA, which is consistent
since the probabilities of the single random walks belongs
to consistent families (in the sense of the Kolmogorov ex-
tension theorem, see Th. 2.1.5 in [10]). At this point we
may replace the preliminary definition of the space pro-
cess with the following which is more precise.
Definition 2. Let {S(i)N }i∈I be a collection of M = |I| ∈
N independent random walks defined on probability spaces
{(Ωi, Ei, Pi)}i∈I . Let us define
i) ΩSA := Ω1 × · · · × ΩM ;
ii) ESA = P(ΩSA);
iii) P˜A : ESA → [0, 1] defined from the {Pi}i∈I , as in
(5) or (6) and generalisation.
The space process is the stochastic process on
(ΩSA , ESA , P˜A) defined as the identity function, namely
SA(s1, · · · , sM ) = (s1, · · · , sM ).
The set of all the possible configurations of points of
the space process at a given time N will be labeled by
S(N).
B. The particle process
In this model, a particle is considered as a point-like
object. At any time step N , it is completely described
by its position and its velocity, which are assumed to be
random variables.
The position random variable, labeled by XN , is in-
terpreted as the actual position of the particle at time
N . Let (ΩSA , ESA , P˜A) be the probability space for
the space process. On a probability space (ΩI , EI , PI)
define an integer value discrete-time stochastic process
IN : ΩI → {1, · · · ,M}, which we call selection process.
Assume that we place the origin of a reference frame in
SAN in the point S
(iO)
N (S). Then we define
XN (ω) := piIN (ωI)(S
A
N (S))− S(iO)N (S), (7)
where pii is the projector of the i-th component of an
M -tuple, and ω = (ωI ,S) with ωI ∈ ΩI and S ∈ ΩSA .
Hence we can say that XN = S
(iN )
N − S(iO)N for some
iN ∈ {1, · · · ,M} and S(i)N , S(iO)N ∈ SN components of
a given realisation of the space process at time N (the
writing “x ∈ y”, where x is a point and y is an N -tuple,
should be interpreted as “x is a member of the N -tuple
y”). Thus we have the following definition:
Definition 3. Consider the probability space (ΩI ×
ΩSA , EI ⊗ ESA , PA) and a measurable space (Z,P(Z)).
The random variable XN is the P(Z)-measurable func-
tion
XN : ΩI × ΩSA → Z
defined as in (7). XN represents the position of the par-
ticle at time N .
Note that on the probability space (ΩI × ΩSA , EI ⊗
ESA , PA) we can describe also the space process SA by
simply demanding that PA ◦ [SA]−1 = P˜A. From now
on in the whole discussion of model A, instead of writing
PA we simply write P if no confusion arises. By con-
struction, XN is a function of the space process SA. This
implies that XN and SAN are not two independent random
variables. Indeed, assume
SAN (S) = SN := (x1, · · · , xM ),
SAN (S′) = S′N := (x′1, · · · , x′M ),
and that we can fix a common origin on them, say xo ∈
SN ∩S′N . Choose S and S′ such that there exists z+xo ∈
SN but z+xo /∈ S′N , i.e. SAN (S) and SAN (S′) have at least
one point which is not in common. Then
P [XN = z|SAN = SN ] 6= P [XN = z|SAN = S′N ],
since the second term vanishes by construction while the
first can be non-zero in general. Thus we cannot set
6P [XN = z|SAN = SN ] = P [XN = z] in general, which
implies
P [XN = z,SAN = SN ] 6= P [XN = z]P [SAN = SN ]
Let us now describe the velocity random variable. In
order to introduce this process, we need to specify how
the particle moves on a physical space described with the
space process introduced before. We assume that particle
moves by jumps: it jumps from one of the points of the
space process at time N to another point of the space
process at time N + 1. These jumps are described by the
transition probabilities
P [XN+1 = b|XN = a] = α(b, a), (8)
where a, b ∈ Z. Once these transition probabilities are
given, we can define the velocity random variable VN .
We set
VN :=
XN+1 −XN
N + 1−N = XN+1 −XN . (9)
This is clearly the discrete-time version of the usual def-
inition of velocity. Note that this physical definition
makes sense because, thanks to the transition proba-
bilities (8), we can describe VN from the probabilistic
point of view using only information available at time N .
More formally, the transition probabilities (8) allows to
describe VN on the same probability space of XN , i.e.
(ΩI × ΩSA , EI ⊗ ESA , PA).
Definition 4. Consider the probability space (ΩI ×
ΩSA , EI ⊗ ESA , PA) and the measurable space (Z,P(Z)).
The velocity random variable VN is the P(Z)-measurable
function
VN : ΩI × ΩSA → Z
defined in (9). VN represents the velocity of the particle
at time N .
Also the velocity random variable is a function of
the space process and, proceding as done for XN , we
may conclude that P [VN = c, SAN = SN ] 6= P [VN =
c]P [SAN = SN ]. Let us now derive the relation between
the probabilities P [VN = c] and P [XN = a], in a way
that is consistent with the transition probabilities (8).
It can be done following this intuitive idea. Suppose
that at time N we know that the particle is in the po-
sition XN = a. Then the event A := {XN = a} is
true, i.e. P (A) = P [XN = a] = 1, which means that
P [XN = a
′|A] = δa,a′ . Under the same conditions, one
should also write that VN = XN+1−a, and this suggests
that the probability to observe VN = c is equal to the
probability to observe XN+1 = a + c, when A happens.
Thus, using (8) we can write that
P [VN = c|A] = P [XN+1 = a+ c|A] = α(a+ c, a).
The equation above can be confirmed in a more rigorous
way.
Proposition 1. Let XN and VN be the position and
the velocity random variables. If P [XN+1 = b|XN =
a] = α(b, a), then P [VN = c|A] = α(a + c, a) where
A = {XN = a}.
Proof. Since VN = XN+1−XN , clearlyXN+1 andXN are
conditionally independent under the event A = {XN =
a}. Let ϕVN (λ)|A, ϕXN+1(λ)|A and ϕXN (λ)|A be the
characteristic functions of the three random variables
considered here, computed with the conditional proba-
bilities. By conditional independence we can write that
ϕVN (λ)|A = ϕXN+1(λ)|A · ϕ−XN (λ)|A.
Since
ϕ−XN (λ)|A =
∑
a′
e−iλa
′
δa,a′ = e
−iλa
ϕXN+1(λ)|A =
∑
b
α(b, a)eiλb
we have that
ϕVN (λ)|A =
∑
b
α(b, a)eiλ(b−a).
Because b − a ∈ Z, clearly ϕVN (λ)|A = ϕVN (λ + 2pi)|A
which means that the random variable VN is a discrete
random variable (as expected). The inversion formula of
the characteristic function, in this case is
P [VN = c|A] = lim
T→+∞
1
2T
∫ +T
−T
e−iλcϕVN (λ)|Adλ.
Thus
P [VN = c|A] = lim
T→+∞
1
2T
∫ +T
−T
e−iλc
∑
b
α(b, a)eiλ(b−a)dλ
=
∑
b
α(b, a) lim
T→+∞
1
2T
∫ +T
−T
eiλ(b−a−c)dλ
=
∑
b
α(b, a) lim
T→+∞
eiT (b−a−c) − eiT (b−a−c)
2Ti(b− a− c)
=
∑
b
α(b, a) lim
T→+∞
sinc(T (b− a− c))
where sinc(x) = sinx/x. Since lima→∞ sinc(ax) = δx,0
when x ∈ Z, we conclude that
P [VN = c|A] =
∑
b
α(b, a)δb−a−c,0 = α(a+ c, a).
This concludes the proof.
At this point, we may obtain P [VN = c] simply using
the Bayes theorem, namely
P [VN = c] =
∑
a
α(a+ c, a)P [XN = a] (10)
7which is consistent with the transition probabilities given
in the beginning. The following assumption on the tran-
sition probabilities is done
P [VN = c|XN = a] = P [XN = a|VN = c], (11)
i.e. the transition probabilities are symmetric under the
exchange of their arguments. Having defined both the
position and velocity random variables, we may give a
precise definition of what we call particle in Model A .
Definition 5. A particle is a point like-object whose
features at time N are completely specified by the posi-
tion and velocity random variables. More formally, we
can say that a particle corresponds to the random vector
PN := (XN , VN ). We will refer to PN with the name
particle process, when considered as a function of time.
An example of particle process is drawn in figure 2.
FIG. 2. A possible realization of the particle process is drawn
in red, over the same realization of the space process con-
sidered in figure 1. The position of the particle at a given
time-step is given by the red point while its velocity at the
same time-step is represented by the outgoing arrow.
C. Remove the space from the model
In this section, we will explain what we mean with
the expression “remove the space from the model”. In
[1] we observed that, given three random variables X,
Y and Z on the same probability space (Ω, E , P ), one
can eliminate one of them, say Z, simply by condition-
ing with respect to the outcomes of this random variable,
i.e. conditioning on the events {Z = z}. In the collec-
tion of probability spaces obtained after conditioning, the
description of the random variable Z is not anymore pos-
sible unless one adds the probabilities P [Z = z]. Such
information cannot be obtained from the collection of
probability spaces one has after conditioning. The sta-
tistical description of the remaining random variables can
be done without influence the random variable Z: in this
sense Z is not present anymore in the probabilistic model
used to describe X and Y . However, when we deal with
a stochastic process the elimination of a random variable
representing it at given time, do not guarantee that we
can manipulate all the remaining random variables with-
out influence the stochastic process (which means that
we can describe the remaining random variables without
influence the removed process). In this case we need to
add additional conditions in order to be sure that the
stochastic process is not present anymore in the remain-
ing probabilistic model. Once that we apply a procedure
that is capable to do so, we say that the stochastic pro-
cess is removed from the model.
Model A exhibits features that are interesting from the
point of view of quantum mechanics when we remove the
space process from the model. Before describing how
to implement it mathematically, let us first explain the
physical principles that motivate this removal. Model A
describes a particle that jumps at random over a ran-
dom distribution of points. Such a random distribution
of points is assumed to be the physical space in which
the particle moves: the physical space is not anymore a
passive background against which physical processes take
place. Preparing the particle in a given state means to
perform an experimental procedure after which the sta-
tistical properties of the particle’s observables are known.
In other words, the state preparation is an experimental
procedure such that right after it terminates, all random
variables associated to the particle’s observables have a
given probability distribution. Hence, saying that a par-
ticle at time N is in a given state, means that at time
N all probability distributions of the observables of the
particle are fixed. However, assuming that the physical
space is random has big consequences. Any experimen-
tal procedure happens in such a physical space. If the
experimental procedure for the state preparation ends at
time N , the probability distributions of the observables
are always conditioned to the configuration of space at
that time. This is because one prepares the state of the
particle at time N , in the configuration of space that the
space process assumes at that time. Hence the probabil-
ity distributions that describe the particle must be always
conditioned to some space configuration. If it is not so,
to prepare the particle in a given state we need to have
control not only on it but also on the whole space. This
means that the probability distribution that describes
the space process at a given time does not depend on
the probabilities describing the particle after a prepara-
tion procedure. In other words, changing the probability
distributions describing the particle (i.e. changing the
state) does not have to modify the probability distribu-
tions describing the space process. When this happens
8we say that the space process is removed from model A.
In order to implement that, we have to require the fol-
lowing:
i) The particle at time N can be described only by us-
ing probabilities that are conditioned with respect
to some space configuration at that time. This
means that to describe the position and velocity
random variables we have to use only
PSN [XN = a] := P [XN = a|SAN = SN ],
PSN [VN = c] := P [VN = c|SAN = SN ],
where SN is the configuration of the space process
at time N .
ii) The transition probabilities of any point of space
(i.e. pi = P [S
(i)
N+1 = a + 1|S(i)N = a] for all i ∈ I)
cannot be changed by the preparation procedure of
the particle. This means that changing the condi-
tional probabilities of the particles, the transition
probabilities of the single point of space remains
fixed.
These two conditions implement the idea that the space
process cannot be influenced by the preparation proce-
dure of the particle. Note that the requirement i) is
needed in order to avoid that the probability of the space
process at time N is changed by the preparation pro-
cedure of the particle, while the requirement ii) avoids
that such preparation procedure alters the space process
probabilities at times N ′ 6= N (i.e. in the past or in the
future). Since we are dealing with non-relativistic sys-
tems this last requirement is reasonable from the physical
point of view.
Let us now describe the effects of the removal of the
space process in model A from the mathematical point
of view. We will focus first on the consequences of the
requirement i). In order to do so we need to study bet-
ter the effect of conditioning on a probability space. For
the interested reader, in appendix C a short review on
how conditioning is described in the measure-theoretic
formulation of probability theory is presented. However
here we proceed following a more intuitive approach. Ac-
cording to the removal procedure explained above, we can
describe the particle using only probabilities that are con-
ditioned to the event {SN} := {S ∈ ΩSA |SAN (S) = SN}.
At the level of the events, this means that for the random
variable XN and VN we consider only events of this kind:
{XN ∈ A}∩{SAN = SN} and {VN ∈ B}∩{SAN = SN}. For
the position random variable, this means that the con-
ditioning procedure effectively changes the sample space
and the σ-algebra of its starting probability space as
(ΩI × ΩSA , EI ⊗ ESA)→ (ΩI × {SN},P(ΩI × {SN})).
Let us call ΩXN := ΩI×{SN} and EXN := P(ΩI×{SN}).
It is a known fact from probability theory that the
measurable space (ΩXN , EXN ) equipped with conditional
probability PSN [XN = ·] defines a probability space. On
this probability space (ΩXN , EXN , PSN ) the random vari-
able XN can be described after conditioning on the event
{SN}. Everythig we said till now, clearly also holds for
the velocity random variable: after conditioning it can be
described in a probability space (ΩVN , EVN , PSN ) defined
in a similar manner.
Relevant for our goal is the study of the joint proba-
bilities for XN and VN , and its link with the transition
probabilities (8) after conditioning. By definition XN
and VN are two random variables defined on the same
probability space (ΩI × ΩSA , EI ⊗ ESA , P ). This means
that we can always find a joint probability distribution
P [XN = a, VN = c], which can be used to derive the tran-
sition probabilities (8) using the usual Bayes formula.
Since the space process can be described on the same
probability space of XN and VN , also the joint proba-
bility distribution P [XN = a, VN = c,SAN = SN ] exists.
Applying the Bayes formula, we can derive the condi-
tional joint probability for XN and VN , namely
PSN [XN = a, VN = c] :=
P [XN = a, VN = c,SAN = SN ]
P [SAN = SN ]
,
from which one can derive conditional transition proba-
bilities
αSN (c, a) := PSN [VN = c|XN = a]
=
PSN [XN = a, VN = c]
PSN [XN = a]
.
Note that αSN (c, a) 6= α(c, a). From the point of view
of the probability spaces, after conditioning we can al-
ways describe the two random variables using a sin-
gle probability space. Such probability space is simply
(ΩXN × ΩVN , EXN ⊗ EVN , PSN ). On it, we can define a
joint probability distribution PSN [XN = ·, VN = ·] such
that PSN [XN = ·] and PSN [VN = ·] are the two marginals
and αSN (c, a) are the transition probabilities between VN
and XN . Since the joint probability distribution are sym-
metric under the exchange of the arguments, clearly
αSN (c, a)PSN [XN = a] = αSN (a, c)PSN [VN = c],
where αSN (a, c) = PSN [XN = a|VN = c]. According to
[2], this is a signature that we are working on a single
measure-theoretic probability space. A more interesting
case happens when we use the the unconditional transi-
tion probabilities α(a+ c, a) and P [XN = a|VN = c]. In
this case we have that
α(a+c, a)PSN [XN = a] 6= P [XN = a|VN = c]PSN [VN = c]
(12)
in general, which means that we cannot describe XN and
VN using a single measure-theoretic probability space, if
we choose to use the unconditional transition probabili-
ties after conditioning with respect to the space process at
time N . However, this does not mean that we cannot de-
scribe XN and VN after conditioning using the transition
9probabilities α(a+c, a) (we will come back on the physical
reason for the use of α(a+c, a) instead of αSN (c, a) later).
We can do it using two different probability spaces: one
for XN and one for VN . We have already seen that,
after conditioning, we obtain a probability spaces for
each random variables, i.e. (ΩXN , EXN , PSN ) for XN
and (ΩVN , EVN , PSN ) for VN . However we cannot con-
struct a joint probability space where PSN [XN = ·] and
PSN [VN = ·] are the two marginals of some joint proba-
bility distribution and α(a+c, a) are the transition prob-
abilities that we obtain from the same joint probability
distribution. This is exactly the content of (12): the joint
probability we are looking for would not be symmetric in
the exchange of the arguments. This is something that
it is not possible in an ordinary measure space since the
intersection of events in a sigma algebra is a symmet-
ric operation (i.e. commutative). As a consequence we
may conclude that the Bayes theorem cannot be used to
relate the two marginals. However a relation between
PSN [XN = ·] and PSN [VN = ·] can still be found [11].
Theorem 1. Let {PSN [XN = a]}a∈ΩXN be the proba-
bilities describing the position of the particle at time N
under the condition that the space process at time N is
SN . If P [XN+1 = b|XN = a] = α(b, a), then
PSN [VN = c] =
∑
a
α(a+c, a)PSN [XN = a]+δ(c|XN ,SN )
(13)
where
δ(c|XN ,SN ) = 1
P [SAN = SN ]
∑
S′N
S′N 6=SN
[∑
a
α(a+ c, a)·
· P [XN = a,SAN = S′N ]− P [VN = c,SAN = S′N ]
]
(14)
which is in general different from zero.
Proof. Given P [VN = c], we can always write
P [VN = c] =
∑
S′N
P [VN = c,SAN = S′N ]
and similarly
P [XN = a] =
∑
S′N
P [XN = a,SAN = S′N ].
Note that the sum over all possible configurations of the
space process at time N is well defined, since the number
of configurations is clearly countable (it is a cartesian
product of a discrete process taking value on the inte-
gers). Substituting these expressions in (10) and dividing
by P [SAN = SN ], we get
∑
S′N
P [VN = c,SAN = S′N ]
P [SAN = SN ]
=
∑
a
α(a+ c, c)
∑
S′N
P [XN = a,SAN = S′N ]
P [SAN = SN ]
PSN [VN = c] +
∑
S′N
S′N 6=SN
P [VN = c,SAN = S′N ]
P [SAN = SN ]
=
∑
a
α(a+ c, c)PSN [XN = a] +
∑
a
α(a+ c, c)
∑
S′N
S′N 6=SN
P [XN = a,SAN = S′N ]
P [SAN = SN ]
Moving the second term of the LHS to the RHS, we ob-
tain (13) and (14). Note that in general (14) is non zero
since ∑
a
α(a+ c, a)P [XN = a,SAN = S′N ]
6= P [VN = c,SAN = S′N ].
This concludes the proof.
We can see that, after the conditioning on the space
process, the Bayes formula cannot be used anymore to
compute PSN [VN = c] from the probabilities of the po-
sition random variable if we want to use the transition
probabilities α(a+c, a). We need to add a correction term
which contains statistical information about the space
process. Note that this correction term has the property∑
c
δ(c|XN ,SN ) = 0, (15)
which is necessary in order to preserve the normalisation
of probabilities, i.e.
∑
c PSN [VN = c] = 1. We also note
that in general δ(c|XN ,SN ) ∈ [−1, 1] and in particular
it can be negative. Summarising, given the transition
probabilities α(a+c, a) we cannot describeXN and VN on
a single probability space after conditioning on the space
configuration at time N . However, the description XN
and VN in a single probability space after conditioning
can be always done: the price to pay is that we have
to change the transition probabilities from α(a+ c, a) to
αSN (c, a).
At this point a legitimate question arises: can we
motivate physically the choice to use α(a + c, a) instead
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αSn(c, a)? Yes, if we take into account the fact that
we want to remove space from the model. Indeed,
in order to measure with an experimental procedure
αSN (c, a), one would have control over space since one
has to be able to prepare the space process always in
the configuration SN , in order to measure αSN (c, a).
Since the removal of space is done exactly to avoid
such things, the use of α(a + c, a) is more reasonable
from the physical point of view. We want to conclude
our analysis on the consequence of the requirement i)
with a comment on the particle process. Since it is
a random vector parametrized by time, one may be
tempted to consider PN as a stochastic process. This
is certainly possible considering also the space process,
namely before conditioning on SN . Nevertheless, after
conditioning and using the transition probabilities
α(a + c, a), we just have a collection of probability
spaces and it is not trivial to assume that each of these
spaces can be seen as, part of a bigger probability space
describing the particle only (i.e. with no space process
involved in the construction of such probability space)
as the Kolmogorov extension theorem [10] would imply.
For this reason, considering the particle process as a
stochastic process, in this context, should be done with
care.
Till now we explored the consequences of the require-
ment i) for the removal of space. Conditioning with re-
spect to the space configuration SN , we effectively elimi-
nate the possibility to change the P [SAN = SN ] by varying
the (conditional) probability distributions in the collec-
tion of probability spaces that describe the model. The
requirement ii) is added in order to avoid that by varying
the probabilities of the particle we can modify the prob-
abilities P [SAN ′ = SN ′ ] when N ′ 6= N . The consequences
of ii) which are relevant for our analysis will be analyzed
in the next section.
D. The entropic uncertainty relation for XN and VN
In this section we will analyze the basic consequence of
the requirement ii) for the removal of the space process
in model A. From now on, we exclude that the probabili-
ties describing the space process and its constituents have
delta-like distributions. This implies that the space pro-
cess of model A is not a deterministic process. We note
that the whole removal procedure, which makes model
A interesting to study, is meaningless in this case. The
central result of this section is the following.
Theorem 2. Let XN and VN be the position and veloc-
ity random variables of model A. Fixing the transition
probabilities pi = P [S
(i)
N+1 = a+ 1|S(i)N = a] of the points
of the space process for all i ∈ I, then
HSN (XN ) +HSN (VN ) > D, (16)
where D is a positive constant which does not depend on
{PSN [XN = a]}a∈XN (ΩX) and {PSN [VN = c]}c∈VN (ΩV ).
Proof. The entropy is a non-negative quantity by defi-
nition, hence varying with respect to all PSN [XN = a]
clearly HSN (XN ) > 0. Now consider the entropy for
the random variable VN and let us study what happens
when we vary with respect to all PSN [XN = a]. Given
PSN [XN = a], the probability PVN [VN = c] can be com-
puted by means of the formula in theorem 1. On the
other hand we are always free to use the conditional tran-
sition probabilities αSN (c, a), i.e. to work on the joint
probability space of XN and VN , to study how HSN (VN )
change varying with respect to PSN [XN = a].This allow
us to write
HSN (VN ) >
∑
a
PSN [XN = a]HSN (VN |XN = a),
with
HSN (VN |XN = a) = −
∑
c
αSN (c, a) logαSN (c, a).
The conditional transition probabilities αSN (c, a) can
be rewritten as follows. Consider the joint probability
PSN [XN+1 = b,XN = a]. In what follows, without loss
of generality we set SiON = 0 at any time N . We can write
the following
PSN [XN+1 = b,XN = a] =
M∑
i=1
PSN [XN+1 = S
(i)
N+1|S(i)N+1 = b,XN = a]PSN [S(i)N+1 = b,XN = a]
=
M∑
i=1
PSN [XN+1 = S
(i)
N+1|S(i)N+1 = b,XN = a]
( M∑
j=1
PSN [S
(i)
N+1 = b|XN = a, IN = j]PSN [XN = a, IN = j]
)
=
M∑
i=1
PSN [XN+1 = S
(i)
N+1|S(i)N+1 = b,XN = a]
( M∑
j=1
PSN [S
(i)
N+1 = b|XN = a, IN = j]PSN [IN = j|XN = a]PSN [XN = a]
)
Since the event {XN = a} ∩ {IN = j} = {S(j)N = a} by definition and because PSN [XN+1 = a + c,XN = a] =
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PSN [VN = c,XN = a], from this decomposition we can conclude that
αSN (c, a) =
M∑
i=1
PSN [XN+1 = S
(i)
N+1|S(i)N+1 = b,XN = a]
( M∑
j=1
PSN [S
(i)
N+1 = b|S(j)N = a]PSN [IN = j|XN = a]
)
.
We also note that
M∑
i=1
PSN [XN+1 = S
(i)
N+1|S(i)N+1 = b,XN = a] = 1,
M∑
j=1
PSN [IN = j|XN = a] = 1.
(17)
In what follows, we set γ(i) := PSN [XN+1 = S
(i)
N+1|S(i)N+1 = b,XN = a] and η(i, j) := PSN [S(i)N+1 = b|S(j)N = a] in order
to keep the notation compact. From the above decomposition of αSN (c, a) we can write that
HSN (VN |XN = a) = −
∑
c
 M∑
i=1
γ(i)
( M∑
j=1
η(i, j)PSN [IN = j|XN = a]
) log
 M∑
i=1
γ(i)
( M∑
j=1
η(i, j)PSN [IN = j|XN = a]
) .
Note that since only positive probabilities contribute to the entropy, all the αSN (c, a) are different from zero. This
implies that all the γ(i), η(i, j) and PSN [IN = j|XN = a] used to compute the entropy are strictly positive. Since
f(x) = −x log x is a concave function, by the Jensen inequality and using (17), we have
HSN (VN |XN = a) >
∑
c
M∑
i=1
γ(i)
−( M∑
j=1
η(i, j)PSN [IN = j|XN = a]
)
log
( M∑
j=1
η(i, j)PSN [IN = j|XN = a]
)
>
∑
c
(
M∑
i=1
γ(i)
)
min
i
−( M∑
j=1
η(i, j)PSN [IN = j|XN = a]
)
log
( M∑
j=1
η(i, j)PSN [IN = j|XN = a]
)
>
∑
c
min
i
( M∑
j=1
PSN [IN = j|XN = a]
)
min
j
(−η(i, j) log η(i, j))

=
∑
c
min
i,j
(−η(i, j) log η(i, j))
where mini,j means the minimum over i, j ∈ {1, · · · ,M} keeping c constant. Summarising, we have that
H(VN |XN = a) >
∑
c
min
i,j
(
−PSN [S(i)N+1 = a+ c|S(j)N = a] logPSN [S(i)N+1 = a+ c|S(j)N = a]
)
.
Note that in the RHS there is still a dependence on a, which can be removed by taking the minimum with respect to
it. Thus we can write that
HSN (VN ) >
∑
a
PSN [XN = a]H(VN |XN = a) > D1,
where we set
D1 := min
a
[∑
c
min
ij
(
− PSN [S(i)N+1 = a+ c|S(j)N = a] logPSN [S(i)N+1 = a+ c|S(j)N = a]
)]
. (18)
D1 is a positive number, since PSN [S
(i)
N+1 = a + c|S(j)N = a] ∈ (0, 1) (we exclude the case of deterministic space
process) and only positive probabilities contribute to the entropy, as said above. To explicitly show that the D1 does
not depend on PSN [XN = a] and PSN [VN = c], let us study in detail the terms PSN [S
(i)
N+1 = a+ c|S(j)N = a]. Recalling
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that the random walks are independent and that PSN [S
(i)
N+1 = a + c|S(j)N = a] 6= 0 only for the S(j)N ∈ SN , we can
write that
PSN [S
(i)
N+1 = a+ c|S(j)N = a] =

0 if i = j and c 6= ±1;
pi if i = j and c = 1;
1− pi if i = j and c = −1;
PSN [S
(i)
N+1 = a+ c] if i 6= j
where pi and 1 − pi are the transition probabilities of the i-th random walk, which are fixed by hypothesis. Again,
the first case is excluded since only positive probabilities contribute to the entropy. What we need to check is the last
case, namely PSN [S
(i)
N+1 = a+ c]. Since in the configuration SN there is also the i-th random walk, this term reduces
to
PSN [S
(i)
N+1 = a+ c] = P [S
(i)
N+1 = a+ c|S(i)N = e]
for some e ∈ Z. The only terms of this kind that contribute to the entropy are those having e = a + c ± 1, i.e. the
transition probabilities of the i-th random walks, which are fixed by hypothesis. Thus fixing pi for all i ∈ I implies
that D1 is a positive constant. Summarising we showed that
HSN (XN ) +HSN (VN ) > D1,
when we vary over any possible value of PSN [XN = a] and when the transition probabilities of the M random walks
are fixed.
To conclude the proof we need to study what happens when we vary over all possible values of PSN [VN = c].
Similarly to the previous case, HSN (VN ) > 0 while HSN (XN ) changes according with the inequality
HSN (VN ) >
∑
c
PSN [VN = c]HSN (XN |VN = c),
where HSN (XN |VN = c) is the entropy computed using αSN (a, c) = PSN [XN = a|VN = c]. From the definition of XN
and VN , one can conclude that
{XN = a} ∩ {VN = c} = {XN = a} ∩ {VN = c} ∩ {XN+1 = a+ c} = {VN = c} ∩ {XN+1 = a+ c}.
This implies that PSN [XN = a, VN = c] = PSN [XN+1 = a+ c, VN = c], i.e.
αSN (a, c) = PSN [XN = a|VN = c] =
PSN [XN = a, VN = c]
PSN [VN = c]
=
PSN [XN+1 = a+ c, VN = c]
PSN [VN = c]
.
As before, the whole analysis reduces to the study of this term. Given PSN [XN+1 = a+ c, VN = c] we can write that
PSN [XN+1 = a+ c, VN = c] =
M∑
i=1
PSN [XN+1 = S
(i)
N+1|S(i)N = a+ c, VN = c]P [S(i)N+1 = a+ c, VN = c]
=
M∑
i=1
PSN [XN+1 = S
(i)
N+1|S(i)N+1 = a+ c, VN = c]
(∑
j,d
PSN [S
(i)
N+1 = a+ c|VN = c, IN = j,XN+1 = d]·
· PSN [VN = c, IN = j,XN+1 = d]
)
=
M∑
i=1
PSN [XN+1 = S
(i)
N+1|S(i)N+1 = a+ c, VN = c]
(∑
j,d
PSN [S
(i)
N+1 = a+ c|VN = c, IN = j,XN+1 = d]·
PSN [IN = j,XN+1 = d|VN = c]PSN [VN = c]
)
.
Observing that the event {VN = c} ∩ {IN = j} ∩ {XN+1 = d} = {S(j)N = d− c}, we conclude that
αSN (a, c) =
M∑
i=1
PSN [XN+1 = S
(i)
N+1|S(i)N+1 = a+ c, VN = c]
(∑
j,d
PSN [S
(i)
N+1 = a+ c|S(j)N = d− c]·
·PSN [IN = j,XN+1 = d|VN = c]
)
.
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Note that
M∑
i=1
PSN [XN+1 = S
(i)
N+1|S(i)N+1 = a+ c, VN = c] = 1∑
j,d
PSN [IN = j,XN+1 = d|VN = c] = 1
(19)
Defining γ˜(i) := PSN [XN+1 = S
(i)
N+1|S(i)N+1 = a+ c, VN = c] and η˜(i, j) := PSN [S(i)N+1 = a+ c|S(j)N = d− c], the whole
analysis done in the previous case can be repeated. One has simply to replace γ(i) with γ˜(i), η(i, j) with η˜(i, j) and
use (19) instead of (17), obtaining
HSN (XN |VN = c) >
∑
a
min
i,j,d
(
−PSN [S(i)N+1 = a+ c|S(j)N = d− c] logPSN [S(i)N+1 = a+ c|S(j)N = d− c]
)
.
Setting
D2 := min
c
∑
a
min
i,j,d
(
−PSN [S(i)N+1 = a+ c|S(j)N = d− c] logPSN [S(i)N+1 = a+ c|S(j)N = d− c]
)
which is a positive constant, we conclude that
HSN (XN ) +HSN (VN ) > D2,
when we vary over any possible value of PSN [VN = c] and
when the transition probabilities of the M random walks
are fixed. Setting D := min{D1, D2} the statement of
the theorem follows. This concludes the proof.
We can better grasp the physical meaning of the in-
equality between entropies proved above, considering a
particular case of space process. Assume that all the ran-
dom walks of the space process are identically distributed.
This means that if pi = P [S
(i)
N+1 = a + 1|S(i)N = a] are
the transition probabilities and pi(i) are the probability
distributions of the initial position of all random walks,
we have
p1 = p2 = · · · = pM
pi(1) = pi(2) = · · · = pi(M).
This implies that P [S
(i)
N = a] = P [S
(j)
N = a] for any a ∈
Z, for any N > 0, and any i, j ∈ {1, · · · ,M}. Consider
the value of the constant D1. The mini can be eliminated
since all the probabilities are equals. Hence
D1 = D2 = −p log p− (1− p) log(1− p)
Thus we can conclude that D = −p log p− (1−p) log(1−
p). This is the so called binary entropy, which vanishes
only if p = 0, 1 namely if that space is a deterministic
process, a case which is excluded. The physical meaning
of the inequality HSN (XN )+HSN (VN ) > D, in this case,
is now clear: the uncertainty that we have on XN or VN
must be at least equal to the uncertainty we have on
a single point in the future configurations of the space
process (given that at time N the configuration is SN ).
E. Construction of the Hilbert space structure for
model A
Theorem 1 implies that after the removal of the space
process, XN and VN are described using two distinct
probability spaces if we want to use the unconditional
transition probabilities α(a + c, a). Theorem 2 tell us
that under the same assumptions, the position and the
velocity of the particle in model A, fulfil an entropic un-
certainty relation. At this point, we may proceed al-
gebraically and define the smallest C∗-algebra which is
capable to describe both XN and VN after conditioning,
and the entropic uncertainty relation (2) tells us that
this algebra is non-commutative [1]. Then, we can repre-
sent these elements of the algebra as two non-commuting
operators over a Hilbert space via the GNS theorem. De-
spite this is a legitimate way to proceed, in this section,
using the results collected in [1], we will use a more con-
structive approach. In particular, we show how to con-
struct the operators associated to these random variables
and how to define a suitable Hilbert space on which they
are defined.
Consider the position random variable XN . After con-
ditioning on a particular configuration of the space pro-
cess SN , XN can be seen as the as the following map
between probability spaces
(ΩI × ΩSA , EI ⊗ ESA , P )|SN XN−−−−→ (ΩXN , EXN , µXN )
where ΩXN = XN (ΩI × {SN}), EXN = P(ΩXN ) and
µXN := PSN ◦ X−1N . As we have seen in [1], ran-
dom variables over a probability space form a com-
mutative von-Neumann algebra which is isomorphic to
an algebra of multiplicative operators over an Hilbert
space. In this particular case, the random variables over
(ΩXN , EXN , µXN ) (on which XN is represented by the
identity map) form the abelian von-Neumann algebra
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Vc(L2(ΩXN , µXN )). Seen as element of this algebra, the
random variables over (ΩXN , EXN , µXN ) are multiplica-
tive operators over L2(ΩXN , µXN ).
Similar considerations hold for the velocity of the par-
ticle. The main difference is the definition of ΩVN , i.e.
the set of all the elementary outcomes. It is not difficult
to understand that, if we fix the space process only, ΩVN
seems to contain more outcomes of those one should ex-
pect. The number of outcomes of the space process is
M2, i.e. card ΩXN = M
2. This because the origin and
the point of SAN selected by the selection process IN , can
take M different values. For the velocity process similar
considerations lead to cardΩVN = M
4. However, we have
to take into account that we cannot detect the movement
of the origin: S
(iO)
N+1 − S(iO)N must be set equal to 0, and
all the situations where this does not hold must be iden-
tified with it §. After that the velocity can takes only
M2 different values (the M ’s of S
(iN+1)
N times the M ’s
of S
(iN )
N ). Thus doing that we have card ΩVN = M
2.
After this observation, we may see the velocity random
variable, after conditioning to SN , as the map
(ΩI × ΩSA , EI ⊗ ESA , P )|SN VN−−−−→ (ΩVN , EVN , µVN )
where ΩVN = VN (ΩI × {SN}), EVN = P(ΩVN ) and
µVN := PSN ◦ V −1N . Also in this case, the random
variables over (ΩVN , EVN , µVN ), are elements of a com-
mutative von-Neumann algebra Vc(L2(ΩVN , µVN )) (i.e.
multiplicative operators on L2(ΩVN , µVN )).
Thus both XN and VN can be represented by multi-
plicative operators on suitable Hilbert spaces. Note that
the two Hilbert spaces are different and depend on the
probability measure. In order to construct a common
Hilbert space on which both operators are defined, we
should invoke the spectral representation theorem, as ex-
plained in [1]. We recall that the spectral decomposition
theorem tells that, given an operator Tˆ , there exist a
surjective isometry Uˆi : Hi → L2(σ(Tˆ ), µi) such that
Uˆ∗i Tˆ |HiUˆi is a multiplicative operator on L2(σ(Tˆ ), µi),
i.e. an element of Vc(L2(σ(Tˆ ), µi)). Consider the posi-
tion random variable XN . We know that it is a mul-
tiplicative operator on L2(ΩXN , µXN ), and let us now
choose to parametrise the probability measure of the po-
sition random variable with the outcome of XN . This can
be achieved in the following way. Take a ∈ ΩXN and con-
sider the probability measure P
(a)
SN
, which is defined such
that µXN (c) = P
(a)
SN
◦X−1N (c) = δa,c. We can parametrise
the probability measure of XN with its outcomes defining
µXN |a := P
(a)
SN
◦X−1N . Doing that we obtain a collection of
§ More precisely, we can define an equivalence relation between
XN+1 and XN : XN+1 ∼ XN if XN+1 −XN = S(io)N+1 − S
(io)
N .
In this way we restrict our attention to the intrinsic motion of
the particle.
Hilbert spaces {L2(ΩXN , µXN |a)}a∈ΩXN . Now, the ran-
dom variable XN can be represented with an operator
XˆN , having spectrum σ(XˆN ) = ΩXN . The spectral de-
composition theorem tells that there exists a collection
of Hilbert spaces {Ha}a∈ΩXN and surjective isometries
Uˆa : Ha → L2(ΩXN , µXN |a), which allows to define the
Hilbert space
H(XN ) :=
⊕
a∈ΩXN
Ha
on which XˆN can be seen as a multiplicative operator.
The spectral representation theorem tells that if {|xN 〉}
is a basis of H(XN ) such that |xN 〉 ∈ HxN for any xN ∈
ΩXN , then XN can be represented by the operator
XˆN =
∑
xN∈ΩXN
xN |xN 〉〈xN |.
With similar considerations, for VN we obtain
H(VN ) :=
⊕
c∈ΩVN
Hc
on which the operator VˆN representing the velocity ran-
dom variable, is diagonal
VˆN =
∑
vN∈ΩVN
vN |vN 〉〈vN |. (20)
At this point, we impose the condition
H(XN ) = H(VN )
i.e. that the two Hilbert spaces are unitary equiva-
lent. This is possible since the dimension of both Hilbert
spaces is M2: both Hilbert spaces are constructed from
the spectrum of XˆN or VˆN , and both have the same num-
ber of elements. Since Hilbert spaces of equal dimension
are always isomorphic, there exists a unitary map be-
tween them, i.e. there exists
Uˆ : H(VN )→ H(XN ),
such that Uˆ Uˆ∗ = IˆH(XN ) and Uˆ∗Uˆ = IˆH(VN ). This uni-
tary mapping allows to have, on the same Hilbert space,
the operators representing the position and the velocity
random variables. More precisely, take the velocity oper-
ator VˆN on H(VN ) defined in (20), then the unitary map
mentioned above allows us to write
VˆN |H(XN ) = Uˆ
( ∑
v∈ΩVN
vN |vN 〉〈vN |
)
Uˆ∗
=
∑
vN∈ΩVN
vN Uˆ |vN 〉〈vN |Uˆ∗,
which represents the velocity random variable onH(XN ),
the Hilbert space constructed from the spectrum of the
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position operator (on which XˆN is diagonal). The en-
tropic uncertainty relation, ensures that XN and VN as
operators on the same Hilbert space, do not commute.
In fact, it implies [12]
max
xN ,vN
|〈xN |vN 〉| 6 e−D2 < 1, (21)
as already observed in [1]. Thus the two operators can-
not be diagonalised on the same basis, i.e. they do not
commute.
We can also represent on H(XN ) the velocity random
variable directly. Indeed on this Hilbert space, we may
always consider a generic basis {|wN 〉}wN∈ΩVN and im-
pose that VˆN is diagonal on this basis, i.e.
VˆN =
∑
wN∈ΩVN
wN |wN 〉〈wN |.
We can always parametrise the probability measure of
µVN using the outcome of XN simply defining µVN |a :=
P
(a)
SN
◦ V −1N . Then we obtain the collection of Hilbert
spaces {L2(ΩVN , µVN |a)}a∈ΩXN . For a given a ∈ ΩXN ,
the entropic uncertainty relation (16) forbids to have
delta-like probability measure for both operators. In-
deed, considering XˆN , we have
µXN |a := 〈ψ|PˆHxN ψ〉 = 〈ψ|xN 〉〈xN |ψ〉 = δxN ,a
which is possible only if |ψ〉 = |a〉. On the other hand for
VˆN , if PˆHwN is the projector on the subspace of H(XN )
associated to the eigenvalue wN (i.e. the outcome wN of
the random variable VN ), we have
µVN |a : = 〈ψ|PˆHwN ψ〉 = 〈a|wN 〉〈wN |a〉 = |〈a|wN 〉|2.
Note that under the symmetry condition (11) on the un-
conditional transition probabilities, i.e. P [VN = c|XN =
a] = P [XN = a|VN = c], the µVN |a probabilities are con-
sistent with usual interpretation of transition probabili-
ties in quantum theory. Since the entropic uncertainty
relation hold, (21) forbids that |wN 〉 and |x〉 to be or-
thogonal. Again, we conclude that XN and VN can be
represented on a common Hilbert space, H(XN ), using
two operators XˆN and VˆN which cannot be diagonalised
on the same basis. Note that this VˆN coincides exactly
with VˆN |H(XN ) thanks to the existence of the unitary
map Uˆ : H(VN ) → H(XN ). Clearly, also XN can be
represented on H(VN ) directly, following a similar pro-
cedure. In this sense the whole description is consistent:
starting the construction of the Hilbert space from XN
or VN does not change anything, as it should be.
Finally, we conclude by observing that the probabilis-
tic content is now encoded in the vectors |ψ〉 of the con-
structed Hilbert spaces. In fact, given |ψ〉 ∈ H(XN ) (or
H(VN )), we can write that
ESN [VN ] = Tr
[
|ψ〉〈ψ|VˆN
]
=
∑
v
vTr [|ψ〉〈ψ|v〉〈v|]
where Tr [|ψ〉〈ψ|v〉〈v|] = PSN [VN = v] is the probability
distribution for VN after conditioning. The probability
distribution for VN can be related with the distribution
of XN as follows
PSN [VN = v] =
∑
x
〈x|ψ〉〈ψ|v〉〈v|x〉
=
∑
x
∑
x′
〈x|ψ〉〈ψ|x′〉〈x′|v〉〈v|x〉
=
∑
x
α(x+ v, x)PSN [XN = x]
+
∑
x6=x′
〈x|ψ〉〈ψ|x′〉〈x′|v〉〈v|x〉
where we used PSN [XN = x] = |〈x|ψ〉|2 and α(x+v, x) =
|〈x|v〉|2. Note that the second term in the last sum (the
interference term) corresponds to the correction term
δ(VN |XN ,SN ) in theorem 1. However, the method used
here does not provide a way to determine uniquely the
objects on H(XN ) (or H(VN )) associated to a given set
of probability distributions, as already noted. In fact,
the method proposed does not provide an explicit way to
compute the phase of 〈xN |vN 〉 starting from the interfer-
ence term. However QRLA may indicate a possible way
to do that [2, 11]
F. Final remarks and main limitations of model A
Let us conclude our presentation of model A, with some
observations and a discussion of some limitations of the
model.
The model is surely interesting because it is capable to
derive non-commuting operators over an Hilbert space
starting from a “classical” description (in probabilistic
sense). Such non-commutativity, at least mathemati-
cally, seems to be related to the definition used for the
two random variables of the particle process. So despite
they seem reasonable definitions, we should at least ar-
gue why they seem to be related to the position and mo-
mentum operator in ordinary (non-relativistic) quantum
theory. In particular, once we choose to describe a quan-
tum particle in L2(Rn) and we decide that the symmetry
group of non-relativistic physics is the Galilean group, by
the Stone-von Neumann theorem, we can justify that the
position and momentum operator are defined as
Xˆiψ(x) = xiψ(x) Pˆiψ(x) = −i ∂
∂xi
ψ(x),
for ψ(x) ∈ S(Rn). Consider the 1-D case only. In quan-
tum mechanics, the classical relation between position
and momentum for a point-like particle (p = mx˙) does
not seem a priori valid. Nevertheless from the Ehrenfest
theorem, we have that
〈Pt〉 = m d
dt
〈Xt〉.
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Assume that for some reason time is discrete (for example
because the limited accuracy of the clock). The limit now
can be replaced by an inferior and, using the Wigner
quasi-probability distribution W (x, p), we can write that
Pt = m inf
δt
Xt+δt −Xt
δt
W (x, p)-a.s..
Setting δt = 1 (δt is our unit of time) and t = Nδt, we can
write PN = m(XN+1 −XN ) = mVN . This consideration
justifies, at least at the qualitative level, the use of the
two random variables described in model A. An interest-
ing feature of the model presented here is that the square
of the number of points of the space process (which is re-
moved) is equal to the dimension of the (minimal) Hilbert
space on which we represent the particle process, namely
XN and VN . Thus, the dimension of the Hilbert space
in model A seems to encode information on the removed
process, in this model. We do not expect this feature to
be fundamental (the Hilbert space structure seems more
related to probabilistic rather than “geometrical” consid-
erations) but this observation will be useful in future.
A limitation of the model is that time is treated as
a discrete parameter, a choice that does not allow to
compare the model directly with non-relativistic quan-
tum mechanics. In addition, also space appears discrete,
in the sense that it can take values only over a lattice and
not on the whole R. Summarising we can neither derive
the commutation relation (1), nor attempt a comparison
with non-relativistic quantum mechanics using Model A,
because of the following: 1) the Hilbert space of model A
is finite dimensional, 2) XˆN and VˆN are bounded opera-
tors with discrete spectrum and, 3) time is discrete. How-
ever, we was able to successfully represent position and
velocity (momentum) of the particle as non-commuting
operators over a common Hilbert space, a key feature of
non-relativistic quantum mechanics.
IV. MODEL B: CONTINUOUS-TIME 1-D
KINEMATICS ON A RANDOM SPACE
We have shown in part III that model A exhibits very
interesting features from the point of view of quantum
mechanics. Nevertheless, it also has some limitations:
time is a discrete parameter and the spectrum of the
position operator XˆN is discrete. They do not allow for
a direct comparison with ordinary quantum mechanics.
To allow for this comparison, one may try to generalize
Model A to continuous-time random variables. Here we
will show how to do it.
A. The space process
In order to generalize model A to the continuous time
case, we may start by generalizing the space process. In-
stead of considering the space process as a collection of
random walks, we may consider their “continuous lim-
its”, i.e. Wiener processes. Let us recap the basic fea-
tures of the Wiener process [13], as done for the ran-
dom walk. A Wiener process Wt starting at y is a
Gaussian process with mean E[Wt] = y, and covariance
E[WtWs] = min(t, s). This is one of the possible equiva-
lent definitions of a Wiener process, and it implies that
(in the 1D case)
P [Wt ∈ A] =
∫
A
1√
2pit
e−
(x−y)2
2t dx.
As consequence of its definition, the Wiener process Wt
is a continuous function of the parameter t for all t ∈ R+,
in the sense that there exists always a continuous version
of the Wiener process (with “version of a process Xt ”
we mean that there exists another process Yt such that
P [Xt = Yt] = 1 for any t ∈ R+, i.e. the two processes are
statistically indistinguishable). For a Wiener process, the
trajectories (which can be thought as the function ω(t) :=
Wt(ω)) have the following properties: i) they are nowhere
differentiable; ii) they are never monotone; iii) they have
infinite variation in any interval; iv) they have quadratic
variation equal to t in the interval [0, t]. More generally,
let C(R+,R) be the space of all functions t 7→ ft taking
value on R and continuous for any t ∈ R+. C(R+,R) can
be equipped with a norm, which allows to define open
sets (i.e. a topology). As usual these open sets can be
used to construct a Borel σ-algebra on C(R+,R), say
B(C(R+,R)). The Wiener process can be seen as the
identity function on (C(R+,R),B(C(R+,R), γ) where γ
is the so called Wiener measure. The set of all continuous
functions ft ∈ C(R+,R) which does not fulfil i) – iv) have
zero measure under γ. Such a probability space is called
Wiener space. Finally we conclude by observing that if
also the starting position y is a random variable with
distribution pi(dy) over R, then
P [Wt ∈ A] =
∫
A
∫
R
1√
2pit
e−
(x−y)2
2t pi(dy)dx.
Let us now consider the space process for this model.
As assumed for model A, space is discrete and evolves
with time. In particular, we have the following prelimi-
nary definition which generalizes the one given for model
A.
Definition 6. Let {W (i)t }i∈I be a collection of indepen-
dent Wiener processes, where |I| = M ∈ N. Such collec-
tion will be called space process for model B.
We will label this process by SB . At any given time
t ∈ R+, the space process is a collection of M points on
R, which are the positions of the M Wiener processes:
in this sense the space is discrete and evolves, in a con-
tinuous way, in time. Also in this case we may have
two possible descriptions of the space: one is to con-
sider the points with respect to the real line (we will
choose this point of view, as done for model A), while
the second is to describe the effects of the time evolu-
tion from the point of view of the “ordering among the
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points” (as explained in appendix B). Because of inde-
pendence, equation (5) holds true if we simply substitute
P [S
(i)
N = si] with P [W
(i)
t ∈ Ai], where Ai ⊂ R for any
i ∈ {1, · · · ,M}, and similarly for (6) and generalisation.
Because P [W
(i)
t ∈ Ai] can be written as the integral over
Ai with respect to a probability density ρW (i)t
(xi), equa-
tion (5) is replaced by the following
ρSBt (St) =
M∏
i=1
ρ
W
(i)
t
(xi), (22)
where ρSBt (St) is the probability density of the probability
measure P˜B [SBt ∈ A]. In a similar way one can generalise
(6) and any other density for the space process. At this
point, as done for model A, we may give the following
definition for the space process.
Definition 7. Let {W (i)t }i∈I be a collection of M =
|I| ∈ N Wiener processes defined on the Wiener spaces
{(Ωi, Ei, Pi)}i∈I . Let us define
i) ΩSB := Ω1 × · · · × ΩM ;
ii) ESB is the Borel σ-algebra generated by the open
sets of ΩSB
¶;
iii) P˜B : ESB → [0, 1] defined from the {Pi}i∈I , via the
densities as in (22) and generalisations.
The space process is the stochastic process on
(ΩSB , ESB , P˜B) defined as the identity function, namely
SB(ω1, · · · , ωM ) = (ω1, · · · , ωM ).
The set of all possible configurations of the space pro-
cess at time t will be labeled by the symbol S(t). This
completes our description for the space process in model
B.
B. The particle process
Again, a particle is considered as a point-like object. It
jumps from one point of space to another and it is com-
pletely characterized by the position and velocity random
variables.
The position random variable, labeled by Xt, is inter-
preted as the actual position of the particle at time t
with respect to a chosen origin. Hence, if (ΩSB , ESB , P˜B)
is the probability space of the space process, (ΩI , EI , PI)
is a probability space on which an integer value stochastic
process It : ΩI → {1, · · · ,M} is defined (called section
¶ To define an open set on ΩSB we may use the topology induced
by the norm ‖S‖ := supt∈[0,T ] |St|M , where | · |M is the M -
dimensional euclidean norm. This is what is typically done on
Wiener spaces.
process), and W
(i0)
t is a chosen origin of a reference frame
on SBt , then
Xt(ωX) := piIt(ωI)(S
B
t (S))−W (i0)t , (23)
where pii is the projector of the i-th component of an
M -tuple, and ωX = (ωI ,S) with ωI ∈ ΩI and S ∈ ΩSB .
Thus we have the following definition.
Definition 8. Consider the probability space (ΩI ×
ΩSB , EI ⊗ ESB , PB) and a measurable space (R,B(R)).
The random variable Xt is the B(R)-measurable func-
tion
Xt : ΩI × ΩSB → R
defined as in (23). Xt represents the position of the par-
ticle at time t.
Clearly, as any random variable Xt induces a probabil-
ity distribution µXt = P
B ◦X−1t and, on the probability
space (R,B(R), µXt) it can be considered as the identity
function. Also in this case the space process can be de-
scribed on (ΩI×ΩSB , EI⊗ESB , PB), by simply demanding
that PB ◦ [SB ]−1 = P˜B . Again if no confusion arises, we
omit the suffix B in the probability measure PB .
In model B, the particle moves by jumps from one point
to another. This time the frequency of the jumps is as-
sumed to be infinite, which means that the particle jumps
from one point to another at each instant of time. In this
way, we can say that it is the continuous time general-
ization of the kinematics described in model A. We do
not generalize the definition of the velocity process given
before directly. This time we use the following definition:
Vt(t
′) :=
Xt′ −Xt
t′ − t (24)
where we always assume t′ > t. More formally we adopt
the following definition for Vt(t
′).
Definition 9. Consider the probability space (ΩI ×
ΩSB , EI ⊗ ESB , PB) and a measurable space (R,B(R)).
Let t, t′ ∈ R such that t′ > t, the random variable Vt(t′)
is the B(R)-measurable function
Vt(t
′) : ΩI × ΩSB → R
defined in (24). Vt(t
′) represents the mean velocity of the
particle in the interval [t, t′].
Also in this case Vt(t
′) can be seen as the identity ran-
dom variable on the probability space (R,B(R), µVt(t′)),
where µVt(t′) = P
B ◦ Vt(t′)−1. As in model A, for the
description of the particle we need to introduce the tran-
sition probabilities. These allow to write that
µVt(t′)(v) =
∫
R
α(v, x; t′)µXt(x)dx (25)
where α(v, x; t′) are the probability densities of Vt(t′)
given the event {Xt = x}. Note that they depend also
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on the value of t′ used to define Vt(t′). Also in this case
we assume that they are symmetric under the exchange
of their arguments, namely α(v, x; t′) = α(x, v; t′), where
α(x, v; t′) is the probability density of Xt given th event
{Vt(t′) = v}. Note that this expression is nothing but
the Bayes theorem for continuous random variables (see
appendix C, Prop. 4). In what follows we will omit t′ in
α(v, x; t′) and α(x, v; t′) if no confusion arises.
We conclude this section defining the particle process
for this model. With the definitions 8 and 9 we gave a
meaning to the position and velocity random variables.
However, they are parametrised by t, the physical time
which we choose to treat as an external parameter. Since
we have a collection of random variables parametrised by
t, we can speak of position and velocity stochastic process,
but with the same caution explained in section III B.
Definition 10. Let Xt and Vt(t
′) be the position and ve-
locity process. The couple Pt(t′) = (Xt, Vt(t′)) is called
particle process of model B.
An example of particle process over a space process is
drawn in figure 3.
FIG. 3. The particle process in model B is drawn in red. The
position of the particle at a given time is given by the red
point while its velocity at the same time is represented by
the outgoing arrow. On the back, a possible realization of an
M = 6 space process.
C. The removal of the space process
The removal of the space process in model B is done
exactly as before:
i) We consider only the conditional probability densi-
ties µXt|St(x) and µVt(t′)|St(v) for the random vari-
ables Xt and Vt(t
′);
ii) We fix the transition probabilities of the single
point of space, i.e. we fix the transition probabil-
ities p(i)(x, t′; y, t) := ρ
W
(i)
t′ |W
(i)
t =y
(x) of all the M
Wiener processes.
As in Model A, requirement i) implies that we will al-
ways work with the densities µXt|St(x) and µVt(t′)|St(v),
namely the probability distributions for Xt and Vt(t
′)
given the event {SBt = St}. Clearly, we can define a joint
probability space for Xt and Vt(t
′) after conditioning on
{SBt = St} and, on this joint probability space, some con-
ditional transition probabilities αSt(v, x) can be defined.
However, if we insist in using the unconditional proba-
bility density α(v, x), no joint probability space can be
defined. Indeed, we can prove the analogue of theorem
1. Below we will prove the theorem in a slightly more
general setting of what we need later: the simple case
of absolute continuous measure with respect to Lebesgue
will be discussed as an example later.
Theorem 3. Let (ΩI × ΩSB , EI ⊗ ESB , P ) be the proba-
bility space on which SBt , Xt and Vt(t′) are defined. As-
sume that the probability spaces for each of these random
variables has the regular conditional probability property.
Then
PSt [Vt(t
′) ∈ B] =
∫
B
∫
ΩXt
α(v, x)PSt [Xt ∈ dx]
+ δ(B|Xt,St)
(26)
where δ(B|Xt,St) is the Radon-Nikodym derivative
with respect to P ◦ [SBt ]−1 = µSBt , of the measure
Γ 7→ ∆(B|Xt,Γ) defined as
∆(B|Xt,Γ) :=
∫
S(t)/Γ
[ ∫
ΩXt
P [Vt(t
′) ∈ B|Xt = x]·
· µXt|S′t(dx)− PS′t [Vt(t′) ∈ B]
]
µSBt (dS
′
t).
(27)
when St ∈ Γ ⊂ Sp(t).
Proof. Since {Vt(t′) ∈ B} = {Vt(t′) ∈ B} ∪ {SBt ∈ S(t)},
using the regular conditional probability property of
probability space, we have
P [{Vt(t′) ∈ B} ∪ {SBt ∈ S(t)}] = P [Vt(t′) ∈ B]
= E[χ{Vt(t′)∈B}(ω)]
=
∫
S(t)
PS′t [Vt(t
′) ∈ B](P ◦ [SBt ]−1)(dS′t)
19
where PS′t [Vt(t
′) ∈ B] is the regular conditional proba-
bility P [Vt(t
′) ∈ B|SBt = S′t]. Take Γ ⊂ S(t) and set
µSB (dS
′
t) = (P ◦ [SBt ]−1)(dS′t), then we can write
P [Vt(t
′) ∈ B] =
∫
Γ
PS′t [Vt(t
′) ∈ B]µSB (dS′t)
+
∫
S(t)/Γ
PS′t [Vt(t
′) ∈ B]µSB (dS′t).
Consider now the random variable Xt and the σ-algebra
EXt . Then, by the law of conditional expectation, we can
write that
P [{Vt(t′) ∈ B} ∪ {SBt ∈ S(t)}] = P [Vt(t′) ∈ B]
= E[χ{Vt(t′)∈B}(ω)]
= E[E[χ{Vt(t′)∈B}(ω)|EXt ]]
=
∫
S(t)
∫
ΩXt
P [Vt(t
′) ∈ B|Xt = x]µXt|S′t(dx)µSBt (dS′t)
where we used the fact that the conditional expectation
E[χ{Vt(t′)∈B}(ω)|EXt ] is a random variable and the dis-
integration theorem (see appendix C, Th. 6). Then, as
done before, for a given Γ ⊂ S(t) we can write that:
P [Vt(t
′) ∈ B] =
∫
Γ
∫
ΩXt
P [Vt(t
′) ∈ B|Xt = x]µXt|S′t(dx)µSBt (dS′t) +
∫
S(t)/Γ
∫
ΩXt
P [Vt(t
′) ∈ B|Xt = x]µXt|S′t(dx)µSBt (dS′t).
Comparing the two expressions found for P [Vt(t
′) ∈ B] we obtain∫
Γ
PS′t [Vt(t
′) ∈ B]µSB (dS′t) =
∫
Γ
∫
ΩXt
P [Vt(t
′) ∈ B|Xt = x]µXt|S′t(dx)µSBt (dS′t) + ∆(B|Xt,Γ) (28)
with
∆(B|Xt,Γ) =
∫
S(t)/Γ
[ ∫
ΩXt
P [Vt(t
′) ∈ B|Xt = x]µXt|S′t(dx)− PS′t [Vt(t′) ∈ B]
]
µSBt (dS
′
t).
Note that the map Γ 7→ ∆(B|Xt,Γ) is a (signed) mea-
sure. Now we take the Radon-Nikodym derivative of (28)
with respect to the measure µSBt , getting
PSt [Vt(t
′) ∈ B] =
∫
ΩXt
P [Vt(t
′) ∈ B|Xt = x]µXt|St(dx)
+ δ(B|Xt,St)
for some fixed St ∈ Γ and where
δ(B|Xt,St) = d
dµSBt
∆(B|Xt,Γ).
Using (25) in the last expression of PSt [Vt(t
′) ∈ B], we
obtain the claimed result. This concludes the proof.
On the contrary to what we found for model A, where
an explicit expression of δ(c|XN ,SN ) was given, the ex-
pression we find in general for model B is purely for-
mal. A simple case where we may compute the Radon-
Nikodym derivative δ(B|Xt,St) is described here. Note
that trivially
∆(B|Xt,St) = −
[ ∫
ΩXt
P [Vt(t
′) ∈ B|Xt = x]µXt|St(dx)
− PSt [Vt(t′) ∈ B]
]
.
Assuming that all measures in the above expression ad-
mit a density with respect to the Lebesgue measure and
also ∆(B|Xt,Γ) admits this density, i.e.
∆(B|Xt,Γ) =
∫
B
∫
Γ
δ(v|Xt,St)dvdSt,
one can immediately derive the following relation:
δ(v|Xt,St) = −
[ ∫
ΩXt
α(v, x)µXt|St(x)dx− µVt(t′)|St(v)
]
= − 1
µSBt (St)
[ ∫
ΩXt
α(v, x)µXt,SBt (x,St)dx− µVt(t′),SBt (v,St)
]
.
(29)
This expression can be considered as the analogous of equation (14), found for model A. In fact, as for
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δ(c|XN ,SN ), it can be computed using the joint probabil-
ity densities, information that is lost after the condition-
ing with respect to SBt . Thus also here, δ(v|Xt,St) con-
tains information about the space process (as in model
A).
Let us now analyze the consequences of ii), the follow-
ing observation is useful. Consider the velocity random
variable of model B. Setting δt := t′ − t we can write
Vt(t
′) = Vt(t+ δt) =
Xt+δt −Xt
δt
.
Since t is a parameter, we can always rescale it in order
to have δt = 1. In this case, Vt(t + 1) resemble the
velocity random variable VN of model A. This can be
done for any value of t′ > t. To make this correspondence
more concrete, we may also discretize the space process.
More precisely, since the points of the space process are
Wiener processes taking values on R, we can partition R
in intervals {∆k}k∈K (i.e. ∪k∈K∆k = R) where K ⊂ N.
At this point one can consider the discretized random
variable for the space process and the position random
variable. If W
(i)
t is a point of the space process SBt , one
can define a new random variable S
(i)
t : ΩSB → K as
S
(i)
t (ω) := k if W
(i)
t (ω) ∈ ∆k,
which simply reveals in which ∆k the Wiener process
is. Clearly, P [S
(i)
t = k] =
∫
∆k
ρ
W
(i)
t
(x)dx and given the
transition probability densities for the Wiener process,
say p(i)(x, t+ 1; y, t), the transition probabilities for S
(i)
t
are given, i.e.
P [S
(i)
t+1 = k|S(i)t = j]
=
∫
∆k
dx
∫
∆j
dyp(i)(x, t+ 1; y, t)ρ
W
(i)
t
(y)∫
∆j
ρ
W
(i)
t
(y)dy
.
At the end of this procedure one ends up with a dis-
cretized version of the space process of model B, which
is equivalent to the one used in model A. The same dis-
cretization procedure can be done for the position and ve-
locity random variables Xt and Vt(t+1). It is not difficult
to realize that theorem 2 can be applied and its applica-
tion does not depend on the size of the sets {∆k}k∈K .
Thus, as in the previous model, the requirement ii) im-
plies the entropic uncertainty relation between the posi-
tion and the velocity random variables. Then as in model
A, this relation can be used to prove that Xt and Vt(t
′),
after conditioning on St, are representable as two non-
commuting operators on the same Hilbert space. This
will be discussed in the next section. Let us now describe
a bit further how to obtain the entropic uncertainty re-
lation from the discretization of model B. First of all,
if we want to apply the results listed in [1], we need to
be sure that the two random variables are bounded, i.e.
the set of all values they can assume is a bounded set.
In fact, only in this case, they can be associated to two
bounded self-adjoint operators, which are elements of a
C∗-algebra, and the relation between non-commutativity
and the entropic uncertainty relation holds true. In or-
der to do that, we consider the restriction of the two ran-
dom variables to a given subset. More precisely, given
Λ ⊂ R = ΩXt , the bounded version of Xt will be the
random variable
Xt|Λ(ω) := Xt(ω)χΛ(Xt(ω))
where χΛ(x) is the indicator function of the set Λ. Sim-
ilarly, we can define the bounded version of Vt(t
′)|Γ. At
this point we consider the discrete version of these ran-
dom variables, similarly to what we did for the space pro-
cess. Given Xt|Λ, we can discretise it simply by dividing
the set Λ in N parts of equals size, obtaining a partition
{∆XN,k}k∈K , K ⊂ N, such that |∆XN,k| = |∆XN,k′ | for any
possible k. We can see that the number of subsets of the
partition (i,e. N = |K|) determines the width of the sets
∆XN,k. The bounded and discrete version of Xt is then
defined as
X∆t |Λ(ω) := k if Xt(ω)|Λ ∈ ∆XN,k.
The same construction can be done for the bounded
version of Vt(t
′), using in general a different partition
{ΘVN ′,j}j∈J , obtaining Vt(t′)Θ|Γ. It is useful to choose
the partitions for Xt and Vt(t
′) compatible with the par-
tition used for the space process. To do that it is enough
to set the partition for Xt and SBt equal and choose the
partition for Vt(t
′) consequently. Finally we also chose to
set |Γ| = |Λ|, i.e. the size of the two set used to bound
the position and velocity random variable coincides. At
this point, by discretising time as explained above X∆t |Λ
and Vt(t + 1)
Θ|Γ (for simplicity we simply write V Θt |Γ)
become discrete random variables similar to those used
for model A. Then, applying theorem 2, we know that
HSt(X
∆
t |Λ) +HSt(V Θt |Γ) > D, (30)
where D is a positive constant that in general can de-
pend on the partition chosen but not on the probability
distribution of X∆t |Λ and V Θt |Γ, hence thet do not de-
pend on µXt|St and µVt|St . The whole construction does
not depend on the partitions chosen, once they are cho-
sen in the consistent way explained above. In particular,
the above inequality holds for arbitrary partitions having
small but finite size.
D. Construction of the Hilbert space structure for
model B
The construction of the Hilbert space structure for
model B goes more or less as in Model A. However, in
this case, we have some additional technicalities due to
the use of the partitions for the description of the two
random variables involved. The entropic uncertainty re-
lation (30), ensures that X∆t |Λ and V Θt |Γ, after condi-
tioning on St, can be jointly described only on a non-
commutative probability space, i.e. with non-commuting
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operators. Let us fix for the moment the partitions used.
As in model A, the bounded and discrete version of
the position random variable can be represented on the
Hilbert space
H(Xt|N,Λ) =
N⊕
k=1
Hk,
as the diagonal operator
Xˆt(N,Λ) =
N∑
k=1
k|k〉〈k|.
Here |k〉 ∈ Hk and Pˆ (Xˆt(N,Λ))k := |k〉〈k| is the PVM such
that
P [X∆t |Λ = k] = P [Xt|Λ ∈ ∆XN,k] = 〈ψ|Pˆ (Xˆt(N,Λ))k |ψ〉
(31)
for some ψ ∈ H(Xt|N,Λ). Similarly, the bounded and
discrete version of the velocity random variable can be
represented on the Hilbert space
H(Vt|N,Γ) =
N⊕
j=1
Hj
(note that particular partitions considered implies that
N = N ′) as the diagonal operator
Vˆt(N,Γ) =
N∑
j=1
j|j〉〈j|.
The two Hilbert spaces H(Xt|N,Λ) and H(Vt|N,Γ) have
the same dimension and so they are unitary equivalent,
i.e. there exists a unitary map Uˆ : H(Vt|Γ) → H(Xt|Λ).
Hence we can represent Vˆt(N,Γ) on H(Xt|N,Λ) and
viceversa. The entropic uncertainty relation (30) ensures
that
[Xˆt(N,Λ), Vˆt(N,Γ)] 6= 0 (32)
Let us now analyse what happens when we change the
size of the partition. First, we consider the limit N →∞
which means that the size of the partitions goes to zero.
Because the sets ∆XN,k shrink to a point, say {x}, we have
lim
N→∞
〈ψ|Pˆ (Xˆt(N,Λ))k |ψ〉 = limN→∞[Xt|Λ ∈ ∆
X
N,k] = 0 (33)
for any ψ, i.e. any P . This means, by prop 9.14 of
[8], x ∈ σc(Xˆt(Λ)) (here Xˆt(Λ) := Xˆt(∞,Λ) ). By the
arbitrariness of x we conclude, as expected, that Xˆt(Λ)
is a bounded operator with purely continuous spectrum.
Note that the Hilbert space on which we can define Xˆt(Λ)
is
H(Xt|Λ) :=
∫ ⊕
Λ
Hxdx
which is not separable in general. Here, Xˆt(Λ) can be
written as
Xˆt(Λ) =
∫
Λ
xP (Xˆt(Λ))(dx).
Similar conclusions hold for the operator representing the
bounded and discrete velocity random variable: Vˆt(Γ) :=
Vˆt(∞,Γ) is a bounded operator with continuous spec-
trum. Since for any value of N , Xˆt(N,Λ) is the operator
representing the random variable obtained by discretiz-
ing the same random variable Xt|Λ, also the operators
Xˆt(N,Λ) can be obtained by discretising the same oper-
ator Xˆt(Λ). The same holds for Vˆt(N,Γ). At this point
because (32) is valid for any possible partition chosen in
the consistent way explained in the previous section (i.e.
for any N), we can conclude that
[Xˆt(Λ), Vˆt(Γ)] 6= 0.
Since Γ and Λ are arbitrary, with similar considerations
we may conclude that
[Xˆt, Vˆt] 6= 0 (34)
where Xˆt is the unbounded operator on a Hilbert space
H(Xt) := H(Xt|R) such that Xˆt(Λ) = PˆΛXˆtPˆΛ (here
PˆΛ is the projector from H(Xt) to the Hilbert space
H(Xt|Λ)) and Vˆt is defined in a similar manner.
We conclude by observing that H(Xt|Λ) and H(Vt|Γ)
may be not separable (and so also H(Xt) and H(Vt)).
In general, non-separable infinite-dimensional Hilbert
spaces are not mutually isomorphic. Thus in this case
we cannot define a unitary map Uˆ : H(Vt) → H(Xt)
which maps the operator representations of Xt and Vt on
H(Vt) into the corresponding operators in H(Xt). This is
an effect of the possible lack of separability of the Hilbert
spaces H(Xt) and H(Vt). However this does not mean
that we cannot represent the velocity random variable
on H(Xt|Λ) and vice-versa: one simply represents the
velocity random variable on H(Xt|N,Λ) and then takes
the limit. However, to have a consistent description the
velocity operator obtained in this limit must be isomor-
phic to the operator Vˆt diagonal on H(Vt|Γ). We will
refer to this problem with the name “separability prob-
lem” and we will comment on it in the next section. We
conclude by observing that the result obtained here, as
explained in the previous section, holds for any value of
t′ > t.
E. Final remarks and weak points of model B
We completed the description of model B, which can
be considered as the continuous time generalization of
model A. The discreteness of time was recognized as a
limitation of model A for a direct comparison to ordi-
nary quantum mechanics. Here time is a continuous pa-
rameter as in ordinary quantum mechanics but a direct
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comparison is still not possible. The construction pre-
sented here leads to an infinite dimensional Hilbert space
which may be not separable while in ordinary quantum
mechanics the Hilbert space always is. Comparing this
model with model A, we can understand that this time
the number of points in the space process, M , does not
determine the dimension of the Hilbert space. After a
bit of thought, one can realize that this is a consequence
of the fact that we are using probability measures which
admit a density with respect to the Lebesgue measure.
Another consequence of this fact is the continuous spec-
trum of the operators representing the particle process.
However, one can always imagine that, if we let the sup-
port of the probability measure shrink to a single point
(hence obtainining a Dirac measure, which is not abso-
lutely continuous with respect to the Lebesgue measure),
the operators have a pure point spectrum. This suggests
that the “real” continuity of the spectrum is obtained
only in the limit M = ∞ and the absolute continuity is
possible only in this case. One may observe the following.
When M →∞ we can have two cases:
a) the points increase in a non dense way: their num-
ber is infinite but in any subset of R these is just a
finite number of them (they behaves as numbers in
N or Z);
b) the points increase in a dense way: their number is
infinite and in any subset of R there is an infinite
number of them (like numbers in Q). We will refer
to this case with the name dense-point limit.
Note that in both cases they are assumed to be count-
able. In the first case, Xˆt can be seen as the limit of a
sequence of compact operators: the spectrum is purely
point-like. However, this possibility does not seem to
be comparable with the usual position operator in quan-
tum mechanics, which is just bounded (and not compact)
when we restrict it to a subset of R. On the other hand,
the second case is more interesting. Indeed, it may give
rise to bounded operators which are not compact. This
suggests that to completely recover quantum mechanics,
the dense-point limit must be taken.
Despite the observations done above, we still want to
try a comparison with non-relativistic quantum mechan-
ics. This time we are really closer to deriving the canon-
ical commutation relation between position and momen-
tum from the quantities of the model, as we will see.
Assume the following:
i) The Hilbert space on which we can represent Xˆt is
separable and infinite-dimensional, i.e. L2(R);
ii) There exists a self-adjoint operator
Hˆ =
1
2m
∇2x + V (x)
which, together with Xˆt, fulfils all the mathemati-
cal requirements needed to apply the Ehrenfest the-
orem (see [14]).
Clearly Hˆ is nothing but the ordinary hamiltonian oper-
ator in quantum mechanics. At this point, by the Ehren-
fest theorem, we have the equation
d
dt
〈Xˆt〉ψ = 1
m
〈Pˆt〉ψ,
where m is the mass of the quantum particle and ψ ∈
L2(R). Consider now the velocity random variable of the
model B
Vt(t
′) =
Xt′ −Xt
t′ − t .
Note that, after the removal of the space process, the
three random variables lies in three different probability
spaces and there does not exist a joint probability space
where we can describe all of them (we recall that when
we remove the space we use the unconditional transition
probabilities). Thus this expression is purely formal and,
in particular, it is not expected to hold at the level of
the outcomes of these random variables. However, the
following expression makes sense
E[Vt(t′)|St] = E[Xt
′ |St]− E[Xt|St]
t′ − t
since the probability measures of each expectation are
defined on different probability spaces. Using the pro-
cedure explained in the previous section and under the
assumption i), we can jointly describe these three random
variable using a non-commutative probability space. In
particular, we compute the expectation using the Hilbert
space structure, writing
E[Vt(t′)|St] = 〈Vˆt(t′)〉ψ = 〈Xˆt
′〉ψ − 〈Xˆt〉ψ
t′ − t ,
where ψ ∈ H with H Hilbert space constructed as in
section IV D. This time an explicit procedure to construct
ψ is not known. From this equation we can write that
lim
t′→t
〈Vˆt(t′)〉ψ = d
dt
〈Xˆt〉ψ = 1
m
〈Pˆt〉ψ,
which means that the weak -limit t′ → t of velocity oper-
ator in model B, under assumptions i) and ii), coincides
with the momentum operator of non-relativistic quantum
mechanics. Note that the assumption i) on the separa-
bility of the Hilbert space is crucial for this considera-
tion. Finally, we also note that separability also solves
the problem of the non-unitary equivalence of H(Xt) and
H(Vt) mentioned at the end of section IV D. Summaris-
ing, despite Model B is capable to reproduce the com-
mutation relation between the position and velocity op-
erators of the particle, which resembles the quantum me-
chanical commutation relation, it did not succeed in the
derivation of (1). However, if in some other model (sim-
ilar to model B) we can justify i) and ii) in some way,
we can have a correspondence of the model with non-
relativistic quantum mechanics.
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V. CONCLUSION
In this paper, we show how a jump-type kinematics of
a point like particle together with an intrinsic stochastic-
ity of the physical space (on which the particle moves)
can give rise to a non-commutative description of the two
basic observables which define the particle: its position
and its velocity. In model A time is treated as a discrete
parameter and this makes it impossible to have a pre-
cise comparison with the ordinary quantum mechanics.
Generalizing to the continuous time case, we obtained
model B. However, as pointed out in section IV E, even
in this case we can not compare the two theories. In-
deed, the Hilbert space on which we represent model B
is non-separable in general. In both models we are able
to obtain the same non-commutativity of ordinary quan-
tum mechanics (at the algebraic level) but we have to
conclude that this is not sufficient. It is worth to re-
call how this non-commutativity was obtained: by re-
moving the space process at a given time t. Physically
this requirement is very natural: any experiment which
can be done to measure the probability (via frequency),
can be done in a given configuration of the space. This
means that if we assume that space really is the stochas-
tic process described in this paper, any probability that
we can measure in a laboratory is somehow conditioned
to the configuration of space that we have at the time of
this measurement. The fact that in our models, space is
not described but removed (essentially via conditioning
and not by averaging), expresses exactly this fact and is
the origin of non-commutativity. We also note that in
order to obtain such non-commutativity, the space pro-
cess must be random, as the entropic uncertainty relation
obtained show. Indeed, if space is a deterministic phe-
nomenon we obtain a trivial bound. The space process
seems to be central, despite it must be removed to obtain
a non-commutative probability space for the particle: in
this sense it plays an active role in the description of the
particle despite the non-commutative probability theory
obtained after its removal is not capable to describe it. In
addition, in model A, the space process determines the
dimension of the Hilbert space, a feature which is lost
in model B. This suggests that a better understanding
of the space process may show a possible solution to the
non-separability problem. In particular, it can be that a
careful selection of a particular class of space processes,
may “force” the Hilbert space to be separable. This pos-
sibility will be discussed in [3].
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VII. APPENDIX
A - Quantum ruler
Here we will describe an attempt to give a quantum
mechanical description of a ruler, a model that will be
called quantum ruler. Let us start with the formal defi-
nition. A quantum ruler of length N ∈ N is an N -particle
quantum system with the following features:
i) the Hilbert space of a quantum ruler is HR :=⊗N
i=1
(
L2(R3)⊗ C2
)
i
and a generic state take this
form
|ψ〉 = ψ(y1, · · · , yN )⊗ |−, · · · ,−〉;
ii) there exists a region of space L ⊂ R3 such that
〈ψ|Pˆ (Xˆ)(L)|ψ〉 = 1, where
Pˆ (Xˆ)(L) = Pˆ (Xˆ1)(L)⊗ · · · ⊗ Pˆ (XˆN )(L)
with Pˆ (Xˆi)(·) is the PVM associated to the position
operator of the i-th particle;
iii) the time evolution of a quantum ruler is deter-
mined by the hamiltonian HˆR :=
∑N
i=1 Tˆi + Vˆ ,
where Tˆi are the i-th particle kinetic terms and
Vˆ 6= ∑Ni=0 Vˆi is some potential (chosen in order
to have Hˆ bounded from below);
iv) before any measurement the quantum ruler is de-
scribed by a bounded state of the hamiltonian op-
erator, namely HˆR|ψ〉 = E0|ψ〉;
v) the measurement process of the position of a par-
ticle (call it A) with wave function φA(x) ∈ HA
(which is not a particle of the quantum ruler) oc-
curs with the following interaction hamiltonian (de-
fined on the tensor product Hilbert space HR ⊗
HPart)
HˆI · :=
N∑
i=1
gδ(yi − x)|+i〉〈−i|
where g is a real constant.
Let us explain the physical meaning of these require-
ments. A quantum ruler is a quantum system composed
of N distinguishable particles with spin. The spin degree
of freedom should not be considered as the real spin of
the particles, rather as labels that model the possibility to
find the i-th particle in two distinguishable states. This
is the content of the requirement i). The condition ii)
simply means that, when considered as a single object, a
quantum ruler is localised in a specific region L of space.
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This assumption plays a marginal role in the rest of the
analysis, nevertheless it expresses the basic fact that we
cannot measure arbitrarily long distances with a given
quantum ruler. Requirements iii) and iv) simply express
that these particles are bounded together. Finally v) de-
scribes how the quantum ruler measures a distance: by
a spin flip. Given the particle A, the measurement of its
position by the quantum ruler happens when “A touches
one of the particles of the quantum ruler” causing a spin
flip. After this interaction the quantum ruler undergoes
a projective measurement. Since the particles are dis-
tinguishable we can label them by establishing an order,
and chosing an origin (the “zero” of the ruler). The posi-
tion of A is measured by counting the number of particles
between the origin and the particle of the ruler with the
spin flipped, i.e. the particle of the ruler which interacted
with the particle we want to measure. If this model is
correct, at least in some limit, we should be able to re-
cover the statistics of the position of particle A, namely
|φA(x)|2. Here we will show how this is possible.
Let A ⊂ L be a set. The probability to find the i-th
particle of the ruler in this set is given by
P [xi ∈ A] = 〈ψ|ˆI⊗ · · · ⊗ Iˆ⊗ Pˆ (Xˆi)(A)⊗ Iˆ⊗ · · · ⊗ Iˆ|ψ〉
where |ψ〉 is the state of the quantum ruler. From ordi-
nary quantum mechanics, we know that
P [xi ∈ A] =
∫
A
ρi(x)dx
where ρi(x) is a density with respect to the Lebesgue
measure. An example of possible probability densities of
a quantum ruler is drawn in figure 4-a). From the fig-
ure, it is easy to understand that the quantum ruler can
give us only statistical information about a possible mea-
surement of the point A. Such probability distribution
is showed in figure 4-b). Note that we did not use the
requirement v) to arrive at this conclusion, hence we are
not really describing the measurement of the position of
the particle. In order to do that precisely, let us assume
that we have a particle A, described by a wave function
φA(x) ∈ HA. The whole system (quantum ruler plus
particle) will be described by the state
|ψt〉 = ψR(y1, · · · , yN )⊗ |−, · · · ,−〉 ⊗ φA(x)
which is an element of HR ⊗ HA. The measurement
process is modelled by the interaction hamiltonian as in
point v). After the interaction we perform a projective
measurement to learn which spin is flipped: the number
of particles between the origin (which is an arbitrarily
chosen particle of the quantum ruler) and the particle
with the spin flipped is our distance. Hence, if d(O,A)
is the distance between the origin and the particle with
the spin flipped, we can write that
P [d(O,A) = i] = P [Si = +i] = 〈ψs|(|+i〉〈+i|)|ψs〉
where |ψs〉 is the total quantum state right after the in-
teraction. We will compute |ψs〉 in interaction picture
for s− t = δτ such that gδτ  1. In this regime we have
that
e−iδτHˆI ≈ Iˆ− igδτ
N∑
i=1
δ(yi − x)|+i〉〈−i|+O(g2δτ2)
Thus, setting t = 0
|ψδτ 〉 ≈ |ψ0〉 − igδτ
N∑
i=1
δ(yi − x)ψR(y1, · · · , yi, · · · , yN )⊗
⊗ |−, · · · ,+i, · · · ,−〉 ⊗ φA(x) +O(g2δτ2)
Using this result, we obtain
P [d(O,A) = i] = 〈ψδτ |(|+i〉〈+i|)|ψδτ 〉
≈ g2δτ2
∫ N∏
j=1
dyjdxδ
2(yi − x)|ψR(y1, · · · , yN )|2|φA(x)|2
= g2δτ2δ(0)
∫ N∏
j=1
dyj |ψR(y1, · · · , yi, · · · , yN )|2|φA(yi)|2.
The δ(0) is due to the presence of the square of the
Dirac-delta in the probability density computed using
the wave function evolved in the interaction picture. In
order to deal with this divergent term, we require that
g2δτ2δ(0) ≈ 1. This requirement is in agreement with
the fact that the terms g2δτ2 are infinitesimal and they
can be neglected in the expression of |ψδτ 〉. Thus we
conclude that
P [d(O,A) = i] =
=
∫ N∏
j=1
dyj |ψR(y1, · · · , yi, · · · , yN )|2|φA(yi)|2
(35)
As we can see, the probability of the outcome depends
both on the ruler and particle state. We do not obtain
|φA(yi)|2, because we are not using a classical ruler. In
order to obtain this result we may take the “dense limit”,
which we interpret as the following
N →∞, η →∞, L = costant
where η is the particle density, i.e. η = N/L. Since
the ratio N/η must remain constant, the density must
go to infinity as N and in the same way in any point of
the volume. To realise this situation, we may imagine
that as N increases, the particles of the quantum ruler
are described by gaussian wave functions centred around
different points of space. In order to keep η/N constant,
as N increases the overlaps between the gaussian should
reduce. This means that the square modulus of the wave
function tends to a Dirac delta. Hence, in the “dense
limit” we can formally write that
|ψR(y1, · · · , yN )|2 →
N∏
j=1
δ(yj −Xj) for N  1,
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FIG. 4. In figure a) the ρi(x) of a N = 7 quantum ruler are drawn: the ρi of all particles of the ruler is drawn except the
origin. The origin is assumed to be a particle in the point O, i.e. ρO(x) = δ(x) (and it is not drawn), for simplicity. In figure b)
the probability distribution for the position of the point A (obtained by the same quantum ruler. The probability P [dAO = i]
drawn should be considered as the probability distribution of the point A (na¨ıvely, a particle with a delta-like wave function
centred in xA) measured with the quantum ruler with origin chosen to be the green particle.
where Xj ∈ L are the points of the quantum
ruler. Substituting this expression in (35), we ob-
tain P [d(O,A) = i] = |φA(Xi)|2. If in the “dense limit”
considered, we label the points of the ruler with its
coordinate with respect to a chosen origin, we can sup-
press the index i obtaining P [d(O,A) = X] = |φA(X)|2.
Hence we can see that the quantum ruler reduces to a
classical ruler (thought as a solid continuous rod) in the
“dense limit” described above.
Remark. Note that the quantum ruler is “quantum”,
only because the probability distributions used are de-
rived according to the quantum formalism. It is not diffi-
cult to see that if we replace the probability distributions
arising from ψR(y1, · · · , yN ) with a probability distribu-
tion arising from M , suitably correlated, stochastic pro-
cesses the whole description of the (stochastic, this time)
ruler would be the same.
B - Distance between two points A and B of a
random distribution of points in a set Λ
Let the symbol X (Λ) label a random distribution of
points over the set Λ. In this appendix, we will describe
two possible methods to introduce a notion of distance
between two points belonging to X (Λ). In both methods
presented here, we will try to define the distance between
two points A and B using only the other points of X (Λ),
which we hope will clarify the expression “measured on
the points ” used for example in section III A.
Before introducing the two aforementioned distances,
let us define what we mean with the term distance in this
appendix.
Definition 11. Let G be a set and d : G×G→ R+ be a
function. Given two points x, y ∈ G, we say that d(x, y)
is the distance between x and y if
i) d(x, y) = d(y, x) for all x, y ∈ G;
ii) for any x, y ∈ G, d(x, y) = 0 if and only if x = y;
Another name used in the literature for the function
d of the above definition is semi-metric and the couple
(G, d) is called semi-metric space.
Definition 12. Let G be a set and d : G × G → R+ be
a distance on it. If for any x, y, z ∈ G
d(x, y) + d(y, z) > d(x, z),
the distance is said metric.
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As in the previous case, the couple (G, d) has a partic-
ular name: metric space. Semi-metric spaces and metric
spaces are related by the following interesting theorem
[15].
Theorem 4. Let (G, d) be a semi-metric space. Assume
that, for any a ∈ G and any k ∈ R+ there exists r ∈ R+
such that, given any point b ∈ G for which d(a, b) > k,
then
d(a, c) + d(b, c) > r
holds for any c ∈ G. Then (G, d) is homeomorphic to a
metric space.
Hence if the conditions of this theorem are fulfilled,
then there exist a continuous function between the origi-
nal semi-metric and some metric space that has a contin-
uous inverse function (i.e. an homeomorphism). Loosely
speaking, the distance in a the semi-metric space can be
“distorted” into a distance over a metric space.
The first distance on X (Λ) we introduce will be called
nearest neighbourhood distance, or NNG-distance for
short. Let us assume that (Λ, h) is a metric space. Let
A, B and C be points in X (Λ), thus they are also points
in Λ. In order to define the NNG distance between two
points in X (Λ) we need to introduce a selection proce-
dure which we will use to understand which is, given a
point A, its closest point in X (Λ) (see figure 5). This
selection procedure makes explicitly use of the underly-
ing metric structure of Λ. In particular, if A ∈ X (Λ), its
closest point is the point B ∈ X (Λ) which minimises the
distance h(x,A) for all x ∈ X (Λ)/{A}. In symbols, the
closest point to A in X (Λ) can be defined as
Cl(A|X (Λ)) := {x ∈ X (Λ) | min
y∈X (Λ)/{A}
h(y,A) = h(x,A)}.
The idea behind the NNG-distance of two points A and
FIG. 5. The selection procedure for the NNG-distance in sim-
ple the case of 3 points. In this case C = Cl(A|X (Λ)) where
X (Λ) = {A,B,C}. Note that it depends on the underlying
metric structure (euclidean in this case).
B is to count the number of points that we need to find
to arrive in B, excluding all the previous closest points
we found. Let us explain better this idea. Starting from
A, the closet point is x1 = Cl(A|X (Λ)). Clearly if x1
is the closest point of A, then also the converse is true,
i.e. A = Cl(x1|X (Λ)), and clearly we never reach the
point B by iterating this procedure. The simplest way
out is to look for the closest point to x1 excluding A,
i.e. x2 = Cl(x1|X (Λ)/{A}). By repeating this proce-
dure till we do reach point B, we select a collection of
points D(A,B) := {x1, · · · , xM = B} (the generic point
of this collection is xi = Cl(xi−1|X (Λ))/{xi−2, · · · , x1})
and we call δ(A,B) the number of points in this collec-
tion, i.e. δ(A,B) = |D(A,B)|. However the function δ
is not symmetric under the exchange of its arguments in
general (see figure 6 for an example). However, it is a
FIG. 6. An example of NNG-distance. In this case d1(A,B) =
7. Note that δ(A,B) = 6 (yellow line) and δ(B,A) = 8 (violet
line), showing that δ is not symmetric in general.
known fact that any non-symmetric function can be al-
ways be symmetrised. We define the NNG-distance as a
symmetrised version of δ.
Definition 13. Let A,B ∈ X (Λ) be two points. The
NNG-distance between A and B is defined as
d1(A,B) =
δ(A,B) + δ(B,A)
2
.
In general, d1 is not a metric distance. Note that in the
above explanation for the construction of this distance,
we did not consider the case of possible ambiguities in
the selection procedure, namely the possibility to have
two points with the same distance. In this case, one
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may go on with the selection procedure using one of the
two points for each ambiguity, which means constructing
two (different in general) collections of points D(A,B),
and define the NNG-distance using the inferior of the
two δ(A,B) obtained with respect to the two collections.
To conclude the discussion about the NNG-distance, we
give some physical motivation regarding this definition.
First, the collection of points {x1, · · · , xM} can be seen
as the number of particles of a (stochastic or quantum)
ruler measuring the distance between A and B. Given
that, d1(A,B) can be seen as the distance covered by a
particle, which can jump from one point to its closest in
a fixed amount of time (i.e. with constant speed), from
the point A to reach the point B and then come back in
A. This resembles the radar method used in special and
general relativity to define distances.
Let us now introduce the second distance on X (Λ)
which will be called triangular distance, or T-distance
for short. We have seen that the NNG-distance strongly
depends on the underlying metric structure of Λ. The
T-distance is an attempt to reduce this dependence.
The idea is schematically explained in figure 7. The T-
FIG. 7. An example of T-distance. In this case d2(A,B) =
6. Note that the T-distance is symmetric. The collection of
points X (Λ), A and B are the same used in figure 6.
distance can be obtained as follows. Given the distribu-
tion of point X (Λ), construct all the triangles, whose ver-
tices are the points in X (Λ) which do not have any point
of X (Λ) inside them. In general if Λ is a d-dimensional
space, one constructs all the d-dimensional generalisa-
tion of a triangle, namely a (d−1)-simplex. If there is an
ambiguity, i.e. from a set of points one can draw equiv-
alently two couples of triangles (we are considering the
2-D case), draw first the triangle with the smallest area,
computed via Pick’s theorem [16] to avoid the use of the
underlying space Λ. In the d-dimensional case, instead
of using the area, one considers the d-volume, which can
be computed in a background independent way using the
Ehrhart polynomial [17]. Then the T-distance is defined
as
Definition 14. Given two points A,B ∈ X (Λ), the T-
distance between A and B is defined as
d2(A,B) = {Number of triangles touched by the line AB}.
Note that d2(A,B) is automatically symmetric, hence
it is a semi-metric. However the triangular inequality
does not hold in general, as figure 8 shows. From the
FIG. 8. An example where the T-distance violates the trian-
gular inequality: d2(A,C) + d2(C,B) = 2 < d2(A,B) = 5.
physical point of view, this distance can be interpreted as
the number of particles needed to a quantum (stochastic)
ruler to measure the distance between A and B “mini-
mizing the d-volume occupied” by the reler. Indeed, the
number of triangles corresponds to the number of points
between A and B which are the vertices of the triangles as
well. Other distances which are “more background inde-
pendent” may be available (for example one can define a
distance as the smallest number of triangles constructed
as before, which link, a triangle having A as vertex, with
another triangle having B as vertex), but the discussion
of them is out of the scope of this appendix.
Remark. The distances presented here can be applied
in the 1-D case. The NNG-distance can be applied with-
out problems while for the T -distance we recall that a
0-simplex is simply a point (thus d2(A,B) is just the
numbers of points between A and B).
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C - Measure-theoretic conditional probability and
conditional expectation
In this appendix, a concise explanation of the notion of
conditional expectation (and so conditional probability)
in a measure-theoretic setting is given. The discussion
done here is based on Sec. 2.3 of [18] and on Ch. 5
of [19], which are the main references for the interested
reader. A more coincised exposition of the topic can be
found in Sec. 2.7 of [13].
In order to introduce the notion of conditional expec-
tation starting from elementary probability, consider the
following elementary definition.
Definition 15. Let us consider a probability space
(Ω, E , P ) and let B ∈ E be such that P (E) > 0. For
any A ∈ E, the conditional probability of A given B is
given by
P (A|B) := P (A ∩B)
P (B)
.
It is not difficult to see that, for a given B ∈ E , the map
P (·|B) : A 7→ P (A|B) is again a probability measure:
this fact allows to interpret P (A|B) as the probability
that the event A occurs given the fact that the event B
has already occurred. Now, suppose we have a collection
of sets {Bi}i∈I , elements of E , which are mutually disjoint
Bi ∩ Bj = {∅} for any i, j ∈ I. The smallest σ-algebra,
say E0, which contains all these sets is called σ-algebra
generated by {Bi}i∈I . In symbols, we will write E0 =
σ({Bi}i∈I). We can generalise the notion of conditional
expectation given a set (i.e. an event) in the following
way.
Definition 16. Let (Ω, E , P ) be a probability space and
let {Bi}i∈I be a family of mutually disjoint subsets of
Ω. Assume that for any i ∈ I, P (Bi) > 0. Let E0 =
σ({Bi}i∈I). For any A ∈ E, the conditional probability
of A given E0 is defined to be the random variable
P (A|E0)(ω) = P (A|Bi)
for ω ∈ Bi ∈ E0.
We want to stress that the conditional probability with
respect to a σ-algebra is a random variable and not a
number, as in the initial case of conditional probabil-
ity with respect to an event. The conditional probabil-
ity with respect to a given σ-algebra has two important
properties. First, by construction P (·|E0) is measurable
with respect to E0. In addition we also have the following
proposition.
Proposition 2. Let (Ω, E , P ) be a probability space and
take a family of mutually disjoint sets {Bi}i∈I all belong-
ing to E. Let P (·|E0)(ω) be the conditional expectation
given E0 = σ({Bi}i∈I), then∫
B
P (A|E0)(ω)P (dω) =
∫
B
χA(ω)P (dω)
for all B ∈ E0.
Proof. Assume B = Bi for some Bi of the family of set
generating the σ-algebra E0. In this case we can write∫
Bi
P (A|E0)(ω)P (dω) = P (A|Bi)
∫
Bi
P (dω)
=
P (A ∩Bi)
P (Bi)
P (Bi)
=
∫
Ω
χA∩Bi(ω)P (dω)
=
∫
Bi
χA(ω)P (dω).
For a generic B ∈ E0 the result holds by additivity of the
integral. Indeed a generic element of E0, if it is not an
element of the family, is always the union of two or more
elements of the family. This concludes the proof.
The reason why these two properties of P (·|E0) are
interesting, is because they completely characterise the
conditional expectation in a measure-theoretic sense, as
the following proposition shows.
Proposition 3. Let (Ω, E , P ) be a probability space and
take a family of mutually disjoint sets {Bi}i∈I all be-
longing to E. Let E0 = σ({Bi}i∈I) and A ∈ E an event.
Assume that there exists a random variable fA : Ω → R
on this probability space such that:
i) f is measurable with respect to E0;
ii) for any B ∈ E0, the following∫
B
fAP (dω) =
∫
B
χAP (dω)
holds.
Then fA(ω) = P (A|E0)(ω).
Proof. Because E0 is generated by {Bi}i∈I and fA is mea-
surable with respect to it, then f is constant on each Bi.
Then, for every ω ∈ Bi, the second requirement implies
fA(ω) = fA(ω)
∫
Bi
P (dω)∫
Bi
P (dω)
=
1
P (Bi)
∫
Bi
fA(ω)P (dω)
=
1
P (Bi)
∫
Bi
χA(ω)P (dω)
=
1
P (Bi)
∫
Bi∩A
P (dω) = P (A|Bi)
which concludes the proof.
At this point, it is quite natural to define the condi-
tional expectation with respect to an event, as the or-
dinary expectation value with respect to the conditional
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probability with respect to this event. In particular, as-
sume that B ∈ E , then we can define
E[f |B] =
∫
Ω
f(ω)P (dω|B)
=
∫
Ω
f(ω)
P (dω ∩B)
P (B)
=
1
P (B)
∫
B
f(ω)P (dω).
Then, we can generalise this conditional expectation to
the case of a σ-algebra generated by a family {Bi}i∈I .
If E0 = σ({Bi}i∈I), using the definition stated above for
E[f |B], we define the random variable
E[f |E0](ω) = E[f |Bi]
for ω ∈ Bi. By the proposition 3, one can easily conclude
that
i) E[f |E0] is measurable with respect to E0;
ii) for any B ∈ E0, then∫
B
E[f |E0](ω)P (dω) =
∫
B
f(ω)P (dω).
These two properties completely characterise the condi-
tional expectation with respect to E0. The arguments
presented till here should justify the following definition.
Definition 17. Let (Ω, E , P ) be a probability space and
let F be a sub-σ-algebra of E, namely F ⊂ E. Consider
a random variable X : Ω → R, which is integrable, i.e.
X ∈ L1(Ω, P ). The conditional expectation of X with
respect to F , E[X|F ] is the random variable such that
i) E[X|F ] is measurable with respect to F ;
ii) for any B ∈ F , then∫
B
E[X|F ]P (dω) =
∫
B
XP (dω).
Note that F is a generic sub-σ-algebra without any
reference to a family of sets. The existence of E[X|F ]
is ensured by the Radon-Nikodym theorem and so it is
unique up to P -null sets. Given the conditional expecta-
tion, the conditional probability can be simply defined as
the conditional expectation of the characteristic function
of an event, namely
P (A|F) := E[χA|F ].
It is not difficult to see that the particular cases presented
in the beginning to justify the definition 17 are contained
in E[X|F ]. This general definition allows to define the
conditional expectation of a random variable with respect
to the other.
Definition 18. Given a probability space (Ω, E , P ) a
measurable space (F,F) and a random variable Y : Ω→
F , consider the family of set {Y −1(B)}B∈F , and call
σ(Y ) := σ({Y −1(B)}B∈F ). The conditional expectation
of another random variable X with respect to Y , E[X|Y ],
is defined as
E[X|Y ] := E[X|σ(Y )].
From this conditional expectation we can clearly ob-
tain the conditional probability PY (A) = P (A|Y ) setting
X = χA, where A is an event. In the next proposition
we will list without proof some of the basic properties of
the conditional expectation.
Proposition 4. Let (Ω, E , P ) be a probability space,
X,Y ∈ L1(Ω, P ) integrable random variables on it and
F ,G ⊂ E sub-σ-algebras. Then, up to P -null sets:
i) E[XY |F ] = XE[Y |F ], when X is F-integrable;
ii) E[E[X|F ]] = E[X], which is called law of total ex-
pectation;
iii) E[E[X|F ]|G] = E[X|G], when F ⊂ G.
Note that ii) is just a particular case of iii) when G is
the trivial σ-algebra. Finally, to conclude this appendix,
we want to derive the usual formula for the conditional
probability density, i.e.
ρX|Y=y(x) =
ρX,Y (x, y)
ρY (y)
, (36)
starting from the given measure-theoretic definition of
conditional expectation. In order to do that, we need to
introduce the notion of regular conditional probability.
Definition 19. Let (Ω, E , P ) be a probability space,
(F,F) a measurable space and Y : Ω→ F a random vari-
able. A probability kernel is a function ρ : F ×E → [0, 1]
such that
i) the map y 7→ ρ(y,A) is a measurable function on
(F,F), for any fixed A ∈ E;
ii) for any A ∈ E, the map A 7→ ρ(y,A) is a probability
measure on (Ω, E), for any fixed y ∈ F .
A probability kernel is said to be a regular conditional
probability if in addition
P (A ∩ Y −1(B)) =
∫
B
ρ(y,A)(P ◦ Y −1)(dy). (37)
Probability spaces, where all conditional probabilities
are regular for any random variable, are said to have the
regular conditional probability property. Let us explain
the definition above to have a better understanding of
the meaning of regular conditional probability. We recall
that P ◦ Y −1 is nothing but the image of the probability
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measure on (F,F) via Y , namely the probability distri-
bution of Y . Thus we can rewrite (37) as
P (A ∩ Y −1(B)) =
∫
B
ρ(y,A)µY (dy).
Written in this way, this formula can be seen as the “con-
tinuous version” of the Bayes formula (more generally the
Bayes formula can be seen as the discrete case of the law
of total expectation seen in the proposition 4). This sug-
gests the following: ρ(y,A) = P (A|Y = y). In order
to make this statement rigorous we need some regularity
condition on the measurable space (F,F).
Theorem 5. Let (Ω, E , P ) be a probability space and let
(F,F) and (G,G) be two measurable spaces. Assume that
(G,G) is also a Borel space. Consider two random vari-
ables Y : Ω → F and X : Ω → G. Then there exists a
probability kernel ρ : G×F → [0, 1] such that
P (X ∈ A|Y = y) = ρ(y,A) P − a.s.
for A ∈ G, which means that it is a regular conditional
probability. ρ is unique up to P ◦ Y −1-null sets.
At this point, the disintegration theorem [19] ensures
that we can compute the conditional expectation using
the measure ρ(y,A).
Theorem 6. Let (Ω, E , P ) be a probability space, (F,F)
and (G,G) be two measurable spaces and X : Ω → G a
random variable. Assume that (F,F) and (G,G) are such
that the probability kernel ρ : G× F → [0, 1] is a regular
conditional probability. Consider a random variable Y :
Ω → G and set T = σ(Y ) ⊂ G. If Z : Ω → F × G is
a E-measurable function such that E[|Z(X,Y )|] < +∞,
then
E[Z(X,Y )|T ] = E[Z(X,Y )|Y ]
=
∫
F
Z(x, Y )ρ(Y, dx) P − a.s.
This theorem ensures that, under suitable conditions,
we can use a regular probability measure to compute the
conditional expectation, as the previous discussion sug-
gested. Now we are ready to derive the conditional prob-
ability density formula (36). As always, given a proba-
bility space (Ω, E , P ) and two measurable spaces (F,F)
and (G,G) on which the random variables X and Y take
values , respectively. Assume that we can define a regular
probability measure ρ(x,A) and that:
i) ρ(y,A) can be written as ρ(y,A) =
∫
A
µ(y, x)dx;
ii) [P ◦ Y −1](B) admits density ρY (y) with respect to
the Lebesgue measure;
iii) [P ◦ (X−1, Y −1)](C,B) admits density ρX,Y (x, y)
with respect to the Lebesgue measure.
Then, theorem 6 ensures that we can compute the con-
ditional expectation using ρ. Choose A as the event
X−1(C) := {X ∈ C}. By definition we can write
P (X−1(C) ∩ Y −1(B)) =
∫
B
∫
C
µ(y, x)ρY (y)dxdy
on the other hand, if we choose A as the event {X ∈ C},
we can write
P (X−1(C) ∩ Y −1(B)) =
∫
C×B
ρX,Y (x, y)dxdy.
Therefore, we may conclude that up to dxdy-null sets
ρX,Y (x, y) = µ(x, y)ρY (y)
namely that µ(x, y) = ρX|Y=y(x) as claimed above.
[1] Luca Curcuraci. On non-commutativity in quantum
theory (i): from classical to quantum probability.
arXiv:1803.04913 [quant-ph], 2018.
[2] Andrei Y Khrennikov. Contextual approach to quantum
formalism, volume 160. Springer Science & Business Me-
dia, 2009.
[3] Luca Curcuraci. On non-commutativity in quantum the-
ory (iii): determinantal point process and non-relativistic
quantum mechanics. arXiv:1803.04921 [quant-ph], 2018.
[4] DB Fairlie. The formulation of quantum mechanics in
terms of phase space functions. In Mathematical Proceed-
ings of the Cambridge Philosophical Society, volume 60,
pages 581–586. Cambridge University Press, 1964.
[5] George A Baker Jr. Formulation of quantum mechanics
based on the quasi-probability distribution induced on
phase space. Physical Review, 109(6):2198, 1958.
[6] Mario Bunge. The so-called fourth indeterminacy re-
lation. Canadian journal of physics, 48(11):1410–1411,
1970.
[7] Zhi-Yong Wang and Cai-Dong Xiong. How to introduce
time operator. Annals of Physics, 322(10):2304–2314,
2007.
[8] Valter Moretti. Spectral theory and quantum mechan-
ics: with an introduction to the algebraic formulation.
Springer Science & Business Media, 2013.
[9] Joseph Rudnick and George Gaspari. Elements of the
random walk: an introduction for advanced students and
researchers. Cambridge University Press, 2004.
[10] Bernt Oksendal. Stochastic differential equations: an in-
troduction with applications. Springer Science & Business
Media, 2013.
[11] Andrei Yu Khrennikov. Interference in the classical prob-
abilistic model and its representation in complex hilbert
space. Physica E: Low-dimensional Systems and Nanos-
tructures, 29(1-2):226–236, 2005.
[12] Hans Maassen and Jos BM Uffink. Generalized en-
31
tropic uncertainty relations. Physical Review Letters,
60(12):1103, 1988.
[13] Fima C Klebaner. Introduction to stochastic calculus with
applications. World Scientific Publishing Co Inc, 2005.
[14] Gero Friesecke and Mario Koppen. On the ehrenfest the-
orem of quantum mechanics. Journal of Mathematical
Physics, 50(8):082102, 2009.
[15] Wallace Alvin Wilson. On semi-metric spaces. American
Journal of Mathematics, 53(2):361–373, 1931.
[16] Georg Pick. Geometrisches zur zahlenlehre. Sitzenber.
Lotos (Prague), 19:311–319, 1899.
[17] Eugene Ehrhart. Geometrie diophantienne-sur les polye-
dres rationnels homothetiques an dimensions. Comptes
Rendus Hebdomadaires Des Seances De L Academie Des
Sciences, 254(4):616, 1962.
[18] Stanley P Gudder. Stochastic methods in quantum me-
chanics. Courier Corporation, 2014.
[19] Olav Kallenberg. Foundations of modern probability.
Springer Science & Business Media, 2006.
