Optimal designs for generalized linear models require a prior knowledge of the regression parameters. At certain values of the parameters we propose particular assumptions which allow to derive a locally optimal design for a model without intercept from a locally optimal design for the corresponding model with intercept and vice versa. Applications to Poisson and logistic models and Extensions to nonlinear models are provided.
Introduction
The generalized linear model, GLM, is a generalization of the ordinary linear regression which allows continuous or discrete observations from one-parameter exponential family distributions to be combined with explanatory variables (factors) via proper link functions (Nelder and Wedderburn (1972) ). In GLM framework logistic, probit, Poisson and gamma models are included besides others (McCullagh and Nelder (1989) and Dobson and Barnett (2018) ). Therefore, wide applications deal with GLMs such as social and educational sciences, clinical trials, insurance and industry.
The information matrix for a GLM depends on the model parameters. Locally optimal designs under GLMs are derived at a certain value of the parameters (Khuri et al. (2006) , Atkinson and Woods (2015) ). A possible procedure to overcome the complexity in deriving a locally optimal design for GLMs without intercept is to make use of an available locally optimal design for GLMs with intercept and vice versa. This procedure was suggested in Heiligers and Hilgers (2003) to investigate the relation between optimal designs for mixture and for component amount models. Their result was extended under linear models in Li et al. (2005) to derive a D-optimal design for a non-intercept linear model from that for a linear model with intercept. In contrast, Zhang and Wong (2013) provided specific conditions to derive D-and A-optimals for component amount models (with intercept) from analogous optimal designs for the corresponding mixture models (without intercept). In this paper we generalize their approaches for GLMs under D-and A-criteria and we introduce a more transparent proof based on The General Equivalence Theorem. This paper is organized as follows. In Section 2, the models and design optimality criteria are introduced. In Section 3, we present the main results followed by applications to Poisson and logistic models in Section 4. Further extensions are given in Section 5.
Models and designs
Let Y px 1 q, ..., Y px n q be independent response variables at n experimental conditions x 1 , . . . , x n which come from an experimental region X Ď R ν , ν ě 1, i.e., x i P X , i " 1, . . . , n. Under generalized linear models with the vector of model parameters β P R p each observation Y px i q belongs to a one-parameter exponential family distribution with expected mean EpY px i q, βq " µpx i , βq and variance varpY px i q, βq " apφqV pµpx i , βqq where V pµpx i , βqq is a mean-variance function and φ is a dispersion parameter (see McCullagh and Nelder (1989) , Section 2.2.2). Let f pxq : X Ñ R p be a p-dimensional regression function written as f pxq " pf 1 pxq, . . . , f p pxqq T . To assure estimability of the parameters the components f 1 pxq, . . . , f p pxq are assumed to be real-valued continuous linearly independent functions on X . The expected mean µpx i , βq is related to a linear predictor ηpx i , βq " f T px i qβ via a one-to-one and differentiable link function g, i.e., ηpx i , βq " gpµpx i , βqq, i " 1, . . . , n. We can define the intensity function for each point x i P X as
which is positive and depends on the value of linear predictor f T px i qβ (Atkinson and Woods (2015) ). The Fisher information matrix for a GLM can be given in the form M px i , βq " upx i , βq f px i q f T px i q for all i " 1, . . . , n (see Fedorov and Leonov (2013) , Subsection 1.3.2). Define the function f β px i q " u 1 2 px i , βqf px i q then the Fisher information matrix may rewrite as M px i , βq " f β px i qf T β px i q for each i " 1, . . . , n. The latter form is appropriate for other nonlinear models and will appear frequently in the paper. For the whole experimental conditions x 1 , . . . , x n the Fisher information matrix can be obtained by M px 1 , . . . , x n , βq "
In this article, we focus on approximate designs ξ defined on the experimental region X with finite and mutually distinct support points x 1 , x 2 , . . . , x r and the corresponding weights ω 1 , ω 2 , . . . , ω r ą 0 such that ř r i"1 ω i " 1 ( see Silvey (1980) , p.15). The set supppξq " tx 1 , x 2 , . . . , x r u is called the support of ξ. The information matrix of a design ξ at a parameter point β is defined by
Optimal designs derived under specific optimality criteria. Throughout, we restrict to the common D-and A-criteria. Denote by "det" and "tr" the determinant and the trace of a matrix, respectively. A design ξ˚is called locally D-optimal (at β) if it minimizes det`M´1pξ, βq˘over all designs ξ whose information matrix (at β) is nonsingular. Similarly, a design ξ˚is called locally A-optimal (at β) if it minimizes tr`M´1pξ, βq˘over all designs ξ whose information matrix (at β) is nonsingular. The General Equivalence Theorem can be used to investigate the optimality of a design with respect to D-criterion and A-criterion (see Silvey (1980), p.40, p.48 and p.54) . Let β be a given parameter point and let ξ˚be a design with nonsingular information matrix M pξ˚, βq. The design ξ˚is locally D-optimal (at β) if and only if upx, βqf T pxqM´1pξ˚, βqf pxq ď p for all x P X .
3)
The design ξ˚is locally A-optimal (at β) if and only if
Remark. 
Main results
In the following we distinguish between the model with an explicit intercept M, say and the corresponding model without an explicit intercept Ă M, say. We modify our notations and thus these models; Ă M and M are (with out loss of generality) characterized in the following.
Denote the intensity function byũpx,βq and letũ 0 "ũp0,βq. Here we assume there is no constant (intercept) term explicitly involved in the present model, i.e., none of the regression components of the ν real-valued function f pxq is constant equal to 1. Denote fβpxq "ũ 
The corresponding model M is defined by including the constant 1 and the intercept parameter β 0 into the linear predictor of the generalized linear model as in the following.
Denote the intensity function by upx, βq and let u 0 " up0, βq. Denote
Define Ξ 0 to be the set of all designs on X for model M such that 0 P supppξq and there exist a constant vector c such that c T f pxq " 1 for all x P supppξqzt0u, i.e., Ξ 0 " ξ : ξ on X with 0 P supppξq and
Then the information matrix of ξ P Ξ 0 under model M reads as
In the following we give sufficient conditions under which the locally D-resp. A-optimal design at a parameter pointβ for model Ă M can be obtained from the locally D-resp. Aoptimal design from Ξ 0 at a parameter point β " pβ 0 ,β T q T for the corresponding model M by simply removing the origin point from its support points and renormalizing the weights of the remaining support points and vice versa. To this end, for a design ξ P Ξ 0 define ξ´0 on r X Ď X to be the conditional measure of ξ given x ‰ 0. So we get supppξq " supppξ´0qYt0u. Let ξ 0 denotes the one point design supported by the origin point 0, then we can write ξ " ω ξ 0`p 1´ωq ξ´0. Assume that for a given parameter point β " pβ 0 ,β T q T we have upx, βq "ũpx,βq which yields f β pxq " fβpxq and M pξ, βq " M pξ,βq with u 0 "ũ 0 . In particular, let fβp0q " 0 then we find 
Note that the submatrixM pξ´0,βq is the information matrix of ξ´0 for model Ă M. Furthermore, m 1,1 pξ,βq " ωũ 0`r m˝pξ´0,βq where r m˝pξ´0,βq " ş r Xũ px,βq ξ´0pdxq. Since there exist a constant vector c such that c T f pxq " 1 for all x P supppξqzt0u, it is straightforward to verify the following c Tm pξ´0,βq " r m˝pξ´0,βq andM´1pξ´0,βqmpξ´0,βq " c thus m T pξ´0,βqM´1pξ´0,βqmpξ´0,βq " r m˝pξ´0,βq.
As a result we get
M´1pξ,βq "¨1 T be given such that upx, βq "ũpx,βq for all x P r X Ď X and fβp0q " 0. Then the design ξi s locally D-optimal (at β) if it assigns weight ω " pν`1q´1 to the origin 0.
Proof. Under the assumptions given in the lemma we obtain M´1pξ˚,βq from (3.1). Then the sensitivity function obtained from condition (2.3) of The Equivalence Theorem is given by
Since fβp0q " 0 we have ψp0, ξ˚q "ũ 0`ωũ0˘´1 and according to Remark 2 ξ˚is locally D-optimal ifũ 0`ωũ0˘´1 " ν`1 which holds true if ω " pν`1q´1.
Theorem 3.1. Consider design ξ˚P Ξ 0 for model M. Let the design ξ˚0 on r X be the conditional measure of ξ˚given x ‰ 0. Let a parameter point β " pβ 0 ,β T q T be given such that upx, βq "ũpx,βq for all x P r X . Assume that r X Ď X and fβp0q " 0. Let ξ˚" p1{pν`1qq ξ 0`p ν{pν`1qq ξ˚0.
then ξ˚is locally D-optimal (at β) for model M.
Proof. Ad (1) Let ξ˚" p1{pν`1qq ξ 0`p ν{pν`1qq ξ˚0 P Ξ 0 be locally D-optimal (at β) on X for model M. We want to proof that ξ˚0 on r X is locally D-optimal (atβ) for model Ă M.
By condition (2.3) of The Equivalence Theorem we guarantee at β " pβ 0 ,β
where, at β " pβ 0 ,β T q T , upx, βq "ũpx,βq and f β pxq " fβpxq for all x P r X with r X Ď X . So M´1`ξ˚, β˘" M´1`ξ˚,β˘which is given by (3.1) with ω " 1{pν`1q. Then inequality (3.3) is equivalent to
Elementary computations show that the above inequality is equivalent to
and so ξ˚0 is locally D-optimal (atβ) by condition (2.3) of The Equivalence Theorem. Ad (2) Let ξ˚0 on r X is locally D-optimal (atβ) for model Ă M. Under the assumptions stated in the theorem, to show that ξ˚from Ξ 0 on X is locally D-optimal (at β) for model M we investigate condition (2.3) of The Equivalence Theorem which is given above by (3.3) and is also equivalent to (3.4) at β. Hence, (3.4) holds true by condition (3.2). Of course, because ξ˚0 is locally D-optimal inequality (3.2) becomes an equality at each design point of ξ˚0 which surely is a design point of ξ˚and since ω " 1{pν`1q the equality also holds at the origin point 0.
Next we introduce analogous result for the A-optimality. As tr`cc T˘" c T c we obtain from (3.1) tr`M´1pξ,βq˘" 1 u 0˜a c T c`1`btr`M´1pξ´0,βq˘¸2.
(3.5)
Also from (3.1) we get M´2pξ,βq "¨c
given such that upx, βq "ũpx,βq for all x P r X Ď X and fβp0q " 0. Denote r τ " tr`M´1pξ˚0,βq˘. Then the design ξ˚is locally A-optimal (at β) if it assigns weight ω, below, to the origin 0;
Proof. Under the assumptions given in the lemma we obtain M´2pξ˚,βq from (3.6). Then the sensitivity function obtained from condition (2.4) of The Equivalence Theorem is given by
Since fβp0q " 0 we have ψp0, ξ˚q "ũ 0 pc T c`1q`ωũ 0˘´2 and according to Remark 2 ξ˚is locally A-optimal ifũ 0 pc T c`1q`ωũ 0˘´2 " trpM´1pξ˚,βqq which holds true if ω "
By (3.5) we get ω " ?
Theorem 3.2. Consider the assumptions and notations of Theorem 3.1 with r τ " tr`M´1pξ˚0,βq˘. Let
Denote the following equations
Then (1) If ξ˚is locally A-optimal (at β) for model M and
then ξ˚is locally A-optimal (at β) for model M.
Proof. Ad (1) Let ξ˚" p ?
c T c`1`?ũ0 r τ q ξ˚0 P Ξ 0 on X be locally Aoptimal (at β) for model M. We want to proof that ξ˚0 on r X is locally A-optimal (atβ) for model Ă M. Then condition (2.4) of The Equivalence Theorem guarantees at β " pβ 0 ,β M´1pξ˚,βq˘, (3.8) where, at β " pβ 0 ,β T q T , upx, βq "ũpx,βq and f β pxq " fβpxq for all x P r X with r X Ď X . So M´2`ξ˚, β˘" M´2`ξ˚,β˘which is given by (3.6) with ω " p ?
and together with (3.5) it is straightforward to see that (3.8) is equivalent to
Since T 1 px,βq ě 0 for all x P r X , (3.9) is equivalent to
and so ξ˚0 is locally A-optimal (atβ) by condition (2.4) of The Equivalence Theorem. Ad (2) Let ξ˚0 on r X is locally A-optimal (atβ) for model Ă M. Under the assumptions stated in the theorem to show that ξ˚from Ξ 0 on X is locally A-optimal (at β) for model M we investigate condition (2.4) of The Equivalence Theorem which is given above by (3.8) and is also equivalent to (3.9) at β for all x P X . Hence, it is straightforward to see that (3.9) for all x P X holds true by condition (3.7). Of course, because ξ˚0 is locally A-optimal and T 2 px,βq " 0 for all x P supppξ˚0q inequality (3.7) becomes an equality at each design point of ξ˚0 which surely is a design point of ξ˚. Since ω " p ? c T c`1q{p ? c T c`1`?ũ 0 r τ q and T 2 p0,βq " 0 the equality also holds at the origin point 0.
Remark. The results of this section might be viewed as a generalization of the results of both Li et al. (2005) and Zhang and Wong (2013) that were derived under linear models, i.e., when the intensities are constants equal to 1.
Remark.
A design with minimal support, i.e., the support size equals the dimension of f (r " p) is called a saturated design. In fact, the assumption c T f pxq " 1 for all x P supppξ˚qzt0u is equivalent to that f pxq for all x P supppξ˚0q lies on a hyperplane. Thus every saturated design for generalized linear models without intercept satisfies that assumption. Moreover, the assumption c T f pxq " 1 for all x P r X is satisfied when r X is given by the pν´1q-dimensional unit simplex, i.e., r X " tx " px 1 , . . . ,
In such a case the mixture constraint of r X which is given by
T .
Applications

Poisson models
We consider a first order Poisson model with f pxq " p1, x T q T . The intensity functions under M and Ă M are given by upx, βq " exppβ 0`x Tβ q andũpx,βq " exppx Tβ q, respectively. It is noted that upx, βq factorizes; i.e., upx, βq " exppβ 0 qũpx,βq. Therefore, M pξ, βq " exppβ 0 qM pξ,βq for any given parameter point β " pβ 0 ,β T q T . That means the design ξ is independent of β 0 and hence, locally optimal designs for a Poisson model with intercept is governed byũpx,βq. Similar situation holds under the Rasch Poisson-Gamma counts model (Graßhoff et al. (2013) ) in item response theory and the Rasch Poisson counts model (Graßhoff et al. (2018) ).
A relevant work from the literature includes the results of Russell et al. (2009) who derived a locally D-optimal saturated design ξ˚for a first order Poisson model with intercept on X " r0, 1s ν where ν ě 2 at β i "´2 p1 ď i ď νq. The support is given by x0 " p0, 0, . . . , 0q
T and the ν-dimensional unit vectors xi " e i p1 ď i ď νq with equal weights pν`1q´1. So under the assumptions of Theorem 3.1, part (1) with c " 1 ν as the ν-vector of ones, the design ξ˚0 on X is locally D-optimal at β i "´2 p1 ď i ď νq for the corresponding model without intercept.
Logistic models
Consider a first order logistic model with f pxq " p1, respectively. Note that upx, βq "ũpx,βq and M pξ, βq " M pξ,βq at β " p0,β T q T . In the literature Kabera et al. (2015) , Theorem 3.2, provided a three-point locally Doptimal saturated design ξ˚at p0,β T q T ,β P p0, 8q 2 for the two-factor logistics model on the experimental region X " r0, 8q
2 . The support is given by p0, 0q T , p0, u˚q T , pu˚, 0q
T where u˚ą 0 is the unique solution for u to the equation 2`u`2e u´u e u " 0. Hence, the assumptions of Theorem 3.1, part (1) with c " p1{u˚, 1{u˚q
T are satisfied and hence the design ξ˚0 on X is locally D-optimal (atβ) with equal weights 1{2 for the corresponding model without intercept.
See also Example 3 in Schmidt and Schwabe (2017) where product type designs are locally D-optimal at β " p0,β T q T for logistic models with intercept.
Extensions
The obtained results in Section 3 under generalized linear models might be applicable under another nonlinear models that are defined by Y pxq " hpx, βq`ε where ε is the error term.
(5.1)
In this context we define f β pxq to be the gradient vector of hpx, βq, i.e., f β pxq " ∇hpx, βq " Bhpx, βq Bβ "´B hpx, βq Bβ 1 , . . . , Bhpx, βq Bβ p¯T .
2)
The Fisher information matrix at a point x P X is given by M px, βq " f β pxqf T β pxq. Actually, nonlinear models of form (5.1) were discussed carefully in the literature (see Ford et al. (1989) , Atkinson and Haines (1996) ). Here, generally, a nonlinear model includes explicitly an intercept term if the function f β pxq includes the constant 1 (see Schwabe (1995) , Balakrishnan (2011), Rodrguez et al. (2015) , He (2018) ). In Dette et al. (2008) some doseresponse nonlinear models with intercept were listed, e.g., E max model : hpx, βq " β 0`β 1 x x`β 2 , with f β pxq "´1, x x`β 1 ,´β 1 x px`β 1 q 2¯T Exponential model : hpx, βq " β 0`β1 expp x β 2 q, with f β pxq "´1, expp x β 2 q,´β 1 x expp x β2 q β 2
2¯T
.
The above nonlinear models were also considered in Dette et al. (2010) and locally D-optimal designs on the experiential region r0, 150s were derived under zero intercept, i.e., β 0 " 0. The support is given by t0, x˚, 150u with equal weights 1{3 where x˚P p0, 150q is obtained analytically.
In analogy to the results derived under GLMs in Section 3 we denote β " pβ 0 ,β T q T and we can write the Fisher information matrix of ξ on r X under a non-intercept nonlinear model asM pξ,βq "
