Numerical simulations are used to determine the influence of the nonlocal and local interactions on the intermittency corrections in the scaling properties of three-dimensional turbulence. We show that neglect of local interactions leads to an enhanced small-scale energy spectrum and to a significantly larger number of very intense vortices ͑''tornadoes''͒ and stronger intermittency ͑e.g., wider tails in the probability distribution functions of velocity increments and greater anomalous corrections͒. On the other hand, neglect of the nonlocal interactions results in even stronger small-scale spectrum but significantly weaker intermittency. Thus, the amount of intermittency is not determined just by the mean intensity of the small scales, but it is nontrivially shaped by the nature of the scale interactions. Namely, the role of the nonlocal interactions is to generate intense vortices responsible for intermittency and the role of the local interactions is to dissipate them. Based on these observations, a new model of turbulence is proposed, in which nonlocal ͑rapid distortion theory-like͒ interactions couple large and small scale via a multiplicative process with additive noise and a turbulent viscosity models the local interactions. This model is used to derive a simple version of the Langevin equations for small-scale velocity increments. A Gaussian approximation for the large scale fields yields the Fokker-Planck equation for the probability distribution function of the velocity increments. Steady state solutions of this equation allows one to qualitatively explain the anomalous corrections and the skewness generation along scale. A crucial role is played by the correlation between the additive and the multiplicative ͑large-scale͒ process, featuring the correlation between the stretching and the vorticity.
I. INTRODUCTION
A puzzling feature of three-dimensional turbulence is the large deviations from Gaussianity observed as one probes smaller and smaller scales. These deviations are usually believed to be associated with the spatial intermittency of small-scale structures, organized into very thin and elongated intense vortices ͑''tornadoes''͒. [1] [2] [3] They are responsible for anomalous corrections to the normal scaling behavior of structure functions associated with the Kolmogorov 1941 4 ͑K41͒ picture of turbulence. In this picture, energycontaining structures ͑the so-called ''eddies''͒ at a given scale interact with other eddies of smaller but comparable size to transfer energy at a constant rate down to the dissipative scale. A simple prediction of this local picture of turbulence is the famous k Ϫ5/3 energy spectrum, which has been observed in numerous high Reynolds number experimental data and numerical simulations. The local theory of turbulence further leads to the prediction that the nth moment of a velocity increment ␦u l ϭu(xϩl )Ϫu(x) over a distance l should scale like l n/3 . This behavior has never been observed in turbulent flows, and it is now widely admitted that anomalous corrections exist at any finite Reynolds number.
Various scenarios have so far been proposed to explain and compute the anomalous corrections. To mention but a few: spatial intermittency of the energy dissipation, 5 multifractal scaling, 6 large deviations of multiplicative cascades, 7 extremum principle, 8 zero modes of differential operators, 9 scale covariance. These approaches all try to model the breakdown of the exact local scale invariance underlying the Kolmogorov 1941 picture. In a recent study of finite size effects, Dubrulle 10 showed that some properties of the structure functions ͑nonpower law behavior, nonlinear exponents, etc.͒ could be explained within a framework in which finite size cutoff plays a central role, and are felt throughout the socalled ''inertial range.'' Such finding is in clear contradiction with the ''local'' K41 theory, in which eddies in the inertial range are insensitive to the UV and IR end of the energy spectrum, and only interact with their neighbors ͑in the scale space͒ via ''local'' interactions ͑involving triads of comparable size͒. This observation motivated us to consider a new scenario for turbulence, in which anomalous corrections and deviations from Gaussianity are the results of nonlocal interactions between energy-containing structures. By nonlocal interactions, we mean interactions between well-separated scales ͑or highly elongated wave number triads͒. A numeri-cal analysis on the role of the different triadic interactions in the energy cascade have previously been done by Brasseur et al. 11 and Domaradzki et al. 12 We have recently demonstrated via high-resolution numerical simulations that in twodimensional ͑2-D͒ turbulence, the small-scale dynamics is essentially governed by their nonlocal interactions with the large scales. 13, 14 This feature seems natural in view of the large-scale condensation of vortices. 15 As a result, the weak small scales are more influenced by the strong large-scale advection and shearing than by mutual interactions between themselves. This makes nonlocal interactions the dominant process at small scales.
2-D turbulence is very special, because there is no vortex stretching. As a result, there is no increase of vorticity toward smaller scales as is observed in 3-D turbulence. A quantitative feature underlying this difference is the shape of the energy spectra at small scales: it is k Ϫ3 in 2-D turbulence, much steeper than k Ϫ5/3 3-D energy spectra. In fact, a simple estimate shows that the borderline between local and nonlocal behaviors is precisely this k Ϫ3 spectrum: only for energy spectra steeper than k Ϫ3 can one prove rigorously than the dominant interactions are nonlocal. It is therefore not our intention to claim that 3-D turbulence is nonlocal, and in fact we do believe that local interactions are responsible for the k Ϫ5/3 energy spectra. However, it is not unreasonable to think that evolution of the higher cumulants ͑re-sponsible for deviations from Gaussianity at large deviations͒ is more nonlocal than it is for the energy spectrum. Indeed, calculation of higher cumulants in Fourier space involves integration over larger sets of wave numbers which ͑even if close in values pairwise͒ cover a larger range of scales than in the case of lower order cumulants.
A natural tool to study the role of the nonlocal interactions is the numerical simulation, because it allows a direct check of their influence by artificial switching-off of the elongated wave number triads in the Navier-Stokes equations or, on the contrary, retaining only such triads. A limitation of this approach lies in the restricted range of Reynolds number we are able to simulate. However, a recent comparison 16 showed that anomalous corrections and intermittency effects are quite insensitive to the Reynolds number. This shows the relevance of a low Reynolds number numerical study of intermittency. This approach is detailed in Sec. II, where we examine the dynamical role of the local interactions at the small scales using a simulation in which these interactions have been removed. We show that, as compared with a full simulation of the Navier-Stokes equations, such ''nonlocal'' simulation exhibits a flatter spectrum at small scales and stronger intermittency. As a qualitative indicator of intermittency we use plots of the vortex structures whose intensity greatly exceeds the rms vorticity value ͑''tornadoes''͒ and probability distribution function ͑PDF͒ plots, whereas to quantify intermittency we measure the structure function scaling exponents. We show that the main effect of the local interactions can be approximately described by a turbulent viscosity, while the nonlocal interactions are responsible for the development of the localized intense vortices and the deviations of Gaussianity. To validate that the enhanced intermittency is not merely a result of the increased mean small-scale intensity ͑which could also be caused by some reason other than the nonlocality͒ we perform another numerical experiment in with the elongated triads were removed. Such ''local'' experiment resulted in even stronger small-scale intensity but the intermittency became clearly weaker. In Sec. III, we show how our findings can be used to provide both a qualitative estimate of the intermittency exponents, and a derivation of the Langevin equations for the velocity increments.
II. NONLOCAL INTERACTIONS IN 3-D TURBULENCE

A. The problematics
We consider the Navier-Stokes equations:
where u is the velocity, p is the pressure, is the molecular viscosity, and f is the forcing. In a typical situation, the forcing is provided by some boundary conditions ͑experiments͒ or externally fixed, e.g., by keeping a fixed low-wavenumber Fourier mode at a constant amplitude ͑numerical simulation͒. This situation typically gives rise to quasiGaussian large-scale velocity fields, while smaller-scale velocities display increasingly non-Gaussian statistics. The presence of the forcing guarantees the existence of a stationary steady state in which the total energy is constant. In the absence of forcing, the turbulence energy decays steadily, due to losses through viscous effects. However, starting from a quasi-Gaussian large-scale field, one can still observe the development of increasingly non-Gaussian small scales in the early stage of the decay. We will study the effect of the nonlocal interactions on the statistics of such non-Gaussian small scales. For this, we introduce a filter function G(x) in order to separate the large and small scales of the flow. In our numerical procedure, the filter G will be taken as a cutoff. We have checked that the results are insensitive to the choice of the filter, provided the latter decays fast enough at infinity. Using the filter, we decompose the velocity field into large scale and small scale components:
u͑x,t ͒ϭU͑ x,t ͒ϩuЈ͑ x,t ͒, ͑2͒
U͑x,t ͒ϵūϭ ͵ G͑xϪxЈ͒u͑xЈ,t ͒dxЈ.
Equations for the large scales of motion are obtained by application of the spatial filter ͑2͒ to the individual terms of the basic equations ͑1͒. They are
In these equations, we have dropped primes on subfilter components for simplicity; this means that from now on, any large-scale quantities are denoted by a capital letter, while the small-scale quantities are denoted by a lower case letter. The equation for the small-scale component is obtained by subtracting the large-scale equation from the basic equations ͑1͒; this gives
Several terms contribute to the interaction of scales: nonlocal terms, involving the product of a large scale and a small scale component, and a local term, involving two small-scale components. One way to study the dynamical effect of these contributions at small scales is to integrate numerically a set of two coupled equations, in which the local small scale interactions have been switched off at the small scales. ͑We do not switch off the local interactions at the large scales: this would hinder the cascade mechanism and prevent small scale generation from an initial large scale field.͒ This corresponds to the following set of equations:
The latter describes a forcing of the small scales by the large scales via the energy cascade mechanism. This term is always finite even when the external forcing f ͑which is always at large scales͒ is absent. The small scale equation is linear and it resembles the equations of the rapid distortion theory. 17 We shall therefore refer to this new model as the RDT model. The corresponding solution was then compared with a reference simulation performed at the same resolution, with the same initial condition. Note that this comparison is rather expensive numerically: Splitting the equations of motion between resolved and subfilter component leads to additional Fourier transforms, and increases the computational time by a factor of 3. This sets a practical limitation to the tests we could perform on our workstation. Also, an additional limitation came from the need of scale separation between the ''large'' and the ''small'' scales. This scale separation is mandatory in order to define ''nonlocal'' interactions. Their influence on anomalous scaling can be checked only if the typical small scale lies within the inertial range. For this reason, we were led to consider a situation of decaying ͑unforced͒ 3-D turbulence, with a flat energy spectrum at large scale, and an ''inertial range'' mostly concentrated at small to medium scales ͑10ϽkϽ40 for a 256 3 simulation͒. Indeed, at the resolution we could achieve, forced turbulence developed an inertial range of scale around k ϭ8, too small for the scale separation to be effective ͓see Ref. 18 for a study and discussion of this case and its relevance to large eddy simulations ͑LES͔͒. Decaying turbulence does not, by definition, achieve a statistically stationary state, with mathematically well-defined stationary probability distribution functions ͑PDFs͒. Therefore, all the PDFs were computed at a fixed time which we have chosen to be at the end of each simulation ͑at tϭ0.48͒.
B. The numerical procedure
The numerical code
Both the Navier-Stokes equation ͑1͒ and the set of RDT equations ͑6͒ were integrated with a pseudospectral code ͑see Ref. 2 for more details on the code͒. In the RDT case, a sharp cutoff in Fourier space was used to split the velocity field into large-and small-scale components in Fourier space and all nonlinear terms were computed separately in the physical space. The aliasing was removed by keeping only the 2/3 largest modes corresponding to the 85 first modes in our case. The calculations presented here were done with 256 3 Fourier modes and a viscosity of 1.5ϫ10
Ϫ3 corresponding to a Reynolds number 57ϽR Ͻ80 ͑where R is the Reynolds number based on the Taylor microscale ͒.
The simulations
The test was performed in a situation of decaying turbulence where the forcing term f i is set to zero. We performed several different simulations: a direct numerical simulation ͑DNS͒, a RDT simulation ͓Eq. ͑6͔͒, and a ''local'' experiment ͑see the end of this section͒. In all cases, the initial condition was chosen as the output of a preliminary simulation of an initially Gaussian velocity field over several turnover times. In order to allow enough energy at the large scales, the sharp cutoff filter was taken at the wave number kϭ24 corresponding to approximately five Kolmogorov scales. Because of the very low speed of the RDT simulation ͑three times more expensive than the DNS͒ the two simulations were performed between tϭ0 and tϭ0.48 corresponding to approximately 2.5 turnover times.
C. Comparison of the RDT and DNS experiments
Spectra
The comparison of spectra is shown in Fig. 1 . In the DNS case, one observes a classical evolution, in which the large scale energy decays while the inertial k Ϫ5/3 range tends to move toward smaller scales. It can be seen that the inertial range ͑characterized by the Ϫ5/3 slope͒ only marginally exists. In the RDT case, one observes a similar evolution at large scale, while a tendency toward a flatter spectrum is observed near and beyond the separating scale ͑beyond which local interactions are ignored͒. We checked that this behavior is not sensitive to the resolution.
The range of computed scales is insufficient to find a reliable value of the spectral slope in the RDT case. However, this slope can be predicted by a simple dimensional argument. This argument was presented for the 2-D case in Ref. 19 , but it is essentially the same for 3-D. Indeed, in the RDT case the small-scale equations are linear and, therefore, the energy spectrum E(k) must be linearly proportional to the energy dissipation rate, ⑀. In this case, the only extra dimensional parameter ͑in comparison with the local/ Kolmogorov case͒ is the large-scale rate of strain ␣. There is the only dimensional combination of ⑀, ␣ and wave number k that has the dimension of E(k); this gives
where C is a nondimensional constant. In our case, our resolution is too low to be able to check whether the RDT spectrum follows a k Ϫ1 law, but we clearly see the tendency to a flatter than Ϫ5/3 slope. The RDT case is reminiscent of the boundary layer in which a k Ϫ1 spectra have been observed. 20 This is not surprising because the presence of the mean shear increases the nonlocality of the scale interactions corresponding to RDT. In fact, an exact RDT analysis of the shear flow does predict formation of the k Ϫ1 spectrum. 
Structures
3-D turbulence is characterized by intense thin vortex filaments ͑''tornadoes''͒. [1] [2] [3] 22 Their radii are of order of the dissipative ͑Kolmogorov͒ scale, which in this case is determined by the balance of the large-scale straining and viscous spreading. In this respect, these vortices are similar to the classical Burgers vortex solution. Figure 2 shows a comparison of the ''tornadoes'' observed in the DNS and in the RDT, which are visualized by plotting surfaces of strong vorticity (͉͉Ͼ3.5 rms ). In both cases, thin filamentary structures are observed, but they appear to be much more numerous in the RDT case. Obviously, local interactions tend to dissipate the ''tornadoes,'' which can be interpreted as a mutual distortion and entanglement of ''tornadoes,'' preventing their further stretching by the large scales. On the macroscopic level, this can be regarded as an additional, ''turbulent,'' viscosity produced by the local interactions. This is compatible with the flattening of the energy spectrum in the RDT case, which we interpreted previously in terms of the turbulent viscosity effect. It is interesting that the Burgers vortex is essentially a linear solution because of the cylindrical shape of this vortex, which prevents the appearance of the quadratic ͑in vorticity͒ terms. Such a linearity is a typical feature of all RDT solutions. On the other hand, there is another candidate which has often been considered to be responsible for intermittency: this is a vortex reconnection process which is believed to lead to a finite time singularity formation ͑at least for inviscid fluids͒. Note that the vortex reconnection is an essentially nonlinear process in which the local scale interactions are playing an important role and cannot be ignored. Indeed, there is no finite time blow-up solutions in linear RDT. Likewise, the vorticity grows only exponentially in the Burgers vortex and it does not blow up in a finite time. From this perspective, our numerical results show that the local ͑vortex-vortex͒ interactions mostly lead to destruction of the intense vortices and prevention of their further Burgers-like ͑exponential͒ growth which has a negative effect on the intermittency. This process seems to overpower the positive effect of the local interactions on the intermittency which is related to the reconnection blow-ups. At the moment, it is not possible to say if the same is true for much higher Reynolds number flows.
Turbulent viscosity
Comparison of the DNS and RDT results for the time evolution of the total energy is shown in Fig. 3 . One clearly observes a slower decline of the total energy in the RDT case, as if there was a lower viscosity. This result is not surprising: It is well known that the influence of energy motions onto well separated large scales ͑see Refs. 23-25 for systematic expansions͒ is through an effective eddy viscosity, supplied by the ͗uu͘ term. Our result suggests that, to a first approximation, the difference between the RDT and the DNS could be removed by including an additional ''turbulent'' viscosity in the RDT simulation. For the sake of simplicity, we decided to choose an isotropic tensor, chosen as to conserve the total energy. We tried two simple viscosity prescriptions: one in which t is constant, and one ͑Fig. 4͒ in which the viscosity prescription follows the shape dictated by renormalization group theory ͑RNG͒ ͑see, e.g., Ref. 26͒:
The constants were adjusted so as to obtain a correct energy decay ͑Fig. 5͒. They are t ϭ0.0002 for the constant t prescription, and Aϭ0.02 for the other one. We elaborate more on the choice of this turbulent viscosity in Sec. III C. Yet another method we tried was to replace the neglected nonlinear term ͑interaction of small scales among themselves͒ with its mean value. Dividing this mean nonlinear term by k 2 for each k one can compute the turbulent viscosity t (k). The result is interesting: t turns out to be nearly independent of k; this provides an extra justification for the simple model in which t ϭconst. The energy spectra and energy decay obtained with this new RDT simulation are shown in Figs. 6 and 5. One sees that one now captures exactly the energy decay of the DNS.
The energy spectra become closer to the DNS result at low and intermediate k, whereas at the high k they depart from DNS indicating an overdissipation of the smallest scales. The latter is an artifact of our crude choice for the turbulent viscosity ignoring its anisotropy and possibility for it to take negative values. The turbulent viscosity also influences the anomalous corrections, as we will now show it.
PDFs and exponents
We conducted a statistical study of our velocity fields corresponding to the end of the simulations (tϭ0.48). As usual for the study of the anomalous properties of turbulence, we consider the velocity increments over a distance l, ␦u 1 ϭu͑xϩl͒Ϫu͑x͒.
͑10͒
As usual, we will deal with the longitudinal and transverse to l velocity increments, ␦u lʈ ϭ(␦u 1 •l)/l and ␦u lЌ ϭ(␦u l ϫl)/l, respectively, where lϭ͉l͉. Figures 7-9 show the probability distribution functions ͑PDFs͒ of the longitudinal increments and Figs. 10-12 the PDFs of transverse increments, for three values of l, obtained by the DNS, and our different RDT simulation ͑with and without turbulent viscosity͒. At large scale, one observes a quasi-Gaussian behavior, with the development of wider tails as one goes toward smaller, inertial scales. This widening of the PDFs is a classical signature of the anomalous scaling observed in turbulence. It can be measured by studying the scaling properties of the velocity structure functions,
͑11͒
In the inertial range, the structure function vary like l p . For low Reynolds number turbulent flows, the scaling behavior in the inertial range is very weak or undetectable because the inertial range is very short. To exemplify this point, we show in Figs. 13 and 14 the structure functions as a function of the scale separation for the longitudinal and the transverse velocity increments ͑the structure functions from the RDT simulation were shifted by a factor of 10 for the clarity of the figures͒. Given the very weak scaling of our structure functions, we may use the extended self-similarity ͑ESS͒ property, 27 which states that S p (l )ϳS 3 p/ 3 even outside the inertial range of scales. We use this property because it allows one to find the scaling exponents in a more unambiguous way. 27 The measured exponents in our DNS are shown in Fig. 15 and in Table I . In both the longitudinal and transverse cases, they are in agreement with the previously reported relative exponents 16 and they display a clear deviation from the ''nonintermittent'' value p ϭ p/3. Note that measurements in the atmospheric boundary layer seem to indicate that the transverse third-order scaling exponent is less than one. 28 We cannot check this directly in our low Reynolds number DNS, but observe that this leads to a larger difference between relative transverse and longitudinal exponents than the difference between real exponents observed by Dhruva et al. 28 and Camussi et al. 29 Corresponding quantities for the RDT simulation are shown in Fig. 15 and Table I . One sees that the RDT statistics display larger and more intermittent PDF tails for small scales, which makes the scaling exponents take smaller values corresponding to larger anomalous corrections. Again, this situation is reminiscent of the case of the boundary layer. In fact, the measured values in our simulation are remarkably similar to those reported in the atmospheric boundary layer 28 ͑after the correction taking into account the fact that we measure exponents relative to 3 ͒ or in a turbulent boundary layer. 30 They are in between the two different values measured by Toschi ͑Ref. 31͒ in and above the logarithmic layer in numerical DNS of a channel flow. A summary of these results is given in Table II . When a turbulent viscosity is added to the RDT simulation, the intermittent wings are less pronounced in the PDFs and the anomalous correction decreases ͑Table I͒, becoming similar to those observed in the DNS. This agrees with the picture in which the anomalous corrections are determined by the nonlocal interactions, while the local interactions act to restore the classical Gaussian ͑Kolmogorov-like͒ behavior. Obviously, the shape of the turbulent viscosity also influences the intermittency correction: For the transverse case, where there is no asymmetry of the PDFs, both the constant turbulent viscosity and the RNG turbulent viscosity provide intermittency corrections which are of the same level as the DNS. This is quite remarkable, since they include only one adjustable parameter, tuned as to conserve the total energy. For the longitudinal case, where an asymmetry is present, the two prescriptions give noticeably different results: As one goes toward lower scales, and as the asymmetry becomes larger between the positive and the negative increments, the PDFs computed with RDT and constant turbulent viscosity display tails which are very close to that of DNS, while the PDFs of the RDT with turbulent RNG viscosity have a tendency toward a symmetrical shape, thereby failing to reproduce the DNS behavior. This difference of behavior between the RNG and constant turbulent viscosity will be further investigated in Sec. III.
D. Comparison of the ''local'' experiment with DNS
Given the comparison of the DNS and the RDT ͑''nonlocal''͒ simulations, one could argue that the increase of the intermittency in RDT is mostly due to the increased mean intensity of the small scales ͑which is seen on the energy spectrum plot͒. A similar increase of the small-scale intensity could be produced by other means which have nothing to do with nonlocality, e.g., by reducing viscosity in DNS. Will there be stronger intermittency in all such cases too? In order to prove that it is not the case, we perform a simulation where, as the opposite of the RDT one, the nonlocal interactions at small scales were removed from the Navier-Stokes ͑NS͒ equation and only the local interactions were retained. In order to keep the local interactions which involve scales close to the cutoff scales, the velocity and the vorticity fields were split into three parts: the large scales, the medium scales near the cutoff, and the small scales. This decomposition is defined in Fourier space as follows: Using these definitions, the equation for the ''local'' simulation was the following:
where P is the projector operator defined by P i j ϭ␦ i j Ϫk i k j /k 2 . In our simulation we choose Cϭ1.2 and the same cutoff scale k c ϭ24. The results of this simulation are compared to the equivalent results from the DNS and the RDT simulation. The energy spectra are compared in Fig. 16 . This ''local'' simulation contains more energy at small scales than the DNS and even the RDT. The bump of energy near the cutoff scale k c is due to the fact that the ''local'' approximation is introduced only for scales smaller than k c . Despite the high level of energy at small scales, the solution of this ''local'' simulation is much less intermittent than the equivalent field from DNS and RDT. A comparison of the scaling exponents is shown Fig. 17 and Table I for both the longitudinal and transverse velocity increments. These results confirm the idea that intermittency is caused by the nonlocal interactions and not just by the mere presence of the small scales.
III. QUALITATIVE EXPLANATION OF THE INTERMITTENCY
Our results can be used to get a qualitative understanding of the intermittency via the scale behavior of both the PDF of the velocity increments and its moments. For this, we are going to build a new model of turbulence, mimicking the small scale nonlocal dynamics. In spirit, this amounts to an ''antishell'' model of turbulence, because, here, we retain only interactions between distant wave numbers, by contrast with the ordinary shell model [32] [33] [34] which theoretically only retains local interactions. In this context, it is interesting to note that the ordinary shell model requires a certain degree of nonlocality between modes so as to generate intermittency: It can indeed be proven that the intermittency correction disappears when the separation between two consecutive shell tends to zero. 35 Another known pitfall of the shell model is its incapacity to describe the observed skewness ͑asymme-try͒ generation along the scale of the PDF of the longitudinal increments. This is annoying, since this skewness is directly related to the nonzero value of the third-order moment, and, hence, to the essence of the Kolmogorov cascade picture via the 4/5 law. Finally, the original shell model is very crude, since there is no spatial structure ͑everything is described by Fourier modes͒. We now show how elaborate a cleaner model of turbulence using localized wave packets, leading to a description of the small-scale statistics in term of Langevin processes subject to coupled multiplicative and additive noise.
A. The Langevin model of turbulence
Our numerical simulations showed that both the energy spectrum ͑and decay͒ and the intermittency quantities are well reproduced by a model in which only the nonlocal interactions are left in the small-scale equations whereas the local interactions of small scales among themselves are replaced by a turbulent viscosity term. Such a model is described by Eq. ͑6͒ with replaced by the turbulent viscosity coefficient t in the small-scale equations,
and i is given by ͑7͒. We are interested in the contribution of nonlocal interactions to the statistics of the non-Gaussian small scales. For this, we assume that the large scale ͑L͒ quantities ͑U and its derivative, and i ͒ are fixed external processes, with prescribed statistics ͑to be defined later͒, and derive an equation for the small scale l velocity field uЈ, by taking into account the scale separation l /Lϭ⑀Ӷ1. For this, we decompose the velocity field into localized wave packets via a Gabor transform ͑GT͒ ͑see
where g is a function which decreases rapidly at infinity and 1Ӷ⑀ * Ӷ⑀. Note that the GT of u is a natural quantity for the description of the velocity increments because of the following relation:
Ϫl"k Im û͑x,k͒dk. ͑18͒
Thus, velocity increments are related to GT via the Fourier transform, and all information about the l dependence is contained in the GT dependence on k ͑the main contribution to the above-mentioned integral comes from kϳ2/l͒. On purely dimensional ground, we see that û ϳk 
where and Ќ are random processes, given by
and D t ϭ‫ץ‬ t ϩẋ""ϩk "" k , ͑21͒
ẋϭUϭ" k H, ͑22͒ k ϭϪ"͑k"U͒ϭϪ"H,
HϭU"k. ͑23͒
Because the large-scale dynamics is local in k space, it is only weakly affected by the small scales and the quantities and in Eq. ͑19͒ can be considered as a given noise. Also, because the equation is linear in û , we immediately see that k d û will also satisfy an equation similar to ͑19͒ subject to a straightforward modification of the force definitions. Before elaborating more on ͑19͒, it is convenient to study in closer detail the physical parameters of this equation.
B. The noises
In Eq. ͑19͒, the noise and Ќ appears as the projector of two quantities, one related to the velocity derivative tensor, and another related to the Gabor transform of the energy transfer from large to small scales. In the sequel, we present a statistical study of these two noises in physical space ͑i.e., after inverse Gabor transforming Ќ ͒. We will also consider the Fourier spectra of the corresponding two-point correlations. Let us choose k to be along one of the coordinate axes ͑without loss of generality because of the isotropy͒. Then the components of coincide ͑up to the sign͒ with the corresponding components of the velocity derivative tensor, and we will use this fact in the rest of this section. The velocity derivative tensor has been studied in the literature, e.g., in Refs. 38 and 39, in terms of correlations between the directions of the antisymmetrical part of the tensor ͑the vorticity͒ and the symmetrical part ͑the strain͒. Over a long time, the vorticity appears to be aligned with the direction of largest stretching. Other studies focused on the PDF of the modulus of one component. For example, Marcq and Naert 40 observe that the derivative has a highly non-Gaussain distribution, but with a correlation function which decays rapidly, and can be approximated by a delta function at scales large compared to the dissipative scale. In the present case, we observe different features. Because of the isotropy, we can concentrate only on two quantities, say 11 and 12 . Figure 18 shows the equal-position, time correlation C 1i (tϪt 0 )ϭ͗ 1i (t) 1i (t 0 )͘ and ␣ ii (tϪt 0 )ϭ͗ i (t) i (t 0 )͘ as a function of tϪt 0 . Note that these quantities are normalized to 1 at tϭt 0 in Fig. 18 . First, we see that C 11 approximately coincides with C 12 and ␣ 11 coincides with ␣ 22 , which is a good indicator of isotropy ͑without normalization there would be C 12 ϭϪ3C 11 ͒. Second, we see that the correlation C 11 and C 12 decay to zero over a time scale which is of the order of few turnover times (ϭ0.19). On the other hand, the correlation of decay much faster, over a time of the order of /2. Figure 19 displays the Fourier transforms of the equal-time two-point correlation D 1i (xϪx 0 )ϭ͗ 1i (x,y,z,t) 1i (x 0 ,y,z,t)͘ and ␣ ii (x Ϫx 0 )ϭ͗ i (x,t) i (x 0 ,t)͘. One sees that all correlations are very weak beyond 2k c . The correlation D 12 appears to be the largest at large scales, but it decays more rapidly than the other correlations. We have also investigated the cross correlations between the noises. The equal position cross correlations are displayed in Fig. 20 . The correlation is rather weak, but there is a tendency for i to be correlated with 1i over a time scale of the order of , while it is anticorrelated with the other component of the tensor, over such a time scale. The equal time correlations are shown in Fig. 21. No-FIG. 18 . The normalized autocorrelation in time for the two force components and ͑the turnover time is equal to 0.19͒. tice that the cross correlations are one order of magnitude weaker than the direct correlations. The cross correlations involving 12 are essentially zero, while the correlations involving 11 display a first overall decay up to kϭk c , followed by an extra bump up to the end of the inertial range (kϭ40). In Sec. III D, we will show that this feature is actually related to the energy cascade.
One may also note that the two noises are spatially very intermittent. In Fig. 22 , we show isosurfaces of the modulus of the noises, corresponding to 3.5 times the rms value. For comparison, the same plot is made for the vorticity. One observes well-defined patches of which are strongly correlated with areas of strong vorticity. In the case of , the patches are much more space filling. The longitudinal component 11 is characterized by smaller-scale structures than the transverse component 12 .
To obtain an indication about the scale variation of the statistical properties of the noises, we also computed the PDFs of the noise spatial increments ␦ il ϭ(xϩl ) Ϫ(x) and ␦ i j l ϭ i j (xϩl )Ϫ i j (x). Note that the first of these quantities is directly related to the Gabor transform of the additive noise, whereas the second one contains some useful information about the time correlations via the Taylor hypothesis ͑which is valid locally because the large-scale velocity is typically greater than the small-scale one͒. Figure  23 shows the results of the longitudinal and transverse increments for the first component of the additive noise 1 
C. The turbulent viscosity
In Sec. II C, we discussed the influence of two prescriptions for the turbulent viscosity, one based on the RNG, one taken simply as constant. In the sequel, we shall use the simple formula:
where 0 and B are constants and uϭk d Im û is the velocity increment over a distance 1/k ͑hereafter we drop ␦ in ␦u͒.
When Bϭ0, this formula provides the constant turbulent viscosity. When 0 ϭ0, it provides a dimensional analog of the RNG viscosity, and tends to zero as k tends to infinity.
D. Statistical properties of the velocity increments
We are now going to derive qualitative results by adopting two complementary points of view: In the first one, we will study the statistical properties of the velocity increments in the frame of reference moving together with the wave packets in ͑k, x͒ space. This corresponds to a Lagrangian description in the scale space. In the second approach, we replace time with its expression in terms of k, as it would follow from the ray equation ͑22͒. This will give as an equation at a fixed k which corresponds to an Eulerian description. As a further simplification, we shall leave for further study the possible correlation between longitudinal and 
41 and consider a one-dimensional version of ͑19͒, treating the quantity uϭk Im û as a ''velocity increment'' over the distance lϭ2/k,
Here, we assumed the forcing to be symmetric such that it does not produce any Re û. This model can also be viewed as a passive scalar in a compressible one-dimensional flow. Artificial introduction of compressibility is aimed at modeling the RDT stretching effect which appears only in the higher number of dimensions for incompressible fluids. Study of the noises in Sec. III B revealed their rich and complex behavior. As a first simplifying step, we disregard these complexities and use the Gaussian, delta correlated approximation, as will be done in Secs. III D 1 and III D 2. Given a rather short time correlation of , our delta approximation is rather safe. The delta approximation for is more debatable, and the performance of such a model should be further examined in future. Also, the Gaussian hypothesis is obviously only valid at large scale, and for 11 . Therefore, the generalization of our results for non-Gaussian noises would be very interesting, and is the subject of ongoing research. In the sequel, we consider the functions ␣, D, and as free parameters.
The Lagrangian description
In the frame of reference moving with the wave packets in ͑k, x͒ space, the left-hand side of ͑25͒ becomes simply the time derivative. On the other hand, k has to be replaced in terms of its initial value k 0 and time everywhere including the noises and . Such a transformation from the laboratory to the moving frame can obviously change the statistics of and . In the Lagrangian description we will assume that we deal with noises which are Gaussian in the moving frame with correlations functions
where coefficients ␣, D, and depend on the scale via k 0 . With these noise, ͑25͒ becomes a Langevin equation for the velocity increments, where is a multiplicative noise, Ќ is an additive noise, and t k 2 u the ͑nonlinear͒ friction. The multiplicative noise is produced by the interaction of two small scales with one large scale whereas the additive noise is due to a merger of two large scales into one small scale ͑therefore, the latter acts at the largest among the small scales͒. For Gaussian, delta correlated noises, this Langevin equation leads to a Fokker-Planck equation for the probability distribution P k (u,t) of the velocity increment u,
where we have taken into account the fact that, due to homogeneity, and have a zero mean. Here, we dropped the subscript 0 in k 0 and the dependence of all involved quantities on the scale is simply marked by the subscript k ͑the scale dependence ␣, D, and is still unspecified͒. The stationary solution of ͑28͒ is
where C k is a normalization constant. The integral appearing in ͑29͒ can be explicitly computed in two regimes: In the first one, for uӶk 0 , we have ( t ϭ 0 ), and we simply get
The range of u for which the PDF follows this algebraic law decreases with increasing scales. It is the largest ͑and hence it is best observed͒ at the dissipative scale, where the velocity increments are equivalent to velocity derivative or to vorticity. Several remarks are in order about this expression. First, notice that the distribution is regularized around uϭ0 by the presence of the parameter ␣, but then displays algebraic tails. These are well-known features of random multiplicative process with additive noise ͑see, e.g., Ref.
42͒. The occurrence of algebraic tails in vorticity PDFs has been noted before in Refs. 43 and 44 in the context of 2-D turbulence. However, processes with algebraic tails are characterized by divergent moments. These divergences can be removed by taking into account finite size effects, like physical upper bounds on the value of the process ͑see, e.g., Ref. 14 for discussion and references͒ which introduce a cutoff in the probability distribution. This effect is automatically taken into account in our simple model, via the turbulent viscosity, which prevents unbounded growth of velocity fluctuations and introduces an exponential cutoff. Indeed, in the regime uӷk 0 , we see that
This means that at large u the PDF decays like an exponential, or even faster if Dϭ0 ͑see the following͒. The exponential cutoff has been observed in high Reynolds number turbulence. 45 In 2-D turbulence, this feature has also been noted by Min et al., 44 and here finds a detailed explanation. Another important observation is that the PDFs have an intrinsic skewness, which can be traced back to the nonzero value of , i.e., to the correlation between the multiplicative and the additive noise. The physical picture associated with this correlation is related to the correlation between vorticity ͑present in the large scale strain tensor͒ and stretching ͑asso-ciated with the term U"U, present in ͒, which is the motor of the energy cascade. 41 The importance of the additive noise in the skewness generation has been stressed before. 46 We find here its detailed explanation. Note also that the trends toward Gaussian large scale behavior of the velocity increments can be easily accounted for if the multiplicative noise tends to zero at large scale (D,→0). In such case, the process becomes purely additive, and the limiting PDF is Gaussian for u independent turbulent viscosity, or can also fall faster than a Gaussian ͓like exp(Ϫu 3 ), for t ϰu͔. Such a supra Gaussian behavior has been noted before. 41 In between the dissipative and the largest scale, the transition operates via PDFs looking like stretched exponential.
This qualitative feature can be tested by comparison with the numerical PDFs. Our model predicts that d ln P/du should behave like the ratio
Without loss of generality, we can factorize out the parameter m 5 . The fit therefore only contains four free parameters, which can be easily related to the physical parameters of the problem. We have computed this derivative for the PDF of longitudinal and transverse velocity increments at various scales, and performed the four parameters fit. Examples are shown in Fig. 25 . Observe the good quality of the fit, but we stress that there is a rather large uncertainty in the determination of the parameter of the fits, which sometimes cannot be determined better than up to a factor of 2 by our fit procedure ͑a standard least-squares fit͒. The scale dependence of the coefficients of the fit is shown in Figs. 26 .
The Eulerian description
We now consider ͑25͒, again in the moving with the wave packet frame, but now we change the independent variable from t to kϭk(t) which satisfies ͑26͒. We get
where P is a number accounting for the projection operator over scales smaller than the cutoff 1/k c . This is a way to mimic higher-dimensional effects in our one-dimensional model. form. Similar Langevin processes have been proposed before to explain the scale dependence of velocity increments 47, 48, 40 but without additive noise. 49 The noises in this Langevin equation are different from the noises appearing in the Lagrangian representation and they would have a complicated statistics if we assumed that and were Gaussian in the Lagrangian representation. However, we can simply assume here that the noises are Gaussian and delta correlated in the Eulerian representation ͑which is different from the assumption of the previous section͒ and redefine ␣, D, and as
This allows one to derive the Fokker-Planck equation corresponding to ͑33͒,
͑35͒
We may use ͑35͒ to derive an equation for the moments, by multiplication by u n and integration over u. With the shape of the turbulent viscosity given by ͑24͒, we get
where (n)ϭnPϪn 2 Dk 4 2 is the zero-mode scaling exponent. For nϭ1 and taking into account the constraints that ͗u͘ϭ0 ͑homogeneity͒, one gets a sort of generalized Karman-Horwath equation:
͑37͒
As in the Lagrangian case, this means that skewness ͑related to nonzero ͗u 3 ͒͘ is generated through nonzero values of , i.e., through correlations of the multiplicative and the additive noises. However, due to the turbulent viscosity, we cannot explicitly solve the hierarchy of equation. In many homogeneous turbulent flows, however, the skewness ͑pro-portional to ͒ is quite small, and moments of order 2nϩ1 are generally negligible in front of moments of order 2n ϩ2. For even moments, this remark suggests that to first order in the skewness, and for 2nϾ1, the dynamics is simply given by
Note that D/␣ is given by the parameter m 4 in our fit, and is such that Dk 2 /␣ increases with k ͑see Figs. 26 and 27͒. Therefore, at small scales, the dominant balance is
The solution is ͗u 2n ͘ϰk
Ϫ2n . This is the usual ''regular'' scaling in the dissipative zone. For larger scales, DB 2 k 2 Ӷ␣, and if ␣ varies like a power law, the general solution of ͑38͒ is a sum of power laws:
This solution illustrates the famous mechanism of ''zero-mode intermittency.'' 9 Here, the zero mode is the solution of the homogeneous part of Eq. ͑38͒, i.e., a power law of exponent Ϫ(2n). Without the zeroth mode, responsible for the first nϪ1 scaling laws, the 2nth moment will scale in general like ␣(k) n ͑provided one assumes that this dominates the other term͒, i.e., will be related to the turbulent forcing. This is the standard Kolmogorov picture. When the zeroth mode is taken into account, the moment now includes new power laws, whose exponent is independent of the external forcing, and which can be dominant in the inertial range, thereby causing anomalous scaling. In the present case, the scaling exponent is quadratic in n, and reflects the log-normal statistics induced by the Gaussian multiplicative noise, in agreement with the latest wavelet analysis of Arneodo et al. 50 Note also that the competition between the zeroth-mode scaling and the scaling due to external forcing forbids the moments to scale like a power law, thereby generating a breaking of the scale symmetry.
For odd moments, we cannot perform any rigorous expansion because all the terms of the equation are of order . For low order moments, however, the computation of ͗u nϩ1 / t ͘ mainly involves velocity increments close to the center of the distribution, for which t Ϸ 0 . So, for low order, it is tempting to approximate the equation for the oddorder moments by
This approximation is only valid in the inertial range, where the last term of ͑36͒ can be neglected. An immediate consequence of this loose approximation is that (2nϩ1)ϭ(2n ϩ2) in the inertial range. Odd moments ͑without absolute values͒ are very difficult to measure because of cancellation effects which introduce a lot of noise. In our case, due to our limited inertial range, we cannot compute these exponents with a sufficient degree of accuracy. A careful investigation performed in a high Reynolds number boundary layer 30 however seems to be in agreement with our prediction, as is shown in Fig. 28 : It is striking to observe that (5)Ϸ(6), (7)Ϸ(8), etc., making the curve look as if odd and even scaling exponents are organized on a separate curve. 51 A second independent experimental check of our prediction ͑41͒ is that ((2nϩ2)Ϫ(2nϩ1))͗u 2nϩ1 ͘/͗u 2nϩ2 ͘ should scale, for nϾ3 like n 2 . Figure 29 shows that this is indeed the case.
IV. DISCUSSION
In this paper, we have shown that nonlocal interactions are responsible for intermittency corrections in the statistical behavior of 3-D turbulence. Removal of the local interaction in numerical simulations leads to a substantial increase in the number of the tornado-like intense vortex filaments and to stronger anomalous corrections in the higher cumulants of the velocity increments. It is also accompanied by a modification of the energy transfer in the inertial range, tending to create a flatter energy spectrum. The intermittency corrections and the spectra are close to that observed in high Reynolds number boundary layer, suggesting that the nonlocal interactions prevail in this geometry. This could be explained by the presence of the mean flow, which geometrically favors nonlocal triads in the Fourier transform of the nonlinear interactions. We showed that replacing the removed local interactions by a simple turbulent viscosity term allows one to restore the correct intermittency and the energy characteristics. Our results agree with the belief that intermittency is related to thin vortices amplified by the external large scale strain similar to the classical Burgers vortex solution. Local interactions can be viewed at mutual interaction of these thin intense vortices which result in their destruction, which is also in agreement with our results.
To prove that the enhanced intermittency is not simply the result of the stronger small-scale observed in the RDT simulation, we performed yet another numerical experiment in which the nonlocal interactions were neglected and only the local ones retained. This resulted in an even higher ͑than in RDT͒ level of the small scales but it exhibited much less intermittency, which confirms our view that nonlocality is crucial for generation of the intermittent structures.
The result that the net effect of the local interactions is to destroy the intermittent structures is at odds with a very common belief that the intermittency is due to the vortex reconnection process which takes a form of a finite time vorticity blow-up. Indeed, the latter is a strongly nonlinear process in which the local vortex-vortex interactions are important. However, this process seems to be dominated by another local processes the net result of which is to destroy the highvorticity structures rather than to create them. It would be premature to claim, however, that the same is true at any arbitrarily high Reynolds number.
Our numerical approach sets severe limitations to the value of the Reynolds number we are able to explore. In this context, it is interesting to point out that preliminary tests regarding the importance of nonlocal interactions have been conducted on a velocity field coming from a very large Reynolds number boundary layer. 52 Even though the test is not complete ͑the probes only permit the accurate measurement of special components of the velocity field͒, it tends to suggest that nonlocal interactions dominate the local interactions by several orders of magnitude. Our results would also explain the findings of the Lyon team, 53 who found that when probing fluid area closer and closer to a large external vortices, or to a wall boundary, one could measure energy spectra moving from a k Ϫ5/3 law toward a k Ϫ1 spectra, while anomalous corrections in scaling exponents would become more pronounced. In light of our study, this could be simply explained by a trend toward more nonlocal dynamics via the mean-shear effects at the wall.
Based on the conclusions of our numerical study, we developed a new model of turbulence to study the intermittency. It has the form of a Langevin equation for the velocity increments with coupled multiplicative and additive noise. We showed how this model could be used to understand qualitatively certain observed features of intermittency and anomalous scaling laws. Among other things, we showed how the coupling between the two forces is related to the skewness of the distribution, and how algebraic and stretched exponential naturally arise from the competition between the multiplicative and the additive noise. We tested our qualitative predictions with experimental and numerical data, and found good general agreement. To be able to turn our model into a tool for ''quantitative'' study of the intermittency, several developments are needed. The first one is to consider the multidimensional version of our model to be able to couple longitudinal and transverse increments. The scale dependence of the turbulent viscosity and of the forcing needs to be further investigated, possibly using tools borrowed from the renormalization group theory ͑see, e.g., Ref. 26͒. Also, the non-Gaussianity of the noises could be taken into account.
In 1994, Kraichnan 54 proposed an analytically solvable, new model for the passive scalar, which provided a substantial increase of our understanding of the passive scalar intermittency. Our model, built using the nonlocal hypothesis, is a direct heir of this philosophy in that, as in passive scalars, all important intermittency effects are produced via a linear dynamics. The nonlinear ͑local͒ scale interactions are important too because they are the main carrier of the energy cascade, but it is only their mean effect and not statistical details that are essential.
