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We consider a non-conserved phase-ﬁeld system which consists of two nonlinearly
coupled hyperbolic integrodifferential equations. This model is derived from two
basic assumptions: the heat ﬂux law is of Gurtin–Pipkin type and the response of
the order parameter to the variation of the free energy functional is delayed. These
hypotheses might be a reasonable attempt to describe, for instance, the melt of He4
crystals. A suitable initial and boundary value problem is then associated with the
system and its well-posedness is analyzed in detail. © 2001 Academic Press
1. INTRODUCTION
Consider a material which occupies a bounded domain  ⊂ 3 with a
smooth boundary  on a given time interval 0 T , where T > 0 is some
ﬁnal ﬁnite time. In absence of mechanical stresses, suppose that this mate-
rial can undergo two different phases, solid and liquid. Referring to the
Landau theory of phase transitions (see, e.g., [BS, Chap. 4] and references
therein), this phenomenon can be described through the (relative) temper-
ature ϑ of the system and a order parameter χ taking the values 1 in the
liquid phase and −1 in the solid phase. The two phases are assumed to be
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separated by a transition interface of ﬁnite but small thickness where they
can both coexist in equilibrium at ϑ = 0.
The evolution of the pair ϑχ is ruled by more or less reﬁned systems
of nonlinear evolution equations whose validity may depend on the phe-
nomena under consideration (see, e.g., [BS, Chap. 4] and its references).
The derivation of these models is based on the energy conservation prin-
ciple and on a phenomenological equation based on energetic penalization
driving the evolution of the system toward equilibrium states.
In the last few years, the following non-conserved phase-ﬁeld system has
been investigated in some detail (see, e.g., [AB, CC, CGG1–CGG5, CL1,
CL2])
ϑ+ λχt − h ∗ ϑ = g (1.1)
µχt − νχ+ βχ + σ ′χ − λ′χϑ = 0 (1.2)
in Q =  × 0 T . Here λ and σ are smooth given functions, h is a time
dependent relaxation kernel, ∗ stands for the usual time convolution prod-
uct on 0 t, while g accounts for the heat supply. It may also depend on
the past history of ϑ up to the conventional initial time t = 0. Moreover,
µ and ν are given positive coefﬁcients and β is a monotone function (or a
maximal monotone graph).
We recall that Eq. (1.1) is characterized by a heat ﬂux constitutive law of
Gurtin–Pipkin type (see [GPi]). As a consequence, the temperature propa-
gates at ﬁnite speed and this seems to be a good feature when one deals, for
instance, with heat diffusion processes in Helium at very low temperatures
(see [JP1, JP2] for a detailed review). On the other hand, the phase-ﬁeld
equation (1.2) originated from the relationship
χt = −
1
µ
δ
δχ
 (1.3)
where  =  ϑχ is the Ginzburg–Landau free energy functional (see
[BS, Chap. 4]) whose functional derivative with respect to χ is
δ
δχ
= −νχ+ βχ + σ ′χ − λ′χϑ
This quantity may be considered as a generalized force which arises as a
consequence of the tendency of the free energy to decay toward a minimum.
It is usually assumed that the response of χ to the generalized force is
instantaneous and this yields Eq. (1.3) (see [C]). However, in a recent series
of papers (see [R, RBN, RDN1, RDN2, RN, RNN, RNNB]) it has been
assumed that the response of χ to the generalized force is subject to a
delay expressed by a suitable time dependent relaxation kernel k; namely,
neglecting for simplicity the past history of δ
δχ
up to t = 0,
χt = −
1
µ
∫ t
0
kt − τδ
δχ
τdτ
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which gives the following hyperbolic version of (1.2)
µχt +
∫ t
0
kt − τ−νχ+ βχ + σ ′χ − λ′χϑτdτ = 0 (1.4)
The main goal of the quoted works was the study of the motion of the
solid–liquid interface at a given constant temperature, that is, the zero-
level set of χ. In the two-dimensional case, by means of formal asymptotic
expansions, a hyperbolic interface motion equation was derived from (1.4)
and the interface motion was then studied also from the numerical view-
point. This analysis shows that the interface may oscillate and its motion
is no longer by mean curvature as the one associated with Eq. (1.2) (see,
e.g., [BK, ESS, I]). Indeed, the interface motion is governed by the damped
Born–Infeld equation (see, e.g., [RBN, RDN2, RNN, RNNB])
vt + αv1− v2 = κ1− v2
where α is a positive parameter, v is the velocity in the normal direction to
the interface separating the two phases, and κ is the interface curvature. We
point out that interface oscillation phenomena are observed in the melt of
He4 crystals (see [GPo] and references therein), so that Eq. (1.4) could be
viewed as a step toward a mathematical description of this peculiar physical
process.
In order to study the evolution of pair ϑχ according to the system
(1.1) and (1.4), besides the initial conditions
ϑ0 = ϑ0 χ0 = χ0 in  (1.5)
it seems physically reasonable to assume Neumann boundary conditions of
the following type
h ∗ ∂nϑ = g˜ k ∗ ∂nχ = 0 on × 0 T  (1.6)
where n stands for the outward normal to . Note that the boundary datum
g˜ may also depend on the past history of ϑ up to t = 0.
Our goal is to prove some well-posedness results for problem (1.1),
(1.4)–(1.6), while a detailed asymptotic analysis of the model will be devel-
oped in a forthcoming paper (see [GCR]). The plan is as follows. The
next section is devoted to introduce a weak formulation of the problem
and to state the main theorems. The ﬁrst result, proved in Section 3,
is the existence of a weak solution provided that β and λ have poly-
nomial and quadratic growth, respectively. Then, in Section 4, assuming
βχ = χ3 and λ linear, we obtain a continuous dependence estimate
which, of course, implies uniqueness. Section 5 contains the proof of a well-
posedness theorem that holds whenever λ is linear and β has cubic growth
and satisﬁes other suitable conditions. Here, the relaxation kernels are no
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longer of positive type as in the previous results, but they are smoother.
This assumption allows us to transform the original problem into a system
of second-order hyperbolic equations with integrodifferential nonlinear per-
turbations which can be handled by ﬁxed-point techniques. In addition, one
can obtain a stronger continuous dependence estimate.
2. MAIN RESULTS
We ﬁrst introduce some notation and the basic assumptions. Suppose
that  ⊂ 3 is bounded, open, and connected with a boundary  smooth
enough. Then, for any p ≥ 1, set
H = L2 V = H1 Vp = H1 ∩ Lp
and denote by V ′ or V ′p the dual space of V or Vp. As usual, we identify H
with its dual space H ′ and recall the continuous and dense embeddings
Vp ↪→ V ↪→ H ≡ H ′ ↪→ V ′ ↪→ V ′p
The norm and the inner product on H (or H3) will be indicated by  · 
and · ·, respectively. Also, · · will stand for the duality pairing between
V ′ and V or V ′p and Vp, according to the context. Note that Vp ≡ V for
any p ∈ 1 6, due to the well-known continuous embedding V ↪→ L6.
If p > 6, then the norm in Vp is simply the sum of the norms in V and
Lp.
Our assumptions are
h k ∈ W 1 10 T  (2.1)
h0 k0 > 0 (2.2)
h k are positive deﬁnite; that is, for any υ ∈ L10 T H,
∫ t
0
h ∗ vτ vτdτ ≥ 0
∫ t
0
k ∗ vτ vτdτ ≥ 0
∀ t ∈ 0 T  (2.3)
λ ∈ C2 λ′′ ∈ L∞ (2.4)
β →  is monotone and locally Lipschitz continuous (2.5)
there exist C1 > 0 and p ≥ 1 such that
βr ≤ C1rp−1 + 1 ∀ r ∈  (2.6)
σ ∈ C2 σ ′′ ∈ L∞ (2.7)
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let βˆ be a primitive of β; then there are positive constants C2 C3 such that
βˆ+ σr ≥ C2rp − C31+ r2 ∀ r ∈  (2.8)
f ∈ L10 T H +W 1 10 T V ′ (2.9)
ϑ0 ∈ H (2.10)
χ0 ∈ Vp (2.11)
We can now introduce the weak formulation of a more general version
of our initial and boundary value problem (1.1), (1.4)–(1.6).
Problem P1. Find ϑχw which satisﬁes
ϑ ∈ L∞0 T H h ∗ ∇ϑ ∈ L∞0 T H3 (2.12)
ϑ+ λχt ∈ L10 T H + L∞0 T V ′ (2.13)
χ ∈ L∞0 T Vp ∩W 1∞0 T H ∩W 2∞0 T V ′p (2.14)
w ∈ L∞0 T V ′p k ∗w ∈ L∞0 T H (2.15)
ϑ+ λχt  v + h ∗ ∇ϑ∇v = f v
∀ v ∈ V a.e. in 0 T  (2.16)
µχt + k ∗w = 0 a.e. in Q (2.17)
w v = ν∇χ∇v + βχ + σ ′χ − λ′χϑ v
∀ v ∈ Vp a.e. in 0 T  (2.18)
ϑ0 = ϑ0 in V ′ (2.19)
χ0 = χ0 a.e. in  (2.20)
Remark 21. On account of (1.1) and (1.6), the source term f is deﬁned
by
f v =
∫

gtv +
∫

g˜tv ∀ v ∈ V a.e. in 0 T 
with, for instance,
g ∈ L10 T H g˜ ∈ W 1 10 T L2
in order to guarantee the validity of (2.9). In addition, observe that, inte-
grating in time Eq. (2.16) and taking (2.9), (2.12), and (2.14) into account,
it is easy to prove that ϑ ∈ C00 T V ′ so that (2.19) make sense.
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Existence for P1 is ensured by
Theorem 2.1. Let (2.1)–(2.11) hold. Then problem P1 has a solution.
We are able to prove uniqueness only under certain restrictions on β
and λ. Precisely, we suppose, for all r ∈ ,
βr = r3 (2.21)
λr = &r (2.22)
where & ∈  is given. Clearly, (2.4)–(2.6) and (2.8) hold. Then, we have
Theorem 2.2. Let (2.1)–(2.3), (2.7), (2.9)–(2.11), and (2.21)–(2.22) hold.
Consider two sets of data fjϑ0j χ0j satisfying (2.9)–(2.11) and denote by
ϑj χj j = 1 2, two corresponding solutions to P1. Then, we can ﬁnd a
positive constant (1, depending only on T & µ ν h k σβC1 C2 C3,
and on the data ϑ0j χ0j fj j = 1 2, such that
1 ∗ ϑ1 −ϑ2C00 T H + h ∗ 1 ∗ ∇ϑ1 −ϑ2C00 T H3
+ χ1 − χ2C00 T H + k ∗ ∇χ1 − χ2C00 T H3
≤ (1
{1 ∗ f1 − f2L10 T H+W 1 10 T V ′
+ ϑ01 −ϑ02V ′ + χ01 − χ02
}
 (2.23)
Replace now conditions (2.1) and (2.3) by
h k ∈ W 2 10 T  (2.24)
and assume that
β ∈ C0 (2.25)
there exist positive constants C4, C5, C6 such that
βr ≤ C41+ r3 ∀ r ∈  (2.26)
βˆr ≥ −C51+ r2 ∀ r ∈  (2.27)
βr1 − βr2 ≤ C61+ r12 + r22r1 − r2 ∀ r1 r2 ∈  (2.28)
where βˆ is a primitive of β. In addition, replace the term σχ − λ′χϑ
in Eq. (2.18) with γχϑ satisfying the hypothesis
γ ∈ C12 with bounded gradient. (2.29)
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These new assumptions (2.24)–(2.29) still allow us to prove existence
and uniqueness. In addition, estimate (2.23) can be strengthened. In fact,
we have
Theorem 2.3. Let (2.2), (2.9)–(2.11), (2.22), (2.24)–(2.29) hold. Then
there exists a unique pair ϑχ which satisﬁes
ϑ ∈ C00 T H h ∗ ∇ϑ ∈ C00 T H3 (2.30)
ϑt ∈ L10 T H + C00 T V ′ (2.31)
χ ∈ C00 T V  ∩ C10 T H ∩ C20 T V ′ (2.32)
ϑ+ &χt  v + h ∗ ∇ϑ∇v = f v
∀ v ∈ V ae in 0 T  (2.33)
µχt v + νk ∗ ∇χ∇v + k ∗ βχ + γχϑ v = 0
∀ v ∈ V ae in 0 T  (2.34)
ϑ0 = ϑ0 ae in  (2.35)
χ0 = χ0 ae in  (2.36)
Moreover, if ϑj χj denotes the unique pair corresponding to the data
fjϑ0j χ0j j = 1 2, satisfying (2.9)–(2.11), then there exists a positive con-
stant (2, depending only on T & µ ν h k γC4 C5 C6 and on the data
ϑ0j χ0j fj j = 1 2, such that
ϑ1 −ϑ2C00 T H + χ1 − χ2C10 T H
+ ∇h ∗ ϑ1 −ϑ2C00 T H3 + ∇χ1 − χ2C00 T H3
≤ (2
{f1 − f2L10 T H+W 1 10 T V ′
+ ϑ01 −ϑ02 + χ01 − χ02V
}
 (2.37)
Remark 22. If p ∈ 1 6, then we can take C2 = 0 in (2.8) (see
Section 3.4 and, in particular, estimate (3.38)). In addition, Theorem 2.2
still holds if β just satisﬁes (2.26)–(2.28) (see (4.19) below).
3. PROOF OF THEOREM 2.1
In the ﬁrst subsection, we recall a basic inequality which will be helpful in
the sequel. In the remaining subsections we shall establish existence using
a Faedo–Galerkin approximation scheme.
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31 Preliminary Inequalities. Suppose that
π ∈ C00+∞ π0 > 0 (3.1)
π is positive deﬁnite; that is, for any v ∈ L10 T H
∫ t
0
π ∗ vτ vτdτ ≥ 0 ∀ t ∈ 0 T  (3.2)
Then, we have (cf. [St, Lemma 4.1])
π ∗ vt2 ≤ 2π0
∫ t
0
π ∗ vτ vτdτ (3.3)
for any v ∈ L1loc0+∞H and any t ≥ 0.
On account of (2.1)–(2.3) and (3.1), we can easily verify that
1 ∗ vt2 ≤ (1
∫ t
0
h ∗ vτ vτdτ (3.4)
1 ∗ vt2 ≤ (2
∫ t
0
k ∗ vτ vτdτ (3.5)
for all t ∈ 0 T , where (1 (2 are two positive constants depending on
h T and k T , respectively. Indeed, observe that an integration by parts
yields
h ∗ vt = h01 ∗ vt + h′ ∗ 1 ∗ vt ∀ t ∈ 0 T  (3.6)
and subsequently (cf. (2.2))
1 ∗ vt = h0−1h ∗ vt − h′ ∗ 1 ∗ vt ∀ t ∈ 0 T 
from which we deduce, via Ho¨lder’s inequality,
1 ∗ vt2 ≤ 2h0−2
{
h ∗ vt2 + h′2L20 T 
∫ t
0
1 ∗ vτ2dτ
}

Consequently, (3.4) follows from an application of Gronwall’s inequality
and (3.3). A similar argument leads to (3.5).
32 Faedo–Galerkin Approximation. This is the ﬁrst step of the exis-
tence proof. Here we introduce a Faedo–Galerkin approximation of
problem P.
Let vii∈ be the orthonormal basis of V formed by the normal-
ized eigenfunctions of the Laplace operator with homogeneous Neumann
boundary condition. Moreover, on account of [L, 1.4], consider a dense and
countable system zii∈ of Vp. For any integer n, we indicate by Vn the
n-dimensional subspace of V spanned by v1     vn, while V np stands for
the n-dimensional subspace of Vp spanned by z1     zn. Denote by ϑ0n
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and χ0n the respective projections of ϑ0 onto Vn and χ0 onto V np . Recall
that
ϑ0n → ϑ0 strongly in H χ0n → χ0 strongly in Vp (3.7)
as n goes to +∞. Fix a decomposition of f ; namely
f = f 1 + f 2
where
f 1 ∈ L10 T H f 2 ∈ W 1 10 T V ′
Then, introduce two approximating sequences f 1n and f 2n  such that
f 1n  f
2
n ∈ C10 T H ∀n ∈  (3.8)
f 1n → f 1 strongly in L10 T H (3.9)
f 2n → f 2 strongly in W 1 10 T V ′ (3.10)
We can now consider the following approximating problems.
Problem Pn. Find tn ∈ 0 T  and αi ηi ξi in C10 tn i = 1     n,
such that the triplet ϑnχnwn given by
ϑnt =
n∑
i=1
αitvi χnt =
n∑
i=1
ηitzi wnt =
n∑
i=1
ξitzi
satisﬁes
ϑn∈C10tnVn χn∈C10tnV np  wn∈C10tnV np  (3.11)
ϑn+λχnt v+h∗∇ϑn∇v=fnv
∀v∈Vn in 0tn (3.12)
µ∂tχn+k∗wnz=0 ∀z∈V np  in 0tn (3.13)
wnz=ν∇χn∇z+βχn+σ ′χn−λ′χnϑnz
∀z∈V np  in 0tn (3.14)
ϑn0=ϑ0n χn0=χ0n a.e. in  (3.15)
Observe that Problem Pn reduces to solving a Cauchy problem for a
system of nonlinear ordinary integrodifferential equations. Invoking (2.1),
(2.4), (2.5), (2.7), and (3.8), we conclude by standard arguments that there
must exist tn ∈ 0 T  such that Pn has a unique solution ϑnχnwn on
0 tn.
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33 A Priori Estimates. In the remaining part of this section, C denotes
a suitably chosen positive constant depending on T h k λµ σC1 C2
C3, and on the norms of the data fϑ0 χ0, at most.
Take v = ϑnt in (3.12) and integrate with respect to time over 0 t t ∈
0 tn. We obtain
1
2
ϑnt2 +
∫ t
0
λ′χn∂tχnϑn +
∫ t
0
h ∗ ∇ϑn∇ϑn
= 1
2
ϑ0n2 +
∫ t
0
fnϑn (3.16)
On the other hand, choosing z = µ−1wnt in (3.13) and z = ∂tχnt
in (3.14), and then integrating in time over 0 t, we infer the identify
(cf. also (2.8))
ν
2
∇χnt2 +
∫

βˆ+ σχnt −
∫ t
0
λ′χn∂tχnϑn
+µ−1
∫ t
0
k ∗wnwn =
ν
2
∇χ0n2 +
∫

βˆ+ σχ0n (3.17)
Take now z = Mχnt in (3.13), M being a positive constant, and then
integrate the obtained equation with respect to time over 0 t. We ﬁnd
µM
2
χnt2 + νM
∫ t
0
k ∗wnχn =
µM
2
χ0n2 (3.18)
Adding together (3.16), (3.17), and (3.18) we obtain
1
2
ϑnt2 +
∫ t
0
h ∗ ∇ϑn∇ϑn +
ν
2
∇χnt2 +
µM
2
χnt2
+µ−1
∫ t
0
k ∗wnwn +
∫

βˆ+ σχnt
= 1
2
ϑ0n2 +
ν
2
∇χ0n2 +
µM
2
χ0n2
+
∫

βˆ+ σχ0n +
∫ t
0
fnϑn − νM
∫ t
0
k ∗wnχn (3.19)
Taking (3.4)–(3.5) and (2.8) into account, we deduce from (3.19)
1
2
ϑnt2 + (1−11 ∗ ∇ϑnt2 +
ν
2
∇χnt2
+µM
2
χnt2 + µ(2−11 ∗wnt2 + C2χntpLp
≤ 1
2
ϑ0n2 +
ν
2
∇χ0n2 +
µM
2
χ0n2 + C3 + χnt2
+
∫

βˆ+ σχ0n +
∫ t
0
fnϑn − νM
∫ t
0
k ∗wnχn (3.20)
where  stands for the measure of .
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Observe that, due to (2.5)–(2.7), (2.11), and (3.7), we easily infer
∫

βˆ+ σχ0n ≤ C (3.21)
On the other hand, choosing M = 4µ−1C3 in (3.20) and using (3.7), (3.21),
we obtain
1
2
ϑnt2 + (1−11 ∗ ∇ϑnt2 +
ν
2
∇χnt2
+C3χnt2 + C2χntpLp + µ(2−11 ∗wnt2
≤ C +
∫ t
0
fnϑn − 4µ−1νC3
∫ t
0
k ∗wnχn (3.22)
Recalling now (3.8), owing to an integration by parts in time, we easily
derive ∫ t
0
fnϑn ≤
∫ t
0
f 1nϑn + f 2n tV ′ 1 ∗ϑntV
+
∫ t
0
∂tf 2n V ′ 1 ∗ϑnV  (3.23)
Combining (3.22) with (3.23) and making use of the standard Young’s
inequality, we deduce
1
2
ϑnt2 + 2(1−11 ∗ ∇ϑnt2 +
ν
2
∇χnt2 + C3χnt2
+C2χntpLp + µ(2−11 ∗wnt2
≤ C +
∫ t
0
f 1n + ∂tf 2V ′ ϑn + Cf 2n t2V ′ + 4(1−11 ∗ϑnt2V
+
∫ t
0
∂tf 2n V ′ 1 ∗ ∇ϑn + 8µ−1νC3
∫ t
0
k ∗wn2 + χn2 (3.24)
Inequality (3.24) enables us to infer
ϑnt2 + 1 ∗ ∇ϑnt2 + ∇χnt2 + χnt2
+χntpLp + 1 ∗wnt2
≤ C
{
1+
∫ t
0
1+ f 1n τ + ∂tf 2τV ′ ϑnC00 τHdτ
+f 2n 2C00 T V ′ +
∫ t
0
∂tf 2n τV ′ 1 ∗ ∇ϑnC00 τH3dτ
+
∫ t
0
k ∗wn2C00 τH + χn2C00 τHdτ
}
 (3.25)
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Therefore, recalling (3.6), (3.9), (3.10) and applying Gronwall’s lemma in
conjunction with Lemma A.5 in [B, p. 157], we derive from (3.25) a bound
which allows us to extend the solution ϑnχnwn to the whole interval
0 T . In particular, the obtained bound entails the a priori estimate
ϑnC00 T H + 1 ∗ ∇ϑnC00 T H3
+χnC00 T Vp + 1 ∗wnC00 T H ≤ C (3.26)
On account of (3.26) and on the identity (cf. (2.1)) k ∗wn = k01 ∗wn +
k′1 ∗ wn, a further a priori estimate can be deduced by comparison in
(3.13); that is,
∂tχnC00 T H ≤ C (3.27)
34 Passage to the Limit. Estimates (3.26) and (3.27) enable us to ﬁnd
a triplet ϑχ w˜ such that, some subsequences,
ϑn → ϑ weakly star in L∞0 T H (3.28)
1 ∗ ∇ϑn → 1 ∗ ∇ϑ weakly star in L∞0 T H3 (3.29)
χn → χ weakly star in L∞0 T Vp ∩W 1∞0 T H (3.30)
1 ∗wn → w˜ weakly star in L∞0 T H (3.31)
as n→+∞. Hence, due to (3.30), we also have (see, e.g., [Si, Corollary 4,
Sect. 8])
χn → χ strongly in C00 T L4 (3.32)
which entails (2.20).
Consider Eq. (3.12) ﬁrst and integrate it with respect to time over 0 t,
t ∈ 0 T . We obtain
ϑn + λχn v + h ∗ 1 ∗ ∇ϑn∇v = e0n + 1 ∗ fn v ∀ v ∈ Vn (3.33)
where
e0n = ϑ0n + λχ0n
Observe that, owing to (2.4), using Ho¨lder’s inequality and the injection
V ↪→ L6, we have (cf. also (3.30))∫

λχnt − λχt2 ≤ Cχn − χC00 T H
which implies, owing to (3.32),
λχn → λχ strongly in C00 T H (3.34)
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Collecting all the convergences (3.7), (3.9)–(3.10), (3.28)–(3.29), (3.34),
we can pass to the limit in Eq. (3.33) and conclude that ϑχ satisﬁes, for
any in 0 T ,
ϑ+λχv+1∗h∗∇ϑ∇v=ϑ0+λχ0+1∗fv ∀v∈V (3.35)
Then, due to (2.1) and (3.6), we have, for any v ∈ V ,
h ∗ ∇ϑ∇v = h01 ∗ ∇ϑ v + h′ ∗ 1 ∗ ∇ϑ v in 0 T 
so that (2.12) follows from (3.28)–(3.29). Also, thanks to (2.9) and (3.29),
we can deduce Eq. (2.16) by differentiating Eq. (3.35) with respect to time.
Consequently, (2.13) can be deduced by comparison in (2.16).
Consider now (3.13) and note that (cf. (3.6))
k ∗wn = k01 ∗wn + k′ ∗ 1 ∗wn a.e. in Q (3.36)
Hence, convergences (3.30) and (3.31) allow us to deduce from (3.13)
µ∂tχ+ k0w˜ + k′ ∗ w˜ = 0 a.e. in Q (3.37)
In order to prove that Eqs. (2.17)–(2.18) hold, note that from (2.6) and
(3.30) it follows
βχntLp′  ≤ C ∀ t ∈ 0 T  (3.38)
We point out that, if p ∈ 1 6, then (3.38) follows owing to the continuous
injection V ↪→ L6, so that one can take C2 = 0 in (2.8). On the other
hand, due to (3.32), χn → χ almost everywhere in Q up to a subsequence.
Consequently, owing to (2.5), one has
βχn → βχ a.e. in Q (3.39)
Thus, combining (3.38) with (3.39), we infer (cf. [L, Lemma 1.3])
βχn → βχ weakly in Lp
′ Q (3.40)
Recalling now (2.4), (2.7), and (3.32), it follows
λ′χn → λ′χ and σ ′χn → σ ′χ
strongly in C00 T L4 (3.41)
Then, from (3.14) we deduce
1 ∗wn z = ν1 ∗ ∇χn∇z + 1 ∗ βχn + σ ′χn
−λ′χnϑn z ∀ z ∈ V np  in 0 T  (3.42)
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Hence, collecting all the convergences (3.28), (3.30)–(3.31), (3.40)–(3.41),
we can pass to the limit in (3.42) to obtain
w˜ z = ν1 ∗ ∇χ∇z + 1 ∗ βχ + σ ′χ − λ′χϑ z
∀z ∈ Vp in 0 T  (3.43)
From (3.43) it follows w˜ ∈ W 1∞0 T V ′p. Therefore, setting w = ∂tw˜ and,
recalling (3.36), we have that (2.15) holds. Moreover, (3.37) implies (2.17),
while (2.18) follows by differentiating (3.43) with respect to time.
Finally, we recover
χtt ∈ L∞0 T V ′p
by comparison in (2.17), due to (2.1) and (2.15).
4. PROOF OF THEOREM 2.2
In this section, C will indicate a positive constant depending on T &,
µ ν h k σβC1 C2 C3, and on the data ϑ0j χ0j fj j = 1 2, at most.
Let us set
ϑ˜ = ϑ1 −ϑ2 χ˜ = χ1 − χ2 w˜ = w1 −w2
and observe that (ϑ˜ χ˜) satisﬁes (cf. (2.16)–(2.20))
ϑ˜+&χ˜t v+h∗∇ϑ˜∇v=f˜ v ∀v∈V a.e. in 0T  (4.1)
µχ˜t+k∗w˜=0 a.e. in Q (4.2)
w˜v=ν∇χ˜∇v+χ13−χ23+σ ′χ1−σ ′χ2−&ϑ˜v
∀v∈V a.e. in 0T  (4.3)
ϑ˜0=ϑ˜0 in V ′ (4.4)
χ˜0= χ˜0 a.e. in  (4.5)
where
f˜ = f1 − f2 ϑ˜0 = ϑ01 −ϑ02 χ˜0 = χ01 − χ02
Integrating Eq. (4.1) with respect to time over 0 t t ∈ 0 T , yields
ϑ˜+ &χ˜ v + h ∗ 1 ∗ ∇ϑ˜∇v = 1 ∗ f˜ + e˜0 v
∀ v ∈ V a.e. in 0 T  (4.6)
where (cf. (4.4) and (4.5)) e˜0 = ϑ˜0 + &χ˜0.
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Thanks to (2.1), (2.2), (2.12), and (3.6), one can easily check that
1 ∗ ϑ˜ ∈ L∞0 T V . Consequently, we can take v = 1 ∗ ϑ˜t in (4.6) and
integrate again over 0 t. This gives
1
2
1 ∗ ϑ˜t2 +
∫ t
0
h ∗ 1 ∗ ∇ϑ˜ 1 ∗ ∇ϑ˜
=
∫ t
0
1 ∗ f˜ + e˜0 1 ∗ ϑ˜ −
∫ t
0
&χ˜ 1 ∗ ϑ˜ (4.7)
Using (3.4) and the standard Young’s inequality, we deduce from (4.7)
1
2
1 ∗ ϑ˜t2 + (1−11 ∗ 1 ∗ ∇ϑ˜t2
≤
∫ t
0
1 ∗ f˜ + e˜0 1 ∗ ϑ˜ +
&
2
∫ t
0
(
χ˜2 + 1 ∗ ϑ˜2
)
 (4.8)
Let (cf. (2.9))
f˜ = f˜ 1 + f˜ 2 ∈ L10 T H +W 1 10 T V ′
Then, integrating by parts in time the term containing f˜ 2, and using the
standard Young’s inequality, we infer from (4.8)
1
2
1 ∗ ϑ˜t2 + 2(1−11 ∗ 1 ∗ ∇ϑ˜t2
≤
∫ t
0
(
1 ∗ f˜ 11 ∗ ϑ˜ + f˜ 2V ′ 1 ∗ 1 ∗ ϑ˜
)
+C
(
1 ∗ f˜ 2t2V ′ + e˜02V ′
)
+ 2(1−11 ∗ 1 ∗ ϑ˜t2
+
∫ t
0
f˜ 2V ′ 1 ∗ 1 ∗ ∇ϑ˜ +
&
2
∫ t
0
(
χ˜2 + 1 ∗ ϑ˜2
)
 (4.9)
Hence, (4.9) enables us to obtain
1 ∗ ϑ˜t2 + 1 ∗ 1 ∗ ∇ϑ˜t2
≤ C
{ ∫ t
0
(
1 ∗ f˜ 1τ + f˜ 2τV ′
)
1 ∗ ϑ˜C00 τHdτ
+
∫ t
0
1 ∗ ϑ˜2C00 τHdτ +
∫ t
0
f˜ 2τV ′ 1 ∗ 1 ∗ ∇ϑ˜2C00 τH3dτ
+1 ∗ f˜ 22C00 tV ′ + e˜02V ′ +
∫ t
0
χ˜2C00 τHdτ
}
 (4.10)
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Applying Gronwall’s lemma in conjunction with Lemma A.5 in [B, p. 157],
we can derive from (4.10) the following estimate, for any t ∈ 0 T ,
1 ∗ ϑ˜2C00 tH + 1 ∗ 1 ∗ ∇ϑ˜2C00 tH3
≤ C
{
1 ∗ f˜ 12L10 tH + 1 ∗ f˜ 22W 1 10 tV ′ + e˜02V ′
+
∫ t
0
χ˜2C00 τHdτ
}
 (4.11)
Observe now that, (4.2) and (4.3) imply
µχ˜t v + νk ∗ ∇χ˜∇v + k ∗ χ13 − χ23 + σ ′χ1
−σ ′χ2 − &ϑ˜ v = 0 ∀ v ∈ V a.e. in 0 T  (4.12)
Taking v = χ˜t in (4.12) and integrating in time over 0 t, we obtain
1
2
µχ˜t2 + ν
∫ t
0
k ∗ ∇χ˜∇χ˜ = 1
2
µχ˜02 +
3∑
j=1
jt (4.13)
where
1t =
∫ t
0
k ∗ χ13 − χ23 χ˜ (4.14)
2t =
∫ t
0
k ∗ σ ′χ1 − σ ′χ2 χ˜ (4.15)
3t = −&
∫ t
0
k ∗ ϑ˜ χ˜ (4.16)
An integration by parts in time yields
1t = k ∗ χ13 − χ23t 1 ∗ χ˜t
−
∫ t
0
k0χ13 − χ23 + k′ ∗ χ13 − χ23 1 ∗ χ˜
Hence, using the standard Young’s inequality and the Young’s inequality
for convolutions, we have
1t ≤ kC00 T 
( ∫ t
0
χ13 − χ23V ′
)
1 ∗ χ˜tV
+1
2
(
k02 + k′2L10 T 
) ∫ t
0
χ13 − χ232V ′
+1
2
h0 + 1
∫ t
0
1 ∗ χ˜2V  (4.17)
Since L6/5 ↪→ V ′, then there is a positive constant C such that
χ1t3 − χ2t3V ′ ≤ Cχ1t3 − χ2t3L6/5 (4.18)
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for almost any t ∈ 0 T . On the other hand, we have, due to Ho¨lder’s
inequality and the continuous injection V ↪→ L6,
χ1t3−χ2t3L6/5 ≤C1+χ12L∞0T V +χ22L∞0T V χ˜t
which combined with (4.18) gives (cf. also (3.26))
χ1t3 − χ2t3V ′ ≤ Cχ˜t for a.a. t ∈ 0 T  (4.19)
Recall that V ≡ Vp since p = 4. Moreover, observe that χ3 can be replaced
by a function βχ satisfying (2.26)–(2.28). Then, (4.17) and (4.19) yield
1t≤C
(
χ˜L20tH1∗χ˜tV +χ˜2L20tH+1∗χ˜2L20tV 
)
 (4.20)
Consider now 2. In this case, due to (2.1) and (2.7), we easily obtain
2t ≤ Cχ˜2L20 tH (4.21)
On the other hand, observe that (cf. (3.6))
3t = −&
∫ t
0
k01 ∗ ϑ˜ + k′ ∗ 1 ∗ ϑ˜ χ˜
Hence, using the standard Young’s inequality and the Young’s inequality
for convolutions, we have
3t ≤ C
(
1 ∗ ϑ˜2L20 tH + χ˜2L20 tH
)
 (4.22)
Collecting estimates (4.20)–(4.22) and using (3.5), we infer from (4.13)
1
2
µχ˜t2 + ν(2−11 ∗ ∇χ˜t2
≤ 1
2
µχ˜02 + C
(
χ˜L20 tH1 ∗ χ˜tV
+χ˜2L20 tH + 1 ∗ χ˜2L20 tV  + 1 ∗ ϑ˜2L20 tH
)
 (4.23)
On the other hand, note that
χ˜L20 tH1 ∗ χ˜tV ≤ Cχ˜2L20 tH + ν2(2−1
×1 ∗ ∇χ˜t2 (4.24)
Consequently, combining (4.11) with (4.23)–(4.24), taking (3.6) account,
and using Gronwall’s lemma, we deduce (2.23).
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5. PROOF OF THEOREM 2.3
In the ﬁrst subsection, the original problem is shown to be equivalent to
a Cauchy–Neumann problem for a system of second-order hyperbolic inte-
grodifferential equations. The remaining subsections are devoted to solve
the equivalent problem via the Contraction Principle.
51 Equivalent Formulation. Suppose that there is a pair ϑχ satisfy-
ing (2.30)–(2.36). Set
u = 1 ∗ϑ (5.1)
and observe that (cf. also (2.35))
u0 = 0 ut0 = ϑ0 a.e. in  (5.2)
In addition, an integration by parts in time yields (cf. (2.24))
h ∗ ϑ = h0u+ h′ ∗ u in V ′ a.e. in 0 T 
Then, Eq. (2.33) can be written as
utt + &χt v + h0∇u∇v + h′ ∗ ∇u∇v = f v
∀ v ∈ V a.e. in 0 T  (5.3)
On the other hand, Eq. (2.34) can be differentiated with respect to time.
We obtain (cf. also (5.1))
µχtt v + νk0∇χ∇v + k0βχ + γχ ut v + νk′ ∗ ∇χ∇v
+ k′ ∗ βχ + γχ ut v = 0 ∀ v ∈ V a.e. in 0 T 
which can also be written in the more compact form
µχtt + k0χ ut + k′ ∗ χ ut = 0 in V ′ a.e. in 0 T  (5.4)
where
χ ut v = ν∇χ∇v + βχ + γχ ut v
∀ v ∈ V ′ a.e. in 0 T 
Consequently, on account of (2.2) and (2.24), if we denote by K the unique
solution to the integral equation
k0K + k′ ∗K = k′ in 0 T  (5.5)
then, one can rewrite Eq. (5.4) as
µχtt +K ∗ µχtt + k0χ ut = 0 in V ′ a.e. in 0 T  (5.6)
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where we recall that, due to (2.24) and (5.5), we have
K ∈ W 1 10 T  (5.7)
Also, setting t = 0 in (2.34), we get
χt0 = 0 a.e. in  (5.8)
Therefore, taking (5.7) and (5.8) into account, we can integrate by parts in
time the convolution term in (5.6). This gives
µχtt + k0χ ut = −K0µχt −K′ ∗ µχt in V ′ a.e. in 0 T 
or, more explicitly,
µχtt v + νk0∇χ∇v + k0βχ + γχ ut v
= −K0µχt +K′ ∗ µχt v ∀ v ∈ V a.e. in 0 T  (5.9)
Recalling now (2.30)–(2.31), (3.6), and (5.1), we deduce that
u ∈ C10 T H ∩ C00 T V  (5.10)
utt ∈ L10 T H + C00 T V ′ (5.11)
It is now easy to realize that the following equivalence holds
Proposition 5.1. Let the assumptions of Theorem 2.3 hold. There exists a
unique pair ϑχ satisfying (2.30)–(2.36) if and only if there exists a unique
pair uχ satisfying (2.32), (2.36), (5.2)–(5.3), (5.8)–(5.11). Moreover, ϑ and
u are related by (5.1).
52 A Priori Estimate. In this subsection C denotes a positive constant
which depends on T & µ ν h k γC4 C5, at most.
Take v = utt in (5.3) and v = χtt in (5.9). This choice of test functions
is just formal but it can be made rigorous by regularizing utt and χt
as speciﬁed, e.g., in [CGG2, Appendix] (see, in particular, the proof of
[CGG2, Lemma 2.1]). Integrating the obtained identities with respect to
time over (0, t), we get
1
2
utt2+
h0
2
∇ut2= 1
2
ϑ02+
3∑
i=1
Iit (5.12)
µ
2
χtt2+
νk0
2
∇χt2+
∫

βˆχ
=
∫

βˆχ0+
νk0
2
∇χ02+
5∑
i=4
Iit (5.13)
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where
I1t =
∫ t
0
&χt ut I2t =
∫ t
0
h′ ∗ ∇u∇ut I3t =
∫ t
0
f ut
I4t = −
∫ t
0
k0γχ ut χt I5t = −
∫ t
0
K0µχt +K′ ∗ µχt χt
Recalling (2.29) and using the standard Young’s inequality, one easily derives
I1t+I4t+I5t ≤C
∫ t
0
(
1+u2C10τH+χ2C10τH
)
dτ (5.14)
On the other hand, on account of (3.23), we have
I3t ≤
∫ t
0
f 1ut + f 2tV ′ utV +
∫ t
0
f 2t V ′ uV
which entails
I3t ≤
∫ t
0
f 1τ + f 2t τV ′ uC10 τH∩C00 τV dτ
+Cf 2t2V ′ +
h0
8
ut2V  (5.15)
Regarding I2, we observe that, due to (2.24), an integration by parts in time
yields
I2t = h′ ∗ ∇ut ∇ut −
∫ t
0
h′0∇u+ h′′ ∗ ∇u∇u
and arguing in [CGG1, formula (6.13)] , we obtain
I2t ≤ C
∫ t
0
∇u2C00 τH3dτ +
h0
8
∇ut2H3  (5.16)
Adding (5.12) and (5.13) together, recalling (2.26)–(2.27), and using
(5.14)–(5.16), we infer
1
2
utt2 +
µ
2
χtt2 +
h0
4
∇ut2 + νk0
2
∇χt2
≤ C
{
1+ ϑ02 + ∇χ02 +
∫

βˆχ0 + f 2t2V ′
+
∫ t
0
(
u2C10 τH + χ2C10 τH
)
dτ
+
∫ t
0
f 1τ + f 2t τV ′ uC10 τH∩C00 τV dτ
}
 (5.17)
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Applying Gronwall’s lemma in conjunction with Lemma A.5 in [B, p. 157]
to (5.17), we deduce the bound
u2C10 T H∩C00 T V  + χ2C10 T H∩C00 T V 
≤ C
{
1+ ϑ02 + ∇χ02 +
∫

βˆχ0 + f 12L10 T H
+ f 22W 1 10 T V ′
}
 (5.18)
53 Estimate 237 In this subsection we indicate by C a positive con-
stant which only depends on T & µ ν h k γC4 C5 C6 and on the
data ϑ0j χ0j fj j = 1 2, at most. Let us consider problem (2.32), (2.36),
(5.2)–(5.3), (5.8)–(5.11) written for the differences U = u1 − u2 and ϒ =
χ1 − χ2. More precisely, setting
β˜ = βχ1 − βχ2 λ˜ = λχ1 ∂tu1 − λχ2 ∂tu2 (5.19)
we have
Utt + &ϒt v + h0∇U∇v + h′ ∗ ∇U∇v = f v
∀ v ∈ V a.e. in 0 T  (5.20)
µϒtt v + νk0∇ϒ∇v + k0β˜+ γ˜ v
= −K0µϒt +K′ ∗ µϒt v ∀ v ∈ V a.e. in 0 T  (5.21)
U0 = 0 Ut0 = U0 a.e. in  (5.22)
ϒt0 = ϒ0 ϒt0 = 0 a.e. in  (5.23)
where
f = f1 − f2 U0 = ϑ01 −ϑ02 ϒ0 = χ1 − χ2 (5.24)
Arguing as in Section 5.2, we now take v = Utt in (5.20) and v = ϒtt
in (5.21) and integrate with respect to time over 0 t. We get
1
2
Utt2 +
h0
2
∇Ut2 = 1
2
U02 +
8∑
i=6
Iit (5.25)
µ
2
ϒtt2 +
νk0
2
∇ϒt2 = νk0
2
∇ϒ02 +
11∑
i=9
Iit (5.26)
where
I6t =
∫ t
0
&ϒtUt I7t =
∫ t
0
h′ ∗ ∇U∇Ut
I8t =
∫ t
0
fUt I9t = −
∫ t
0
k0γ˜ ϒt
I10t = −
∫ t
0
K0µϒt +K′ ∗ µϒtϒt I11t = −
∫ t
0
k0β˜ ϒt
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Observe now that I6     I10 are quite analogous to I1     I5, respectively.
Then, we easily obtain (cf. (2.29), (5.14)–(5.16), and (5.19))
10∑
i=6
Iit ≤ C
∫ t
0
(
U2C10 τH∩C00τV  + ϒ2C10 τH
)
dτ
+
∫ t
0
f 1τ + f 2t τV ′ UC10 τH∩C00 τV dτ
+Cf 2t2V ′ +
h0
4
Ut2V  (5.27)
where f 1 = f 11 − f 12 and f 2 = f 21 − f 22 .
As far as I11 is concerned, note that
I11t ≤
k0
2
∫ t
0
(
β˜2 + ϒt2
)
 (5.28)
On the other hand, recalling (5.19), owing to (2.28), Ho¨lder’s inequality,
the continuous injection V ↪→ L6, and (5.18), we infer
β˜t2 ≤ Cϒt2V  (5.29)
Hence, a combination of (5.27) and (5.29) gives
I11t ≤ C
∫ t
0
ϒ2C10 τH∩C00 τV dτ (5.30)
Adding together (5.25) and (5.26) and taking (5.27) and (5.30) into account,
we deduce the inequality
1
2
Utt2 +
µ
2
ϒtt2 +
h0
4
∇Ut2 + νk0
2
∇ϒt2
≤ C
{
U02 + ∇ϒ02 + f 2t2V ′
+
∫ t
0
(
U2C10 τH∩C00 τV  + ϒ2C10 τH
)
dτ
+
∫ t
0
f 1τ + f 2t τV ′ UC10 τH∩C00 τV dτ
}
(5.31)
and (2.37) follows from (5.31) via Gronwall’s lemma combined with
Lemma A.5 in [B, p. 157].
54 Existence and Uniqueness. Set Xt = C10 t H ∩ C00 t V 
for some ﬁxed t ∈ 0 T  and let R be a given positive constant. Consider
then the bounded set
ER t =
{
u˜ χ˜ ∈ X2t u˜ χ˜X2t = u˜C10 tH∩C00 tV 
+ χ˜C10 tH∩C00 tV  ≤ R
}

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It is clear that ER t endowed with the metric induced by the norm in X2t
is a complete metric space.
Pick now u˜ χ˜ ∈ ER t and consider the problem of ﬁnding uχ ∈
ER t which solves the Cauchy problem
utt v + h0∇u∇v = f +u˜ χ˜ v
∀ v ∈ V a.e. in 0 T  (5.32)
µχtt v + νk0∇χ∇v = χ˜ u˜ v
∀ v ∈ V a.e. in 0 T  (5.33)
u0 = 0 ut0 = ϑ0 a.e. in  (5.34)
χ0 = χ0 χt0 = 0 a.e. in  (5.35)
where
u˜ χ˜ v = −h′ ∗ ∇u˜∇v − &χ˜t v (5.36)
χ˜ u˜ v = −K0µχ˜t +K′ ∗ µχ˜t v
−k0βχ˜ + γχ˜ u˜t v (5.37)
Observe that, owing to (2.24),
u˜ χ˜ ∈ C10 T V ′ + C00 T H (5.38)
Moreover, thanks to (2.26), (2.29), and (5.7), we have
χ˜ u˜ ∈ C00 T H (5.39)
On account of (2.10)–(2.11) and (5.38)–(5.39), well-known results on linear
second-order hyperbolic equations (see, e.g., [DL, Chap. 18]) allow us to
deduce that there is a unique pair uχ ∈ X2t which solves (5.32)–(5.35).
In addition, we can ﬁnd a positive constant M , only depending on
Tµ ν h0 k0, such that
uC10 tH∩C00 tV  ≤Mϑ0 + f
+u˜ χ˜L10 tH+W 1 10 tV ′ (5.40)
χC10 tH∩C00 tV  ≤Mχ0V
+χ˜ u˜L10 tH+W 1 10 tV ′ (5.41)
Recalling (5.36)–(5.39) and using (2.24), (2.26), (2.29), and (5.7), it easy to
realize that the following estimate holds
u˜ χ˜L10 tH+W 1 10 tV ′χ˜ u˜L10 tH+W 1 10 tV ′
≤ (Rt2 + t (5.42)
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where ( is a positive and continuous function which also depends on
h k & µC4, and γ.
Choose now
R0 = 2Mϑ0 + χ0V + fL10 T H+W 1 10 T V ′
and, consequently, t0 ∈ 0 T  such that
(R0t20 + t0 ≤
R0
2M

Then, the application J u˜ χ˜  → u χ takes ER0 t0 into itself. Let us
prove now that J is a contraction. Taking advantage of the estimates (5.40)
and (5.41), we can deduce
u1 − u2C10 tH∩C00 tV  + χ1 − χ2C10 tH∩C00 tV 
≤M
{
u˜1 χ˜1 −u˜2 χ˜2L10 tH+W 1 10 tV ′
+ χ˜1 u˜1 − χ˜2 u˜2L10 tH+W 1 10 tV ′
}
(5.43)
for any t ∈ 0 t0 and any u˜1 χ˜1 u˜2 χ˜2 ∈ ER0 t0.
On account of (2.24), (2.28), (2.29) (5.7), (5.30), (5.36), and (5.37), it is
not difﬁcult to realize that
u˜1 χ˜1 −u˜2 χ˜2L10 tH+W 1 10 tV ′
≤ C
∫ t
0
u˜1 − u˜2C00 τV  + χ˜1 − χ˜2C10τHdτ (5.44)
χ˜1 u˜1 − χ˜2 u˜2L10 tH+W 1 10 tV ′
≤ C
∫ t
0
u˜1 − u˜2C10 τH
+ χ˜1 − χ˜2C10τH∩C00τV dτ (5.45)
for any t ∈ 0 t0. Thus, combining (5.43) with (5.44) and (5.45), we end
up with
Ju˜1 χ˜1 − Ju˜2 χ˜2X2t ≤ C
∫ t
0
u˜1 χ˜1 − u˜2 χ˜2X2τ dτ (5.46)
for any t ∈ 0 t0 and any u˜1 χ˜1 u˜2 χ˜2 ∈ ER0 t0.
Inequality (5.46) entails that Js is a contraction from ER0 t0 to itself
for some s ∈  large enough. Consequently, the Picard–Banach theorem
implies that J has a unique ﬁxed point in ER0 t0. Therefore, our problem
(2.32), (2.36), (5.2), (5.3), (5.8)–(5.11) has a unique local solution which can
be extended to the whole time interval 0 T  owing to the a priori bound
(5.18).
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