In this paper, a real-time augmented view synthesis system is proposed. With real-time consideration and augmented reality property, the proposed system provides a novel application for making car pillars transparent to enlarge the eyesight of the drivers. Thanks to the proposed trinocular depth estimation, online depth generation becomes possible through trinocular fast dense disparity estimation. With the proposed texture mapping free viewpoint depth image based rendering on the GPU, the processing speed for view interpolation achieves real-time. The computational power doesn't cost much so that this real-time system is achievable on common computers. The experimental results show that the proposed system is able to project view synthesized video which is integrated with the background to make the user perceive seamless outside scene inside their car.
INTRODUCTION
As the population of the 3D display device is growing up, the demand for 3D video content is increasing. The MPEG MVC and MPEG FTV group put their focus on coding multiview video sequences and generating free viewpoint video. Both of them adopt "view synthesis" for the prediction of non-existing viewpoint or generating video from an arbitrary viewpoint. View synthesis is also used on many augmented reality system such as digital archives and augmented panorama. Most of the applications of view synthesis are off-line operation type. The content providers generate the 3D information of the objects which are going to be shown to viewers. The object information is reduced to achieve rendering in real-time. If the whole view synthesis process achieves real-time operation, the applications can be much more broadened.
One of the applications for real-time view synthesis comes from the see-through pillar of NISSAN Pivo Concept. The concept car NISSAN Pivo equipped with a see-through pillar which put a LCD on it's A pillar and a wide-angle camera outside the pillar. However, the view angle of every driver differs; it is hard for the see-through pillar to deliver the outside video from a correct viewpoint. Another way to achieve the see-through function is to use optical camouflage in the transparent cockpit [1] . The idea was to create a vehicle where the interior seemed transparent. Thanks to a special viewing devices, retro-reflective projection technology, the view changed as you changed the position of your head and angle where you looked.
The application of the transparent car pillars suffers from two problems: the viewpoint of the driver and the special viewing device. A real-time augmented view synthesis system is proposed in this paper to solve these two problems in a feasible way. As the real-time augmented view synthesis system is popularized, more applications can be put into practice to make life convenient.
PRIOR ARTS
View synthesis, as known as view interpolation, consists of two procedures -finding pixel correspondence and interpolating correspondence [2] . Ohm proposed a disparity controlled projection algorithm for incomplete 3D representation of video objects [3] . A multi-view image compression algorithm along with a view interpolation method is proposed by Chang [4] . Fusiello further refines the transform between uncalibrated cameras for view synthesis [5] . Zitnick et al provide a framework focusing on video view interpolation which achieves real-time view interpolation for bullet-time effect on computers [6] . However, the applications of the previous designs only localize in the multiview video and film-making areas.
Most of the view synthesis algorithms need the disparity estimation for finding pixel correspondence. The disparity estimation is discussed more in stereo matching and multi-view video coding areas. It is divided into two classes: one is block-based disparity estimation, the other is dense disparity estimation. The block-based disparity estimation is usually adopted in the multi-view video coding system. The dense disparity estimation is also called per-pixel disparity estimation, since its disparity vector density is one disparity vector per pixel. It is more suitable for generating a depth map from per pixel information.
Grammalidis et al took multiocular system into consideration [7] and proposed an area-based disparity estimation method for the coding of occlusion and disparity information. They concentrated on the image data reproduction through disparity and occlusion information. Strecha presented a PDE-based Multi-view depth and disparity estimation method [8] . But the PDE-based method does not produce smooth results while processing natural images. Huang et al proposed a three-view dense disparity estimation method with Gabor filter [9] . The disparity estimation method with Gabor filter corrects most of the occlusion but costs too much computational power.
For interpolating correspondence, depth image based rendering(DIBR) is used in our design. It is proposed along with the advanced three dimensional television system (3D TV System) [10] . Traditional DIBR methods are all image-shifting algorithms. Chen et al proposed a DIBR hardware architecture design which is by far the first image-shifting DIBR hardware accelerator in the literature [11] . However, the image-shifting DIBR algorithms undergo the hole filling problem.
In this paper, a real-time augmented view synthesis system is proposed to realize the see-through car pillar function without arbitrary view angle from driver's position. The proposed view synthesis system is described in section 3. The computational costs analysis and augmented experimental results are shown in section 4. At last, the conclusion remarks the proposed system.
PROPOSED AUGMENTED VIEW SYNTHESIS SYSTEM
An augmented view synthesis system is proposed in this section. For the view synthesis, the depth information from the outside world must be gotten. As the system block diagram shown in Fig.1 , we used trinocular camera configuration for the input, trinocular depth estimation for depth map generation, view transform for transforming the original view video to an arbitrary view, and texture-mapping free viewpoint depth image based rendering for texture synthesis of a new viewpoint. Fig.2 presents the transparent pillar scenario for a car. In Fig.2  (a) , the original look out scene in a car shows that the A pillar might occlude the driver's line of sight. What we proposed is to utilize the view synthesis technique to make the A pillar transparent, as shown in Fig.2 (b) .
View synthesis needs original views for new view prediction. The more the original views are, the better the prediction does. The view synthesis system for transparent car pillars functions as Fig.3 . Trinocular cameras(Camera 1, 2, 3) are used for trinocular depth estimation. The trinocular view synthesizer consists of view transform and depth image based rendering which provide the generation of the video from the driver's viewpoint. After the video of the new viewpoint is generated, the projector projects the video onto the car pillar. The projected video should be integrated with the objects outside the pillar, then the drivers will have the feeling of seeing through the car pillar. If the generated new viewpoint is not the same with driver's viewpoint, adjustment can be done through eye gaze tracking or user-defined eye direction, just like the adjustment of the traditional rear mirror in a car. Here we realize the "adjust- 
Trinocular Depth Estimation
The trinocular depth estimation part is the most important part for the view synthesis system. The flow chart in Fig.4 describes that the trinocular depth estimation is constituted of the intrinsic camera parameter calibration, trinocular dense disparity estimation, extrinsic camera parameter estimation, depth estimation, depth fusion, and finally the output of the depth map. The intrinsic camera parameter calibration and extrinsic camera parameter estimation are carried out by the setup of the trinocular cameras. The trinocular dense disparity estimation consumes a lot of computational power. We adopted a fast dense disparity estimation algorithm from Tsai's work [12] . The symmetric trinocular property is also used here for the correction of the calculated disparity map. The Sum of Absolute Difference (SAD) is used for the matching criterion of this dense disparity estimation method. It is expressed as the following equation:
(1) The function f(i, j, n) denotes the intensity of the input image. i and j are the horizontal and vertical axes, and n describes the camera number. The first SAD calculation describes the relationship between the left and middle camera, and the second SAD calculation describes that between the middle and right camera. This symmetric trinocular property helps to find more accurate disparity vectors. If it is combined with fast search mechanism, real-time processing is able to be achieved. Here we use the 1D fast search algorithm to speed up the matching.
The disparity map is converted to depth map through triangulation from the disparity vectors and extrinsic camera parameters. The dense disparity estimation and depth map conversion is combined as the depth estimation step mentioned in Fig.4 . This step provides the view synthesis system with the depth map it needs. 
View Transform
After obtaining the depth map from the trinocular depth estimation, view transform combined with depth information is adopted to construct the relationship between camera position and viewer's eye. In Fig.5 , we look the driver's eye as a second camera with new position and different parameters(focal length, image plane size, etc). In order to further transform the real object to the image plane of the second camera, the translational vector from the camera to the eye helps to form the translation matrix
The position mapping of the objects between different image planes is described in eqn. 2. P1 and M1 denote projected object position and projection matrix in camera C1. PE and ME denote projected object position and projection matrix in the driver's eye. The mapping from P1 to PE can be obtained from the last equation in eqn. 2.
Here we left the adjustment of the eye position to the driver. The driver controls the eye location and angle by himself/herself, just like controlling the rear mirror of a car. Since interactive controlling is needed, real-time free viewpoint depth image-based rendering is required.
Texture-mapping Free Viewpoint Depth Image Based Rendering
The proposed free viewpoint depth image based rendering(FVDIBR) utilizes the GPU in computers for real-time consideration. The proposed texture mapping FVDIBR is described in Fig.6 . The input data are the middle view picture and the depth map. First we have to convert the depth map to the vertices with Z value, as the grid picture shown in Fig.6 . Each of the image point in the original picture is going to be assigned a Z value and a color value of the original image point . With so many vertices, triangles and polygons are drawn. The neighboring four vertices form two triangles. After the polygonization, the rendering process is delivered to the GPU. The GPU looks the whole picture as an image plane. So the holes induced by the depth change are going to be compensated by its shading methods. After FVDIBR, the video from the driver's viewpoint is rendered and sent to the projector. The projector then projects the video onto the car pillar to augment with the outside background. The augmented view synthesis is done while the driver adjusts the view transform parameters to his/her suitable values.
EXPERIMENTAL RESULTS

Computational Costs
There are two main computational intensive parts in our design: the dense disparity estimation and the free viewpoint depth image based rendering. For the dense disparity estimation we adopted from our previous car radar design [12] , the computational speed achieves 30FPS on a Pentium-4 2.4GHz computer since the 1D fast search really reduces the search candidates and find correct disparity vectors. For free viewpoint depth image based rendering, the computational cost and image quality is shown in Table 1 . The instruction count is decreased because the bottleneck of graphics -the shading -is carried out by Gouraud shading, which is a linear interpolation algorithm. Moreover, most of the shading jobs are processed by the GPU. For a GPU with more than 24.8MTriangles per sec capability, the FVDIBR is able to run in real-time.
Augmented Subjective View Results
An augmented view synthesis experiment has been done with the proposed view synthesis system. A white board is setup as a virtual car pillar to show the occlusion in a car. In Fig.7 (a) , a man 
CONCLUSION
A real-time augmented view synthesis system is proposed in this paper for using on transparent car pillars. Traditional view synthesis algorithms mainly focus on offline depth generation and online view interpolation. This restricts the application within multi-view video coding and film-making. The proposed trinocular depth estimation provides the ability for online depth generation through trinocular fast dense disparity estimation. With the proposed texture mapping free viewpoint depth image based rendering on GPUs, the processing speed for view interpolation achieves real-time. By giving users the freedom to control the translational and rotational vectors in the view transform, the users may adjust the viewpoint for the view synthesis system on their transparent car pillars interactively. It is as easy as adjusting the rear mirror direction in a car. The experimental results show that the proposed system really generate a view synthesized video which is integrated with the background to make the user perceive seamless outside scene inside their car. With real-time consideration, view synthesis is able to be adopted into more applications and make augmented reality more practicable.
