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SUMMARY
This thesis concerns the application of High Performance Computing to Discrete Opti-
mization, and the development of massively parallel algorithms designed to accelerate the
solving process of Mixed-Integer Programs (MIPs).
We begin by presenting a portfolio of scalable parallel primal heuristics, which focus
on providing the end-user with high quality feasible solutions to any MIP program quickly.
In some cases, we show our algorithms to be several orders of magnitude more effective
than current state-of-the-art approaches. The first of the contributions in this category is a
specialized primal heuristic for the Fixed Charge Multicommodity Network Flow problem.
The presented computational experiments back the superior effectiveness of our method at
finding substantially better primal solutions when compared to state-of-the-art commercial
MIP solvers, even when the latter are allowed five times as much time.
We further generalize the introduced notions and develop Parallel Alternating Criteria
Search: a general-purpose parallel primal method prepared for handling any unstructured
MIP. We show how the combination of parallelism and simple large neighborhood search
schemes can provide a powerful tool for generating high quality solutions for any given
problem. Our parallel method is able to produce competitive or better and faster results for
more than 90% of the tested instances against CPLEX. Parallel Alternating Criteria Search
becomes especially useful in the context of large instances and time-sensitive optimization
problems, where traditional branch-and-bound methods may not be able to provide com-
petitive upper bounds and attaining feasibility may be challenging. The modular nature of
Parallel Alternating Criteria Search can provide an excellent platform for rapid prototyping
parallel domain-specific heuristics. We show this particular achievement on the Maritime
Inventory Routing Problem, a complex optimization problem that combines network flows
with inventory management. In the presented results, tailored versions of our parallel al-
gorithm are able to significantly outperform domain-specific state-of-the-art heuristics and
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parallel MIP solvers alike.
The second half of this thesis is dedicated to the introduction of PIPS-SBB, a parallel
distributed-memory solver for deterministic equivalent two-stage stochastic MIPs (sMIPs).
The newly introduced solver features multiple levels of nested parallelism. It is also de-
signed with data parallelism in mind, allowing the problem data to be partitioned across
multiple distributed-memory machines. We then present two Branch-and-Bound paral-
lelizations extending the already parallel solver. We investigate the effects of leveraging
multiple levels of parallelism and their part in improving the scaling performance beyond
thousands of cores. We also compare our algorithms against a distributed-memory imple-
mentation of a commercial MIP solver. The latter proves to be the best performer at small
problem scales. However, the specialized nature of the methods present in PIPS-SBB-based
solvers allow them to be the best performers in large SMIP instances.
The direct product of this thesis is a set of algorithms ready to be used in massively
parallel systems to quickly find high quality solutions to any MIP problem. The presented
works ultimately increase our understanding of the use of parallelism in the context of Dis-





1.1 Mixed Integer Programming
Mixed Integer Programming (MIP) [1] modeling tools and algorithms allows one to formu-
late and solve a large variety of planning and operational problems in energy, transportation,
manufacturing, finance, health, military, and any other domain where decisions are made.
MIPs address particular optimization problems in which a linear function of variables sub-
ject to linear constraints is minimized or maximized. Additionally, the domain of a subset
of decision variables is reduced to integer values only. We formally define a MIP as:
mintctx|Ax “ b, l ď x ď u, xi P Z, @i P Iu (MIP)
where c P Rn, A P Rmˆn, b P Rm, and I Ď t1, . . . , nu is the subset of integer variable
indices. The decision vector x is bounded by l P Rn and u P Rn.
Integer variables often have the crucial function of representing on-off binary logical
decisions, such as choosing a specific routing for a fleet of transportation vessels or a par-
ticular assignment in a job schedule. This freedom of expressiveness, however, comes at
a great computational cost. MIPs are NP-hard combinatorial optimization problems, and
most approaches for solving them are based on the systematic enumeration of all candi-
date solutions. When facing this complexity, high quality feasible solutions have become a
valuable asset in the MIP solving process, and constructing them has been one of the main
focuses of research for the past two decades. While feasible solutions can help to speed
the optimization, they are most valuable for large-scale and time-sensitive instances, where
proving optimality may be computationally intractable.
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1.2 Branch-and-Bound
The branch-and-bound algorithm [2] is the most commonly used method for solving MIPs
to optimality. It is a search algorithm that systematically partitions the problem into smaller
problems and searches the solution space using a dynamically generated tree data structure
called the branch-and-bound tree, in order to enumerate feasible integer solutions. In LP-
relaxation based branch-and-bound, the quality and promise of subproblems is evaluated
by solving an LP relaxation formed by relaxing all integrality constraints. The optimization
concludes once all subproblems are fathomed or solved to optimality. Furthermore, since
the branch-and-bound algorithm provides upper and lower bounds on the optimal solution,
it can also be used to provide a guarantee on the quality of the best solution found, if
terminated early.
Algorithm 1 LP-Based Branch-and-Bound
UB “ 8
LB “ ´8
priority queue Q “ H
Add root subproblem r of original MIP problem to Q
while Q ‰ H and LB ă UB do
remove subproblem p from top of Q
Solve LP relaxation of p, process p, bound p
UBp “ best solution found within p
LBp “ lower bound of p,8 if infeasible, ´8 if unbounded
UB “ mintUB,UBpu
if LBp ă UB then
Partition p into a set ts0, . . . , sku of subproblems, each with a lower bound defined to be LBp
Add ts0, ¨ ¨ ¨ , sku to Q
else
Continue Ź If LBp ě UB, problem p is discarded (fathomed by bound dominance)
end if
LB “ minimum lower bound among all open subproblems in Q
end while





Despite being an exact algorithm for solving MIPs, a naı̈ve branch-and-bound imple-
mentation as described in Algorithm 1 is a computationally infeasible algorithm due to
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the exponential growth of the search space. State-of-the-art MIP solvers build upon this
branch-and-bound scheme and enhance it with many additional techniques, which prune
the space in order to make MIP optimization practical. Developing each of these techniques
is not straightforward either, given that they usually involve solving additional NP-hard
problems. Primal heuristics [3, 4] are algorithms, usually without a guarantee of success,
that focus on finding high quality solutions in order to improve the upper bound. Addition-
ally, pre-processing [5, 6] and cutting planes [7] are techniques focused on strengthening
the LP relaxation, and overall reducing the search space. Other components that are equally
important are the branching rules (how to partition the problem), and how the priority queue
is sorted. The search strategy can have a big impact on how fast high-quality solutions are
found and determine greatly the size of the tree required to solve a problem to optimality.
We now describe each of these advancements in detail.
The contribution of all these algorithmic components is paramount for maximizing the
performance of any MIP solving algorithm. However, their inclusion has also turned the
latter into highly complex pieces of software with a multitude of abstraction layers. Using
pre-processing, cutting planes, and heuristics comes at an expensive cost, as they often
involve solving auxiliary NP-hard problems, which may be almost as hard as the original
problem. Thus, their correct tuning is important for finding the best trade-off between the
benefits they may provide and the computational overhead they could potentially cause.
1.2.1 Preprocessing
A significant upgrade to standard branch-and-bound comes from MIP model preprocess-
ing. Preprocessing is an technique that aims at removing redundant information of a MIP in
order to reduce its complexity. The preprocessing techniques described by Savelsbergh [5]
and Achterberg [6] include the removal of redundant constraints and variables, bound tight-
ening, and the identification of special substructures, such as cliques. LP relaxations of
simplified models are usually easier to solve than their full-size counterparts. In addition,
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the potential number of variable branchings may also be reduced if redundant variables are
also eliminated.
1.2.2 Cutting planes
Cutting planes are one of the major improvements for branch-and-bound. They are addi-
tional linear inequalities [7] that help eliminate feasible regions of the problem, without
discarding any integer solutions. As a result, cutting planes deliver stronger LP relaxations,
reducing the number of branching decisions required to achieve optimality. Cutting planes
are obtained by performing linear combinations of constraints and rounding. Many cuts
can be generated, and the challenge is to know which ones to generate and how to manage
them, which remains an NP-complete problem. Knapsack cuts [8], Lifted Cover inequal-
ities [9], Flow Cover inequalities [10], Gomory Mixed Integer cuts [11], Lift and Project
cuts [12], Strong Chvatal Gomory cuts [13], and Mixed Integer Rounding cuts [14] are
among the most effective cutting planes.
The advent of cutting planes brought branch-and-cut, a modification of standard branch-
and-bound, in which cutting planes are used to tighten the LP relaxations in addition of
branching. Branch-and-cut (Algorithm 2) requires the solving of the additional separation
problem, which entails finding a valid inequality that will cut away the part of the feasible
region containing the fractional solution.
1.2.3 Branching
The effectiveness of a MIP branch-and-bound tree search algorithm also depends on tree
creation algorithms (branching rules) that determine how to partition the feasible space.
Branching rules intend to find the optimal way to partition the problem so that a minimal
number of subproblem resolutions are required in order to prove optimality. Examples of
widely used branching rules include the most infeasible branching, pseudocost branch-
ing [15, 16], strong branching, and an intermediate approach called reliability branch-
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Algorithm 2 LP-Based Branch-and-Cut
UB “ 8
LB “ ´8
priority queue Q “ H
Add root subproblem r of original MIP problem to Q
while Q ‰ H and LB ă UB do
remove subproblem p from top of Q
while termination conditions are not met do
x “Solve LP relaxation of p, process p, bound p
Search valid inequalities that are violated by x and add them to the LP relaxation
end while
UBp “best solution found within p
LBp “lower bound of p
UB “ mintUB,UBpu
if LBp ă UB then
Partition p into a set ts0, ¨ ¨ ¨ , sku of subproblems, each with a lower bound defined to be LBp
Add ts0, ¨ ¨ ¨ , sku to Q
else
Continue Ź If LBp ě UB, problem p is discarded (fathomed by bound dominance)
end if
LB “minimum lower bound among all open subproblems in Q
end while





ing [17]. Linderoth [18] and Achterberg [17] perform computational comparisons of the
different options.
1.2.4 Search strategy
Another important aspect directly affecting the convergence to an optimal solution is the
order in which subproblems are processed. Two of the most known criteria are named
BestBound and Diving. The first prioritizes the processing of subproblems with the
tightest lower bounds with the objective of improving the global lower bound as fast as
possible. Diving seeks to process subproblems deep in the tree, which are more likely to
allow the discovery of improved solutions. Most modern MIP solvers incorporate a careful
balance of both approaches, or additional rules that sit in the middle of the spectrum, such
as the one introduced in [19]. In [18], a computational study with an overview of multiple
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search strategies is presented.
1.2.5 Primal heuristics
Primal heuristics are methods aimed at finding good solutions in a short period of time. In
branch-and-bound their execution takes places within the processing of certain nodes. They
play an important part, especially in providing solutions early in the search. In addition to
providing valid upper bounds, high quality feasible solutions can help fathom part of the
solution space during the search.
One of the most prominent primal heuristics is the feasibility pump [20], which is a
widely used algorithm for finding feasible solutions at the beginning of the search. It con-
sists of an iterative heuristic that combines linear program (LP) relaxations and roundings
to enforce LP and integer feasibility until a feasible solution is found.
Other important heuristics, such as RENS [21](relaxation enforced neighborhood search),
RINS [22](relaxation induced neighborhood search) or evolutionary algorithms [23] are
based on Large Neighborhood Search (LNS) ideas. LNS heuristics entail solving restricted
sub-MIPs derived from the original problem. Due to the imposed limitations, these sub-
problems are much easier to solve in comparison, which allows the finding of solution
improvements faster. Each of the mentioned LNS heuristics differ in how these sub-MIP
restrictions are defined.
A vast catalogue of primal heuristics has been proposed for MIPs. All of them can vary
dramatically in complexity and algorithmic design. LNS-based heuristics are some of the
most computationally expensive heuristics, since they require the optimization of subMIPs.
At the same time, the design of primal heuristics is often based on the MIP practitioner’s
intuition, and they usually do not offer a theoretical guarantee that better solutions will be
found.
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1.3 The need for parallel algorithms in High Performance Computing
Since the end of Dennard scaling in CPUs, little performance and energy-efficiency gains
have come by the hand of traditional CPU design. Processor clock speeds cannot be in-
creased using current chip manufacturing processes, and this has forced manufacturers to
design computer architectures with increasing parallelism in order to improve the theoreti-
cal peak CPU performance. Realizing a nontrivial fraction of these theoretical performance
improvements requires algorithms that leverage parallelism effectively. This trend has only
been exacerbated for high-performance computing (HPC) systems used in large-scale sci-
entific and engineering applications, with recent HPC systems enabling million-process
parallelism, and future systems enabling even larger process counts and a peak perfor-
mance nearing the exaflop. High performance algorithm design demands decomposable
approaches to problem solving and scalable solutions.
1.3.1 Parallel algorithms for MIP optimization
The algorithmic improvements presented in this section help to reduce the number of nec-
essary operations required for solving a MIP problem to optimality. On the other hand, the
introduction of parallelism seeks to harness the power of modern processor architectures
in order to speed up the processing of these operations. Developments in both facets are
independent, but they both contribute to improving the effectiveness of MIP solving.
In the field of discrete optimization, Bader et al. [24] and Koch et al. [25] discuss
potential applications of parallelism.
Branch-and-bound presents a natural avenue of parallelization, since the solving of the
different subproblems is independent and, therefore, can be processed in parallel. Most
parallel MIP solvers in existence incorporate this kind of parallelization. Despite the ap-
parent abundance of parallelism, modern implementations must consider and overcome
many practical challenges in order to achieve a high degree of parallel efficiency. Ralphs et
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al. [26] discuss these challenges in depth, and provide an extensive overview of the different
parallel branch-and-bound implementations presented to date.
In addition to the parallelization of the tree search, there are many computationally ex-
pensive components within branch-and-bound that could benefit greatly from paralleliza-
tion, such as branching or the LP relaxation. In this thesis, for example, we present multiple
variations of parallel primal heuristics, which can be offloaded to auxiliary processors run-
ning independently from the main optimization. Alternatively, parallelism could benefit
cutting plane generation, where multiple processors could be employed for solving multi-
ple separation problems, which could yield a tighter strengthening. Little work has been
done for speeding up these auxiliary components, and remains an open field of research.
1.4 Outline of the dissertation
In this dissertation we present multiple approaches in which MIP solving can benefit from
parallelism. We present a portfolio of parallel heuristics, which look at improving the effec-
tiveness of the solver from the primal point of view. We then transition to the improvement
of the lower bound, with the introduction of alternative parallelizations of branch-and-
bound.
This dissertation is organized as follows: chapter 2 introduces a parallel local search
approach for obtaining high quality solutions to the Fixed Charge Multicommodity Net-
work Flow problem (FCMNF), a classic optimization problem used in many applications,
including circuit design and transportation networks. The approach proceeds by improv-
ing a given feasible solution by solving restricted instances of the problem where flows
of certain commodities are fixed to those in the solution while the other commodities are
locally optimized. We derive multiple independent local search neighborhoods from an arc-
based mixed integer programming (MIP) formulation of the problem which are explored in
parallel. Our scalable parallel implementation takes advantage of the hybrid memory archi-
tecture in modern platforms and the effectiveness of MIP solvers in solving small problems
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instances. Computational experiments on FCMNF instances from the literature demon-
strate the competitiveness of our approach against state of the art MIP solvers and other
heuristic methods. The presented method proves to be more effective at finding substan-
tially better primal solutions when compared to state-of-the-art commercial MIP solvers,
even when the latter are allowed five times as much time. This chapter is based on the work
presented in Munguı́a et al. [27].
In chapter 3, we generalize the notions introduced in the previous chapter in Alternating
Criteria Search: a parallel large neighborhood search framework for finding high quality
primal solutions for general mixed-integer programs (MIPs). The approach simultaneously
solves a large number of sub-MIPs with the dual objective of reducing infeasibility and
optimizing with respect to the original objective. Both goals are achieved by solving re-
stricted versions of two auxiliary MIPs, where subsets of the variables are fixed. In contrast
to prior approaches, ours does not require a feasible starting solution. We leverage paral-
lelism to perform multiple searches simultaneously, with the objective of increasing the
effectiveness of our heuristic. We computationally compare the proposed framework with
a state-of-the-art MIP solver in terms of solution quality, scalability, reproducibility, and
parallel efficiency. Results show the efficacy of our approach in finding high quality solu-
tions quickly both as a standalone primal heuristic and when used in conjunction with an
exact algorithm. Our parallel method is able to produce competitive or better and faster
results for more than 90% of the tested instances against CPLEX. This chapter is based on
the work presented in Munguı́a et al. [28].
In chapter 4, we focus on how to quickly develop effective parallel primal heuristics
tailored for a specific problem domain. We use the Maritime Inventory Routing Problem
(MIRP) as an example, an important application of MIP to real world problems. Our ap-
proach entails specializing Parallel Alternating Criteria Search to better fit the problem
structure found in MIRPs. Parallel Alternating Criteria search’s efficacy relies on the com-
bination of computer parallelism and Large Neighborhood Searches. Comparisons against
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state-of-the-art problem specific heuristics and commercial MIP solvers show the effective-
ness of our approach, and how the modular nature of Parallel Alternating Criteria Search
can provide an excellent platform for rapid prototyping of parallel domain-specific heuris-
tics. In the presented results, tailored versions of our parallel algorithm are able to sig-
nificantly outperform domain-specific state-of-the-art heuristics and parallel MIP solvers
alike.
Chapter 5 is dedicated to the introduction of PIPS-SBB, a parallel distributed-memory
solver for deterministic equivalent two-stage stochastic MIPs (sMIPs). SMIPs deal with op-
timization under uncertainty at many levels of the decision-making process. When solved
as extensive formulation MIPs, problem instances can exceed available memory on a single
workstation. To overcome this limitation, we present a MIP solver that takes advantage of
parallelism at multiple levels of the optimization process. We show promising results on
the SIPLIB benchmark by combining methods known for accelerating branch-and-bound
methods with new ideas that leverage the structure of SMIPs. This chapter is based on the
work presented in Munguı́a et al. [29].
In chapter 6, we present two parallelizations of branch-and-bound for PIPS-SBB, ex-
tending the already parallel solver. In the first of the proposed frameworks, PIPS-PSBB,
the coordination and load-balancing of the different optimization workers is done in a
decentralized fashion. This new framework is designed to ensure all available cores are
processing the most promising parts of the branch-and-bound tree. The second, ug[PIPS-
SBB,MPI], is a parallel implementation using the Ubiquity Generator (UG), a universal
framework for parallelizing the branch-and-bound tree search that has been sucessfully ap-
plied to other MIP solvers. We show the effects of leveraging multiple levels of parallelism
in potentially improving scaling performance beyond thousands of cores, and illustrate our
ideas by implementing both frameworks as extensions of PIPS-SBB. We also compare our
algorithms against the distributed-memory implementation of the state-of-the-art commer-
cial solver CPLEX. The latter proves to be the best performer at small problem scales.
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However, the specialized nature of the methods present in PIPS-SBB-based solvers allow
them to outperform CPLEX in large SMIP instances.




A PARALLEL LOCAL SEARCH FRAMEWORK FOR THE FIXED-CHARGE
MULTICOMMODITY NETWORK FLOW PROBLEM
2.1 Introduction
The Fixed-Charge Multicommodity Network Flow (FCMNF) problem is a classic opti-
mization problem arising in numerous applications. Given a directed capacitated network
and a set of commodities, the objective is to route every commodity from its origin to des-
tination through the network so as to minimize the total cost. The cost associated with an
arc is the sum of a fixed cost derived from its use and a variable cost proportional to the
flow going through it. The total cost is derived from the sum of all arc costs.
The FCMNF problem was proven to be NP-Hard [30]. In practice, realistic sized in-
stances of the FCMNF problem are extremely difficult to solve to optimality. Consequently
a variety of heuristic approaches and integer programming techniques have been developed
and proven to be effective means to achieve high quality solutions quickly. We introduce
a local search heuristic framework for the FCMNF problem that is explicitly designed for
both parallel shared-memory systems and distributed-memory systems. Our method finds
competitive solutions by exploring a large number of local search neighborhoods concur-
rently. Given a feasible solution s, the local searches proceed by solving restricted instances
of the problem where flows of certain commodities are fixed to those in the solution swhile
that of the other commodities are optimized. We take advantage of a state-of-the-art Mixed
Integer Programming (MIP) solver to drive these local searches.
Recent works have introduced successful heuristic methods for obtaining high quality
solutions. Most common heuristics consist of embedding a problem-specific mechanism
for improving solutions in the context of a metaheuristic search framework. Ghamlouche
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et al. [31] identify cycles in the network as a heuristic strategy for finding alternative flow
routes. The same methodology is used in further works in combination with machine learn-
ing techniques in order to improve and guide the local search [32]. Chouman et al. [33]
use a similar approach to identify arc-balanced cycles in combination with a Tabu Search.
A different heuristic approach is presented by Yaghini et al. [34], where the authors define
local search neighborhoods based on simplex pivots in the context of a simulated annealing
framework. Other meta-heuristic frameworks for the FCMNF problem are based on Evolu-
tionary algorithms [35] and Scatter Search procedures [36, 37, 38]. The latter works were
developed more than a decade ago and differ in the generation of the original population,
and the mechanisms used for solution improvement and recombination.
Heuristic strategies can also be used in the context of an exhaustive search framework.
An example is the local branching technique introduced by Fischetti et al. [39]. Their
method uses linear inequalities to branch on smaller subproblems, which are solved by
a black-box MIP solver. Examples of applications of local branching for the FCMNF
problem are studied by Rodrı́guez-Martı́n et al. [40]. The efficacy of the previously cited
work resides in the use of heuristics algorithms in combination with exact mixed-integer
programming techniques.
Katayama et al. [41] develop a column generation, path-based formulation enhanced by
strong inequalities in conjunction with an arc capacity scaling approach. In [42], the same
scheme is improved by using local branching ideas to polish the solutions obtained through
arc capacity scaling strategies.
Despite providing high quality solutions quickly, heuristic methods cannot provide op-
timality certificates because of their exclusive focus on primal solutions. Hewitt et al. [43]
introduce an algorithm that provides lower bounds on the optimal solution in addition to
primal solution improvements. Such improvements are found by solving strategically re-
stricted MIP subproblems while tighter lower bounds are found with mathematical pro-
gramming approaches. In further work, their approach combines the use of restricted MIPs
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in the context of a branch-and-price framework that also provides a performance guaran-
tee upon completion [44]. The authors take advantage of parallelism to solve the pricing
problems and restrictions.
Parallelizations of large neighborhood search algorithms have been successfully im-
plemented in other applications such as the LNG inventory routing problem [45]. To our
knowledge, parallel computing remains a relatively unexplored field for the FCMNF prob-
lem. Crainic et al. [46] propose an asynchronous parallel Tabu Search where every proces-
sor communicates with a centralized solution pool. They introduce and test several com-
munication policies as well as strategies for handling the exchanged information. In [47],
special emphasis is put on the control of the information diffusion between the different
processors. The authors present a multilevel parallel local search algorithm that employs
parallel cycle-based Tabu Searches defined by sets of fixed arcs. Their approach differs
greatly from ours in many aspects. These include the solution improvement method used,
the fact that our method has a solution recombination step, the arrangement and synchro-
nization of parallel resources, the communication protocol, and the information exchanged
between processors. Crainic et al. [48] provide a comprehensive literature review on the
application of parallelism in meta-heuristics. Our contribution is a highly scalable paral-
lel algorithm specifically designed to find quality primal solutions of large-scale FCMNF
problems. Many algorithmic enhancements are combined in order to attain competitive lev-
els of parallel performance: a novel parallel decomposition procedure based on the problem
structure, a highly parallelizable local search scheme, and a tiered parallel procedure that
is able to combine large numbers of partial solutions quickly. Solution crossover methods
such as the one used in our approach have already been introduced and discussed previ-
ously [3, 23]. In contrast to these works, we introduce a parallelization of the method that
enables the recombination of a large number of solutions simultaneously.
We present experimental results that show the effectiveness of our parallel local search
approach. For the instances in the C problem set [49], our method identifies primal solu-
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tions that are within an average optimality GAP of 0.58% with respect to the best known
lower bound in an average time of 152 seconds per instance. We also test our parallel
algorithm against the GT problem set [43], which contains substantially bigger instances.
Our method takes less than 200 seconds on average to obtain a better solution than the
best one found by CPLEX running for 5 hours. We are able to identify considerably bet-
ter solutions in more time. In addition, we present parallel scalability and load balancing
performance results, which show that our novel implementation is able to take advantage
of a large number of parallel processors to effectively reduce computation times in a load
balanced execution.
The remainder of the chapter is structured as follows. Section 2.2 presents an arc based
MIP formulation of the FCMNF problem. Sections 2.3 and 2.4 provide a detailed descrip-
tion of our local search methodology and its parallel implementation on hybrid-memory
parallel architectures, respectively. Section 2.5 presents computational experiments and
results on standard instances from the literature. Finally, Section 2.6 provides some con-
cluding remarks.
2.2 Problem description
Our local search approach is based on an arc-based MIP formulation of the FCMNF prob-
lem, which is described as follows. Let G “ pV,Aq be a directed network, where V is the
set of vertices and A the set of arcs. Let K be a set of commodities to be routed through
G. Each commodity k P K is specified by a source vertex sk P V , a destination tk P V
and a quantity qk of flow to be routed. Each arc pi, jq P A has an associated fixed cost fij
that is imposed only when commodities are routed through it. Arcs also have a variable
cost cij that is proportional to the flow traversing it and a maximum flow capacity uij . The
problem consists of finding a routing for every commodity in K such that the arc capacities
are respected and the costs are minimized. Let the flow variable xkij denote the proportion
of commodity k P K that is routed through the arc pi, jq P A. In addition to the flow
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variables, we also introduce the binary variables yij , which reflect whether each arc pi, jq


























ij ď uijyij @pi, jq P A (2.3)
yij P t0, 1u @pi, jq P A (2.4)
0 ď xkij ď 1 @pi, jq P A, @k P K. (2.5)
Restriction (2.2) ensures the conservation of flow. The flow differential for a vertex i and a

















1 if i “ sk
´1 if i “ dk
0 otherwise.
The coupling constraints (2.3) guarantee that the flow through each arc does not exceed
the arc capacity. The capacity restrictions have a two-fold function, as they also ensure that
the fixed cost is imposed when an arc is used. All commodity flow variables relative to the
same arc are aggregated in the same constraint. A tighter and stronger LP relaxation can
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be obtained by introducing a set of |A| ¨ |K| independent constraints:
xkij ď yij @pi, jq P A, @k P K. (2.6)
These are redundant with respect to (2.3). We choose not to include them in our model due
to performance issues resulting from their large number.
We consider two problem variations that differ in whether each commodity may be
split through multiple paths or not. In the formulation above, the flow variables are contin-
uous, as specified in constraint (2.5). Alternatively, each variable xkij is binary and (2.5) is
replaced by:
xkij P t0, 1u @pi, jq P A, @k P K. (2.7)
The techniques described in this chapter are compatible with both problem variants.
2.3 Local search methodology
In the proposed local search scheme, an initial primal solution to an FCMNF instance is
improved iteratively by sequentially applying heuristic local searches. In each heuristic
local search, solutions are improved by solving a smaller, tractable MIP subproblem that is
derived from the original instance. Such reduction in the problem size is obtained by fixing
a chosen subset of the variables to the corresponding values of the previously obtained
feasible solution. The selection of variables is such that arc sharing is encouraged to reduce
costs. New improved solutions replace the primal incumbent after each iteration, and the
scheme is repeated.
We parallelize this procedure by partitioning the sequence of local searches to an ar-
bitrary number of independent sequences, each of which can be explored in parallel. To
achieve this decomposition, we introduce a local search partitioning mechanism, which
determines the work to be performed by each of the parallel processors. Potentially, each
independent subproblem sequence can produce an improved primal solution. The final step
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in the algorithm combines the solution improvements found in parallel into a single feasible
solution using a recombination scheme. This parallel procedure may be repeated an arbi-
trary number of times by using the obtained solution as an input for the next iteration. We
depict this parallel local search procedure in Figure 2.1. Next, we describe each component













































Figure 2.1: Parallel decomposition of a sequential local search procedure. Local searches
are distributed in a total of P sequences. As a result, P feasible solutions are obtained and
recombined in an improved solution.
2.3.1 The local search mechanism
At the most basic level of the algorithm, improvements in solutions are found by solving re-
stricted instances of the original problem, in which flows of certain commodities are fixed.
Given a commodity c and a feasible solution s, we define the set of adjacent commodities
Adjpcq as the group of commodities that share flow at least in one arc with c in s, i.e.,
Adjpcq “ tc1 P K|Dpi, jq P A s.t. xc
pi,jq ą 0 and x
c1
pi,jq ą 0u. A local search neighborhood
is then defined in the form of a new MIP subproblem, where the flow of the adjacent com-
modities and c are free and the remaining flow x is taken from s and fixed. Simultaneously,
the arc use variables y are also free for arcs that are not used by the remaining flow. A
pseudo-code description of the local search procedure is given in Algorithm 3.
Depending on the selected commodity, the resulting subset of fixed variables may vary
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Algorithm 3 Local neighborhood search
Input: Feasible solution s and commodity c from a FCMNF instance
Output: Feasible solution to the FCMNF instance
function LOCALSEARCH(Solution s, Commodity c)
Compute Adjpcq based on s
for all commodities k not in Adjpcq do





in size. Commodities with a large number of adjacent commodities produce difficult MIP
subproblems due to the small number of variable fixings. In contrast, commodities with
little flow interaction may yield excessively restricted local searches. Disparities in the
instance size can be reduced by establishing a threshold on the number of variables that
can be fixed in addition to an optimization time limit.
2.3.2 Partitioning the subproblem sequence
Given the above local search neighborhood definition and a feasible solution to a FCMNF
instance, we can define as many different variable fixings as commodities in the instance.
A small example is shown in Figure 2.2. Each derived MIP subproblem is characterized by
a specific commodity and its adjacent flow and can be optimized in parallel.
Consider a set of local searches to be explored, each of which is identified by a specific
commodity. As a first step towards parallelization, we require such work to be decom-
posed into a set of disjoint local search subsets. Work partitions that yield load-balanced
optimizations are highly desirable. As an additional requirement, we incentivate that com-
modities with heavy flow interaction should be placed in the same subset. With this specific
grouping, we would expect each local search subset to correspond to a highly interrelated
subset of the variables.
The partitioning problem can be transformed into a graph partitioning problem as fol-



























Figure 2.2: Subproblem partitioning shown on a small example with three commodities. A
subproblem is defined for each commodity, where the flow highlighted in red is optimized
and the remaining flow is fixed.
from a feasible solution s, the set of arcs A and the set of commodities K. In Gs, the set
K represents the vertices: V s “ K. As “ tpu, vq|u, v P V s and Dpi, jq P A s.t. xu
pi,jq ą
0 and xv
pi,jq ą 0u, i.e., there is an arc pu, vq in G
spV s, Asq if and only if commodities u and
v share flow in an arc in s. In addition, we specify the weight of an edge pu, vq P As to be
the number of shared arcs. An example is depicted in Figure 2.3.
Thus, the division of commodities among P parallel processors can be translated into
a graph partitioning problem of the connection graph, where the cut between the P dif-
ferent subsets is minimized. The connection graph partitioning can be accomplished with
minimal computational efforts by specialized graph partitioning algorithms, including the














Figure 2.3: Connection graph generated from a feasible solution. Commodities are repre-
sented with vertices, and there is an arc between two vertices if their corresponding com-
modities share an arc in the solution.
2.3.3 The solution recombination procedure
Consider a set S of improved solutions obtained from a single original feasible solution af-
ter a parallel local search. Given the nature of the local search neighborhood, it is likely that
the solutions that compose S are highly similar in most parts of the arc design. Solutions
can be effectively combined by focusing on the arc variations that have been produced as a
product of the local search phase. To do so, a new MIP subproblem is devised, where the y
variables corresponding to the arcs that are not used in any solution from the set are fixed to
zero. Note that each of the solutions in S is still feasible in this new MIP subproblem and
can, therefore, be used as a starting solution. In Algorithm 4 a pseudo-code description of
the solution recombination mechanism is given and a small example is shown in Figure 2.4.
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Algorithm 4 Solution recombination algorithm
Input: Feasible solution set S
Output: Feasible solution to the FCMNF instance with an accumulation of the improvements.
function SOLUTIONRECOMBINATION(Solution set S)
for pi, jq P Arcs do
if pi, jq is not used in any s P S then
Fix variable yij to 0
end if
end for





























Figure 2.4: The solution recombination step is shown on a small example with three com-
modities. A subproblem is defined for a set of input solutions, where the flow in the arcs
highlighted in red is optimized while the remaining arcs fixed.
Similarly to our heuristic local search scheme, the subset of fixed variables in each
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solution recombination may vary in size. Solutions in the earlier stages of the computation
may incorporate many changes in the routing, resulting in a difficult MIP subproblem due to
the small number of arc fixings. The opposite effect may be obtained if little improvement
is found during the local search phase. We resolve the differences in the problem size by
specifying an optimization time limit.
2.3.4 Obtaining a first feasible solution
The parallel method presented in this section relies on an original feasible solution to im-
prove upon. A starting solution is produced by solving a relaxation of the original problem,
which is obtained by removing the fixed costs from the objective function computation.
The fixed costs are a major complicating factor in solving the FCMNF problem. When
they are omitted we have an LP if the flow can be split and an IP otherwise. We use these
simplified models to obtain preliminary primal solutions that satisfy the flow restrictions,
although the solutions are far from being optimal. In our experience, however, the quality
of the first feasible solution has proven to be unimportant because great progress is always
achieved in the initial iterations of the scheme.
2.4 Parallel implementation
In this section, we present more details of the algorithm implementation. For parallel scal-
ability, our scheme is designed for hybrid memory systems that combine both distributed-
memory systems as well as parallel shared-memory machines. Throughout the section, we
refer to a computing node (or processor) as a set of multiple CPU cores that share a single,
unified memory subsystem as shown in Figure 2.5a (shared-memory system). For scalabil-
ity, parallel execution may take place across several computing nodes concurrently. In this
case, the memory space is segmented and distributed between the individual processors as
depicted in Figure 2.5b (distributed-memory system). As such, a collection of parallel pro-
cessors constitute a parallel distributed-memory system. Efficient implementations require
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algorithm design techniques tailored for each memory environment. An important distinc-
tion in the implementation is found in the synchronization of parallel components. Parallel
distributed-memory systems usually rely on synchronous message passing techniques such
as MPI [52] to perform communications between processors. In contrast, communication

























Figure 2.5: Schematic depiction of parallel systems with different memory configurations.
System (a) features a unified memory space, which is accessible by every parallel core
simultaneously. In contrast, system (b) has a segmented memory space, which is distributed
between the different parallel cores.
We start describing our parallel scheme by its implementation in a single shared-memory
parallel processor as shown in Algorithm 5. Consider a processor with C parallel processor
cores and a starting solution s that is initially given to each of them. Each core proceeds
to improve its local solution in parallel by resolving a different sequence of MIP subprob-
lems and accumulating the improvements found in the optimization process. Given that the
parallel cores share the same memory space, the work partitioning can be arranged dynam-
ically. In order to do so, we employ a shared data structure which holds the subproblems
that every core has access to. When a subproblem is solved, it is removed from the shared
set. In this fashion, subproblems are distributed dynamically among the parallel cores such
that the routing of each commodity is optimized by exactly one of them.
Each variable fixing yields a smaller integer problem as previously described, which
is then solved using a black-box MIP solver. As a product of the parallel local search,
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Algorithm 5 Parallel local search iteration
Input: Feasible solution s from a FCMNF instance, set of commodities K
Output: Improved feasible solution to the FCMNF instance
function PARALLELLOCALSEARCH(Solution s, Commodity set K)
for every thread ti P C in parallel do
Initialize Solti as a copy of s
while there exists commodity k P K do
Remove k from K
newSol “ LOCALSEARCH(Solti , k)







improvements in the routing are accumulated in at most C different solutions. We employ
our solution recombination step to combine them to a single feasible solution, which may
be used as input to the next iteration. To ensure full system utilization, we may assume
the number of commodities given by |K| to be greater than the overall number of parallel
cores P . When P is bigger than |K|, only |K| parallel cores are used during the local
search phase. The algorithm is designed such that each parallel core may improve its local
solution copy by sequentially solving multiple MIP subproblems and replacing the solution
when improvements are found.
We adapt our implementation to a hybrid memory parallel system by augmenting Al-
gorithm 5 in a two-layered scheme, where each level is dedicated to a different level of
parallelism. The first layer is responsible for the local search partitioning between the dif-
ferent distributed-memory processors by the use of MPI. The second execution tier takes
place in the shared-memory setting of each parallel processor and is responsible for the ac-
tual local search exploration. It is in this inner execution level where the MIP subproblems
are collectively resolved by the parallel cores in each processor.
Figure 2.6 describes the interactions between each tier and the workflow of the execu-










































































Figure 2.6: Parallel hybrid memory framework. The process described in Figure 2.1 is
expanded to accommodate the parallel execution in distributed-memory systems.
processors. After the partitioning, each computing node proceeds to find improvements in
the primal solution by the same procedure as shown in Algorithm 5. The execution returns
to the distributed-memory context, where an all-to-all solution exchange communication
is performed in order to combine the improvements found by the different processors. In
Algorithm 6 we present a pseudo-code description of the distributed-memory execution
layer.
Algorithm 6 Distributed-memory parallel local search framework
Input: Feasible solution s from a FCMNF instance, set of commodities K
Output: Improved feasible solution to the FCMNF instance
function DISTRIBUTEDLOCALSEARCH(Solution s)
while termination criteria is not met do
Let Part be a partition of the commodity set K in P subsets based on s








A distributed-memory implementation raises the issue of scalability. The effectiveness
of the recombination step, for instance, is dependent on the input size. If the number of
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input solutions is small and all of them are highly similar, the resulting recombination MIP
may be small and relatively easy to solve. However, a large number of input solutions
may produce a very small number of fixings and, therefore, a problem that may be hard to
optimize quickly. Thus, its scalability may be limited.
By splitting the recombination process into two consecutive phases, a large number of
input solutions can be accumulated while maintaining a large number of fixings. An addi-
tional benefit lies in a better utilization of the parallelism, since each processor performs
the first phase of the recombination independently.
In addition to scalability, load balancing is another component of parallel efficiency.
Load balancing refers to the uniform distribution of work among parallel processors. Due
to the synchronous nature of our algorithm, achieving an even load balance is essential
in order to maximize the throughput of our parallel computations. Figure 2.7 depicts all
the potential load imbalance pitfalls of our parallel implementation. First, the parallel cores
within a processor may compute each of the local search sequences unevenly. Additionally,
load imbalance could be aggravated by differences in the solving time of the first solution
recombination. Both factors could affect the synchronization between processors, poten-
tially delaying the second phase of the solution recombination. Its prevention depends on
how the work is partitioned and the time limit parameters that decide the granularity of the
local searches as well as the recombination times. Further experiments presented in the
next section will determine the degree of load imbalance of our approach.
Another positive aspect of the synchronous implementation is an efficient handling of
the communications between parallel processors. Overall, only two communication steps
are required every iteration. A communication of the work partitions is performed prior to
the local search, as well as an all-to-all exchange of solutions between each of the recom-


































































Figure 2.7: Potential load imbalance causes of the implementation.
2.5 Experimental results
In this subsection, we study the performance of our parallel local search in terms of solution
quality, parallel scalability and load balance. Our framework is implemented in C++ and
uses CPLEX 12.4 as the MIP solver. Our tests were performed on an 8-node computing
cluster, with each node having two Intel Xeon X5650 6-core processors, 24 GB of RAM
memory and a Red Hat Enterprise Linux distribution. Unless otherwise noted, CPLEX
was set to its default configuration whenever it was used for comparison purposes. CPLEX
is configured with 12 threads, as it can take advantage of parallelism in shared-memory
machines. We test the competitiveness of our parallel method by comparing its perfor-
mance against previous heuristic approaches presented in the literature. For this purpose,
two FCMNF problem instance sets are used, the C instances [49] and the GT instances [53]
used in [43]. In order to assess the scalability of our parallel method, we test the perfor-
mance under different processor configurations.
The choice of the local search parameters such as the search time limit can have a signif-
icant impact on the effectiveness of the method. An ideal combination is highly dependent
on the instance size, the number of arcs and the number of commodities. To cope with this
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variety of choices, we test several parameter configurations and choose the best perform-
ing one in average. For each problem class, 8 representative instances were selected and
sampled with a collection of parameters. In Figure 2.8, we report the performance results
for both the C instances and the GT instances in terms of the average optimality GAP. Each
algorithm sample had a time limit of 100 seconds and 300 seconds for the C and the GT
instances respectively. For the remaining set of experiments in the C instance set, the time
limits were set to 10 seconds for each local search and 20 seconds for solution recombina-
tion. When solving the GT instances, the local search time limit was set to 20 seconds and
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Figure 2.8: Parameter sensitivity analysis for C and GT instances. Parameter configurations
are specified with two numbers X-Y, where X refers to the local search time limit and Y to
the solution recombination time limit.
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2.5.1 C instance set performance results
The C instance set is comprised of 37 FCMNF medium-sized instances. They have net-
works with 20 or 30 vertices, a number of arcs ranging from 230 to 700 and a number of
commodities ranging from 10 to 400. The configuration of each problem instance is speci-
fied with the tuple tNvertices,NArcs,
NCommodities, F {V, T {Lu, where F indicates that the instance’s fixed costs are predom-
inant in relation to the variable costs (V otherwise). T characterizes a tightly capacitated
problem instance and L denotes loose arc capacities. In order to evaluate the quality of the
solutions obtained with our scheme, we compare it against the results presented in prior
publications and default CPLEX on the problem variant where the flow routing can be split
between different paths. Specifically, results are compared with those reported in the IP
Search scheme (IPSearch) by Hewitt et al. [43], two sets of results obtained with the
capacity-scaling combined scheme (Comb1 and Comb2) by Katayama [42], and CPLEX
with a time limit of 1 hour. We refer to the results obtained with our Parallel Local Search
as ParLS.
The performance results over the C instance set is shown in Table 2.1, where the best
lower bound for each instance is reported followed by the best primal solution found by
each method. The best values are denoted in bold. When a value is optimal, it is marked
with an asterisk. We specify the time required to reach the best solution as reported orig-
inally by the authors. In order to eliminate the discrepancies between computer systems,
we also report the normalized CPU times for IPSearch, Comb1, and Comb2 accord-




, where Torig is the original time reported by the authors, while Snorm1
and Sorig23 are the CPU scores of the processors used in our experiments and the other
authors in the comparsion respectively. The lower bounds for each problem were either
1Snorm “ 7605 (Intel Xeon X5650)
2SComb1 “ SComb2 “ 8262 (Intel Core i7-2600)

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































obtained from the literature or found by CPLEX with a 12-hour limit. The reported GAP
values are relative to the optimal solution or to the best lower bound. It is computed as
GAP “ Psol´LB
Psol
¨ 100, where Psol is the solution to each instance and LB its lower bound.
ParLS finds an optimal solution in 15 out of 37 instances. In comparison to the in-
cumbents reported in the literature, better or equally good solutions are found in 20 cases.
When we consider all 37 instances, we obtain solutions that are within an average optimal-
ity GAP of 0.58%. The convergence to such solutions is obtained very quickly, averaging
152 seconds per instance. Comparing our results to previous research is a difficult task
due to the diversity in the experimental conditions and the differences in the hardware and
software. However, our parallel method identifies quality solutions that are competitive
with the ones reported in prior work and requires much less time to achieve them. The in-
cumbents reported in Comb2 and CPLEX are results that represent an improvement over
those obtained with our approach. But the solution times are larger by a factor of 20 and
15 respectively.
2.5.2 GT instances
The GT set is comprised of 24 FCMNF instances, which range in the number of arcs from
2000 to 3000 and have 50 to 200 commodities. When an arc-based formulation is consid-
ered, the instance sizes range between 102000 and 603000 variables. They are additionally
presented in two versions, whether the problem instances are tightly capacitated (F T) or
loosely capacitated (F L). We compare the performance of our parallel local search (re-
ported as ParLS) with the IP Search scheme from Hewitt et al. [43] (IPSearch), both
with a time limit of one hour. We also compare the best results obtained by CPLEX with a
time limit of 5 hours (CPLX). We tested several CPLEX emphasis configurations, includ-
ing optimality and feasibility, and found the default configuration to be the best performer.
In addition to the default setting, we include a comparison against the solution polishing
heuristic of CPLEX. In the CPLXSP setting, CPLEX is allowed 1 hour of optimization
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time and 4 hours of solution polishing. CPLEX is also used to determine the lower bound
on every instance. Results are detailed in Table 2.2, where the best found primal solutions
found are given, as well as the time required by the parallel local search to improve the best
solution found by the other three methods. The reported GAP values are calculated with
respect to the best found lower bound.
Table 2.2: GT instance set optimization results
Primal solution value Optimality GAP Time to improve solution (s)
Problem LB CPLX CPLXSP IP Search ParLS CPLX CPLXSP IP Search ParLS CPLX CPLXSP IPSearch
F T,500,2000,50 4326550 5038580 5100186 4949780 4892012 14.13 15.17 12.59 11.56 114 100 178
F T,500,2000,100 6368730 7592260 7381313 7619670 7273916 16.12 13.72 16.42 12.44 78 366 75
F T,500,2000,150 7208800 8640390 9083303 8807650 8014986 16.57 20.64 18.15 10.06 317 155 234
F T,500,2000,200 8845440 11858000 11213371 11893100 10617796 25.41 21.12 25.63 16.69 257 463 257
F T,500,2500,50 3927990 4585510 4448739 4600200 4406080 14.34 11.71 14.61 10.85 72 120 72
F T,500,2500,100 5330490 6942260 6559397 6953660 6365848 23.22 18.74 23.34 16.26 134 297 134
F T,500,2500,150 5930530 8094410 7978909 7571640 7037860 26.73 25.67 21.67 15.73 216 302 488
F T,500,2500,200 8327720 11963100 11911900 11452900 10727261 30.39 30.09 27.29 22.37 312 313 396
F T,500,3000,50 3529370 4333310 4069239 4262350 4035362 18.55 13.27 17.20 12.54 99 1188 166
F T,500,3000,100 5442880 7164410 7046750 7186810 6634387 24.03 22.76 24.27 17.96 229 262 214
F T,500,3000,150 6236240 8773910 8172602 8709390 7517445 28.92 23.69 28.40 17.04 150 257 155
F T,500,3000,200 7283080 11236600 11354647 10390700 9751002 35.18 35.86 29.91 25.31 308 259 510
F L,500,2000,50 3432140 3882110 3726114 3823610 3722839 11.59 7.89 10.24 7.81 136 1022 196
F L,500,2000,100 5497770 6706100 6404834 6453880 6005177 18.02 14.16 14.81 8.45 146 300 271
F L,500,2000,150 6750150 8205000 7886028 8081600 7510651 17.73 14.40 16.48 10.13 198 351 211
F L,500,2000,200 8031600 10181700 10376103 9828350 9338097 21.12 22.60 18.28 13.99 424 375 592
F L,500,2500,50 3176040 3818440 3507652 3612030 3491664 16.82 9.45 12.07 9.04 90 1223 213
F L,500,2500,100 5062110 6893490 6187629 6400140 5909401 26.57 18.19 20.91 14.34 133 1076 303
F L,500,2500,150 6542600 10022900 9520783 9089920 8138918 34.72 31.28 28.02 19.61 155 196 319
F L,500,2500,200 7717740 11937300 11566824 10099200 9788913 35.35 33.28 23.58 21.16 384 483 1976
F L,500,3000,50 2958630 3668660 3492641 3457280 3369303 19.35 15.29 14.42 12.19 110 187 254
F L,500,3000,100 4855420 6692780 6187593 6015950 5773133 27.45 21.53 19.29 15.90 178 377 613
F L,500,3000,150 6031650 9378030 9479082 8919720 7741294 35.68 36.37 32.38 22.08 223 196 254
F L,500,3000,200 6722660 11240900 11291918 10040000 9195115 40.19 40.46 33.04 26.89 264 264 691
Average value 24.09 21.56 20.96 15.43 196 422 365
The results demonstrate the considerable difficulty in solving the GT instance set, as
CPLEX is only able to achieve an average optimality GAP of 24.09% after 5 hours of
execution. A big part of the challenge resides in the complexity of obtaining tight lower
bounds due to the weakness of the arc-based formulation. The solution polishing heuristic
is generally more effective than the default CPLEX configuration, even though its advan-
tage is diminished in instances with a high commodity count. In selected instances with
50 commodities, CPLXSP provides solutions of similar quality as ParLS. However,
ParLS achieves them in substantially less time. In comparison to all three methods, our
parallel local search scheme finds better solutions for every instance. On average, it re-
quires less than 200 seconds to improve the best solution found by CPLEX running for
5 hours. Improvements become more noticeable in the instances with more commodities
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because these benefit more from parallelism and are more challenging for CPLEX.
2.5.3 Scaling results
One of the primary goals of our approach is to exploit a large degree of parallelism. We
rely on the concurrent exploration of a large number of local searches to find competitive
solutions faster. The next set of experiments is aimed at showing the effectiveness and
benefits of the application of parallelism.
(a) 50 Commodities (b) 100 Commodities
(c) 150 Commodities (d) 200 Commodities
Figure 2.9: Scaling results for a selected test instance with 500 vertices, 3000 arcs and
varying commodities. Each plot depicts the improvement in optimality GAP with respect
to the best lower bound as a function of time. The executions shown in each problem differ
in the number of parallel cores used.
In Figure 2.9, scaling results are shown for a representative set of instances. Since our
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approach parallelizes over the set of commodities, we test a variety of instances with a
number of commodities ranging from 50 to 200. For each problem, we report performance
results for several processor configurations, ranging from executions on one processor (12
parallel cores) to eight (96 parallel cores). The same results are specified in terms of time
in Table 2.3, where we show the time required to reach different GAP values with respect
to the best solution found for each instance as well as with respect to the lower bound.
Table 2.3: Time required to reach certain gap with respect to the best found primal solution
and the best lower bound
Number of Time required to reach GAP Time required to reach GAP
Problem computing nodes with respect to best solution (s) with respect to best lower bound (s)
20% 10% 5% 1% 0% 35% 30% 25% 20% 15%
F T,500,3000,50 1 (12 cores) 137 638 1388 – – 18 137 315 845 –
F T,500,3000,50 2 (24 cores) 48 184 317 – – 10 51 146 240 –
F T,500,3000,50 4 (48 cores) 29 85 144 227 725 9 29 62 104 182
F T,500,3000,50 8 (96 cores) 28 78 161 314 – 3 28 48 111 282
F T,500,3000,100 1 (12 cores) 378 2124 – – – 378 594 2124 – –
F T,500,3000,100 2 (24 cores) 285 2069 – – – 247 443 2529 – –
F T,500,3000,100 4 (48 cores) 126 300 596 – – 81 165 303 886 –
F T,500,3000,100 8 (96 cores) 223 517 1057 2490 3506 221 348 577 1667 –
F T,500,3000,150 1 (12 cores) 1110 2112 – – – 1110 1196 2336 – –
F T,500,3000,150 2 (24 cores) 406 978 2325 – – 406 825 1637 – –
F T,500,3000,150 4 (48 cores) 111 433 1303 2902 – 111 267 790 – –
F T,500,3000,150 8 (96 cores) 143 462 703 2210 3589 143 281 563 2508 –
F T,500,3000,200 1 (12 cores) 1216 – – – – 2465 – – – –
F T,500,3000,200 2 (24 cores) 478 1951 – – – 1060 – – – –
F T,500,3000,200 4 (48 cores) 281 518 1128 – – 455 999 – – –
F T,500,3000,200 8 (96 cores) 197 427 674 3108 3379 423 623 – – –
Overall, parallelism is beneficial and substantially better solutions are achieved by using
a larger number of processors. However, little improvement is observed when the number
of processors exceeds or equals the commodity count. This is the case for the instances
with 50 and 100 commodities, which are comparatively easier than instances with simi-
larly sized networks and a larger number of commodities. The impact of parallelism differs
from instance to instance due to their variability and the heuristic nature of our approach,
including the eventuality that not every local search may yield improvements at every it-
eration. Instances with more commodities show better scalability, as more parallelism is
exploited and there exists more opportunities for solution improvements.
35
2.5.4 Load balancing
Load balancing refers to the uniform distribution of work between parallel processors. We
characterize the total execution time of a specific processor Pi as the sum of the useful
computation time TCPi , the communication time TXPi and the idle time TIPi . We define
the communication time as the time spent performing communication between processors,
whereas the idle time TIPi accounts for the idle time spent by a processor on synchro-
nization or waiting for other processors to finish their computations. Then, we define the




TCPi ` TXPi ` TIPi
Figure 2.10 displays the average core utilization for a representative FCMNF instance
under different processor configurations and different time limit parameters. Each parame-
ter configuration is specified with two time limits, where the first number corresponds to the
local search time limit and the second refers to the solution recombination time limit. We
show that average processor utilizations remain very high through all the tested combina-
tions. When a single computing node (12 cores) is used, the shared-memory dynamic work
allocation mechanism proves to be an effective means of load balance, as we achieve a uti-
lization as high as 98%. The utilization also decreases with higher processor counts due to
the requirement of more static partitions. Allowing more time for each local search also has
a detrimental effect on processor utilization. This is due to the fact that the processors that
end their work prematurely will have increased idle time penalties. Communication time is
shown to be a small fraction of the overall compute time, which confirms our algorithm to
be compute-bound.
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Figure 2.10: Overall processor utilization results for a selected test instance with 500 ver-
tices, 3000 arcs and 200 commodities. Each data set corresponds to a different time limit
parameter configuration, where the first number refers to the local search time limit and the
second refers to the solution recombination time limit.
2.5.5 Partitioning the subproblem sequence
An important component of the parallel algorithm consists in partitioning the work among
the parallel processors. In Section 2.3.2, we introduced the use of a graph partitioning
problem to determine the distribution of local searches among the processors. By this
transformation, the problem of finding a set of commodity partitions is effectively equiva-
lent to the problem of partitioning a connection graph such that the cut is minimized. Our
hope is that, by enforcing tightly connected commodities to be assigned together, better
solutions will be achieved.
In order to evaluate the impact of this algorithm phase in the overall solution quality,
we compare its performance against a random assignation of commodities. In Table 2.4, a
performance comparison is shown for the C instance problem set. We specify two sets of
executions performed under the same conditions and parameters. The time limit was set to
be the time to best solution by ParLS shown in Table 2.1.
On the C instance problem set, the random subproblem assignation shows a slower
solution improvement. When the same time limit is considered, results are generally worse
or equivalent except for one of the smallest instances. On average, it achieves an optimality
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Table 2.4: C instance set: performance comparison between commodity assignation
schemes
Problem LB / Opt Connection Random
Graph Assignation
100/400/010/VL 28423* 28486 28430
100/400/010/FL 23949* 24022 24022
100/400/010/FT 63066 64207 64492
100/400/030/VT 384802* 384802* 384802*
100/400/030/FL 49018* 49018* 49232
100/400/030/FT 132129 136861 138550
20/230/040/VL 423848* 424075 424075
20/230/040/VT 371475* 371573 371573
20/230/040/FT 643036* 643036* 643036*
20/230/200/VL 94213* 94213* 94227
20/230/200/FL 137642* 137642* 138282
20/230/200/VT 97914* 97914* 98666
20/230/200/FT 135863 135867 136241
20/300/040/VL 429398* 429398* 429398*
20/300/040/FL 586077* 586077* 590964
20/300/040/VT 464509* 464509* 464549
20/300/040/FT 604198* 604198* 604198*
20/300/200/VL 74753 74811 75220
20/300/200/FL 113862 115580 116796
20/300/200/VT 74991* 74991* 75807
20/300/200/FT 106672 107102 108289
30/520/100/VL 53958* 53978 54004
30/520/100/FL 93570 93967 94409
30/520/100/VT 52046* 52046* 52046*
30/520/100/FT 96260 97862 98041
30/520/400/VL 112735 112787 113346
30/520/400/FL 147790 149677 150616
30/520/400/VT 114641* 114641* 114729
30/520/400/FT 150685 154137 156555
30/700/100/VL 47603* 47603* 47603*
30/700/100/FL 59958* 60058 60390
30/700/100/VT 45872* 45879 46040
30/700/100/FT 54904* 54904* 55059
30/700/400/VL 97189 98090 99369
30/700/400/FL 131690 136257 142080
30/700/400/VT 94508 95651 96708
30/700/400/FT 128243 131104 131153
Average GAP 0.51 1.08
GAP of 1.08% in comparison to the 0.51% obtained by our original connection graph
partitioning. In addition, the optimal solution is only achieved in 6 instances whereas our
proposed scheme reaches optimality in 15.
Performance results on the GT instance problem set with a time limit of 1 hour are
presented in Table 2.5. The original algorithm with connection graph partitioning obtains
better solutions in all instances but two. These are two of the smallest instances in the set,
with 50 commodities. The impact on the performance varies substantially from instance to
instance, ranging from an almost identical performance (0.1% GAP difference in the F -
L,500,2000,50 problem) to a jump of 2.65% in the case of the F T,500,3000,150 instance.
38
Table 2.5: GT instance set: performance comparison between commodity assignation
schemes
Problem LB / Opt Connection Random
Graph Assignation
F T,500,2000,50 4326550 4892012 4914193
F T,500,2000,100 6368730 7273916 7294598
F T,500,2000,150 7208800 8014986 8155082
F T,500,2000,200 8845440 10617796 10859566
F T,500,2500,50 3927990 4406080 4378135
F T,500,2500,100 5330490 6365848 6474697
F T,500,2500,150 5930530 7037860 7199470
F T,500,2500,200 8327720 10727261 10883127
F T,500,3000,50 3529370 4035362 4056824
F T,500,3000,100 5442880 6634387 6774373
F T,500,3000,150 6236240 7517445 7765078
F T,500,3000,200 7283080 9751002 9997125
F L,500,2000,50 3432140 3722839 3726822
F L,500,2000,100 5497770 6005177 6048962
F L,500,2000,150 6750150 7510651 7587028
F L,500,2000,200 8031600 9338097 9341089
F L,500,2500,50 3176040 3491664 3510419
F L,500,2500,100 5062110 5909401 5935047
F L,500,2500,150 6542600 8138918 8350529
F L,500,2500,200 7717740 9788913 9959787
F L,500,3000,50 2958630 3369303 3364152
F L,500,3000,100 4855420 5773133 5874379
F L,500,3000,150 6031650 7741294 7947452
F L,500,3000,200 6722660 9195115 9527525
Average GAP 15.43 16.53
2.5.6 The parallel solution recombination
In the last stage of the algorithm, the local search improvements are accumulated into one
solution. As described in Section 2.3.3, a new MIP subproblem is formulated, where the
arc variables that are not used in any of the input solutions are fixed to zero. For parallel
scalability, the solution recombination process is split in two structured phases.
In Table 2.6, we compare the effectiveness of our scheme against a single-step recom-
bination of solutions extracted from a number of representative problem instances. For
each of the tested instances, the best 96 solutions (one per parallel core) found after certain
time limit are selected and used as an input for the recombination. Each of the schemes is
allowed 100 seconds of optimization. In the case of the two-step recombination, the time
limit is equally distributed with 50 seconds for each phase.
We report improvements as percentages relative to the objective of the best input solu-
tion. It is computed as I “ BIsol´Fsol
BIsol
¨ 100, where BIsol is the best objective value among
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Table 2.6: Performance comparison of solution recombination schemes
Allowed Parallel recombination Single recombination
Problem Time Improvement Fixed Arcs Improvement Fixed Arcs
F T,500,2500,50 300 0.19 2303 0.00 1930
F T,500,2500,50 900 0.20 2250 0.00 1754
F T,500,2500,50 1800 0.20 2251 0.00 1754
F T,500,2500,100 300 0.47 2283 0.00 1800
F T,500,2500,100 900 0.95 2240 0.00 1779
F T,500,2500,100 1800 0.22 2224 0.00 1711
F T,500,2500,150 300 0.17 2062 0.00 1311
F T,500,2500,150 900 0.99 2145 0.00 1566
F T,500,2500,150 1800 0.35 2117 0.00 1569
F T,500,2500,200 300 3.16 2181 0.17 1492
F T,500,2500,200 900 0.33 2177 0.00 1534
F T,500,2500,200 1800 0.01 2180 0.00 1520
the 96 input solutions and Fsol is the objective value of the final recombined solution. In
addition, the number of fixed arcs is also reported. In the case of the two-phase scheme, an
average of the arc fixings of all the recombinations is provided.
Through all tested instances, the two-phase scheme proves to be a more effective strat-
egy for recombining a large number of solutions. Improvements are achieved because the
input is partitioned, and therefore a high level of fixings can be maintained. That is not the
case for a single-phase scheme, where the number of fixings is significantly lower. As a
result, improvements can’t be found in the allowed time except for one instance.
2.6 Conclusions
We propose a scalable parallel approach for the Fixed Charge Multicommodity Network
Flow problem that is designed for both shared memory parallel systems and distributed
memory systems. By the use of heuristic local searches based on solving restricted MIP
subproblems obtained by variable fixings, improvements in the flow routing are found in
parallel and are further combined to obtain improved solutions. We rely on the network
characteristics of the instances and the given solutions to define core components of the
algorithm, such as the work partitioning and the solution recombination mechanism. Com-
putational experiments demonstrate the effectiveness and scalability of our approach, as
high-quality solutions are obtained for two problems sets from the literature.
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Large sized FCMNF problem instances represent a computational challenge. Commer-
cially available solvers and previous heuristic methods struggle to provide solutions and
lower bounds that are within a reasonable optimality gap. It is precisely in the size of these
instances where many opportunities to exploit parallelism can be found. We demonstrate
the value of parallel computing and heuristic approaches for effectively generating good
primal solutions to large FCMNF problem instances. Optimality certificates in the form of
lower bounds are still difficult to achieve.
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CHAPTER 3
ALTERNATING CRITERIA SEARCH: A PARALLEL LARGE
NEIGHBORHOOD SEARCH ALGORITHM FOR MIXED INTEGER
PROGRAMS
3.1 Introduction
In discrete optimization, high quality feasible solutions are valuable assets in the optimiza-
tion process, and constructing them has been one of the main focuses of research for the
past two decades. Berthold [3] and Fischetti et al. [55] present comprehensive literature
reviews on primal heuristics and their applications to MIPs.
Starting heuristics and improvement heuristics are two classes of primal heuristics that
differ in whether they require a starting feasible solution or not. The feasibility pump [20,
56] is a widely used starting heuristic for finding feasible solutions to MIP instances quickly.
It consists of an iterative algorithm that combines linear program (LP) relaxations and
roundings to enforce LP and integer feasibility until a feasible solution is found. Succes-
sive works built on the original feasibility pump to improve the solution quality [57] and
its overall success rate [58, 59, 60, 61]. Structure-based heuristics [62] and RENS [21](re-
laxation enforced neighborhood search) are other compelling starting heuristics for finding
feasible solutions. RENS belongs to the class of LNS heuristics, which entail solving care-
fully restricted sub-MIPs derived from the original problem. Their effectiveness relies on
the ability to use the full power of a MIP solver to optimize the subproblem. LNS ap-
proaches differ in how the search neighborhood is defined. RENS attempts to find the best
possible rounding when a fractional solution is given. Based on domain propagation and
rounding, shift-and-propagate [63] and ZI rounding [64] are additional successful starting
heuristics which are computationally tested in [65]. More algorithms for finding solutions
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to MIP instances can be found in the literature [66, 67, 68, 69, 70].
Improvement heuristics, on the other hand, require a feasible starting solution and their
focus is to improve its quality with respect to the objective. Simple improvement algorithms
include the 1-opt [71] and 2-opt [72] heuristics. A large number of improvement heuristics
found in the literature rely on LNS ideas. Successful LNS heuristics include local branch-
ing [39] and subsequent LNS heuristics that use local branching [73], RINS [22](relax-
ation induced neighborhood search) , DINS [74](distance induced neighborhood search),
proximity search [75] and evolutionary algorithms [23]. The neighborhoods within these
heuristics are usually defined using branch-and-bound information, such as the best avail-
able solutions or the LP relaxation at the current tree node. Because of this requirement,
they must be executed as part of the node processing routine during the branch-and-bound
process. Due to this input dependence, many nodes must be explored before these heuris-
tics become effective at exploring diversified neighborhoods. Thus, high quality upper
bound improvements are rarely found early in the search. In order to address this issue,
the search neighborhoods used in our heuristic are defined using randomization instead of
branch-and-bound dependent information. This allows us to obtain a wide range of diverse
search neighborhoods from the beginning of the search, thus increasing the heuristic’s ef-
fectiveness.
3.1.1 Parallel computing applied to Integer Optimization
Due to recent trends in processor design, parallelism has become ubiquitous in today’s com-
puters. With the advent of multi-core CPUs, it has become necessary to rethink most con-
ventional algorithms in order to leverage the benefits of parallel computing. In the field of
discrete optimization, Bader et al. [24] and Koch et al. [25] discuss potential applications of
parallelism. The most widely used strategy entails exploring the branch-and-bound tree in
parallel by solving multiple subproblems simultaneously. Due to its simplicity, most state-
of-the-art MIP solvers incorporate this technique, such as CPLEX [76], GUROBI [77], and
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ParaSCIP [78]. However, studies have suggested that parallelizing the branch-and-bound
search may not scale well to a large number of cores [25]. Alternative parallelizations have
been proposed in [79] and [80], where parallelism is used to explore different perturbations
of the same problem. Other options include the application of parallelism to cut genera-
tion, primal heuristics, preprocessing and branching. To our knowledge, the work of Koc
et al. [81] are the only effort to parallelize primal heuristics for general MIPs. In this work,
the authors present a parallelization of the Feasibility Pump [20]. Therefore, Parallel Al-
ternating Criteria Search is the first parallel algorithm to combine features from starting
and improvement heuristics, offering the possibility of generating starting solutions and
improving them with respect to the original objective.
LNSs are some of the most computationally expensive heuristics, since they are based
on the optimization of sub-MIPs. A strategy to leverage parallelism is to perform a large
number of LNS simultaneously over a diversified set of neighborhoods with the objective
of increasing the chances of finding better solutions. To some degree, the parallelization
of the branch-and-bound tree already provides this diversification and improvement in per-
formance, since the exploration of multiple nodes in parallel includes the simultaneous
execution of multiple heuristics with a diverse set of inputs. Our heuristic builds upon a
similar parallelization strategy, and expands it by adding an additional algorithmic step that
combines and consolidates the improvements found in parallel.
Parallel Alternating Criteria Search combines parallelism and diversified large neigh-
borhood searches in order to deal with large instances. Our approach is suitable for MIPs
belonging to all kinds of applications, since it does not require knowledge or assumptions
regarding the underlying structure of the problem. Although most of the algorithmic com-
ponents present in Parallel Alternating Criteria Search have been introduced in the literature
before, we demonstrate their great effectiveness when put together in a parallel algorithm.
We find our approach to be competitive or better than CPLEX at finding solutions for more
than 90% of the instances in the MIPLIB2010 library [82]. The improvement of the pro-
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posed method becomes more pronounced on harder instances. Additionally, we present a
parallel scheme that combines the use of Alternating Criteria Search in conjunction with an
exact algorithm. Results show that alternative parallelizations of the branch-and-bound pro-
cess can be more efficient than traditional methods, especially when large-scale instances
are considered.
We introduce our primal heuristic in Section 3.2, where we present components that
define it and give further details on the parallel implementation. Section 3.3 presents com-
putational experiments and results on standard instances from the literature. Section 3.4
provides some concluding remarks.
3.2 Parallel Alternating Criteria Search
We define a mixed-integer program (MIP) as:
mintctx|Ax “ b, l ď x ď u, xi P Z, @i P Iu (MIP)
where c P Rn, A P Rmˆn, b P Rm, and I Ď t1, . . . , nu is the subset of integer variable
indices. The decision vector x is bounded by l P Rn and u P Rn, where R is the extended
set of real numbers RY t´8,8u.
Our intent is to satisfy a two-fold objective: to find a feasible starting solution and to
improve it with respect to the original objective. We introduce an LNS heuristic, in which
two auxiliary MIP subproblems are iteratively solved to attain both goals. The process
requires an initial vector, which is not required to be a feasible solution. As seen in Fig-
ure 3.1, this vector is improved by solving sub-MIPs, in which a subset of the variables are
fixed to its input values.
For linear programs, the feasibility problem is solved via the two-phase Simplex method,
in which an auxiliary optimization problem is developed in order to find a feasible starting
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Figure 3.1: High level depiction of the sequential heuristic
ion, the following auxiliary MIP, denoted as FMIP, poses the problem of finding a feasible














xi “ x̂i, @i P F
l ď x ď u
xi P Z, @i P I
∆` ě 0,∆´ ě 0
(FMIP)
where Im is an mˆm identity matrix and ∆`, ∆´ are two vectors of continuous variables
of size m corresponding to the m constraints. A decision vector is feasible to a MIP if
and only if it can be extended to a solution of value 0 to the associated FMIP. Instead
of directly solving FMIP, neighborhoods are restricted by fixing a given subset F of the
integer variables to the values of an input vector rx̂, ∆̂`, ∆̂´s. Due to the addition of slack
variables, x̂ is not required to be a feasible solution vector. However, it must be integer and
within the variable bounds in order to preserve the feasibility of the model: l ď x̂ ď u and
x̂i P Z, @i P I.
FMIP ensures that feasibility is preserved under any arbitrary variable fixing scheme.
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This represents a departure from most LNS heuristic improvement approaches such as
RINS, DINS, local branching, and proximity search, where the choice of variable fixings is
tied to the availability of a feasible solution. In the context of our heuristic, variable fixings
become a viable tool for reducing the complexity of the problem.
Using a similar approach, we introduce a second auxiliary problem aimed at improving




















xi “ x̂i, @i P F
l ď x ď u
xi P Z, @i P I
∆` ě 0,∆´ ě 0
(OMIP)
OMIP is a transformation of the original MIP model, in which auxiliary slack variables
are introduced in each constraint. Achieving and preserving the feasibility of the incumbent
is our primary concern. In order to ensure that the optimal solution to OMIP remains at
most as infeasible as the input solution x̂, an additional constraint that limits the amount of







By iteratively solving subproblems of both auxiliary MIPs, the heuristic will hopefully
converge (although its convergence is not guaranteed) to a high quality feasible solution.
By construction, infeasibility decreases monotonically after each iteration. On the other
hand, the solution quality may fluctuate with respect to the original objective. Figure 3.2
depicts the expected behavior of the algorithm. A similar approach for achieving feasi-
bility via the FMIP model is presented in [83], although our work differs in several key
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aspects. The authors of the aforementioned work limit their scope to 0-1 problems and use
local branching to explore FMIP. Our approach accepts general-integer variables and uses
variable fixings as a means of exploiting parallelism and to reduce infeasibility. Another
differentiating factor of our approach is the transition and use of an auxiliary MIP model,


















Figure 3.2: Transition to a high quality feasible solution
3.2.1 Parallelization of Alternating Criteria Search
We leverage parallelism by generating a diversified set of large neighborhood searches,
which are solved simultaneously. By exploring a large number of different search neigh-
borhoods in parallel, we hope to increase the chances of finding solution improvements,
hence speeding up the overall process. After this exploration phase, improvements found
in parallel are combined efficiently. For this purpose, an additional search subproblem is
generated, in which the variables that have the same value across the different solutions
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are fixed. A similar approach has been previously described in the literature [23, 3]. In
this context, the solution recombination provides the ability to merge the improvements
found in parallel, providing a speedup in the process. A pseudocode version is given in
Algorithm 7.
Algorithm 7 Parallel Feasibility Heuristic
Output: Feasible solution x̂ if found
initialize rx̂,∆`,∆´s as an integer solution
T :“ numThreadspq







i ą 0 then
for all threads ti P t0, T ´ 1u in parallel do
Fti :“ randomized variable index subset, Fti Ď I Ź Variable Fixings are diversified
rxti ,∆`ti ,∆´tis :“FMIP LNS(Fti , x̂) Ź FMIP LNS are solved concurrently
end for
U :“ tj P I|xtij “ xtkj , 0 ď i ă k ă T u









for all threads ti P t0, T ´ 1u in parallel do
Fti :“ randomized variable index subset, Fti Ď I
rxti ,∆`ti ,∆´tis :“OMIP LNS(Fti , x̂,∆UB)
end for
U :“ tj P I|xtij “ xtkj , 0 ď i ă k ă T u
rx̂,∆`,∆´s :“OMIP LNS(U , xt0 ,∆UB)
end while
return rx̂,∆`,∆´s









´ “ b, xj “ x̂j @j P F , xj P Z @j P Iu
end function
function OMIP LNS(F , x̂, ∆̂)






i ď ∆̂, xj “ x̂j @j P F , xj P Z @j P Iu
end function
Each parallel processor iteratively generates a set of randomized variable fixings and
solves the associated sub-MIP of either FMIP or OMIP until the allowed time limit. Upon
termination, all solutions are exchanged and the set U containing the indices of the vari-
ables with identical values across solutions is determined. The solution recombination MIP
consists of a subproblem, in which the variables present in U are fixed. The size of U is
dependent on the similarities between the solutions to be merged. If the set is too large
and no improvements can be found, the best solution used in the recombination is returned.
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The best solution will be the most feasible or the most optimal, depending on whether a
recombination FMIP or OMIP is being optimized. Every solution used as input can be also
added as a MIP start, since they remain feasible under the set of variable fixings. Figure 3.3
depicts an example for a simple 0-1 knapsack instance. Firstly, the Feasibility MIP is de-
rived from the original problem instance. Next, two subproblems characterized by different
fixings are solved in parallel. In a final step, the variables with coinciding values are fixed
and a feasible solution is found.
maximize: x1 + 4x2 + 3x3 + 2x4 + 10x5 + 7x6 + 2x7 + 3x8
subject to:
2x1 + x2 + 3x3 + x4 + 2x5 + 4x6 + x7 + 2x8 = 4
xi ∈ {0, 1}, 1 ≤ i ≤ 8




2x1 + x2 + 3x3 + x4 + 2x5 + 4x6 + x7 + 2x8 + ∆
+
1 − ∆−1 = 4
xi ∈ {0, 1}, 1 ≤ i ≤ 8
∆+1 ≥ 0, ∆−1 ≥ 0





FMIP LNS 1 FMIP LNS 2
Variable index fixing set:[1,2,3,4] Variable index fixing set:[5,6,7,8]




2x1 + x2 + 3x3 + x4 + 2x5 + 4x6 + x7 + 2x8 + ∆
+
1 − ∆−1 = 4
x2 = 0, x5 = 0, x8 = 0
xi ∈ {0, 1}, 1 ≤ i ≤ 8
∆+1 ≥ 0, ∆−1 ≥ 0




Variable index fixing set:[2,5,8]




2x1 + x2 + 3x3 + x4 + 2x5 + 4x6 + x7 + 2x8 + ∆
+
1 − ∆−1 = 4
x1 = 1, x2 = 0, x3 = 1, x4 = 1
xi ∈ {0, 1}, 1 ≤ i ≤ 8
∆+1 ≥ 0, ∆−1 ≥ 0
Opt. solution: x = [1, 0, 1, 1, 0, 0, 0, 0], ∆+1 = 0, ∆
−
1 = 2




2x1 + x2 + 3x3 + x4 + 2x5 + 4x6 + x7 + 2x8 + ∆
+
1 − ∆−1 = 4
x5 = 0, x6 = 1, x7 = 1, x8 = 0
xi ∈ {0, 1}, 1 ≤ i ≤ 8
∆+1 ≥ 0, ∆−1 ≥ 0








Figure 3.3: Example depicting a feasibility improvement iteration for a 0-1 knapsack sam-
ple instance
Distributed-memory parallelism is the main paradigm for large-scale parallel computer
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architectures. One of the defining characteristics is the fact that memory is partitioned
among parallel processors. As a result, processor syncronization and memory communi-
cation must be done via a message passing interface, such as MPI [84]. Processor co-
ordination and communication becomes a problematic element in the algorithm design,
inducing occasional overheads. Our approach requires the exchange of solutions between
processors before and after each solution recombination. The arrangement is such that ev-
ery processor communicates its best solution to every other processor during an all-to-all
synchronous exchange. Unlike point-to-point communications, all-to-all collective com-
munication primitives take advantage of the underlying network structure to communicate
synchronously among a large number of processors in a more efficient manner [85].
3.2.2 Finding a starting point
Alternating Criteria Search only requires a starting vector that is integer feasible and within
variable bounds. However, given that feasibility is one of the primary objectives of the
heuristic, it is proposed to choose a starting point that is as feasible as possible with respect
to the objective function of FMIP. Many strategies can provide a start for the algorithm.
A common strategy solves the LP relaxation and rounds every fractional variable to the
nearest integer. Since LP relaxations can potentially be very costly to solve, we propose
a quick heuristic, Algorithm 8, that tries to minimize the infeasibility of a starting point.
Within each iteration, subsets of variables are fixed to random integer values within bounds
while the remaining ones are optimized towards feasibility. The algorithm terminates once
all integer variables are fixed.
Starting with a sorted list of variables by increasing bound range and an input parameter
θ, the algorithm proceeds to fix the top θ% of variables to a random integer value within
their bounds. It is possible that a variable may have an infinite bound, and therefore, an
infinite range. In this case, the infinite bound is replaced by a constant input parameter cb.
For our practical purposes, this was determined to be 106. With sorting, the goal is to drive
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Algorithm 8 Starting vector heuristic
Input: Percentage of variables to fix θ, 0 ă θ ď 100, Fixed bound constant cb
Output: Starting integer-feasible vector x̂
1: V :=list of integer variables sorted by increasing bound range u´ l
2: F :“ H
3: while x̂ is not integer feasible and F ‰ I do
4: K:= top θ % of unfixed variables from V
5: for k P K do
6: x̂k :“random integer value between rmaxplk,´cbq,minpuk, cbqs
7: end for
8: F :“ F YK








´ “ b, xj “ x̂j @j P Fu
10: Q:= index set of integer variables of x with integer value
11: x̂q “ xq, @q P Q
12: F :“ F YQ
13: end while
14: return x̂
binary variables integer first, given that binary decisions force integrality on other variables.
Until all integer variables are fixed, the LP relaxation of FMIP is solved in order to optimize
the unfixed variables towards feasibility. Consecutively, the variables that become integer
are fixed. A minimum of θ% variables are fixed at every iteration. Hence, the algorithm
will require at most r100
θ
s iterations to converge to a starting solution. The θ parameter
controls a tradeoff of difficulty of the LP relaxations against the quality of the starting
feasible solution.
3.2.3 The variable fixing scheme
The variable fixing scheme determines the difficulty and the efficacy of each large neigh-
borhood search. A desirable quality of the fixings is that they must not be too restrictive, as
very few improvements will be found. At the same time, if not enough variables are fixed,
the search space might be too large to find any improvements in a small amount of time.
Neighborhood diversification is another key property, since parallel efficiency depends on
it. In order to generate a large number of diverse neighborhoods early in the search, we use
randomization instead of branch-and-bound information.
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Devising a general method for fixing variables may be challenging, since there are
many problem structures to consider. Problems range in structure, constraint matrix shape,
number, and kinds of variables. Given these requirements, we propose a simple, yet in-
tuitive variable fixing algorithm. It incorporates randomness, in order to satisfy the need
for diversity and it allows the fixing of an adjustable number of variables. As shown in
Algorithm 9, fixings are determined by selecting a random integer variable x1 and fixing
a consecutive set of integer variables starting from x1 up to a certain cap determined by
an input parameter ρ. If the end of I is reached before enough variables are chosen, the
algorithm continues the selection starting from the beginning of the set in a circular way.
Algorithm 9 Variable Fixing Selection Algorithm
Input: Fraction of variables to fix ρ, 0 ă ρ ă 1
Output: Set of integer indices F
1: function RANDOMFIXINGS(ρ)
2: i:= random element in I




For any MIP we consider, its formulation is usually structured, and its variables are
arranged consecutively depending on their type and their logical role. Consecutive sets
of variables often belong to cohesive substructures within a problem. This is the case in
network flow and routing problems where flow assignations for a particular entity are for-
mulated successively. Similar properties can be found in formulations for scheduling prob-
lems. In our experience, our proposed variable selection often produces an easier subMIP,
in which the fixings affect a subset of contiguous substructures and the remaining ones are
left unfixed. Due to its simplicity, it is an efficient variable selection strategy. However, any
permutation of rows and columns alters its effectiveness as well as the solving process, as
discussed in [86].
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3.2.4 Framing Alternating Criteria Search within an exact algorithm
In the current parallel branch-and-bound paradigm, threads are focused on solving multiple
subproblems in parallel, which has shown poor scalability [25]. We propose an alternative
use of the parallel resources by decoupling the search for high quality solutions from the
lower bound improvement. Thus, a subset of the threads are allocated to an instance of the
branch-and-bound solver focused on improving the lower bound, and our Alternating Cri-
teria Search replaces the traditional primal heuristics. In the process, our parallel heuristic
searches for solutions to the entire problem regardless of the variable fixings produced in
the branch-and-bound tree, and supplies them to the solver. Both algorithms proceed to run
concurrently until a time limit or optimality is reached. Communication between the par-
allel heuristic and the branch-and-bound is performed via MPI collective communications
and new feasible solutions are added back via callbacks.
3.3 Experimental results
In this subsection, we evaluate the performance and behavior of Parallel Alternating Cri-
teria Search (PACS) in terms of solution quality, scalability, reproducibility and parallel
efficiency. The framework is implemented in C++, using CPLEX 12.6.1 as a backbone
solver. We compare our framework against different configurations of the state-of-the-
art general purpose MIP solver CPLEX 12.6.1. Out of the 361 instances from the MIPLIB
2010 library [82], we select as a benchmark those 333 for which feasibility has been proven
as a benchmark. MIPLIB classifies such instances by difficulty based on the time required
to reach optimality. 206 easy instances are defined as the subset in which optimality has
been proven in less than one hour by at least one of the tested MIP solvers. 54 additional
instances have also been solved, but not under the previous conditions (hard instances). The
remaining 73 unsolved instances are classified as open. All of our computations are per-
formed on an 8-node computing cluster, each with two Intel Xeon X5650 6-core processors
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and 24 GB of memory.
3.3.1 Automating the choice of parameters
Three main parameters regulate the difficulty and the solution time of each LNS within
the heuristic, and their appropriate selection is crucial for performance. We heuristically
calibrate the settings for each instance automatically by executing a single iteration of the
algorithm under multiple independent sample configurations and with the same initial so-
lution. Each iteration run is performed in parallel and the best performing one is selected
for the full run. The parameter θ regulates the number of variables to be fixed during the
initial solution generation process. Depending on the difficulty of the instance, θ is cho-
sen from the set t1%, 5%, 10%, 20%, 50%, 100%u. θ aside, parameters rρ, ts determine the
percentage of variables to be fixed and the time limit in each LNS. In this case, the con-
figurator chooses a subset of the permutations ρ P t5%, 10%, 20%, 50%, 75%, 95%u and
t P t5s, 20s, 50su. A total of 6 initial configurations for θ are tested, in addition to a total
of 16 permutations of rρ, ts. The time required for calibration is not counted in the final ex-
ecution time. The chosen configuration is the one which delivers the largest improvement
per unit of time. On average, the calibration process takes 126s due to the fact that the
calibration is run in parallel. With the intention of drawing a fair comparison, CPLEX is
set to its parallel distributed-memory setting using 96 cores and allowed instance-specific
tuning for the same amount of calibration time prior to the search. In our experience,
instance-specific tuning certainly helps CPLEX improve its performance in most of the
small instances. However, the time allowed seems to be insufficient to correctly tune for
a subset of larger instances. In such cases, the parameters chosen result in inferior runs
compared to the default setting. We opt to combine all results, and select the best run of
CPLEX: either default or tuned. When comparing primal bounds, the default setting is on
primal solutions (the emphasis on hidden feasible solutions setting). Settings are default
otherwise.
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3.3.2 Evaluation of primal solution quality
We evaluate the quality of primal solutions in terms of the metrics introduced in [87].


















0 if |cT x̂| “ |cTx| “ 0














1 if no solution is found until point t
γpxptqq with x(t) being the incumbent solution at point t, else.
(3.2)
The primal gap function is monotonically decreasing and allows to depict the progress





The primal integral P ptq captures the notion of how early solutions are found. Both pptq
and P ptq promise to be powerful metrics to evaluate the performance of finding high quality
primal solutions. To illustrate their use, we introduce three examples in Figure 3.4, in which
the performance of both CPLEX and PACS are plotted with respect to both metrics.
For rail03, PACS is able to find primal solutions of higher quality than those found by
CPLEX. This results in a lower primal gap profile, as well as a slower increasing primal
integral function. In the second problem, CPLEX finds a better solution at the end of the
optimization. Its primal integral function value, however, is higher than the one for PACS
because PACS is able to find relatively better solutions earlier in the search. For sing245,

















































































































































































































Figure 3.4: Primal gap function p(t) and primal integral P(t) of the solutions provided by
CPLEX and PACS for the (a)(d)rail03, (b)shs1023 and (c)sing245 problems.
However, CPLEX does so earlier in the search, thus resulting in a lower integral value.
The following set of results evaluate the quality of the provided solutions for the pro-
posed set of MIPLIB2010 instances. In Figure 3.5, we show a performance profile that
illustrates the differences in primal gap output of both schemes. Let pptqCPX and pptqPACS
be the primal gap functions of CPLEX and our parallel heuristic respectively after a time
limit t. We report improvements in terms of the difference:
Improvement “ ppptqCPX ´ pptqPACSq ¨ 100
Figure 3.5 displays the differences between the primal gap functions found by both





































Figure 3.5: Improvement and Deterioration of primal gap w.r.t. CPLEX for all instances
cumulative percentage of instances among the total that reach or surpass certain amounts of
difference in favor of PACS (Improvement) or CPLEX (Deterioration). For example, PACS
produced solutions with a primal gap that was at least 10% better after 180 seconds for 13%
of the problem instances. In contrast, only 4% of the instances yield a worse primal gap of
10% or more in the same amount of time. Both schemes tie or show differences between
-0.1% and 0.1% for the remaining percentage of instances.
Results show that our heuristic performs better for a substantial number of instances,
whereas worse solutions are found in a relatively smaller subset of cases. One of our
primary focuses is the ability to provide high quality solutions early in the search. After 3
minutes of execution, PACS provides solution improvements for 32% of the instances. At
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the time limit of one hour, this percentage decreases to 20% after CPLEX neutralizes the
advantage for some of the instances. In contrast, worse solutions are only obtained in 7%
of the cases.
In Figure 3.6, the comparison is restricted exclusively to hard and open instances. Re-
sults show the scalability of our heuristic in hard MIPs, as more than 58% of the instances
yield improvements after 3 minutes of execution. A comparison between the 180 and the
600 second profiles indicate that the competitive advantage of PACS is sustained and in-




































Figure 3.6: Improvement and Deterioration of primal gap in hard and open instances w.r.t.
CPLEX
Figure 3.7 depicts a comparison of the primal integral. Given a time t, we define
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P ptqCPX and P ptqPACS as the primal integrals provided by CPLEX and PACS respectively
at time t. For improved readability, we compare the improvements in terms of the scaled
difference:
Improvement “
P ptqCPX ´ P ptqPACS
t
¨ 100
The difference between primal integrals is scaled by t in order to be able to plot profiles



























































Primal Integral difference w.r.t. CPLEX




































Figure 3.7: Improvement and Deterioration in primal integral w.r.t. CPLEX for (a)all and
(b)hard and open instances
The performance profiles indicate that PACS finds solutions earlier in the search, re-
sulting in significantly lower primal integral profiles for a majority of the instances. After
600 seconds, the primal integral values show an improvement for 61% of the instances.
The performance profiles shift to the left as time advances, indicating that the advantage of
PACS is reduced. When only hard or open instances are considered, performance profiles
are clustered together and further to the right, indicating that the advantage of PACS is
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sustained through time. After one hour, PACS showed better primal integrals for more than
54% of the instances. The plots suggest that, not only does PACS find better solutions for
most of the instances, but it does so faster.
3.3.3 Framing Alternating Criteria Search within an exact algorithm
We test the performance of our heuristic when run in combination with an exact branch-
and-bound algorithm. In this hybrid scheme, a fraction of the cores are dedicated to im-
proving the primal incumbent and the rest are commited to computing the lower bound in
the tree search.
We give a direct performance comparison between parallel memory-distributed CPLEX
using 96 threads, and our combined scheme. In the latter, 84 cores are allocated to the
parallel heuristic while the remaining 12 threads are allocated to CPLEX in shared-memory
parallel mode. The comparison is in terms of the difference between the optimality gap
provided by both algorithms: GapCPX ´ GapPACS. For any of the two algorithms X , its






Figure 3.8 shows multiple performance profiles for different time cutoffs. Both ap-
proaches outperform each other for different instance subsets, but our combined scheme
performs better in more instances. After 10 minutes, our algorithm provides a better gap
for over 30% of the instances, while the opposite is true for 18% of the instances. We ob-
serve a similar shift in performance when only the hard and open instances are considered.
In this case, our ability to produce solutions of high quality early in the search allows us to
achieve a smaller optimality gap for over 55% of the instances after 10 minutes. At termi-
nation, over 14% of the instances show a competitive advantage of over 10% of the gap. In




























































Optimality Gap difference w.r.t. CPLEX




































Figure 3.8: Improvement and Deterioration of optimality gap w.r.t. CPLEX for (a)all and
(b)hard and open instances
The two tables shown below give an overview of the performance of all tested methods.
Table 3.1 highlights the number of instances where the best solution was found, and the
subset of instances for which the best solution was also optimal. PACS is able to find the
optimal solution in more instances, and delivers the best solution for a larger number of
instances. This advantage also translates to hard and open instances.
Table 3.1: Primal solution performance comparison
All problems Hard and Open problems
Optimal Best Optimal Best
Computing Method solutions solutions solutions solutions
PACS 219 260 28 69
Combined Scheme 194 224 25 55
CPLEX (Emph. on Hidden Sols) 183 193 16 26
CPLEX (Balanced Emphasis) 183 194 17 32
Table 3.2 compares performance from the perspective of optimality. CPLEX is able to
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prove optimality for a larger number of instances, given that it has more processors dedi-
cated to the branch-and-bound. Because better primal solutions are found by the combined
scheme, however, smaller gaps are obtained for more instances in which optimality can’t
be proven.
Table 3.2: Optimality performance comparison
Combined CPLEX
Scheme (Balanced Emphasis)
Time Cutoff(s) 180 600 3600 180 600 3600
Avg. Gap(%)(All Inst.) 22.74 16.58 12.87 25.59 21.44 14.67
Avg. Gap(%)(Hard and Open Inst.) 42.16 33.49 28.32 50.34 45.34 33.76
Instances Solved(All Inst.) 79 93 103 107 114 124
Avg. Time To Opt.(s)(All Inst.) 242 143
3.3.4 The impact of nondeterminism
Our approach is nondeterministic by nature due to the different time limits and the par-
allel synchronization required for the solution recombination. We have demonstrated its
performance in comparison to CPLEX, which is deterministic in its default setting. When
in deterministic mode, most parallel MIP solvers must sacrifice a fraction of the perfor-
mance in order to ensure a proper repeatibility of the results. In order to assess the impact
of nondeterminism, we compare the performance of our approach with CPLEX running
in Opportunitistic mode, which is non-deterministic. In the experiments shown below, we
evaluate the consistency of 5 runs for each feasible instance in the Reoptimize set, which
is a subset of 63 easy, hard, and open instances from the MIPLIB2010 library.
Figure 3.9 depicts a comparison of the primal gap and primal integral obtained with
both methods. For each of the charts shown, multiple lines are depicted, showing the
performance when the the best, the mean, and the worst run is selected. When all instances
in the Reoptimize set are considered, PACS shows better performance earlier in the search,
as reflected in the primal integral. After one hour, PACS shows a better primal integral for
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62% of the instances, in the worst execution. CPLEX is competitive in finding solutions at
the end of the execution, as reflected by chart 1(c), as it finds better or equal solutions for
















































































































































































Figure 3.9: Performance profiles for all instances in the Reoptimize set. In each of the
charts multiple lines are drawn for the best, mean, and worst executions. Charts show the
performance for different cutoffs: (a)(d)180s, (b)(e)600s, and (c)(f)3600s
Table 3.3 reports the statistical results in terms of the average, standard deviation, and
median of the primal gap and primal integral for different time cutoffs.
64
Table 3.3: Performance comparison of non-deterministic approaches
Parallel Alternating CPLEX
Criteria Search (Opportunistic Mode)
Time Cutoff(s) 180 600 3600 180 600 3600
Avg. P. Gap(%) All inst. 24.86 17.01 11.47 35.97 22.95 10.58
H&O inst. 31.77 21.50 12.39 45.73 35.35 16.06
P. Integral All inst. 77.20 162.60 528.50 91.11 210.18 648.57
H&O inst. 88.75 99.29 602.31 103.99 277.88 954.45
Std. P. Gap(%) All inst. 3.16 2.73 1.32 3.23 0.71 1.74
Dev. H&O inst. 3.48 3.78 1.10 0.89 0.95 1.53
P. Integral All inst. 5.64 17.35 58.85 3.26 9.10 45.99
H&O inst. 5.26 20.00 57.00 1.59 4.96 38.28
Min. P. Gap(%) All inst. 22.14 14.56 10.50 32.80 21.92 8.86
H&O inst. 28.33 17.51 11.21 44.77 33.86 14.19
P. Integral All inst. 70.98 146.27 479.46 87.54 200.55 591.79
H&O inst. 83.02 179.23 539.64 101.74 271.08 904.34
Med. P. Gap(%) All inst. 24.03 16.59 11.06 35.65 23.13 9.95
H&O inst. 30.94 21.31 12.22 45.77 35.49 16.02
P. Integral All inst. 76.84 160.06 516.95 91.42 208.43 651.69
H&O inst. 88.67 197.20 600.70 104.18 278.34 957.46
Max. P. Gap(%) All inst. 29.25 20.67 13.49 39.69 23.68 12.48
H&O inst. 36.05 25.96 13.75 46.65 36.36 17.79
P. Integral All inst. 84.23 187.19 617.50 95.02 222.05 699.69
H&O inst. 95.17 227.01 678.11 105.73 283.32 998.57
3.3.5 Additional performance tests: scalability and parallel efficiency
We examine the performance of Alternating Criteria Search from the perspective of scala-
bility and parallel efficiency. Due to the large amount of experiments required to evaluate
this set of metrics, we reduce the test bed to a representative subset of the instances cho-
sen randomly. The 15 instances shown in Table 3.4 are selected from all three difficulty
categories.
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Table 3.4: Selected instances for Scaling experiments







Strong scalability is the ability to increase the algorithm’s performance proportionally when
parallel resources are incremented while the problem size remains fixed, and a particularly
relevant metric is the speedup to cut off: a comparison of the time required by different
processor configurations to reach certain solution quality. Let T pc be the time required
for the algorithm to reach a cut-off c when p processing nodes are used. We define the




In Figure 3.10, we show the speedup demonstrated by the heuristic for several processor
configurations ranging from a baseline of 12 cores to a total of 96. Among the runs for
different processor configurations, the cutoff was determined to be the objective value of
the best solution achieved by the worst performing run.
In terms of scaling, our heuristic shows a variable performance dependent on the char-
acteristics of each individual instance. This behavior is expected since increasing the num-
ber of simultaneous searches does not guarantee a translation to faster improvements. In
general, however, speedups are achieved more consistently as the difficulty of the prob-
lem increases. The addition of more cores sometimes exhibits a multiplicative effect. In
most small instances, optimality is achieved quickly for all processor configurations, thus









































































Figure 3.10: Parallel strong-scaling results
Parallel load balancing
Load balancing is the property that measures the degree of uniformity of the work distribu-
tion among processors. Given the synchronous nature of our approach, an even difficulty
of the subproblems is essential in order to ensure all processors optimize for an equivalent
amount of time. In the case of the parallel heuristic, the size of each subproblem is regu-
lated by the number of fixed variables and the imposed search time limit. Hence, a proper
calibration of these parameters must ensure an even distribution of the workload.
The load balance of a parallel application can be evaluated as follows: Let the total
execution time of a processor Pi be defined as the sum of the time spent performing useful
computations (TUPi), communications (TCPi) and the synchronization time TSPi spent
waiting for other processors to complete their computations. Then, we characterize the




TUPi ` TSPi ` TCPi
We believe hard instances represent the worst-case scenario, since these are the ones
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that require the most computational effort and prolonged optimization times. Figure 3.11
shows the average core utilization for the hard instance momentum3. Performance results
are displayed for different processor configurations as well as different time limit parame-
ters. Time limit configurations are denoted as CTLNS´TR , where TLNS is the time allowed
for each search and TR is the time allowed to the recombination step. Results show that
processors sustain high utilizations (above 95%) throughout the execution, even when large
processor configurations are used. The setting with the shortest solution times remains the



























1 (12 cores) 2 (24 cores) 4 (48 cores) 8 (96 cores)
Number of Computing Nodes
C5-10 C10-20 C25-50 C50-100
Figure 3.11: Parallel synchronization overhead in terms of average processor utilization for
different parameter configurations
The impact of the starting heuristic
In Section 3.2.2, we described a quick heuristic for finding a starting solution suitable for
Alternating Criteria Search. The objective of this strategy is to provide a starting point for
the algorithm that is as feasible as possible with respect to the objective function of FMIP.
An iterative algorithm is proposed, in which successive restricted LP relaxations are solved,
the difficulty of which depend on a variable fixing parameter ρ.
Figure 3.12 illustrates the behavior of the starting heuristic for four problem instances,
as the variable fixing parameter ρ varies. For the instances shown, the infeasibility of
the provided starting solution increases as more variables are randomly fixed per iteration.
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However, the algorithm also becomes faster, as a direct consequence of reducing the dif-
ficulty of the LP relaxations. For the evaluated test set, a good compromise can usually
be found, in which better solutions than the ones provided by random fixings (ρ “ 1) are
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Variable Fixing fraction (%)
Violations Time
(d) sing245
Figure 3.12: Performance tradeoffs shown by the starting heuristic, in which the time to
reach the initial solution is contraposed to its quality as a function of the variable fixing
parameter ρ for the (a)in, (b)rail03, (c)shs1023 and (d)sing245 problems.
3.4 Conclusions
The combination of parallelism and simple large neighborhood search schemes can provide
a powerful tool for generating high quality solutions. The heuristic becomes especially use-
ful in the context of large instances and time-sensitive optimization problems, where tra-
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ditional branch-and-bound methods may not be able to provide competitive upper bounds
and attaining feasibility may be challenging. Our method is a highly versatile tool, as it can
be applied to any general MIP as a standalone heuristic or in the context of an exact algo-
rithm. Many algorithmic ideas contribute to the competitiveness of our approach, such as




RAPID PROTOTYPING OF EFFECTIVE PARALLEL PRIMAL HEURISTICS
FOR DOMAIN SPECIFIC MIPS: AN APPLICATION TO THE MARITIME
INVENTORY ROUTING PROBLEM
4.1 Introduction
Currently, global seaborne logistics are the most utilized form of freight transportation and
account for the vast majority of the world trade. In most cases, the optimization of the
costs related to these shipping operations is vital to their economic viability. As a result,
these kind of problems are ideal examples of real-world application of MIPs. The Mar-
itime Inventory Routing Problem (MIRP) is a Mixed-Integer Programming formulation,
which models most details present in maritime shipping, such as inventory management
at ports and vessels, as well as vessel routing and scheduling. Despite being an extremly
flexible and faithful mathematical model, MIRP instances are very challenging to solve to
optimality. In most cases, it is challenging to find a single feasible solution.
In this chapter, we illustrate the application of Parallel Alternating Criteria Search to a
coherent set of real-world MIP instances. In addition, we show how it is possible to proto-
type rapidly a specialization of the parallel algorithm to better address the specific structure
found in MIRPs. Despite being a parallel heuristic designed for general MIPs, Parallel Al-
ternating Criteria Search is on par with specialized heuristics of the domain in terms of its
ability to provide high quality solutions quickly. When specialized to better exploit the in-
ternal structure of MIRPs, the same parallel algorithm can be substantially more effective.
Improvements in performance are made possible with two main novel contributions: new
definitions of MIRP-specific search neighborhoods and a modified objective function.
The remainder of this chapter is organized as follows: Section 4.2 covers the recent
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work performed in developing primal heuristics for MIRPs. In Section 4.3 we introduce the
mathematical models as well as details of the specialization. Section 4.4 presents computa-
tional experiments and results on standard instances from the literature. Finally, Section 4.5
provides some concluding remarks.
4.2 Related work
Our primary focus is on methods for finding primal solutions to inventory routing problems.
Papageorgiou et al. [88, 89] provide thorough literature reviews as well as a comprehensive
comparison of the state of the art in primal heuristics and exact methods used for solving
this class of problems.
Maritime inventory routing problems have been applied to a broad range of applica-
tions, such as cement manufacturing [90], calcium carbonate slurry shipping [91], oil sup-
ply in stochastic scenarios [92], and routing and inventory management of vacuum gas
oil [93]. MIRP instances present a real challenge to most commercial MIP solvers, and
it is often challenging to find a feasible solution. Many construction heuristics have been
proposed for MIRPs or similarly constructed problems, such as the ones presented in [94,
95, 96]. These are specialized algorithms designed to provide a first feasible solution at
the beginning of the optimization. Construction heuristics usually rely on greedy proce-
dures, multi-start local searches or solving restricted subproblems. Additional specialized
heuristics for similar LNG routing problems are presented in [97].
A large number of works have proposed solution methods based on some variation
of Large Neighborhood Search (LNS). LNS heuristics circumvent the complexity of the
original problem by solving derived subproblems obtained by restricting a subset of the
variables. A fully featured MIP solver is then used to optimize the subproblem, which
delivers a solution valid to the original problem. LNS approaches differ in how the search
neighborhood is defined. In the context of MIRP instances, a widely used LNS strategy
entails fixing the variables related to a subset of the vessels. Different variations of this
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approach are used in [94, 44, 98, 99, 100, 88], and differ in how the subset of vessels is
selected.
Song and Furman [100] apply LNS techniques in combination with a branch-and-cut
algorithm to find improved solutions to an arc-flow model very similar to the one used in
this section. On the same instances, Engineer et al. [101] introduce an alternative column
generation formulation, and solve it using branch-cut-and-price in combination with several
newly introduced classes of cuts. Hewitt et al. [102] follows by applying a branch-and-price
guided search (a method previously used for Fixed-Charge Multicommodity Network Flow
problems[44]) in order to find high quality solutions quickly. This approach uses a small
amount of parallelism (four processors) to speed up the algorithm.
An alternative decomposition approach very popularly applied to MIRPs is based on
rolling horizon techniques. In a rolling horizon heuristic, the planning horizon is subdi-
vided into smaller overlapping subhorizons. Each subdivision can be characterized with
a tractable subproblem, which can be consecutively solved in a limited amount of time.
Rolling horizon heuristics are introduced in [103, 104, 105, 96]. A variation is the fix-
and-relax heuristic proposed by Uggen et al. [106], in which all posterior integer decision
variables not included in the subhorizon are relaxed, and left to be continuous. Another
significant departure is the approximate dynamic programming approach proposed by Pa-
pageorgiou et al. [98], in which the MIRP instance is formulated as a dynamic program-
ming problem and interpreted as a sequence of vessel dispatching problems. Outside of the
realm of heuristics, Goel et al. [107] introduce a constraint programming method based on
a disjuntive scheduling representation.
Most of the aforementioned works focus on large-scale MIRPs with large planning
horizons. Papageorgiou et al. [99] focuses on an operational MIRP with a much smaller
horizon, a more detailed model and more challenging from the perspective of feasibility.
They overcome the added complexity by designing a two-stage algorithm, in which deci-
sions are first made among loading/discharging regions. In a second step, more detailed
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routing decisions are made at the ports within each of the regions.
To the best of our knowledge, the works of Asokan et al. [108] are the only attempt
at introducing parallel heuristics for LNG inventory routing problems, which are a special
class of MIRPs. In this work, the authors parallelize LNS heuristics introduced in [109, 94].
Parallel MIP solvers such as CPLEX [76], GUROBI [77], and ParaSCIP [78] are the only
alternative parallel algorithms currently available. In addition to high quality solutions,
MIP solvers also provide a lower bound. Studies have suggested that parallelizing the
branch-and-bound search may not scale well to a large number of cores [25], and this
behavior is reflected in some of the aforementioned distributed-memory implementations.
Another disadvantage is the fact that MIP solvers are general algorithms and they usually
do not exploit the underlying network structure that characterizes MIRPs.
4.3 Algorithm
In this section, we introduce the arc-based formulations used in the modeling of MIRPs.
Further, we perform a preliminary analysis of the performance of Parallel Alternating Cri-
teria Search when applied to the problems at hand. To conclude, we propose a set of
problem-specific modifications in order to further improve the performance of the parallel
algorithm.
4.3.1 A time-space discretization of MIRPs
MIRPs model deep-sea vessel routing with inventory tracking at every port-vessel pair
throughout a time-space network. A depiction of the model used is shown in Figure 4.1.
Given a set T of time periods and a set of J of ports, the network consists of a set of nodes
Ns,t, which symbolize the state of the ports through different time periods. Additionally,
a source node ns and a sink node nt are used to symbolize the entrance/exit of vessels
to the system. A set of directed arcs A model the travel of vessels between ports. More






















Figure 4.1: Time-space horizon modeling of MIRP
and vessel v, we may define the forward star FSvn as the set of outgoing arcs associated
to a vessel v leaving from the node n. Conversely, the reverse star RSvn denotes the set of
incoming arcs.
The MIRPLIB library [89] consists of a set of MIRP instances inspired by real-world
problems. The library is composed of multiple instance classes, which differ in the mod-
eling detail, and the time horizon outlook. Group 1 instances feature an operational MIRP
with planning horizons of 45 and 60 periods, multiple ports per region and split pickups and
deliveries. Group 1 instances present a challenge from the perspective of feasibility, and
most commercial MIP solvers struggle to find a single feasible solution. In contrast, group
2 instances offer simplified models with planning horizons greater than 60 time periods, but
only involving one port per region and never split pickups and deliveries. Feasibility is triv-
ial for group 2 instances, and the challenge is rather to find high quality feasible solutions
quickly.
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Group 1 instances: the challenge of feasibility
In group 1 instances, the objective is to maximize the revenue obtained when product
is delivered to a port and to minimize the expenses incurred by the transportation costs,



















































1 if n “ ns
´1 if n “ nt
0 if n P N
, @n P Ns,t,@v P V (4.1b)
sj,t “ sj,t´1 `∆jpdj,t ´
ÿ
vPV








n , @t P T ,@v P V (4.1d)
ÿ
vPV




xva, @n “ pj, tq P N ,@v P V (4.1f)
svt ě Q
vxva, @v P V,@a “ ppj1, tq, pj2, t1qq P Av : j1 P J P , j2 P J C Y tntu (4.1g)
svt ď Q





j , @j P J (4.1i)
0 ď αj,t ď α
max









j,t, @n “ pj, tq P N ,@v P V (4.1k)
Sminj,t ď sj,t ď S
max
j,t , @n “ pj, tq P N (4.1l)
0 ď svt ď Q
v, @v P V,@t P T (4.1m)
xva P t0, 1u, @v P V,@a P Av (4.1n)
zvn P t0, 1u, @n “ pj, tq P N ,@v P V (4.1o)
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The model features two sets of binary decision variables: x P B|A| and z P B|N |
Ś
|V|.
xva takes value 1 if vessel v uses a travel arc a. The binary variable z
v
n indicates whether
vessel v loads/discharges at node n. The constraints ensure the coherency of the model
as follows: constraints (4.1b) guarantee the conservation of vessel flow for each triplet of
port, time, and vessel. Meanwhile, (4.1c) and (4.1d) ensure the inventory is balanced at
each vessel and port throughout timesteps and maintained within limits. Constraints (4.1e)
guarantee that the number of loads/discharges at a given pair of port and time does not
exceed the number of available berths. The coupling contraints (4.1f) ensure a vessel can
only load/discharge at a node if it is present. Constraints (4.1g) and (4.1h) require the
vessels to travel at capacity from a loading region to a discharging region and empty when
traveling in the opposite direction. The amount of product that a port can buy/sell in the
spot market is restricted by (4.1i) and (4.1j). A thorough explanation of each of the symbols
is provided in the Appendix.
Group 2 instances: the challenge for optimality
Group 2 instances feature long-horizon deterministic routing with a simplified mathemati-
cal model. The objective remains to minimize the transportation costs and penalties caused
by buying/selling product in/to the spot market. The only integer decision variables are xvca ,
which determine the number of vessels belonging to vessel class vc that take arc a. Simi-
lar to group 1 instances, constraints (4.2b) ensure the conservation of flow for each triplet
of port, time, and vessel class. Inventory restrictions for each pair of port and time are
specified in (4.2c), while constraints (4.2d) ensure that the number of vessels that attempt
to load/discharge is limited by the number of berths available. This formulation does not
require inventory tracking at vessels, since vessels are required to travel at capacity from a
loading region to a discharging region and empty when traveling in the opposite direction.
In contrast to group 1 instances, there are no constraints that limit the amount of stockout,





































1 if n “ ns
´1 if n “ nt
0 if 0 P N
, @n P Ns,t,@vc P VC (4.2b)










xvca ď Bj , @n “ pj, tq P N (4.2d)





j,t s, @n “ pj, tq P N (4.2f)
xvca P t0, 1u, @vc P VC,@a P Avc,inter (4.2g)
xvca P Z`, @vc P VC,@a P AvczAvc,inter (4.2h)
4.3.2 Applying Parallel Alternating Criteria Search to MIRP instances
As presented in Section 3, Parallel Alternating Criteria Search does not exploit the under-
lying flow network structure featured in MIRP instances. It is a parallel heuristic designed
for general purpose MIPs, and as such, no assumption on the MIP structure of the input
problem can be made. Our primary focus is on the application of Parallel Alternating Cri-
teria Search to group 1 instances, since these pose a greater challenge than group 2 from
the perspective of feasibility. Our computational experiments presented in Subsection 4.4
indicate that the algorithm struggles considerably to converge to feasible solutions. The
reason for this is an apparent stalling of the heuristic, and its inability to repair all infeasi-
bilities. We illustrate the issue in Figure 4.2(a), where the performance of the heuristic is
depicted for a particular problem instance. Specifically, we display the number of violated
constraints in the incumbent solution as a function of time. The objective value of all the
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solutions found by the heuristic are also plotted on the secondary axis. As seen in the chart,
the infeasibility of the incumbent solution is reduced significantly at the beginning of the
optimization. Meanwhile, the solution quality of the solutions found also converges to a
value significantly lower than the best known bound for the problem. Since not all con-
straints are enforced, it is possible to obtain infeasible solutions with a better objective than
the best bound. Parallel Alternating Criteria Search is unable to repair all infeasibilities.
Figure 4.2(b) provides further information regarding the nature of the infeasible constraints.
We determine that the algorithm fails in solutions featuring a few unsatisfied flow conser-
vation constraints. While we illustrate the issue with a particular example, the same issue










































Infeasibility of Best Solution Solution Quality
Best known solution Best known bound
(a)
Infeasibility	in	(4.1b)	constraints(1c) (1d) (1f) (1k) (1k) (1e)
INF 10.5511 0 14359 1 42874 2 10228 3 1102 4 0 5 320905 6 3823 7
INF 20.7843 0 14359 1 42874 2 10228 3 1102 4 0 5 320905 6 3823 7
INF 24.9123 0 6036 1 43628 2 15384 3 650 4 0 5 171686 6 1959 7
INF 35.7878 0 5771 1 41120 2 17185 3 602 4 0 5 165532 6 1869 7
INF 46.0005 0 5771 1 107672 2 16206 3 602 4 180 5 104128 6 1869 7
INF 56.3174 0 5771 1 107672 2 16206 3 602 4 180 5 104128 6 1869 7
INF 69.6741 0 4989 1 58606 2 13297 3 610 4 0 5 151529 6 1869 7
INF 132.34 0 1088 1 7543 2 10631 3 2 4 0 5 0 6 0 7
INF 183.279 0 452 1 1492 2 787 3 2 4 0 5 15 6 1 7
INF 188.861 0 452 1 1492 2 787 3 2 4 0 5 15 6 1 7
INF 199.238 0 448.001 1 1492 2 787.001 3 2 4 0.005382 5 15.0009 6 1.00011 7
INF 209.522 0 448.029 1 1492 2 787.002 3 2 4 0.009493 5 15.0004 6 1 7
INF 235.086 0 444 1 616 2 685 3 2 4 3 5 163 6 1 7
INF 285.907 0 333 1 58 2 27 3 0 4 0 5 0 6 1 7
INF 336.239 0 177 1 0 2 0 3 0 4 0 5 0 6 0 7
INF 341.496 0 174 1 0 2 0 3 0 4 0 5 0 6 0 7
INF 352.187 0 174 1 0 2 0 3 0 4 0 5 0 6 0 7
INF 362.477 0 174 1 0 2 0 3 0 4 0 5 0 6 0 7
INF 372.458 0 172 1 0 2 0 3 0 4 0 5 0 6 0 7
INF 438.185 0 158 1 0 2 0 3 0 4 0 5 0 6 0 7
INF 488.723 0 94 1 0 2 0 3 0 4 0 5 0 6 0 7
INF 493.844 0 87 1 0 2 0 3 0 4 0 5 0 6 0 7
INF 504.531 0 87 1 0 2 -3.00E-06 3 0 4 3.00E-06 5 0 6 0 7
INF 515.564 0 87 1 0 2 0 3 0 4 0 5 0 6 0 7
INF 586.289 0 78 1 0 2 0 3 0 4 0 5 0 6 0 7
INF 642.582 0 53 1 0 2 0 3 0 4 0 5 0 6 0 7
INF 647.732 0 49 1 0 2 0 3 0 4 0 5 0 6 0 7
INF 658.341 0 49 1 0 2 0 3 0 4 0 5 0 6 0 7
INF 668.745 0 49 1 0 2 0 3 0 4 0 5 0 6 0 7
INF 724.808 0 45 1 0 2 0 3 0 4 0 5 0 6 0 7
INF 775.838 0 27 1 0 2 0 3 0 4 0 5 0 6 0 7
INF 801.451 0 24 1 0 2 0 3 0 4 0 5 0 6 0 7
INF 811.721 0 24 1 0 2 -1.00E-06 3 0 4 6.00E-06 5 0 6 0 7
INF 823.442 0 24 1 0 2 0 3 0 4 0 5 0 6 0 7
INF 874.745 0 23 1 0 2 0 3 0 4 0 5 0 6 0 7
INF 923.906 0 17 1 0 2 0 3 0 4 0 5 0 6 0 7
INF 954.403 0 17 1 0 2 0 3 0 4 0 5 0 6 0 7
INF 965.61 0 17 1 0 2 0 3 0 4 0 5 0 6 0 7
INF 976.797 0 17 1 0 2 0 3 0 4 0 5 0 6 0 7
INF 1026.66 0 16 1 0 2 0 3 0 4 0 5 0 6 0 7
INF 1083.3 0 12 1 0 2 0 3 0 4 0 5 0 6 0 7
INF 1108.43 0 12 1 0 2 0 3 0 4 0 5 0 6 0 7
INF 1120.53 0 12 1 0 2 0 3 0 4 0 5 0 6 0 7

























Infeasibility in all other constraints
Infeasibility in (4.1b) constraints
(b)
Figure 4.2: Application of Parallel Alternating Criteria Search to a group 1 MIRP instance,
with 4 loading ports, 9 discharging ports, 17 vessels, and a horizon of 60 timesteps. (a)
Depicts the evolution of the infeasibility of the incumbent, and objective value of found
solutions as a function of time. (b) Shows a breakdown of the infeasibility found in the
incumbent by constraint type as a function of time.
Tailoring Parallel Alternating Criteria Search to MIRP instances
We discuss two algorithm modifications, which attempt to increase the effectiveness of
the algorithm at finding a first feasible solution. The first proposed modification is to the
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objective of FMIP, with the intent of preventing infeasibilty from accumulating in con-
straints that may be very hard to repair. Secondly, we introduce MIRP-specific variable
fixing schemes, which may be more effective at finding quality solutions than their generic
counterparts.
Objective penalizations
Finding feasible solutions for group 1 instances is challenging due to the small tolerances
imposed in the inventory constraints of ports and vessels. A feasible vessel schedule must
ensure enough product is transported to satisfy the consumption demand at every port and to
avoid stockout. Vessels must carry the bulk of the product, since constraints p4.1iqYp4.1jq
severely limit the amount of product that can be bought or sold on the spot market. This
is not the case on group 2 instance. In the latter, no upper bound on the spot market is
imposed.
In order to avoid stalling, we propose Group1FMIP, a modification of FMIP in which
we establish penalties in the objective for certain ∆ variables. The main goal with this mea-
sure is to achieve feasibility in the most critical constraints first at the expense of allowing
infeasibility to accumulate in a targeted group of constraints, which may be easier to repair
in the future. In the spirit of group 2 instances, our intent is to prioritize the satisfiabil-
ity of the vessel schedule over the inventory management at ports. Thus, we apply a large
penalty Λ to all variables except the ones representing the constraints regulating port inven-
tory limits (the set p4.1iq Y p4.1jq). A priori, the generated solutions will provide feasible
routing schedules for each vessel at the expense of violating many stock deficiency/excess
constraints. As optimization advances, we hope the latter can be gradually fixed by sys-
tematically re-adjusting feasible vessel trips. The excess of slack αj,t is also minimized in
OMIP, since it is present in the original objective. Therefore, the amount of infeasibility is
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xi “ x̂i, @i P F
l ď x ď u
xi P Z, @i P I
∆` ě 0,∆´ ě 0
∆`α ě 0,∆´α ě 0
(Group1FMIP)
As seen in Group1FMIP, constraints are divided into two separate submatrices. Aα
represents the submatrix related to the constraints regulating the excess slack αj,t, the set
p4.1iq Y p4.1jq. In turn, A contains the submatrix of the remaining constraints. ∆ vari-
ables associated with the constraints in A are penalized with Λ in the objective, in order to
prioritize their satisfiability.
A MIRP-specific variable fixing scheme
In Large Neighborhood Search, the set of variables to be fixed adjusts the difficulty of the
subMIP to be optimized, as well as the effectiveness of the MIP solver at finding high
quality solutions quickly. Parallel Alternating Criteria Search uses a simple, generic, yet
intuitive variable fixing scheme to be able to tackle any kind of problem structure. Greater
effectiveness in finding solutions can be achieved by considering the internal structure of
the problem in variable fixing. We propose to use two kinds of MIRP-specific variable
fixing schemes, which decompose the problems in complementary substructures. The first
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is a variation of a vessel decomposition approach, and the latter is a modification of a time-
window variable fixing scheme. Both incorporate randomness in order to satisfy the need
for parallel diversified search neighborhoods.
As stated in Section 4.2, a prevalent large neighborhood search algorithm in the liter-
ature is the so called k-opt search, which entails fixing the variables belonging to all but
a subset of vessels. This is a widely used strategy due to its simplicity and effectiveness.
We specify ours with two key elements. We incorporate an input parameter ρ, which deter-
mines the proportion of vessels to be fixed. In addition, we incorporate randomness in the
selection of vessels. Pseudocode is provided in Algorithm 10.
Algorithm 10 Random Vessel selection neighborhood
Input: Fraction of variables to fix ρ, 0 ă ρ ă 1
Output: Set of integer indices F
1: function VESSELSELECTIONFIXING(ρ)
2: F “set of all integer variable indices I
3: while |F | ą ρ ¨ |I| do
4: i:= random vessel i P V




While the k-opt search decomposes the problem by vessel, the second strategy we pro-
pose seeks to break the problem down by time. The time-window selection scheme involves
establishing a time window between two timesteps and fixing all travel arcs outside of it.
The generated neighborhood allows the improvement of a solution by modifying the travel
schedules of all vessels between the allowed time window. Travel arcs related to all ports
and vessels are left unfixed at the same time. Pseudocode is provided in Algorithm 11.
The time-window selection scheme as presented can become terribly ineffective at find-
ing solution improvements if a small parameter ρ is selected, or if the problem features a
large number of vessels and ports. In such cases, the produced variable selection may en-
compass a small time window. Any vessel trip longer than such time window will have a
fraction of its active travel variables fixed and won’t be rerouted when solving the associ-
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Algorithm 11 Random time-window selection neighborhood
Input: Fraction of variables to fix ρ, 0 ă ρ ă 1
Output: Set of integer indices F
1: function TIMEWINDOWSELECTIONFIXING(ρ)
2: F “set of all integer variable indices I
3: offset “ 0
4: t:= random time t P T
5: while |F | ą ρ ¨ |I| do
6: Remove from F all variable indices related to time t ´ offset, for vessels v P V and ports
p P J
7: Remove from F all variable indices related to time t ` offset, for vessels v P V and ports
p P J





We present a modification of the standard time-window variable selection in Algo-
rithm 12, in which a subset of the ports are fixed for each vessel in order to allow larger
time windows. In order to determine which subset of ports remains fixed, we define the
auxiliary concept of a port span. The port span of a vessel v between two time steps t1
and t2 in a solution x is the set of ports traversed by v during the time window in x. An
example depicting multiple examples of port spans is shown in Figure 4.3. By its defini-
tion, the produced set contains only the ports visited by v within the time window. The
proposed constrained time-window selection scheme incorporates the definition of a port











Figure 4.3: The port span of a vessel v between two time steps t1 and t2 in a solution x is
the set of ports traversed by v during the time window in x.
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while the remaining are fixed.
Algorithm 12 Constrained time-window selection neighborhood
Input: Fraction of variables to fix ρ, 0 ă ρ ă 1, input solution x
Output: Set of integer indices F
1: function CONSTRAINEDTIMEWINDOWSELECTIONFIXING(ρ)
2: Generate all pairs ă p, t ą
3: Rank all pairs by inventory excess/deficit αj,t
4: Select pair ă p1, t1 ą randomly among the pairs with most excess/deficit
5: offset “ 0
6: F “set of all integer variable indices I
7: while |F | ą ρ ¨ |I| do
8: t1 :“ t1 ´ offset
9: t2 :“ t1 ` offset
10: for every vessel v P V do
11: P :=PORTSPAN(t1, t2, v, x)
12: P :“ P Y p1
13: for all ports p P P do
14: Remove from F all variable indices related to vessel i and port p between rt1, t2s
15: end for
16: end for




21: function PORTSPAN(t1, t2, v, x)
22: P :“ H
23: for each t P tt1, . . . , t2u do
24: for each p P P do
25: if vessel v is traversing p at time t then





The proposed algorithm also prioritizes the optimization of the port and time pairs
with the largest excess/deficiency of product. For this purpose, all pairs of ports and time
ă p, t ą are ranked by the value of their associated αp,t variable. A single duple ă p1, t1 ą
is selected randomly among the pairs with the largest amount. Then, a time-window is
defined using t1 as its epicenter. For each vessel v, the algorithm proceeds to unfix the
variables within the time window belonging to the port span and p1. The size of the time
window is incremented gradually until the desired amount of variables is selected.
With ă p1, t1 ą as the epicenter of the time-window, we intend to rectify the deficiency
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Algorithm 13 Variable fixing selection algorithm
Input: Fraction of variables to fix ρ, 0 ă ρ ă 1, input solution x
Output: Set of integer indices F
1: function HYBRIDVARIABLEFIXING(ρ)
2: Generate random integer n







of stock at port p1 and time t1 by rerouting some vessel to p1 before the timestep t1. By using
the port span, we force non-relevant ports to remain fixed in hopes of producing an easier
subproblem with a larger time-window that contains the high quality solutions.
If feasibility has already been achieved, pairsă p, t ą are ranked by their absolute con-
tribution to the original objective instead. Modifications in high ranking pairs will hopefully
have a more significant impact in improving the solution.
Each of the proposed variable fixing strategies provides a substantially different set of
search neighborhoods, which add to the diversity of the approach. We incorporate both
by allowing each parallel thread to choose randomly among both strategies, as shown in
Algorithm 13.
4.4 Experimental results
In this section, we evaluate the performance and behavior of the MIRP-specific Parallel Al-
ternating Criteria Search (MIRPpacs) when solving problems of the MIRPLIB library [89].
Out of the 100 instances currently present, there are 28 categorized as group 1 instances,
while the remaining belong to group 2. MIRPLIB group 2 instances feature a horizon of
120, 180 or 360 periods and are classified in three difficulty categories [88]. An instance
is declared easy if at least one commercial MIP solver (in default settings) is able to close
more than 90% of the gap (as defined in Section 3.3.2) in half an hour. On the other hand, if
no MIP solver is able to close more than 10% of the optimality gap, the instance is labeled
85
as hard. In total, the library contains 21 easy instances and 26 hard instances. The difficulty
of the remaining 25 instances is classified as medium. The difficulty of a problem instance
is directly related to the number of ports, vessels, and timesteps it features. Most easy in-
stances contain fewer than 5 discharging ports and 180 time periods, while all but 2 hard
instances have more than 8 discharging ports and most of them more than 180 time periods.
MIRPpacs is implemented in C++, using CPLEX 12.7.2 as a backbone solver. We compare
our framework against the state-of-the-art general purpose MIP solver CPLEX 12.7.2, and
the default version of Parallel Alternating Criteria Search (PACS). All of our computations
are performed on an 8-node computing cluster, each with two Intel Xeon X5650 6-core
processors (96 cores in total) and 24 GB of RAM memory.
We evaluate the quality of primal solutions in terms of the primal gap and primal inte-
gral, as described in Section 3.3.2.
4.4.1 Tuning of parameters and nondeterminism
MIRPpacs and PACS require two kinds of input parameters, that regulate the difficulty
and the solution time of each LNS within the heuristic. rρ, ts determine the percentage of
variables to be fixed and the LNS time limit. For group 1 instances, the tuple r0.7, 5s is
selected. In turn, group 2 instances are solved using r0.2, 5s, r0.5, 5s and r0.7, 5s, for Easy,
Medium and Hard instances respectively. CPLEX is set in its parallel nondeterministic
distributed-memory setting in order to utilize all 96 available cores and with a focus on
primal solutions (the emphasis on Hidden Feasible solutions setting). Settings are set to
default, otherwise. All the compared parallel algorithms are of nondeterministic nature,
and we repeat each of the experiments five times. Unless otherwise noted, the performance
charts presented in this section display the average among all runs.
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4.4.2 Group 1 MIRP instances
The following set of charts and table evaluate the quality of the solutions provided by the
different methods when solving group 1 instances. In Figure 4.4(a), we show the evolution
of the average primal gap as a function of time. As stated in its definition, a primal gap of
100% is assigned if no solution for a particular instance is found. At first glance, standard
PACS is only able to find solutions for a small subset of instances. As a result it scores
a comparatively higher average primal gap throughout the optimization. The reason for
its poor performance has already been analyzed in section 4.3.2, and it is one of the main
motivating factors behind the development of MIRPpacs. CPLEX is a fully fledged MIP
solver. As such, it is not afflicted by the same stalling problem and performs slightly
better. The algorithmic modifications introduced in MIRPpacs certainly make a significant
difference in comparison to its generic counterpart. The specialized heuristic becomes
effective at finding high quality solutions for most instances, and this reflects in a much
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MIRPpacs PACS CPLEX
Figure 4.4: (a)Average primal gap and (b)average primal integral for group 1 instances
The same performance differences are reflected in Figure 4.4(b), in which the primal
integral is depicted instead. The differences are quite significant after one hour of opti-
87












































































Figure 4.5: (a) Percentage of instances for which a feasible solution is found. (b) Percent-
age of instances for which MIRPpacs finds a feasible solution, broken down by instance
subclass
Figure 4.5(a) plots the percentage of group 1 instances for which a feasible solution
is found by each of the compared methods. MIRPpacs is able to find feasible solutions
for 85% of the instances, while CPLEX is only able to do so for 25% and standard PACS
for 18%. In Figure 4.5(b), the performance of MIRPpacs is shown after group 1 instances
are subdivided by time period (45 periods. vs 60) and by number of Loading/Discharging
port regions (1 L/D region vs 2). Results show that instances with a single region are
significantly easier than their multiple region counterparts, as MIRPpacs is able to find
solutions for 100% of the instances in less than 730 seconds. Increasing the number of
regions raises the complexity. When 45 period instances are considered, solutions are
found for 75% of the cases. Performance drops significantly for instances with two regions
and 60 ports.
Table 4.1 provides further details about the variability in the performance of the two
best non-deterministic approaches. We analyze the statistical results of the multiple execu-
tions in terms of the average, standard deviation, minimum, maximum, and median of the
88
primal gap and primal integral for different time cutoffs. MIRPpacs shows more variablity
than CPLEX, especially at early stages of the optimization. However, the relative distance
between both diminishes with time. Even when the worst run of MIRPpacs is compared
with the best run of CPLEX, the parallel heuristic displays a better primal gap after 180
seconds than the one accomplished by CPLEX after one hour.
Table 4.1: Group 1 performance comparison of non-deterministic approaches
MIRP Parallel Alternating CPLEX
Criteria Search (Opportunistic Mode)
Time Cutoff(s) 180 600 3600 180 600 3600
Avg. P. Gap(%) 53.02 37.10 18.89 80.96 77.36 75.90
P. Integral 137.16 311.19 1001.33 160.31 489.16 2782.76
Count (%) 52.14 67.86 86.43 22.14 25.71 25.71
Std dev Primal Gap 9.51 4.40 3.84 1.74 1.62 2.05
Primal Integral 10.10 29.63 128.12 1.17 9.06 60.65
Count (%) 9.94 3.19 1.60 1.60 1.60 1.60
min Primal Gap 42.10 31.88 13.41 78.44 74.72 72.51
Primal Integral 125.98 274.80 837.57 158.92 475.78 2679.98
Count (%) 42.86 64.29 85.71 21.43 25.00 25.00
median Primal Gap 54.13 37.32 19.45 81.21 77.86 76.58
Primal Integral 136.45 310.89 1005.48 160.22 490.63 2804.07
Count (%) 50.00 67.86 85.71 21.43 25.00 25.00
max Primal Gap 63.24 42.13 22.56 82.32 78.37 77.17
Primal Integral 149.93 346.80 1158.71 161.75 496.56 2818.57
Count (%) 64.29 71.43 89.29 25.00 28.57 28.57
In Section 4.3.2, we presented a modification of the standard time-window variable
fixing approach. In the proposed variant, a subset of the ports are fixed for each vessel with
the objective of allowing larger time windows. In addition, our variable scheme prioritizes
optimizing the tuples of port and time with the largest amount of stock defficiency first. In
Figure 4.6, we evaluate the impact of the proposed modifications by comparing MIRPpacs
to a variant of the heuristic in which the standard time-window variable fixing strategy
(Algorithm 11) is used instead.
Our proposed modification allows MIRPpacs to find feasible solutions for 7% more
instances. After one hour of optimization the version using the standard time-window
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Figure 4.6: (a)Percentage of instances for which a feasible solution is found. (b)Percentage
of instances for which MIRPpacs finds a feasible solution, broken down by instance sub-
class
4.4.3 Group 2 MIRP instances
We incorporate a state-of-the-art MIRP-specific heuristic to the comparison, such as the
rolling horizon heuristic as introduced in Papageorgiou et al. [88]. As explained in Section
4.2, the rolling horizon heuristic is a very common form of time decomposition applied to
MIRPs. After the authors in the aforementioned work compared multiple state-of-the-art
primal algorithms for MIRPs, the provided heuristic proved to be one of the best performing
construction heuristics. While it is a sequential algorithm, it takes advantage of the shared-
memory parallelism provided by the underlying MIP solver. The data presented in the
following charts has been kindly provided by the authors. The rolling horizon heuristic
(RHH) was run using a single computing node with 8 parallel cores. With the purpose of
eliminating the discrepancies between computer systems, we also report its performance
after normalizing the CPU times according to the performance metrics in Passmark [54].
Normalized times are calculated as Tnorm “
Torig ¨Sorig
Snorm
, where Torig is the original time
reported by the authors, while Snorm1 and Sorig2 are the CPU scores of the processors used
in our experiments and the other authors in the comparsion respectively.
1Snorm “ 7605 (Intel Xeon X5650)
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Figure 4.7: (a) Average primal gap and (b) average primal integral for all group 2 instances.
Figure 4.7(a) shows the evolution of the average primal time as a function of time for
all compared methods. When all instances are considered, MIRPpacs proves to be the best
performing algorithm. It is able to achieve an average primal gap of 20% in less than 168s,
while the next algorithm to achieve the same requires 5 times as much time. It also requires
less than 600s to find solutions with an average gap of less than 10 %. The mark of 10%
is not surpassed by any other method. The commendable performance of standard PACS
is also worth noting, as it performs similarly to the non-normalized version of the rolling
horizon heuristic despite being a heuristic for general purpose MIPs. CPLEX seems to
follow a different pattern to the aforementioned heuristics, as it is able to perform on the
level of MIRPpacs at the beginning of the optimization. However, it is surpassed by most
heuristics after 500s and ends as the worst performing contender after 2000s. The rolling
horizon heuristic proves to be a better performer than most parallel methods despite using
only 8 cores.
The primal integral is plotted in Figure 4.7(b). Similarly reflected as in the previous
plot, MIRPpacs shows a significantly lower average primal integral. Precisely, it is 2.5
times better than the next best contender after 3600s. CPLEX shows a slight advantage
at the beginning of the optimization versus PACS and RHH. The advantage is neutralized
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after 1200s.
In Figure 4.8, group 2 instances are split by difficulty category. When only small in-
stances are considered, a fully featured MIP solver is able provide high quality solutions
after other methods stagnate. CPLEX is able to outperform all methods at the end of the
optimization and obtain the best average gap. However, MIRPpacs presents a lower primal
integral due to the fact that it converges to high quality solutions much earlier in the search.
The advantage of the primal heuristics gradually increases as the problem size grows. RHH
shows better performance than PACS for both medium and hard instances, though PACS
uses 12 times as many cores. The combination of domain-specific improvements and par-
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Figure 4.8: Average primal gap and average primal integral for (a) easy, (b) medium, and
(c) hard group2 instances.
Table 4.2 provides details regarding the effects of nondeterminism on the variability
between experiments. MIRPpacs has a similar variability to the one displayed by CPLEX.
The standard deviation on the primal gap decreases as the optimization advances. The trend
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seen in group 1 instances is maintained, as MIRPpacs achieves a better average primal gap
in less than 180s than CPLEX is able to achieve after 1 hour of optimization. As a result
MIRPpacs shows a primal integral that is 3.7 times better in average.
Table 4.2: Group 2 performance comparison of non-deterministic approaches
MIRP Parallel Alternating CPLEX
Criteria Search (Opportunistic Mode)
Time Cutoff(s) 180 600 3600 180 600 3600
Avg. P. Gap(%) 20.75 12.17 5.70 51.19 41.76 27.98
P. Integral 75.48 140.56 352.36 111.26 302.07 1305.22
Std dev Primal Gap 3.84 3.71 2.23 3.29 2.56 2.24
Primal Integral 5.75 18.79 86.46 3.55 12.52 67.22
min Primal Gap 16.53 8.10 3.45 47.75 38.49 25.08
Primal Integral 68.77 119.81 263.15 107.54 288.25 1226.04
median Primal Gap 20.49 11.72 5.28 50.87 41.79 28.14
Primal Integral 75.39 138.20 339.69 110.98 301.13 1305.10
max Primal Gap 25.82 17.15 8.95 55.51 44.75 30.56
Primal Integral 82.97 166.18 476.49 116.09 318.04 1391.54
At the time of this writing, primal heuristics remain the best available option for han-
dling MIRP instances of practical size, as they significantly outperform state-of-the-art MIP
solvers in the process. In turn, specialized heuristics will always outperform their general
purpose counterparts.
4.4.4 Indications for specializing Parallel Alternating Criteria Search
We conclude this section with further indications on how to specialize Parallel Alternat-
ing Criteria Search for any problem at hand. Since solution improvements are driven by
LNS, it is paramount to design specialized high quality search neighborhoods in order to
maximize the effectiveness of the parallel primal heuristic. A significant quantity of them
can be immediately found in the literature for most common MIP applications. All high
performing variable selection schemes intend to preserve the integrity and cohesiveness
of substructures within the problem, as this is the key for decomposing it effectively. A
successful variable fixing must identify which variables must be changed in order to find a
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better solution, free them, and leave the remainder fixed.
If feasibility is also a challenge, it is important to establish an effective objective penal-
ization, so that stalling can be avoided. The main goal is to achieve feasibility in the most
critical constraints first. As a result, infeasibility is driven to secondary constraints instead,
which will be easier to repair in the future. In the case of MIRPs, the first task was to ensure
a feasible routing schedule for each vessel, which resulted in numerous stock deficiencies
at many ports. However, the latter can be gradually absorbed by systematically rerouting
feasible vessel trips.
4.5 Conclusions
Parallel Alternating Criteria Search proves to be an effective framework when solving Mar-
itime Inventory Routing Problems, but it can be significantly improved by tailoring a few
of the key components of the algorithm. Firstly, we introduce specific objective penaliza-
tions, with the intent of improving the convergence to a first feasible solution. Secondly,
we introduce new definitions of MIRP-specific variable fixing schemes, in order to improve
the effectiveness of the large neighborhood search. The new specialized parallel heuristic
is able to severely outperform state-of-the-art MIP solvers and domain specific heuristics.
The advantage increases considerably when solving hard instances featuring long horizon
periods, and a large number of ports and vessels.
Parallel Alternating Criteria Search is an excellent platform that the MIP practitioner
can rely on as is, or for a rapid prototyping of effective parallel heuristics for any particular
MIP domain. In turn, the parallel heuristic is a highly versatile tool that can be applied as a
standalone heuristic or in the context of an exact algorithm. We hope this work will moti-
vate other researchers to consider applying parallel computing to their own MIP domains.
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CHAPTER 5
PIPS-SBB: A PARALLEL DISTRIBUTED-MEMORY BRANCH-AND-BOUND
ALGORITHM FOR STOCHASTIC MIXED-INTEGER PROGRAMS
5.1 Introduction
Stochastic mixed-integer programs (SMIPs) are a generalization of mixed-integer Pro-
grams (MIPs) to deal with optimization under uncertainty. Consider the MIP
min
xPRn
tcTx : Ax “ b, l ď x ď u, xj P Z, @j P I Ď rnsu, (MIP)
where c P Rn, A P Rmˆn, b P Rm, and I is the set of integer variable indices. Throughout
this chapter, we use rns to denote the set t1, . . . , nu. For ease of exposition, we assume
that x is bounded below by l P Rn and above by u P Rn. We assume that all problem
data belong to the set of rationals; see [110] for complications that arise in the presence of
irrational data.
Typically, stochastic optimization problems are formulated as multi-stage optimization
problems where some model parameters are random variables (with known probability
distributions). In each stage, a decision has to be made, and after each decision is made,
one learns the realization of some of the random variables. Usually, the goal is to minimize
the expected total cost, where the expectation is over all realizations; see [111] for a detailed
discussion.
In this work, we focus on two-stage SMIPs, a common variant in which the optimiza-
tion problem is subdivided into two stages. For two-stage SMIPs, the first-stage variables
determine the set of decisions before the uncertainty takes place. Second-stage variables
represent the set of decisions to be taken once the uncertainty is revealed, as recourse to the
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decisions taken in the first stage. A two-stage SMIP takes the form
min
xPRn1
tcTx` EP rQpx, ξqs : Ax “ b, l ď x ď u, xj P Z, @j P I1 Ď rn1su, (SMIP)
where x is the first-stage decision variable, ξ is a random vector with support Ξ with a
known probability distribution P , E is the expectation operator over this probability dis-
tribution, and I1 is the set of first-stage integer variable indices. For a given first-stage
solution x, the second-stage optimization problem is of the form
Qpx, ξq “ min
yPRn2
tqpξqTy : W pξqy “ hpξq´T pξqx, lpξq ď y ď upξq, yj P Z, @j P I2 Ď rn2su,
(SSxξ )
whereW p¨q, hp¨q, lp¨q, up¨q, qp¨q and T p¨qmay depend on ξ, but not on x. We assume that I2,
the set of second-stage integer variable indices, does not depend on ξ. If (SSxξ ) is infeasible,
then we set Qpx, ξq “ 8. Throughout this chapter we assume finite support for ξ.
As defined so far, the main computational challenges in solving SMIPs exactly arise
from the difficulty in optimizing the expected cost, which is non-convex. However, SMIPs
can be approximated via Sample Average Approximation [112], thus transforming the
problem into one large MIP as seen in (EXT) (usually called the extensive formulation)
and enabling the use of traditional MIP approaches. We use rss to represent the set of pos-
sible sampled realizations, also known as scenarios. Suppose scenario i has probability pi.
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T1x `W1y1 “ b1,
T2x `W2y2 “ b2,
... . . .
...
Tsx `Wsys “ bs,
l ď x ď u,
li ď yi ď ui, @i P rss,
xj P Z, @j P I1,
yi,j P Z, @i P rss, @j P I2.
(EXT)
In (EXT), x corresponds to the first-stage decisions of the stochastic mixed-integer
program (SMIP). For each i P rss, the second-stage variable yi P Rn2 corresponds to the
decision variable y P Rn2 in the second-stage optimization problem (SSxξ ) for the realization
of ξ sampled in scenario i. The matrix A models the constraints relative to the first stage,
while matrices Ti and Wi model the second-stage constraints for scenario i. Vector b0
represents the right-hand side of the first-stage constraints, and vector bi represents the
right-hand side of the second stage for scenario i. In creating (EXT), we have increased the
number of second-stage decision variables and constraints by a factor of s with respect to
(SSxξ ), the second-stage problems for a single scenario. At the same time, we have created
a constraint matrix with a dual block-angular structure, so called because of the separable
blocks for the second-stage variables of each scenario along the diagonal of the matrix,
linked together by first-stage variables for each scenario.
Extensive formulations can be solved with a general purpose state-of-the-art MIP solver
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such as CPLEX [76], Xpress [113], SCIP [114], or GUROBI [77]. General purpose MIP
solvers use an enumerative tree search algorithm known as branch-and-bound in which
linear programming (LP) relaxations are solved at each node of the branch-and-bound tree;
see Section 5.2.1 for more details. For the remainder of this work, we do not distinguish
between SMIPs and their extensive formulations; in general, by “SMIP”, we refer to the
extensive formulation in (EXT).
General purpose solvers do not recognize and/or leverage the dual block-angular struc-
ture of the extensive formulation. Furthermore, SMIPs present additional computational
challenges. For example, SMIPs become harder to solve efficiently as the number of sce-
narios grows, mainly due to the increase in problem size. In addition to increased solution
times, the problem may not fit in memory at all. Shared-memory and distributed-memory
versions of branch-and-bound algorithms have been implemented by these state-of-the-art
MIP solvers and other MIP solvers such as ParaSCIP ([78, 115]), BLIS ([116, 117]), and
PICO [118]. However, all of these efforts focus on parallel branch-and-bound, and not on
parallelizing the underlying LP relaxation solved at each node of the branch-and-bound
algorithm. Though state-of-the-art MIP solvers are highly optimized when run in sequen-
tial mode, prior studies have shown that the branch-and-bound search algorithm does not
scale well beyond modest amounts of parallelism [25] and thus these solvers do not lever-
age recent advances in HPC architectures. Scalability is also limited by memory when
optimizing extended formulations. Given that these parallel implementations do not sup-
port data distribution, highly detailed approximations are computationally intractable and
coarse-grained versions (with fewer scenarios) must be used instead, resulting in lower
quality solutions to the original SMIP.
5.1.1 Contributions and overview
In our approach, we leverage the dual block-angular structure of SMIPs to solve LP relax-
ations at each node of the branch-and-bound tree using a parallel algorithm. The simplex
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method is the default LP algorithm, and is known for its limited parallel scalability despite
some recent parallelization efforts; see [119] for a review of the challenges involved. On the
other hand, scalable parallel implementations of both primal and dual simplex have been re-
cently developed (PIPS-S [120]) to solve LP problems with dual block-angular structure. In
our approach, we use the PIPS-S solver to solve the LP relaxations of the extensive formu-
lation (which have dual block-angular structure) at the nodes of the branch-and-bound tree.
This allows us to build a distributed-memory branch-and-bound-based solver for Stochastic
MIPs called PIPS-SBB (PIPS - Simple Branch-and-Bound)1. To improve the performance
of PIPS-SBB, we also developed new (and computationally efficient) methods for pre-
processing, cut generation and heuristics that maintain the dual block-angular structure of
SMIPs. These methods also apply to any MIP with dual block-angular structure; we focus
on the SMIP case due to its prevalence in the literature and in applications.
The main contributions of PIPS-SBB, a novel branch-and-bound algorithm for general
two-stage stochastic mixed-integer programs, are the following.
• PIPS-SBB is the first branch-and-bound algorithm to solve LP relaxations using a
distributed-memory simplex algorithm that leverages the structure of SMIPs.
• By distributing SMIP data such that each pA, b0, Ti,Wi, biq tuple for i P rss is stored
in memory on only one MPI [84] process, PIPS-SBB can leverage the distributed-
memory architecture of supercomputers to address more memory to store and solve
LP relaxations. In contrast, existing MIP solvers must load the entire extensive for-
mulation in memory on each process that solves LP relaxations; some of these solvers
parallelize the branch-and-bound tree search, not the solution of LP relaxations.
• Adapting methods known to accelerate MIP solvers (Presolve [5] and Primal Heuris-
tics [4]) to a distributed-memory setting with dual block-angular data structure, we
1The name PIPS-SBB deliberately alludes both to COIN-OR’s now defunct Sbb (simple branch-and-
bound) MIP solver, developed by John Forrest, and PIPS-S. The Cbc solver replaced Sbb in COIN. PIPS
abbreviates “Parallel Interior Point Solvers”; the name was chosen prior to the work in [120] on parallel
simplex algorithms for solving dual block-angular LPs.
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present initial results on benchmark SIPLIB [121] instances that show the effective-
ness of our method.
• Building PIPS-SBB as a modular, expandable codebase, we enable easy implemen-
tation of features, modifications, and extensions as plug-ins.
The remainder of this chapter proceeds as follows: First, we review related work on
SMIP decomposition schemes to conclude Section 5.1. Then, in Section 5.2, we describe
branch-and-bound algorithms, and present the main ideas behind PIPS-SBB. In particu-
lar, we focus our design choices for data distribution and parallelism. In Section 5.3, we
describe the structure of PIPS-SBB in detail, in particular its extensible software implemen-
tation. We also describe the special-purpose distributed-memory algorithms implemented
in PIPS-SBB that leverage the dual block-angular data structure of stochastic MIPs. We
present computational results in Section 5.4 using instances from SIPLIB to illustrate the
effectiveness of our algorithms. Finally, we look forward to the future, presenting next
steps and ideas in Section 5.5.
5.1.2 Related work: Solving SMIPs using decomposition schemes
Most of the work in the literature avoids solving extensive formulations and alternative
problem decompositions are devised instead.
One approach is to derive convex approximations of the expected second-stage cost
within an iterative algorithm, such as Benders’ decomposition. Such iterative schemes are
collectively known as stage-wise decomposition schemes; see [122] and [123] for a detailed
survey. Among its strengths, stage-wise decomposition can leverage the dual block-angular
problem structure. However, these schemes are computationally impractical due to their
slow convergence. Furthermore, they typically cannot handle the most general case where
both stages are mixed-integer. To our knowledge, the only stage-wise scheme without
variable type limitations has been presented by [124]. In this work, the authors present a
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novel convergent generalization of Benders’ algorithm, albeit in a theoretical context. In
contrast, our scheme is practical and general (applicable to any two-stage SMIP) as it allows
binary, continuous and discrete variables in both stages. Other works based on stage-wise
decomposition schemes such as [125, 126, 127] present more limitations.
Alternatively, one can rely on scenario-based decomposition schemes. In such schemes,
stages are decoupled by the replication of first-stage variables for each scenario. Then,
non-anticipativity constraints are used to ensure these first-stage variables remain identi-
cal across scenarios. The decomposition is achieved by relaxing such constraints. Many
heuristic scenario-wise decomposition strategies have been developed for stochastic mixed-
integer programs. For example, Progressive Hedging iteratively solves single-scenario
relaxations until convergence. Progressive Hedging has been used as a successful pri-
mal heuristic [128] and to obtain lower bounds [129]. To our knowledge, the first exact
scenario-wise decomposition scheme was presented by [130], in which the authors solve
Lagrangian duals at each node of a branch-and-bound procedure. In [131], the authors
expanded the same work by presenting a parallel algorithm, which showed potential for
parallel speedup, as well as some barriers to scalability. However, the authors only attempt
to solve a single relaxation and do not address the challenges of incorporating such schemes
within a branch-and-bound framework. In combination with Progressive Hedging, a recent
parallel implementation of the dual decomposition scheme looks highly promising [132].
Other scenario-based decomposition schemes with variable type limitations include [133],
where cover inequalities are used to solve SMIPs with pure binary first-stage variables.
Additional implementations of branch-and-bound algorithms using decomposition-based
relaxations such as Generic Column Generation (GCG) [134], BapCod [135] and Dip [136]
are typically not competitive when compared to LP-relaxation based MIP solvers since they
rely on relaxations that cannot be warm-started within a branch-and-bound scheme.
There exists very few parallel software libraries that model and solve mixed-integer
stochastic programs, with the exception of PySP [128]. In [137], the authors introduce DSP
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- a parallel implementation based on a Lagrangian scheme in combination with Benders-
type cuts. In [138], the authors introduce a parallel implementation of Benders decom-
position for stochastic MIPs with first-stage integer variables. There are many sequential
implementations of stage-wise and scenario-wise decomposition schemes; a list of software
is maintained at [139].
5.2 PIPS-SBB: A specialized parallel distributed-memory branch-and-bound solver
for large-scale stochastic MIP problems
PIPS-SBB is a parallel branch-and-bound framework for MIPs that feature a dual block-
angular structure, such as the extensive formulation (EXT). This dual block-angular struc-
ture offers opportunities for parallelism at many levels of the optimization process, which
will eventually enable PIPS-SBB to solve significantly larger extensive formulations than
existing technologies. Exploiting these opportunities for parallelism also has the potential
to reduce significantly computation times. In this work, we leverage this dual block-angular
structure to induce task and data parallelism by distributing MIP data across multiple pro-
cessors, and solving LP relaxations in parallel using PIPS-S2 within the MIP infrastructure
provided by PIPS-SBB.
In this section, we overview the main ingredients of PIPS-SBB. First, in Section 5.2.1,
we overview the branch-and-bound algorithm. Then, in Section 5.2.2, we discuss how to
expose parallelism in solving the LP relaxation. This discussion segues into a description
of MIP data distribution in Section 5.2.3. We defer discussion of structure-aware MIP
infrastructure details such as developing branching rules, primal heuristics, and presolve to
Section 5.3.




In branch-and-bound [2], a mixed-integer program (MIP) is solved to optimality by sys-
tematically partitioning and searching the solution space using a tree data structure called
a branch-and-bound tree to enumerate feasible integer solutions. In LP-relaxation based
branch-and-bound, an LP relaxation (formed by relaxing all integrality constraints) is solved
at each node of this tree. The objective value of the solution to the resulting LP relaxation
(fractional solution) provides a lower bound on the MIP solution value. If an optimal so-
lution of the LP relaxation is integer feasible, then this point is also a feasible solution to
the MIP. The objective value of this feasible solution provides an upper bound on the MIP
optimal solution value. However, if the calculated LP relaxation solution is not integer
feasible, either the corresponding node is deleted (pruned) or the node is divided into two
or more nodes with the use of additional inequalities. The former step is bounding, one
of the main steps of the branch-and-bound algorithm, and can be done if the LP relaxation
solution objective value is larger than the best upper bound (from the objective value of all
integer feasible solutions found so far). The latter step is branching, in which inequalities
are added to eliminate the fractional solution (which is LP-feasible but not integer feasible)
and divide the solution space such that no feasible solutions to (MIP) are cut.
During the search process, let L be the current best lower bound and let U be the cur-
rent best upper bound (also the objective value of the current best integer-feasible solution).
Progress in the branch-and-bound algorithm is measured in terms of the relative gap, de-
fined by
U ´ L
10´10 ` |U |
, (RelGap)
as in CPLEX. The branch-and-bound algorithm terminates when the relative gap is less
than a given tolerance, or when there are no nodes remaining in the branch-and-bound tree.
State-of-the-art MIP solvers build upon this branch and bound scheme and enhance it
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with many additional algorithmic practices to improve its performance, primarily by focus-
ing on improving the upper and lower bounds. Primal heuristics ([3, 4]) are essential for
finding high quality integer feasible solutions (better upper bounds) early in the search and
reducing the solution space by pruning. Better lower bounds are obtained by developing
stronger formulations. One method for strengthening formulations adds cutting planes (in-
equalities) [7] that strengthen the LP relaxation by eliminating parts of its feasible space
without eliminating any integer feasible solutions. Another method for strengthening for-
mulations is pre-processing [5], in which additional information about the problem struc-
ture can be derived from the constraints, potentially improving coefficients, eliminating
redundant constraints, tightening variable bounds, and even fixing the value of some of the
variables. The effectiveness of a MIP branch-and-bound tree search algorithm also depends
on tree creation algorithms (branching rules) that determine how to partition the feasible
space [17]. State-of-the-art MIP solvers are highly optimized in all these aspects, repre-
senting over two decades of research [140]. The current version of PIPS-SBB contains a
subset of these methods; we plan on implementing more in the future.
Beyond established methods for MIPs, the structure of extensive formulations enables
additional algorithmic improvements. The two-stage hierarchical organization in (EXT)
suggests that first-stage information may be more important than second-stage information,
as first-stage variables may affect multiple scenarios simultaneously, while the impact of
second-stage variables is restricted to a single scenario. For this reason, branching rules and
primal heuristics in PIPS-SBB prioritize first-stage variables over second-stage variables;
examples that illustrate this prioritization are presented in section 5.3.2. Leveraging the
dual block-angular problem structure is a critical feature of PIPS-SBB. In Section 5.4.3,
we see how specialized branching rules and heuristics allow to reduce the relative gap
faster.
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5.2.2 Parallelism in the LP relaxation
At the very heart of a branch-and-bound algorithm, the LP relaxation provides a lower
bound on the best MIP solution at every node of the branch-and-bound tree. Given its
central importance, it is essential that LP relaxations are solved as efficiently as possible.
The decomposable nature of the extensive formulation for stochastic MIPs incentivizes the
use of interior-point methods to speed up solution of LP relaxations. These algorithms are
highly parallelizable, as shown recently ([141, 142, 143]). Despite their scalability and
ability to tackle big problem instances, interior-point methods are not typically used in a
branch-and-bound algorithm because these methods warm-start less efficiently (requiring
about half as many interior-point iterations [144]) than simplex methods (sometimes re-
quiring only a few pivot iterations). The enumerative nature of branch-and-bound makes
warm-starting crucial for performance. For that specific reason, branch-and-bound algo-
rithms typically favor the simplex algorithm to solve LP relaxations, since this algorithm
can be warm-started for an LP relaxation from the optimal solution of its parent node.
Even though this is an area of active research [119], parallel simplex implementations
have been unable to outperform substantively an efficient modern sequential simplex solver
for general, unstructured LPs. However, it is possible to develop parallel algorithms that
exploit the dual block-angular structure exhibited by stochastic LPs in the extensive form
and outperform efficient modern sequential simplex solvers. PIPS-S [120] implements such
an algorithm. PIPS-SBB builds upon PIPS-S and uses it as its core LP solver. Thus, PIPS-
SBB is able to exploit parallelism in the LP relaxation of every branch-and-bound node.
Exploiting parallelism within each node of the branch-and-bound tree is a novel departure
from general purpose MIP solvers, which reserve parallelism to solving LP relaxations of
multiple branch-and-bound nodes simultaneously.
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5.2.3 Parallel data distribution
For scalability, PIPS-SBB is designed for distributed-memory parallel computer architec-
tures. Distributed-memory paradigms assume the addressable memory space is segmented
and distributed among individual processes, as depicted in Figure 5.1a. Due to this de-
centralized memory space, communications libraries such as MPI are required in order to
coordinate among processes. PIPS-SBB uses only MPI collectives to communicate effi-
ciently among processes, both in the branch-and-bound algorithm and while solving the
LP relaxations.
In conjunction with a distributed-memory parallel simplex solver, data is also dis-
tributed across processes. PIPS-SBB distributes the data representing each scenario to
different processes while first-stage information is replicated. In other words, Wi, Ti, qi
and bi are allocated on a single process for each i P rss, while c, A and b0 are replicated
on all processes; see Figure 5.1b. This data distribution can be scaled to as many pro-
cesses as scenarios specified in the input problem, which enables PIPS-SBB to solve large
SMIPs that would not otherwise fit in memory. Every component of PIPS-SBB conforms
to this data distribution policy, including PIPS-S. This data distribution policy also extends
to other data stored by PIPS-SBB, such as cutting planes, variable bound updates (as a
result of branching), and LP warm-start information.
5.3 Implementation
In this subsection, we present the structure of PIPS-SBB in detail, describing both its soft-
ware architecture and its features. Section 5.3.1 discusses the main software components
of PIPS-SBB and their concerns, including where users can add their own functionality,
such as branching rules. Section 5.3.2 discusses how existing MIP algorithms are adapted
to versions that are dual block-angular structure-aware, exploiting this structure to expose

















Figure 5.1: (a) Schematic depiction of a parallel system with a distributed-memory config-
uration. It has a segmented memory space, which is distributed among different processes.
(b) Data parallelism in PIPS-SBB.
5.3.1 Software architecture of PIPS-SBB
PIPS-SBB is written in C++ and is designed to provide users with a flexible parallel frame-
work suitable for solving any mixed-integer program with dual block-angular structure,
which includes all two-stage stochastic mixed-integer programs. PIPS-SBB uses COINU-
tils as an auxiliary library for much of its basic functionality.
PIPS-SBB code is distributed in two main software components, presented in Figure 5.2
using a schematic UML representation of the components as well as the interactions be-
tween them. The Solver Component manages the distributed problem data. It includes all
algorithms that must directly access the distributed data, such as the presolver and the in-
terface to the PIPS-S simplex solver. The Search State Component coordinates the branch-
and-bound tree search and contains the current branch-and-bound algorithm state. It in-
cludes tree search algorithms such as branching rules and primal heuristics, and tree node
data such as warm-start and branching information.
The problem formulation is read, stored and managed within the Solver Component
of PIPS-SBB. The BBSMPSSolver class is one of the most critical components, as it
acts as a proxy for outer software abstractions that may require LP relaxations or ac-
cess to the solution pool. Due to its ubiquitous access from other classes, it is imple-
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mented as a singleton class (represented by the 1 next to the class name in Figure 5.2).
The associated BBSMPSPresolver class performs all data presolving operations and










































Figure 5.2: Class diagram of PIPS-SBB. Classes are shown as boxes with the top section as
the name of the class. Interactions between classes are depicted as lines between classes,
and indicate multiplicity indicators at each end, for example (1..*) representing “one or
more”.
In the Search State Component, the BBSMPSTree stores the collection of open nodes
and controls the branch-and-bound tree search through a set of optimization managers.
Currently, we have implemented PIPS-SBB Managers that provide users with a flexible and
extendable framework to coordinate the execution of primal heuristics and branching rules
within the search process. For instance, these managers enable users to determine which
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primal heuristics are executed and the frequency with which they do so. Under the manager
paradigm, the creation of additional heuristics and branching rules becomes a simple pro-
cess, consisting of generating a new class by extending the generic BBSMPSHeuristic
or BBSMPSBranchingRule and registering it in the appropriate manager. Observe from
Figure 5.2 that there may be no BBSMPSHeuristic defined (0..*), but there must be at
least one BBSMPSBranchingRule defined (1..*). In future versions of PIPS-SBB, other
managers will coordinate the execution of other features, such as cutting-plane algorithms
and tree search strategies.
In designing the architecture of PIPS-SBB, care is taken to minimize the memory foot-
print, allowing PIPS-SBB to solve large problem instances. For example, information re-
lated to relaxations such as LP warm-start information and branching decisions are stored
incrementally with respect to the parent problem. Without incremental storage, storing tree
information would quickly exhaust available memory, as is the case for the state-of-the-art
solver CPLEX when solving certain problem instances; see Section 5.4.2.
5.3.2 Parallelism in structure-aware algorithms
The current version of PIPS-SBB features branching rules, primal heuristics, and presolve,
all of which are designed and adapted to leverage dual block-angular problem structure
and parallelism. There are two major design assumptions. First, every algorithm within
PIPS-SBB must conform to the data distribution imposed in Section 5.2.3. Second, this
data representation must remain distributed throughout the entire algorithm, and thus every
MPI process is responsible for performing all operations on the data it owns. We will
subsequently see in Section 5.4.3 that the specializations which leverage the dual block-
angular problem structure significantly improve the performance of PIPS-SBB, allowing it
to outperform state-of-the-art general purpose MIP solvers in some instances. In particular,
these algorithmic specializations prioritize decisions on first-stage variables and constraints
over second-stage variables and constraints. Algorithms 14, 15, and 16 show examples on
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how these design assumptions are maintained in PIPS-SBB and the algorithms specialized
to leverage the dual block-angular structure. For ease of exposition, in these examples we
assume that each MPI process owns one scenario.
Branching Rules
The current version of PIPS-SBB features three specialized versions of branching rules:
minimum infeasible index branching, most infeasible branching, and a more complex
pseudo-cost branching. We refer the reader to [17] for a review of these and other branch-
ing rules for general purpose MIPs. Algorithm 14 illustrates the specialized most infeasible
branching rule. It proceeds by identifying the most infeasible first-stage variable and re-
turning its index if one is found. If no such variable is found, it searches in parallel for
the most infeasible second-stage variable in each scenario. An all-to-all reduction is then
required in order to find the most infeasible second-stage variable among all scenarios and
communicate it to all processes.
Primal Heuristics
In addition, PIPS-SBB incorporates ten specialized versions of primal heuristics, ranging
from simple rounding and diving schemes to more computationally expensive large neigh-
borhood search schemes such as RENS. We refer the reader to [3] for a survey of primal
heuristics for general purpose MIPs. Algorithm 15 shows the specialized diving strategy for
finding feasible integer solutions, where an input fractional solution is iteratively rounded
and bounded. After a variable rounding takes place, the LP relaxation is re-optimized.
Once all first-stage variables become integer, each MPI process independently rounds one
locally owned second-stage variable in each iteration. The procedure terminates when an
integer solution is found or when the fixings render the LP relaxation infeasible.
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Algorithm 14 PIPS-SBB Most infeasible branching rule
function BLOCKANGULARMOSTINFEASIBLEBRANCHING(x, y,comm)
Ź Input: Integer infeasible LP-feasible solution, MPI communicator
scen :“ ´1 Ź Scenario number to be branched on; -1 is sentinel value for first-stage
if I1 X F ‰ H then Ź F is the index set of all fractional-valued first-stage variables
return rscen, arg maxjt|xj ´ rxju|, j P I1us Ź Return first-stage “scenario”, and variable index
end if
idxi :“ ´1 Ź In this line and the following, ´1 is a sentinel indicating integer feasibility
fraci :“ ´1
scen :“ i Ź Scenario i owned by process (MPI rank) i
if I2 X F i ‰ H then Ź F i is the index set of all fractional second-stage variables of scenario i
idxi :“ arg maxjt|yi,j ´ ryi,ju|, j P I2u
fraci :“ |yi,idxi ´ ryi,idxiu|
end if
Ź All-to-all reduce process number of maximum second-stage fractional value
MPI_Allreduceprfraci, scens, MPI_IN_PLACE, 1, MPI_DOUBLE_INT, MPI_MAXLOC, commq
Ź Broadcast index idxi of maximum fractional value on process scen to all processes
MPI_Bcastpidxi, MPI_IN_PLACE, 1, MPI_INT, scen, commq
return rscen, idxis Ź Returns scenario number and index of variable to branch on
Ź If idxi is -1, solution is integer-feasible
end function
Presolving
MIP presolve in PIPS-SBB implements a specialized version of Savelsbergh [5, Section
1], with the exception of deleting redundant constraints. In order to accommodate the dis-
tributed nature of MIP problem data in PIPS-SBB, the presolve algorithm operates as in Al-
gorithm 16. While presolve continues to modify the MIP, presolve first updates first-stage
variable bounds, updates first-stage constraints, and assesses MIP feasibility. Then, because
second-stage data is distributed by scenario, presolve processes second-stage constraints
in parallel. This step updates first- and second-stage variable bounds, updates second-
stage constraints, and assesses MIP feasibility. Since information on first-stage variable
bounds and MIP feasibility may be different on different MPI processes due to preprocess-
ing second-stage constraints in distributed fashion, this information must be synchronized
across all processes via appropriate all-to-all reductions, as depicted in Algorithm 16.
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Algorithm 15 PIPS-SBB Simple Parallel Diving Heuristic
function BLOCKANGULARPARALLELDIVINGHEURISTIC(x, y,comm)
Ź Input: Integer infeasible LP-feasible solution, MPI communicator
Using x, compute F , the index set of all fractional-valued first stage variables
while I1 X F ‰ H do
idx :“ argmaxjt|xj ´ rxju|, j P I1u Ź idx is index of most fractional variable in I1
Fix xidx to the nearest integer value by modifying bounds: lidx “ uidx “ rxidxu
Solve LP relaxation of modified problem Ź This LP relaxation is solved in parallel using PIPS-S
if LP relaxation infeasible then
return Failure
else
rx, ys :“ optimal value of the LP relaxation
end if
Recalculate F using new x, index idx R F since xidx is fixed to integral value
end while
Fix all first-stage variables x by modifying bounds: l “ u “ x Ź All x are currently integer-valued
Ź Scenario i owned by process (MPI rank) i
Ź Compute total number of fractional-valued second-stage variables over all processes
Using yi, compute F i, the index set of all fractional-valued second-stage variables of scenario i
MPI_Allreducep|I2 X F i|, totalFracVars, 1, MPI_INT, MPI_SUM, commq
while totalFracVars ą 0 do
if I2 X F i ‰ H then
idxi :“ argmaxjt|yi,j ´ ryi,ju|, j P I2 X F
iu Ź idxi is index of most fractional variable in I2 X F i
Fix yi,idxi to the nearest integer value by modifying bounds: li,idxi “ ui,idxi “ ryi,idxi u
end if
Solve LP relaxation of modified problem Ź This LP relaxation is solved in parallel using PIPS-S
if LP relaxation infeasible then
return Failure
else
rx, ys :“ optimal value of the LP relaxation Ź x does not change in this line; it has been fixed
end if
Recalculate F i using new yi, index idxi R Fi since yi,idxi is fixed to integral value
Ź Recompute total number of fractional-valued second-stage variables over all processes
MPI_Allreducep|I2 X F i|, totalFracVars, 1, MPI_INT, MPI_SUM, commq
end while
return rx, ys Ź Returns integer feasible solution
end function
5.4 Experimental Results
We illustrate the performance of PIPS-SBB using instances from SIPLIB [121], a testbed of
stochastic mixed-integer programs. In particular, we solve instances from the following test
suites: Stochastic Server Location Problem (SSLP), Stochastic Server Location Problem
Replication (SSLPRep), Stochastic Multiple Knapsack Problem (SMKP), and Dynamic
CAPacity acquisition and allocation under uncertainty (DCAP). All our computations were
performed on the Sierra Cluster at Lawrence Livermore National Laboratory. This cluster
consists of 1,944 nodes, with nodes connected using InfiniBand QDR interconnects. Each
individual node consists of 2 Intel 6-core Xeon X5660 processors and 24GB of memory.
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Algorithm 16 PIPS-SBB Presolve
function BLOCKANGULARPRESOLVE(A, Ti,Wi, b0, bi, I1, I2, l, u, li, ui,comm)
Ź Input: Coefficient matrices, right-hand side vectors, index sets, variable bounds, MPI communicator
while True do
[isFeasible, isMIPchanged1, A, b0, l, u] :“ FIRSTSTAGEPRESOLVE(A, b0, I1, l, u)
if isFeasible is False then Ź Feasibility information is stored in a boolean variable
isFeasible
return MIP is infeasible
end if
Ź Scenario i owned by process (MPI rank) i
[isFeasible, isMIPchanged2, A, Ti, Wi, b0, bi, l, u, li, ui] :“
SECONDSTAGEPRESOLVE(A, Ti, Wi, b0, bi, l, u, li, ui)
Ź Synchronize infeasibility information.
MPI_AllreducepisFeasible, MPI_IN_PLACE, 1, MPI_INT, MPI_LAND, commq
if isFeasible is false then
return MIP is infeasible
end if
Ź Synchronize whether MIP was modified
isMIPchanged :“ isMIPchanged1 or isMIPchanged2
MPI_AllreducepisMIPchanged, MPI_IN_PLACE, 1, MPI_INT, MPI_LOR, commq
if isMIPchanged is False then Ź Exit loop if MIP was not modified
Break
end if
Ź Synchronize upper and bounds on x, which may be tighter from second-stage presolve
MPI_Allreducepu, MPI_IN_PLACE, n, MPI_DOUBLE, MPI_MIN, commq
MPI_Allreducepl, MPI_IN_PLACE, n, MPI_DOUBLE, MPI_MAX, commq
end while
return A, Ti,Wi, b0, bi, l, u, li, ui Ź Returns modified coefficent matrix
end function
In all PIPS-SBB experiments, we bind 1 MPI process per core to ensure that cores are not
over-subscribed with multiple processes. For our experiments, we built PIPS-SBB with
MVAPICH2 version 1.7.
We note that PIPS-SBB can solve any stochastic MIP whose single scenario data can
fit in the memory available to a single MPI process. On the other hand, general purpose
solvers must be able to load the entire extensive formulation in the memory available to
a single node. To be able to compare PIPS-SBB against the general purpose MIP solver
CPLEX 12.6.2 running on a single node and using 12 threads (1 per processor), we chose
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instances from SIPLIB for which the extensive formulation can be loaded in memory on
a single node. Even then, CPLEX ran out of memory on a few instances due to a rapid
growth in the branch-and-bound tree size.
5.4.1 Scaling experiments
First, we present results that demonstrate the scaling performance of PIPS-SBB. In partic-
ular, we show that PIPS-SBB scales as well as PIPS-S, the underlying distributed-memory
LP solver. Note that both PIPS-S and PIPS-SBB can use no more MPI processes than the
number of scenarios. We present scaling results on instances from SSLP [145], since this
test set contains the largest variation in the number of scenarios, with instances ranging
from 5 to 2000 scenarios. The SSLP instances model server location problems using a pure
binary first-stage and mixed-binary second-stage. They are written in the form sslp.m.n.s,
where m is the number of potential server locations, n is the number of potential clients,
and s is the number of scenarios.
To measure the strong scaling performance of PIPS-S, we calculate the speedup in
solving the LP relaxation at the root node of the PIPS-SBB branch-and-bound tree of the
instances sslp.10.50.*. Defining speedup (a function of the number of cores N ) as the
ratio of (LP relaxation solution time with N cores) to (LP relaxation solution time with
5 cores), we see in Figure 5.3a that for the smaller instances, such as sslp.10.50.100, the
speedup peaks at 10 cores. On the other hand, PIPS-S scales up to 25-50 cores for the large
instances. In particular, it strong scales at 90% efficiency up to 10 cores for sslp.10.50.2000,
and then strong scaling efficiency drops off quickly, with speedup peaking at 50 cores. This
speedup curve is comparable to [120, Table 3], where the authors note that PIPS-S scaling
depends on the relative sizes of the second- and first-stage coefficient matrices (T and A).
Based on these results, the current algorithms in PIPS-SBB will not strong scale to a
large number of cores. Some opportunities for exposing additional parallelism are proposed
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Figure 5.3: (a) Strong scaling performance results of PIPS-S. (b) Strong scaling throughput
results of PIPS-SBB.
bound tree, one possible metric is its throughput, or the number of branch-and-bound nodes
it can process per unit time. PIPS-SBB speedup (a function of the number of cores N )
is therefore measured as the ratio of (Number of branch-and-bound Nodes Processed per
second withN cores) to (Number of branch-and-bound Nodes Processed per second with 5
cores). For this experiment, we turned off all the computationally expensive branching rules
and primal heuristics, tuning PIPS-SBB to process branch-and-bound nodes as quickly as
possible. We see in Figure 5.3b that the speedup curves are very similar in shape to that
of PIPS-S, with peak speedups occurring around 25-50 cores for the larger instances. This
experiment illustrates that a stripped-down PIPS-SBB implementation continues to process
nodes (and therefore LP relaxations) at roughly the same rate as PIPS-S.
Interestingly, PIPS-SBB shows super-linear throughput scaling for large problem in-
stances. While this result seems surprising and counter-intuitive, it can be explained by a
careful analysis of the experimental data. Consider an experiment that processes more than
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one branch-and-bound node within the prescribed time limit. Among all of these nodes,
the root node LP relaxation takes the longest, while the rest are typically solved within a
few simplex iterations, since the LPs at all other nodes can be warm-started from the opti-
mal solution of the LP relaxation at their parent node. As we increase the number of cores
available, the LP relaxation solves faster (by a factor given by PIPS-S speedup) enabling
PIPS-SBB to process many more nodes in the time limit. Since all these extra nodes are
lightweight nodes (in terms of LP relaxation solution time), this results in a super-linear
increase in the number of nodes processed per unit time, skewing the speedup numbers.
Using the performance of a single core as the baseline accentuated this effect, and hence
5 cores were used instead. This skew suggests that throughput (as measured in this exper-
iment) is not an accurate indicator of PIPS-SBB’s ability to process nodes. Nevertheless,
the scaling results presented in Figure 5.3 indicate that PIPS-SBB throughput scales in a
manner consistent with that of PIPS-S performance.
We are primarily interested in how PIPS-SBB wall clock time scales. To this end, we
consider the default PIPS-SBB algorithm (wherein primal heuristics and other features are
enabled), and measure the time required by PIPS-SBB time required to close the relative
gap (RelGap) to less than 2%. Presented in Figure 5.4, we see analogous performance
curves, but with a decrease in speedup relative to the results shown in Figure 5.3b. This
reduction is mainly due to the time spent by PIPS-SBB in computationally expensive primal
heuristics in an attempt to find good feasible solutions. As before, performance peaks
around 25-50 cores for the larger instances.
5.4.2 Overall performance
We illustrate the overall performance of PIPS-SBB on many instances from the SIPLIB
library. For these experiments, we present results for a representative parallel processor
configuration, where the number of cores is chosen as a function of the number of scenarios,
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Figure 5.4: Strong scaling performance results of PIPS-SBB
scenarios and processor configuration as “Scenarios (Cores)” for all our experiments.
The instances are solved to a relative gap of 10´4 (CPLEX default). Each experiment
is given a time limit of 1 hour (3600 seconds), and the performance results are reported as
“(Time)” in seconds. If an optimal solution is not provably obtained within the time limit,
then the performance results are reported in terms of relative gap, denoted by “RelGap”, and
computed as in (RelGap). We also report the time (in seconds) at which PIPS-SBB found
the best solution, as “Best Solution Time”. To measure the quality of U , the best solution
found by PIPS-SBB, we present the percentage gap between the best upper bound found by
PIPS-SBB and the best upper bound found by CPLEX, denoted as “Best Solution Quality”.
This number could be negative if PIPS-SBB got a better quality solution than CPLEX at
termination; such instances are marked in bold. For the instances solved to optimality by
CPLEX but not by PIPS-SBB, this number indicates the quality of the solution obtained by
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PIPS-SBB - it could still be 0%. For such instances (solved to optimality by CPLEX, but
not by PIPS-SBB), the difference between Best Solution Quality and PIPS-SBB RelGap
indicates how far the PIPS-SBB lower bound L is from the optimal solution. We also
present the performance results of CPLEX in the “CPLEX RelGap (Time)” column. The
instances where CPLEX ran out of memory are denoted with pMq next to the GAP at
termination.
SSLP
The SSLP instance set is formed by 12 model server location problems [145]. As men-
tioned earlier, this set contains the largest variation in the number of scenarios (ranging
from 5 to 2000), a pure binary first-stage and mixed-binary second-stage.
From Table 5.1, we see that PIPS-SBB outperforms CPLEX in 3 out of 10 instances.
The first set of rows correspond to the sslp.15.* instances, which have a small number of
scenarios. We see that CPLEX shows better performance - it is able to solve the instances
while PIPS-SBB is not. The second set of rows correspond to the easy sslp.5.* instances,
which both CPLEX and PIPS-SBB solve to optimality, though CPLEX is significantly
faster then PIPS-SBB. The next two rows are instances that CPLEX solves, but PIPS-SBB
does not. However, comparing the RelGap and Best Solution Quality entries, we see that
the lower bounds obtained by PIPS-SBB at termination are close to the optimal solution,
but its upper bound is poor. Furthermore, as the problems get more difficult as the number
of scenarios increases (last three rows), PIPS-SBB is able to obtain better quality solutions
than the primal heuristics implemented by CPLEX. Note that CPLEX has no knowledge
that it is solving an extensive formulation, which results in its poor performance when the
number of scenarios is large. In Section 5.4.3, we show that leveraging stochastic MIP
problem structure significantly improves the performance of PIPS-SBB. CPLEX runs out
of memory in the branch-and-bound tree search for sslp.10.50.500.
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Table 5.1: SSLP instance set results
Problem Scenarios RelGap Best Solution CPLEX RelGap
Instance (Cores) (Time) Time Quality (Time)
sslp.15.45.5 5 (2) 1.36% 1488s 1.07% (4s)
sslp.15.45.10 10 (2) 7.93% 2129s 7.26% (1s)
sslp.15.45.15 15 (2) 5.25% 2392s 4.84% (12s)
sslp.5.25.50 50 (1) (12.34s) 12s 0% (1s)
sslp.5.25.100 100 (1) (41.63s) 41s 0% (1s)
sslp.10.50.50 50 (5) 1.48% 923s 1.31% (81s)
sslp.10.50.100 100 (10) 1.74% 194s 1.56% (442s)
sslp.10.50.500 500 (50) 1.57% 2792s -7.32% (M) 10.13%
sslp.10.50.1000 1000 (100) 1.60% 2397s -11.19% 14.47%
sslp.10.50.2000 2000 (100) 24.00% 2384s -0.73% 20.33%
SSLPRep
SSLPRep instances are slight variations of the SSLP set, available at [146]. The results
displayed in Table 5.2 show a performance analogous to the SSLP instances. As before,
while PIPS-SBB is not able to close the RelGap for the smaller instances, performance is
comparable to CPLEX for the larger instances. As in the SSLP case, from column Best
Solution Quality, we see that PIPS-SBB obtains better upper bounds than CPLEX for some
large instances. Overall, PIPS-SBB outperforms CPLEX on 6 out of 50 instances.
Table 5.2: SSLPRep instance set results
Problem Scenarios RelGap Best Solution CPLEX RelGap
Instance (Cores) (Time) Time Quality (Time)
sslp.15.45.5a 5 (2) 0.77% 2956s 0.6% (2s)
sslp.15.45.5b 5 (2) (38.05s) 38s 0% (1s)
sslp.15.45.5c 5 (2) 6.94% 3288s 6% (5s)
sslp.15.45.5d 5 (2) 4.14% 1378s 3.92% (2s)
sslp.15.45.5e 5 (2) 5.18% 92s 4.4% (4s)
sslp.15.45.10a 10 (2) 6.24% 606s 5.78% (23s)
sslp.15.45.10b 10 (2) 6.46% 2336s 5.58% (10s)
Continued on next page
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sslp.15.45.10c 10 (2) 0.51% 3200s 0.51% (5s)
sslp.15.45.10d 10 (2) 7.30% 3600s 6.36% (13s)
sslp.15.45.10e 10 (2) 0.43% 1311s 0.39% (1s)
sslp.15.45.15a 15 (2) 8.93% 2290s 7.91% 0.04%
sslp.15.45.15b 15 (2) 7.58% 11s 6.23% (34s)
sslp.15.45.15c 15 (2) 9.06% 1326s 7.37% (41s)
sslp.15.45.15d 15 (2) 12.32% 1362s 10.33% (279s)
sslp.15.45.15e 15 (2) 4.07% 3215s 3.69% (6s)
sslp.5.25.50a 50 (1) (19.27s) 15s 0% (1s)
sslp.5.25.50b 50 (1) (14.88s) 15s 0% (1s)
sslp.5.25.50c 50 (1) (13.9s) 11s 0% (1s)
sslp.5.25.50d 50 (1) (13.59s) 14s 0% (1s)
sslp.5.25.50e 50 (1) (13.63s) 13s 0% (1s)
sslp.5.25.100a 100 (1) (2255.2s) 2068s 0% (20s)
sslp.5.25.100b 100 (1) (198.52s) 195s 0% (1s)
sslp.5.25.100c 100 (1) (44.14s) 44s 0% (1s)
sslp.5.25.100d 100 (1) (45.07s) 45s 0% (1s)
sslp.5.25.100e 100 (1) (43.33s) 41s 0% (1s)
sslp.10.50.50a 50 (5) 2.36% 1451s 2.11% (102s)
sslp.10.50.50b 50 (5) 1.67% 1708s 1.53% (99s)
sslp.10.50.50c 50 (5) 2.31% 891s 2.02% (765s)
sslp.10.50.50d 50 (5) 2.34% 3369s 2.16% (15s)
sslp.10.50.50e 50 (5) 2.59% 2493s 2.32% (251s)
sslp.10.50.100a 100 (10) 2.03% 1234s 1.70% (233s)
sslp.10.50.100b 100 (10) 1.83% 3266s 1.64% (161s)
sslp.10.50.100c 100 (10) 2.19% 1206s 1.96% (248s)
sslp.10.50.100d 100 (10) 2.71% 2531s 2.45% (52s)
sslp.10.50.100e 100 (10) 2.96% 3490s 2.60% (267s)
sslp.10.50.500a 500 (50) 2.25% 2330s 0.53% 1.88%
sslp.10.50.500b 500 (50) 2.35% 2550s 2.03% 0.2%
sslp.10.50.500c 500 (50) 2.40% 2801s 0.63% (M) 1.69%
Continued on next page
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sslp.10.50.500d 500 (50) 2.75% 2395s -3.69% (M) 6.33%
sslp.10.50.500e 500 (50) 3.26% 2456s 2.57% 0.5%
sslp.10.50.1000a 1000 (100) 2.41% 3565s -2.21% 6.1%
sslp.10.50.1000b 1000 (100) 2.52% 3451s -2.05% 5.07%
sslp.10.50.1000c 1000 (100) 2.60% 3611s 2.24% 0.28%
sslp.10.50.1000d 1000 (100) 3.00% 3233s 2.28% 0.43%
sslp.10.50.1000e 1000 (100) 3.34% 3547s -1.98% 5.32%
sslp.10.50.2000a 2000 (100) 24.12% 2438s 1.31% 18.62%
sslp.10.50.2000b 2000 (100) 24.72% 3610s 6.69% 12.44%
sslp.10.50.2000c 2000 (100) 21.66% 2183s -0.12% 18.46%
sslp.10.50.2000d 2000 (100) 9.72% 2094s -5.85% 14.46%
sslp.10.50.2000e 2000 (100) 20.83% 947s 1.64% 14.57%
It is interesting to note that the problem structure has more of an impact on solution
time (for both PIPS-SBB and CPLEX) for instances with a small number of scenarios as
shown by the variability in solution time among the sslp.15.45.* instances as opposed to
the solution times for the sslp.10.50.* instances.
DCAP
The DCAP instances consist of a set of 12 two-stage stochastic integer programs with
mixed-integer first-stage variables and pure binary second-stage variables. They model dy-
namic capacity acquisitions and allocations under uncertainty [147]. As seen in Table 5.3,
PIPS-SBB shows a substantially inferior performance in comparison to CPLEX on find-
ing improvements in both the lower bound and the upper bound. Advanced preprocessing
and cutting-plane methods enable CPLEX to solve all instances. As we suggest in Sec-
tion 5.5, the addition of cutting-plane methods in future releases of PIPS-SBB will narrow
the current performance gap between PIPS-SBB and CPLEX.
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Table 5.3: DCAP instance set results
Problem Scenarios RelGap Best Solution CPLEX RelGap
Instance (Cores) (Time) Time Quality (Time)
dcap233 200 200 (20) 58.89% 2s 21.50% (1s)
dcap233 300 300 (20) 68.75% 3s 47.59% 0.01%
dcap233 500 500 (50) 65.15% 8s 32.26% (2s)
dcap243 200 200 (20) 50.15% 2s 26.46% (1s)
dcap243 300 300 (20) 49.43% 4s 23.43% (10s)
dcap243 500 500 (50) 53.96% 9s 31.57% (12s)
dcap332 200 200 (20) 84.48% 1482s 63.66% 0.01%
dcap332 300 300 (20) 81.79% 248s 35.00% (26s)
dcap332 500 500 (50) 87.36% 345s 38.85% (78s)
dcap342 200 200 (20) 68.93% 104s 36.21% (33s)
dcap342 300 300 (20) 69.31% 585s 30.86% (88s)
dcap342 500 500 (50) 68.30% 536s 25.59% (405s)
SMKP
The SMKP instance set is formed by 30 instances of a stochastic multiple knapsack prob-
lem. Each problem contains binary variables in both stages and knapsack constraints [148].
As seen in Table 5.4, Compared to DCAP, we see in Table 5.4 that PIPS-SBB performs
much better in terms of the RelGap at termination. CPLEX is unable to solve two instances
due to memory limitations in the branch-and-bound tree search. For the remaining ones,
it is able to obtain smaller RelGap than PIPS-SBB, mainly due to finding better feasible
solutions.
5.4.3 Specialized structure-aware algorithms
As explained in Section 5.3.2, PIPS-SBB leverages the dual block-angular problem struc-
ture during the branch-and-bound tree search by prioritizing decisions on first-stage vari-
ables over second-stage variables. To show the effectiveness of specialized branching rules
and heuristics, we consider a structure-oblivious version of PIPS-SBB where decisions in
primal heuristics and branching rules are performed regardless of the variable structure, so
that all variables (first- and second-stage) have an equal priority of being chosen within
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Table 5.4: SMKP instance set results
Problem Scenarios RelGap Best Solution CPLEX RelGap
Instance (Cores) (Time) Time Quality (Time)
smkp 1 20 (2) 0.50% 2921s 0.35% 0.14%
smkp 2 20 (2) 0.43% 1672s 0.28% 0.13%
smkp 3 20 (2) 0.57% 2080s 0.41% 0.14%
smkp 4 20 (2) 0.51% 3299s 0.34% 0.15%
smkp 5 20 (2) 0.59% 1650s 0.39% 0.12%
smkp 6 20 (2) 0.72% 3318s 0.50% 0.14%
smkp 7 20 (2) 0.70% 952s 0.46% (M) 0.11%
smkp 8 20 (2) 0.57% 523s 0.36% 0.15%
smkp 9 20 (2) 0.62% 3584s 0.42% 0.17%
smkp 10 20 (2) 0.66% 3538s 0.33% 0.22%
smkp 11 20 (2) 0.55% 694s 0.26% 0.25%
smkp 12 20 (2) 0.68% 122s 0.38% 0.17%
smkp 13 20 (2) 0.64% 254s 0.30% 0.26%
smkp 14 20 (2) 0.72% 1029s 0.09% (M) 0.17%
smkp 15 20 (2) 0.59% 3080s 0.34% 0.11%
smkp 16 20 (2) 0.62% 259s 0.33% 0.20%
smkp 17 20 (2) 0.62% 857s 0.36% 0.14%
smkp 18 20 (2) 0.61% 340s 0.34% 0.17%
smkp 19 20 (2) 0.77% 111s 0.45% 0.16%
smkp 20 20 (2) 0.66% 126s 0.38% 0.17%
smkp 21 20 (2) 0.84% 3148s 0.50% 0.17%
smkp 22 20 (2) 0.66% 2209s 0.29% 0.26%
smkp 23 20 (2) 0.71% 3177s 0.42% 0.18%
smkp 24 20 (2) 0.71% 1992s 0.44% 0.14%
smkp 25 20 (2) 0.60% 1552s 0.27% 0.16%
smkp 26 20 (2) 0.73% 1441s 0.48% 0.14%
smkp 27 20 (2) 0.69% 439s 0.35% 0.19%
smkp 28 20 (2) 0.67% 507s 0.35% 0.18%
smkp 29 20 (2) 0.89% 1941s 0.55% 0.20%
smkp 30 20 (2) 0.82% 1802s 0.40% 0.31%
the algorithm. We refer to this version of PIPS-SBB as General PIPS-SBB, and compare
its performance against the structure-aware version of PIPS-SBB (referred to as Stochastic
PIPS-SBB) in Table 5.5. We see that Stochastic PIPS-SBB is able to deliver better per-
formance in every test instance, which shows that these specializations are critical to the
success of the primal heuristics and branching rules.
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Table 5.5: Comparison specialized stochastic and general structure heuristics
Problem Scenarios RelGap (Time) RelGap (Time)
Instance (Cores) Stochastic PIPS-SBB General PIPS-SBB
sslp 15 45 5 5 (2) 1.36 % 4.23%
sslp 15 45 10 10 (2) 7.93 % 8.39%
sslp 15 45 15 15 (2) 5.25 % 8.26%
sslp 5 25 50 50 (1) (12.34s) 289.71%
sslp 5 25 100 100 (1) (41.63s) 65.42%
sslp 10 50 50 50 (5) 1.48% 27.13%
sslp 10 50 100 100 (10) 1.74 % 28.60%
sslp 10 50 500 500 (50) 1.57 % 29.13%
sslp 10 50 1000 1000 (100) 1.60 % 8
sslp 10 50 2000 2000 (100) 24.00 % 8
5.5 Conclusions and future directions
In this section, we have presented PIPS-SBB, a new exact distributed-memory parallel
branch-and-bound based solver specialized for dual block-angular MIPs, which include all
two-stage stochastic mixed-integer programs (SMIPs). We have shown that leveraging the
problem structure of SMIPs leads to three natural advantages. The first is data distribution,
allowing us to potentially solve much larger instances than before, as demonstrated by
PIPS-S and by the PIPS-SBB infrastructure. Second, operating on the rows of each scenario
block independently is a natural source of task parallelism for PIPS-SBB. Last but not least,
we see in Section 5.4.3 that a branch-and-bound code that distinguishes between first- and
second-stage data in its algorithms can result in vastly improved performance.
It is clear from Section 5.4.2 that PIPS-SBB has a long way to go before it is competitive
with commercial MIP solvers. Nevertheless, as we continue to work on the algorithms and
add more functionality to the PIPS-SBB codebase, we expect the performance to improve
significantly. We propose four natural directions of future work.
• Adding branch-and-bound methods: It is well known that the success of a branch-
and-bound scheme is dependent on the optimized implementation of a variety of
schemes for converging MIP bounds, including cuts, presolve, and heuristics. By
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specializing heuristics, branching strategies, and a very simple presolve for stochas-
tic MIPs, our experiments show promise, but at the same time indicate how far we
still have to go. Next, we will implement a variety of cutting-plane methods and
a stronger presolve, followed by other methods to accelerate the branch-and-bound
algorithm.
• Developing specialized stochastic MIP methods: The effectiveness of our algo-
rithm can be further improved by developing specialized methods for converging the
bounds. These potentially include new Benders-like cuts and Lagrangian-like heuris-
tics.
• Exposing additional parallelism: Currently, PIPS-SBB can utilize as many cores in
parallel as the number of scenarios in the stochastic MIP. However, our experiments
in Section 5.4 show that the performance of PIPS-S is best when using fewer cores
than the number of scenarios. To expose additional parallelism, especially when the
number of available cores is far larger than the number of scenarios, we will extend
the PIPS-SBB code to search the branch-and-bound tree in parallel. This extended
framework will have two inherent levels of parallelism: parallelizing the MIP tree
and parallelizing the LP relaxation for each node of the branch-and-bound tree (al-
ready done by PIPS-S). Since many relaxations are being solved simultaneously in
this two-level framework (one for each node of the branch-and-bound tree), the avail-
able task parallelism will be limited by the amount of computational resources and
not by the number of scenarios. Such a framework can potentially utilize a large
number of cores, due to the multiplicative effect of the levels of parallelism. For in-
stance, a 100-scenario stochastic MIP solved by using 10 parallel branch-and-bound
tree searches and 100 cores for solving each LP relaxation scales to 1000 cores over-
all.
The current implementation of PIPS-SBB, as described in Section 5.3, can be easily
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extended to instantiate multiple distributed BBSMPSTree objects that search sepa-
rate parts of the branch-and-bound tree and are managed by a centralized coordinator.
While exposing more parallelism by parallelizing the branch-and-bound search will
use more cores and increase performance, it must be noted that parallel efficiency
will probably decrease due to the well-known loss of parallel efficiency in branch-
and-bound search [25].
• Improving usability: Even though releasing PIPS-SBB as open-source code allows
users to modify the algorithm as needed, future versions of PIPS-SBB will also pro-
vide a callback mechanism to allow users to influence or even override its methods in
a more convenient fashion. These would include callbacks for various components
of a branch-and-bound tree search, such as node selection, adding cutting planes, and
heuristics to find feasible solutions. A command-line interface will enable easy mod-
ification and parameterization of the PIPS-SBB solver. We also plan to interface with
StructJuMP [149], a parallel extension of the algebraic modeling language JuMP for
structured optimization problems, which includes two-stage SMIPs.
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CHAPTER 6
PARALLEL PIPS-SBB: MULTI-LEVEL PARALLELISM FOR STOCHASTIC
MIXED-INTEGER PROGRAMS
6.1 Introduction
The breakdown of Dennard scaling in CPUs has forced manufacturers to design for increas-
ing parallelism to improve theoretical peak CPU performance, as processor clock speeds
cannot be increased using current chip manufacturing processes. Realizing a nontrivial
fraction of these theoretical performance improvements requires algorithms that leverage
parallelism effectively. For high-performance computing (HPC) systems used in large-
scale scientific and engineering applications, this trend has been exacerbated, with recent
HPC systems such as Argonne National Laboratory’s Mira enabling million-process paral-
lelism, and future systems enabling even larger process counts. Using such massive-scale
parallelism – four to five orders of magnitude greater than current workstations – to its full
potential in large-scale Mixed Integer Programming (MIP) applications demands MIP algo-
rithms that scale efficiently (e.g., in a weak or strong sense) as process counts increase [25].
Current parallel algorithms for MIPs do not meet this criterion. The scalability of ex-
isting approaches, discussed later in this introduction, can vary dramatically depending on
the instance being solved, exposing a significant gap between current HPC hardware and
MIP algorithmic capabilities. To begin to address this algorithmic capability gap, this work
investigates the parallel scaling benefits of exploiting the problem structure found in dual
block-angular MIPs and exposing multiple levels of parallelism. Leveraging the parallelism
in each level yields multiplicative effects on speedup: if each of two levels scales efficiently
to hundreds of cores, the overall algorithm has the potential to scale efficiently to tens of




We focus on the parallelization of the branch-and-bound algorithm as introduced in Sec-
tion 1.2. Multiple parallel branch-and-bound tree search algorithms have been devised in
order to speed up the optimization algorithm, though most of them differ significantly on
how they might go about it. For a thorough taxonomy of most branch-and-bound paral-
lelizations, we urge the reader to refer to [26]. In theory, parallel branch-and-bound tree
search is not difficult because the processing of subproblems is independent. However,
There are many challenges associated with designing a parallel branch-and-bound algo-
rithm, such as maintaining a healthy work balance among all the processors and avoiding
significant communication and synchronization costs. In other words, distributed-memory
parallelization is not straightforward in practice, in contrast to the relatively straightfor-
ward shared-memory parallel algorithms present in most state-of-the-art MIP solvers. In
this paper, we classify parallel branch-and-bound algorithms based on the smallest trans-
ferrable unit of work between the various cores of the parallel search. On one hand, solvers
using fine-grained parallelizations use a single MIP tree node as the basic unit of work. In
contrast, each solver in coarse-grained parallelizations focuses on solving an entire MIP
subtree at a time. Generally speaking, coarse-grained parallelizations require less commu-
nication. On the other hand, it may be challenging for such implementations to supply
useful work to all processors.
To keep this discussion self-contained, we mention three notable parallel branch-and-
bound tree search frameworks developed recently: PEBBL [150, 151], CHiPPS [152, 153,
154, 155, 156, 157], and UG [78, 158, 159, 160].
PEBBL parallelizes branch-and-bound at a fine-grained, node level within an MPI-
based, shared-nothing parallel programming model using a decentralized hub-worker ap-
proach. In this approach, each hub process owns a collection of worker processes that solve
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subproblems (nodes). Workers and hubs communicate problem metadata to coordinate sub-
problem transfers between worker processes. “Load factors” are used to estimate the work
required to process the branch-and-bound subtrees rooted at the subproblems owned by
workers in each hub. “Rendezvous” load balancing is then used to decide which hubs do-
nate or receive subproblems to or from other hubs. A hub may also transfer subproblems
between worker processes it owns through dynamic load-balancing algorithms specific to
PEBBL.
CHiPPS parallelizes branch-and-bound using a master-hub-worker approach built upon
the ALPS [153] parallel tree search framework. This approach uses coarse-grained, subtree-
level parallelism in which workers explore branch-and-bound subtrees, and these subtrees
are transferred among workers during load-balancing. As with PEBBL, CHiPPS uses hub
processes to coordinate worker processes, but instead of employing peer-to-peer coordina-
tion among hubs, CHiPPS load-balances hierarchically, using a master process to coordi-
nate and balance work among hub processes, each of which themselves coordinates and
balances work among the worker processes it owns.
The Ubiquity Generator (UG) framework [160] was designed to parallelize existing
state-of-the-art sequential branch-and-bound algorithms for MIPs, referred to as base solvers,
using a supervisor-worker approach. In this approach, UG wraps around both the API of
the base solver (e.g., CPLEX) and the parallel programming model (e.g., MPI, POSIX
threads) to enable passing branch-and-bound subtrees among worker processes, each of
which processes a branch-and-bound subtree using a base solver instance. A supervisor
process called a “LoadCoordinator” is used to serialize branch-and-bound subtrees (e.g.,
using variable bound changes in the root subproblem of a subtree) and to redistribute them
among worker processes during load balancing.
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6.1.2 Contributions and outline
The premise of this section is to expose multiple nested levels of parallelism in MIP algo-
rithms. We present two new frameworks for parallelizing the branch-and-bound tree, and
demonstrate them on SMIPs using PIPS-SBB [29]. By parallelizing the branch-and-bound
tree search in PIPS-SBB, we incorporate two levels of parallelism: parallelism (1) in the
LP solver, and (2) in the branch-and-bound tree search. This additional level of parallelism
to PIPS-SBB with parallel node exploration enables us to increase its scalability.
We briefly describe both frameworks, which differ in the approach used in the manage-
ment and distribution of work among the parallel workers. The first framework, called
PIPS-PSBB, is a new, fine-grained framework that attempts to search aggressively the
promising parts of the branch-and-bound tree, with the intention of decreasing the amount
of redundant work performed by the solver. For minimization problems, a redundant node
can be characterized as a subproblem with an LP relaxation value greater than the op-
timal value. To limit communication overhead, this framework transfers node metadata
(e.g., upper/lower bounds, tree sizes) asynchronously to hide latency until a load imbal-
ance is detected, at which point MIP subproblems are redistributed among processes using
synchronous communication. MPI collective operations are used instead of point-to-point
operations to further limit communications overhead. The proposed architecture is also
decentralized: node exchanges do not pass through a single coordinating process, which
avoids a potential communication bottleneck. The second framework is based on UG. We
compare the strengths and weaknesses of both approaches, and show that when imple-
mented as extensions of PIPS-SBB, both approaches leverage multi-level parallelism to
scale efficiently beyond the natural limitations of each framework in isolation.
The main contributions of this paper are therefore:
• A novel framework for fine-grained parallel branch-and-bound tree search for solving
mixed-integer programs.
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• Two new multi-level distributed-memory parallelisms for solving SMIPs, imple-
mented as extensions of the distributed-memory SMIP solver PIPS-SBB.
– PIPS-PSBB: branch-and-bound parallelism implemented using the new fine-
grained parallelism presented in this paper.
– branch-and-bound parallelism implemented using UG, the coarse-grained par-
allel branch-and-bound framework available as part of the SCIP optimization
suite [161].
• Detailed computational experiments illustrating the scaling performance of both par-
allel branch-and-bound frameworks.
In general, leveraging the parallelism in each level simultaneously yields multiplicative
effects on speedup and parallel scaling efficiency (in a weak or strong sense). In the specific
case of branch-and-bound parallelizations for practical MIP instances, it is non-trivial to
achieve even 20% strong scaling efficiency beyond 100-1000 processors (modest by HPC
standards). By providing an extra level of parallelism, available processing power can be
partitioned across multiple levels to improve overall efficiency and speedups over allocating
the same number of processes to either single level.
The section is organized as follows. In subsection 6.2, we present PIPS-PSBB: our de-
centralized, lightweight parallel framework for fine-grained branch-and-bound tree search.
Additionally, we delve into the details of our implementation, discussing some of the chal-
lenges, and our approach to minimizing the communication overhead associated with the
distributed-memory algorithm. In subsection 6.3, we discuss the same topics for ug[PIPS-
SBB,MPI]. In subsection 6.4, we begin by first comparing the performance of both of our
implementations in detail on a few select instances, and then present performance results
(comparing with distributed-memory CPLEX) over the complete test set. Finally, we con-
clude in subsection 6.5 with some directions for future research.
131
6.2 PIPS-PSBB: A decentralized lightweight parallel framework for Branch-and-
Bound
In this section, we present PIPS-PSBB, a decentralized fine-grained, yet lightweight paral-
lel framework built as an extension to PIPS-SBB. Our approach and ideas are general, and
can be applied to any base MIP solver. We first present the main ideas and the implemen-
tation details, which are independent of PIPS-SBB. Then, in Section 6.2.3, we address the
challenges specific to extending and adhering to the design principles of PIPS-SBB.
A primary aspect to consider in the design of parallel branch-and-bound algorithms is
the policy used in the distribution of work, and the degree and frequency of communication
used to coordinate optimization workers. On one hand, coarse-grained parallelizations typ-
ically require less communication, and allow each worker to focus on processing an entire
subtree at a time. However, less frequent coordination between workers may have a detri-
mental effect on parallel efficiency. Workers may be likely to solve subtrees that would
be otherwise fathomed in a sequential execution, especially in the context of large-scale
computations with thousands of available solvers. Performing redundant work may seem
unavoidable because the information required for fathoming the nodes is only discovered
during the optimization and is therefore impossible to know beforehand. Figure 6.1 high-
lights this issue. The discovery of a feasible solution (black-colored node) by processor
2 could have resulted in the fathoming of many nodes belonging to other workers, if only
this information was known beforehand. In the context of a coarse-grained distribution of
work, nodes from the same part of the branch-and-bound tree typically belong to the same
processor, unlike in fine-grained distributions.
When point-to-point communications are used, a coarse-grained distribution of work
may seem the only viable option for avoiding large communication overheads without re-
sorting to complex communication schemes, as in PEBBL. Nevertheless, it is possible to
develop a practical, effective, and scalable coarse-grained parallelization framework; as has
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Figure 6.1: Example depicting the coarse-grained distribution of subtrees among the par-
allel processors at a given point in the parallel exploration. Knowledge of feasible solution
at black-colored node could have fathomed many other nodes on many processors.
been demonstrated by UG. Some strategies for reducing overheads include restricting the
number of workers simultaneously engaging in communication. We explore the integration
of PIPS-SBB with UG in Section 6.3.
On the other side of the spectrum, fine-grained parallelizations have a MIP tree node
as their smallest unit of work, which can be transferred among workers. This allows the
most promising parts of the tree to be partitioned and processed in parallel, thus ensuring
an effective use of the computing resources. Fine-grained control of the work performed is
an adaptive approach where the amount of redundant work can be minimized effectively.
At the same time, a large degree of communication is also required, which may cause an
excessive overhead. By establishing complex protocols so that communication between
processors is structured hierarchically, it is possible to develop scalable fine-grained par-
allelizations, as demonstrated by PEBBL. In PIPS-PSBB, we take a slightly different ap-
proach, overcoming many of these communication challenges using a simpler, light-weight
framework using MPI collectives. We note that MPI collectives can also be implemented
efficienclty using hierarchical tree-based algorithms [85], enabling us to reap some of the
benefits of these schemes with less implementation complexity than PEBBL. As in PEBBL,
PIPS-PSBB is a decentralized framework based on asynchronous MPI communications.
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6.2.1 The philosophy behind fine-grained node rebalancing
branch-and-bound can be regarded as a graph algorithm, the objective of which is to tra-
verse the different subproblems until the optimal solution is found and proven. Borrowing
from graph algorithms, we define the frontier as the collection of open subproblems at a
given time. We also define the active nodes as the set of subproblems currently being ex-
plored in parallel. To be able to measure the effectiveness of any parallel branch-and-bound
framework, we use the notion of redundant work (as described in [25, 26]) to refer to the
collection of subproblems that would be fathomed if the optimal solution was known.
One way to reduce the amount of redundant work is to have extremely powerful heuris-
tics. By finding good feasible solutions very early in the search, branch-and-bound fathoms
as many nodes as possible, thus increasing parallel efficiency. In addition, one can try to
ensure that all optimization workers focus on the most promising nodes. In the context
of parallel branch-and-bound tree search, load balancing is done to ensure that all proces-
sors have access to a fraction of the most promising nodes, rather than an equal number
of nodes. The quality of a node is determined by the criterion used to order it within the
priority work queue. Typically the lower bound of its parent is used, or some form of node
estimation as the ones described in [19, 18].
With the objective of minimizing load imbalance in PIPS-PSBB, we define the smallest
transferrable unit of work to be one branch-and-bound node. As the optimization pro-
gresses and the work load is continually rebalanced, every processor gradually collects a
set of nodes from different subtrees in its work queue. This feature enables great flexibil-
ity in the parallel search strategy. An example depicting the fine-grained distribution of
work is shown in Figure 6.2. For instance, nodes 8-13 belong to the same subree, but are
distributed among all the available optimization workers.
The objective of our new parallel branch-and-bound implementation is to increase par-
allel efficiency by minimizing the number of redundant nodes explored. We actively target
this goal by ensuring the set of active nodes being explored are always the most promising
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Figure 6.2: PIPS-PSBB: Example depicting the fine-grained distribution of subtrees among
the parallel processes at a given point in the parallel exploration. The frontier and the active
nodes in the frontier are also depicted.
ones. We present an overview of our fine-grained implementation in Algorithm 17. One of
its key components is the work redistribution mechanism, described between lines 9 to 15.
The approach is described in greater detail in Section 6.2.2.
PIPS-PSBB uses a lightweight mechanism for redistributing the most promising nodes
among all the optimization workers without the need for a centralized load coordinator.
Rather, this alternative scheme seeks to reduce the communication bottlenecks that would
be caused by the existence of one. Instead of point-to-point communications, parallel pro-
cessors exchange subproblems via all-to-all collective MPI asynchronous communications,
enabling the framework to rebalance the computational load using a single communication
step. Parallel processes proceed to solve subproblems until the problem has been solved to
optimality.
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Algorithm 17 Fine-grained parallel Branch-and-Bound algorithm of PIPS-PSBB
1: for All processors t P rNs in Parallel do
2: UBt “ 8
3: LBt “ ´8
4: priority queue Qt “ H
5: if t “ 1 then
6: Add root r of original MIP problem to Q1
7: end if
8: while termination conditions are not met do
9: mustCommunicate = TESTCONDITIONSFORCOMMUNICATION(t, Qt, UBt)
10: if mustCommunicate then
11: Determine the top K ¨ N candidate subproblems from Qt, t P rNs and redistribute them among all processors in a
round robin fashion.




16: remove subproblem p from top of Qt
17: Process p
18: UBp “ best solution found within p
19: LBp “ lower bound of p,8 if infeasible, ´8 if unbounded
20: UBt “ mintUBt, UBpu
21: if LBp ă UBt then
22: Partition p into a set ts0, . . . , sku of subproblems, each with a lower bound defined to be LBp
23: Add ts0, ¨ ¨ ¨ , sku to Qt
24: end if
25: Ź If LBp ą UBt, fathom problem p by bound dominance
26: LBt “ minimum lower bound among all open subproblems in Qt
27: end while
28: end for
29: if LB ă UB then
30: return infeasible
31: else
32: return optimal solution
33: end if
6.2.2 Decentralized node exchange
Load rebalancing among all workers is maintained via a sequence of MPI collective com-
munications. It enables workers to rank the most promising subproblems and to redistribute
them in a round robin fashion to improve load balance. A flow chart of the rebalancing pro-
cess is provided in Figure 6.3.
The first step in the process consists of identifying the location of the most promising
nodes. Assuming the objective is to redistribute K of the most promising nodes for every
one of the N available optimization workers, the total nodes to exchange will be K ¨N . In
the example presented in Figure 6.3, we have K “ N “ 3, yielding 9 nodes to exchange.
To achieve this exchange, every worker first collects the lower bounds and estimates of
its best K ¨ N (“ 9 in this example) open subproblems, since it is possible that a single
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Figure 6.3: Steps of the node exchange: Node estimates (in circles) are gathered using
all-to-all communication and sorted at each worker. When each worker has determined
(in parallel) which nodes need to be exchanged, actual node information (in squares) is
redistributed using point-to-point communication.
worker owns all the nodes to exchange. It is also possible that some worker does not have
K ¨N nodes (as is the case for orkers 1 and 2), the algorithm proceeds with the maximum
available. The node bounds/estimates are exchanged through a decentralized all-to-all MPI
Allgather communication, collecting a total of K ¨N ¨N lower bounds and estimates. Once
the K ¨ N most promising nodes have been identified in the next step by each worker (by
sorting), and their origin has been determined, the actual node information is prepared to be
redistributed in round-robin fashion. In this example, worker 1 is identified to receive nodes
1,4,7. Observe that it may already own some of these nodes, and therefore these nodes do
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not need to be exchanged. Once it is determined which nodes need to be redistributed,
every worker proceeds to serialize the actual node information prior to their exchange.
In this example, none of the nodes from worker 2 were deemed promising nodes, but it
received three new promising subproblems.
Communication must be used strategically in order to avoid overheads. While node
transfers are carried out synchronously, exchanges of worker statuses such as upper/lower
bounds, tree sizes, times, and solutions are performed asynchronously. Nodes are trans-
ferred synchronously only after all workers signal that communication is needed. When
communicating over a large number of processes, MPI collective communication primi-
tives have been shown to significantly outperform their point-to-point equivalents[85], pro-
vided a tuned MPI implementation is used.
We provide details regarding the asynchronous detection of load imbalance in Algo-
rithm 18. The algorithm establishes a threshold λ that determines the number of branch-
and-bound iterations between asynchronous communication calls. This parameter is ad-
justed throughout the parallel branch-and-bound tree search to adapt load rebalancing as
needed. The parameter is modified based on the difference between the minimum and
maximum optimality gap (gap between lower and upper bounds) among the workers. A
difference in gap greater than a provided threshold δ indicates load imbalance, and there-
fore the parameter λ is decreased in order to rebalance more aggressively in the future.
During ramp-up and ramp-down, frequent rebalancing is expected. Work queues are also
rebalanced whenever any worker has no active nodes in its priority queue. Otherwise, if the
number of iterations since the last communication is greater than λ, asynchronous all-to-all
communication is performed.
6.2.3 Processor distribution
Every software component and algorithm in PIPS-PSBB is designed to comply with the dis-
tributed data representation imposed by PIPS-SBB. Thus, every MPI processor is respon-
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Algorithm 18 Asynchronous communication mechanism in PIPS-PSBB
1: procedure TESTCONDITIONSFORCOMMUNICATION(t, Qt, UBt)
2: if assynchronous communication pending then
3: Test communication flags
4: if communication complete then
5: Update best solutions, UBt “ min1ďiďN tUBiu
6: Update global lower bound, and check termination conditions
7: Gapmin “ smallest optimality gap among solvers
8: Gapmax “ largest optimality gap among solvers
9: if |Gapmax ´Gapmin| ě δ then
10: Decrease number of iterations threshold λ before next communication
11: Return true
12: else





18: if number of iterations since last communication is greater than λ or Qt “ H then




sible for performing all operations on the data it owns. With the addition of branch-and-
bound parallelism to the framework, processes are arranged in a matrix of MPI communica-
tors, as depicted in Figure 6.4. MPI processes belonging to a given PIPS-S solver communi-
cator operate as a single worker, conform to the data distribution, and exchange information
in order to be able to solve LP relaxations in parallel. In turn, all MPI processes belonging
to a branch-and-bound communicator own the same data of the problem, and communicate
to exchange nodes during the rebalancing process. The process/communicator arrangement
is such that with a total of M ¨ N processes, each collective communication only involves
either M or N processes.
6.3 Parallelizing PIPS-SBB with UG
The main concept of UG is to exploit the performance of a powerful state-of-the-art “base
solver” by coordinating multiple instances in parallel. The UG framework is depicted in
Figure 6.5. Using the established notation, ug[PIPS-SBB, MPI] is the product of paral-
lelizing the base solver PIPS-SBB using MPI under the framework of UG. UG carefully
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Figure 6.4: Processor distribution used in PIPS-PSBB: Each row corresponds to the com-
municator of a single PIPS-SBB solver. Each column corresponds to the communicator
used by processes from different PIPS-SBB solvers that own the same data.
tual processing of the branch-and-bound tree itself. It supports many common features
needed in parallel branch-and-bound, such as multiple communication protocols, ramp-up,
dynamic load balancing, check-pointing, and restarting mechanisms.
UG framework
Loads are coordinated by a special process or thread Base Solver
I/O, presolve
Base solver
Using API to control
solving algorithms
Using MPI (or pthreads)
for communications
Base solver
Using API to control
solving algorithms
Using MPI (or pthreads)
for communications
Base solver
Using API to control
solving algorithms
Using MPI (or pthreads)
for communications
… …
Figure 6.5: Design of UG and ug[PIPS-SBB, MPI]
This framework has been instrumental in solving to optimality several open instances
of the MIPLIB2003 and MIPLIB2010 libraries [158]. Its coordination paradigm has also
been used in the distributed-memory implementation of the CPLEX solver. The design
of UG is such that its integration with PIPS-SBB is straightforward, only requiring the
implementation of the interface between both software components.
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Algorithm 19 UG LoadCoordinator (UG Solvers 1 to N with the PIPS-SBB are spawned)
1: collectModeÐ False




6: RÐ tp1, 0qu Ź Subproblems currently being processed, 0 is the index of the root problem
7: Send the root problem to UG workers 1 (see Algorithm 20)
8: while Q ‰ H and R ‰ H do
9: (i, tag)ÐWait for message Ź Returns UG workers identifier and message tag
10: if tag “ solutionFound then
11: Receive solution x̂ from UG worker i
12: if x˚ “ NULL or cJx̂ ă cJx˚ then
13: x˚ Ð x̂
14: end if
15: else if tag “ subproblem then
16: Receive a subproblem indexed by k from UG worker i
17: QÐ QY tku
18: else if tag “ terminated then
19: RÐ Rztpi, jqu Ź j is the index of the terminated subproblem
20: AÐ Aztiu, I Ð I Y tiu
21: else if tag “ status then
22: if collectMode “ True then
23: if there are enough heavy subproblems in Q then
24: Ź heavy subproblem is a subproblem which is expected to generate a large subtree




29: Ź collectMode “ False
30: if there are not enough heavy subproblems in Q then
31: Select UG workers which have heavy subproblems





37: while I ‰ H do
38: i P I , I Ð Iztiu, AÐ AY tiu
39: subproblem j P Q, QÐ Qztju, RÐ RY tpi, jqu
40: Send subproblem j and x˚ to UG worker i (see Algorithm 20)
41: end while
42: end while
43: @i P S : Send message with tag “ termination to UG worker i (see Algorithm 20)
44: Output x˚
Algorithm 20 UG solver i with the PIPS-SBB (i “ 1, . . . , N )
collectModeÐ False
terminateÐ False
while terminate “ False do
(i, tag)ÐWait for message from LoadCoordinator (from Algorithm 19)Ź Returns LoadCoodinator identifier 0 and message tag
if tag “ subproblem then
Receive subproblem and solution from LoadCoordinator (from Algorithm 19)
Solve the subproblem using PIPS-SBB, periodically communicating with LoadCoordinator (from Algorithm 19) as follows
- Send message with tag solutionFound any time a new solution is discovered.
- Periodically send message with tag status to report current lower bound for this subproblem.
- When messages with tag startCollecting or stopCollecting are received, toggle collectMode.
- When collectMode = True,
periodically send message with tag subproblem containing best candidate subproblem.
Send a message with tag “ terminated





6.3.1 Processor distribution within UG
The integration requires an additional MPI processor to act as coordinator in addition to
some design compromises. The supervisor-worker paradigm of UG designates a single pro-
cessor within The ug[PIPS-SBB,MPI] design requires an additional MPI processor to act
as coordinator and some additional design compromises. The supervisor-worker paradigm
of UG designates a single processor within each PIPS-S communicator to exchange solver
information and subproblems. Therefore, only a single communicator is needed in order
to enable parallelism at the branch-and-bound level, as depicted in Figure 6.6. The main
downside to this approach is the need to break the data distribution policy imposed by
PIPS-SBB when communication takes place. This design limitation limits the scalability
of the parallel implementation to large data sizes.
PIPS-SBB Solver m
PIPS-SBB Solver 1
PIPS-SBB Solver 0P0,0 P0,1 P0,2 P0,n…
P1,0 P1,1 P1,2 P1,n…
Pm,0 Pm,1 Pm,2 Pm,n…




Figure 6.6: Processor distribution used in ug[PIPS-SBB,MPI]
6.3.2 Supervised workload coordination mechanism
UG follows a supervisor-worker paradigm, in which a supervisor, the LoadCoordinator,
monitors and coordinates the workload among multiple optimization workers. The Load-
Coordinator coordinates the workload and does not store data associated with the search
tree. Load balancing is accomplished mainly by toggling the collection mode flag in the
UG solvers. Turning on collecting mode sends additional “high quality” subproblems to
other UG solvers via the LoadCoordinator. Algorithms 19 and 20 show a simplified co-
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ordination mechanism used in UG. The LoadCoordinator can tune the frequency of the
status updates produced by the optimization workers to avoid communication bottlenecks
in large-scale parallel optimizations. In addition, the number of workers simultaneously
participating in the collection mode can be restricted and selected dynamically.
Naturally, there are tradeoffs among the frequency of communication, the number of
UG workers participating in collection mode, and the degree to which the parallel search
order replicates the sequential one. As the number of processes increases, these tradeoffs
must be navigated carefully.
An exchanged subproblem that contains additional bound changes of variables and
warmstart information different from the original problem must be solved from scratch
on the receiver side. This is a price to pay for externalization. However, there is a potential
benefit from this practice, as better performance can be obtained by applying additional pre-
solving, cutting planes and heuristics in the subproblem. In the case of ug[PIPS-SBB,MPI],
the impact of externalization is minimal because the information exchange level is the same
as the one produced in PIPS-PSBB.
6.4 Experimental results
We test the performance of our parallel implementations on the Stochastic Server Loca-
tion Problem (SSLP) [145] instances from the SIPLIB library [121]. The SSLP instances
model server location problems with pure binary variables in the first-stage and mixed-
binary variables in the second-stage. The problems are encoded as sslp m n s, where m
is the number of potential server locations, n is the number of potential clients, and s is the
number of scenarios. All computations were performed on the cab Cluster at Lawrence
Livermore National Laboratory, which consists of 1,296 computing nodes. Each comput-
ing node features two Intel Xeon E5-2670 8-core processors and 32 GB of RAM. In all
experiments, bindings of MPI processes were configured to prevent over-subscription. We
evaluate the performance of our frameworks from the perspective of parallel scaling, as
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well as the overall performance when compared against CPLEX 12.6.2 on a distributed-
memory parallel environment.
We evaluate the scaling performance of our methods using four metrics: time to opti-
mality, tree size, communication overhead, and node inefficency. We define communica-
tion overhead as the fraction of the total time spent by a process performing communica-
tion, being idle due to parallel synchronization, or waiting to receive work from the central
coordinator. In other words, it is the fraction of time a process spends not performing com-
putation. Recall that for minimization problems, a redundant node can be characterized as
a subproblem with an LP relaxation value greater than the optimal solution. If the optimal
solution is known at the beginning of the branch-and-bound tree search, all redundant nodes
would be fathomed immediately, and therefore never processed. Hence, the number of re-
dundant nodes processed is a measure of the extra work performed by the solver in order to
prove optimality. We define node inefficiency as the fraction of the total number of nodes
processed that are redundant nodes. In a serial branch-and-bound implementation, node
inefficiency is purely a measure of how quickly the optimal solution is found. In parallel
branch-and-bound implementations, there will be additional redundant work because some
processes may not be working on the most promising nodes. Therefore, node inefficiency
is a good surrogate for how well the parallel branch-and-bound framework ensures that the
processors are doing useful work.
6.4.1 Scaling performance: Branch-and-Bound parallelization
We first present results that demonstrate the scaling performance of both parallel implemen-
tations. For these results, we use sslp 15 45 5, a problem instance with 5 scenarios, 3390
binary variables, and 301 constraints. Because of the relatively small number of scenarios,
the LP solver PIPS-S is unable to scale beyond a handful of cores. Therefore, The focus of
these experiments is to understand the benefits from branch-and-bound parallelization, the
























































































































Figure 6.7: Scaling performance of PIPS-PSBB and ug[PIPS-SBB,MPI] when solving
sslp 15 45 5: Speedup (time to optimality), branch and bound nodes processed, parallel
communication overhead, and proportion of redundant nodes
Figure 6.7 shows the scaling performance of PIPS-PSBB (black) and ug[PIPS-SBB,MPI]
(gray). For both frameworks, we use as many solvers as the number of available MPI pro-
cesses. We see that PIPS-PSBB is able to scale up to 200 processes with a speedup of 66x
with respect to the baseline serial execution (2920s). This represents a parallel efficiency
of 33%. Further progress (increasing the number of processes to 400) is hampered by
the overhead caused by the communication required to synchronize the solvers. The total
number of nodes explored remains fairly constant, under 400000 nodes. The proportion of
redundant nodes is below 15% for configurations under 50 processes, but increases as the
number of solvers is increased further. Later, in Section 6.4.2, we will see that decreasing
the number of solvers (by giving more processes to each PIPS-S solver) can reduce signif-
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icantly the communication overhead as well as the node inefficiency. We next look at the
scaling performance of ug[PIPS-SBB,MPI], presented in gray in Figure 6.7. This parallel
solver is able to scale up to 200 processes, with a speedup of 33x with respect to the base-
line serial execution (4491s). This represents a parallel efficiency of 16.5%. Compared
to PIPS-PSBB, ug[PIPS-SBB,MPI] shows slightly worse performance. This performance
decrease is caused by a larger communication overhead and a larger node inefficiency.
Figure 6.8 provides further information regarding the origin of the overhead for both
frameworks. For ug[PIPS-SBB,MPI], the overhead coming from the ramp down gains im-
portance as the number of processes increases. This overhead is due to the centralized
nature of the load coordinator, which fails to provide all available solvers with open sub-
problems to process. As a result, most processes remain idle during ramp down. On the
other hand, PIPS-PSBB has much lower overhead in general. However, its overhead in the
primal phase increases as the number of processors increases, whereas ug[PIPS-SBB,MPI]
has relatively stable overhead in this phase. These experiments suggest that the two paral-
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Figure 6.8: Communication overhead for PIPS-PSBB and ug[PIPS-SBB,MPI] when solv-
ing sslp 15 45 5 broken down by stage in the optimization process
Finally, we analyze the behavior of PIPS-PSBB in more detail. As described in Sec-
tion 6.2.2, the control of communication between solvers in PIPS-PSBB is dictated pri-
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marily by the communication frequency parameter λ. In the experiments presented in
Figure 6.7, the parameter λ is set to fluctuate within a minimum of 50 iterations and a
maximum of 1000. In Figure 6.9, we study the effects on performance when the commu-
nication frequency is altered. When solvers are forced to communicate more frequently,
PIPS-PSBB suffers from an increased communication overhead and a corresponding de-
crease in performance, especially when the number of processes is increased to 400. The
positive side-effect from more frequent communication is a comparatively smaller tree size.
When synchronization is less frequent, we see the opposite effect: a decrease in overhead

































































































1 2 10 50 100 200 400
Number of Processors
Total tree size
Tight Communication (10-500) Standard Communication (50-1000) Loose Communication (100-50000)
Figure 6.9: Performance of PIPS-PSBB for different communication frequencies λ. px ´
yq denotes the minimum pxq and the maximum pyq number of solver iterations before
communication is attempted.
6.4.2 Scaling performance: effects of multi-level parallelism
Parallel scaling results on small problems such as sslp 15 45 5 provide an interesting pic-
ture for understanding the behavior and the interactions between the different solvers in the
branch-and-bound parallelization frameworks. From a practical standpoint, it is more valu-
able to test the effects of parallelism when optimizing larger problems, especially those with
a larger number of scenarios, because the UG framework was designed with large-scale
parallel optimization in mind [158]. The following set of results describe the performance
of PIPS-PSBB and ug[PIPS-SBB,MPI] when optimizing sslp 10 50 500, a problem with
500 scenarios, 250010 variables, and 504510 constraints. We particularly take a look at the
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combined effect of the two levels of paralellism by splitting a budget of 500 parallel cores







































































































































































































Number of solvers[Processors per PIPS-S solver]
Figure 6.10: Scaling performance of PIPS-PSBB when solving sslp 10 50 500: Time to
solve the LP relaxation, communication overhead, number of nodes processed, and com-
munication overhead at ramp-up.
In Figure 6.10, we first analyze the performance of the LP solver in solving the root
node of the branch-and-bound tree. When a single core per solver is used (last column),
the performance of the LP solver is significantly inferior to other configurations. However,
its speed improves when more processors are used (moving to the left), achieving a speedup
of 6x when using 10 cores per solver. As the number of processors increase, the returns for
using more cores per solver diminishes. The trend is inverted after the mark of 20 cores
per PIPS-S solver because the time needed to solve the LP relaxation grows and the effi-
ciency of PIPS-S drops off quickly. This dropoff in PIPS-S efficiency suggests that the total
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available parallelism should be divided between the two levels of parallelism. In this case,
the best configuration is to distribute the 500 available processors among 20-25 PIPS-SBB
solvers, with each solver getting 20-25 processors. This timing result regarding multilevel
parallelism is an important point to make, and further confirmed by the remaining charts
in Figure 6.10: When large process counts are available, performance can be significantly
improved by distributing them among different levels of parallelism.
The remaining charts display the performance of PIPS-PSBB in terms of total tree
size and communication overhead. When solving larger problems, PIPS-PSBB is able
to keep a low communication overhead until 100 solvers are used. The overhead spikes
significantly when using 500 solvers. This spike in overhead is due to the slow performance
of PIPS-S when solving the initial LP relaxations, and the problems PIPS-PSBB faces when
generating work for all solvers quickly at the beginning of the optimization. As a result,
most solvers remain idle at ramp-up, causing the significant overhead. This finding can be
confirmed in the last plot, where the communication overhead at ramp up is plotted for the
different processor arrangements, and is highly correlated with the overall communication
overhead. In general, the node throughput increases as more solvers are used, though its
progress is hampered by the overhead created by slow LP relaxations.
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Figure 6.11: Scaling performance of ug[PIPS-SBB,MPI] when solving sslp 10 50 500:
Time to solve the LP relaxation, communication overhead, number of nodes processed,
and communication overhead at ramp-up.
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6.4.3 Overall performance and comparison to CPLEX
We illustrate the overall performance of PIPS-PSBB and ug[PIPS-SBB, MPI] by testing
them on all instances from the SSLP set. For these experiments, we present results for
a representative parallel processor configuration, where the number of cores used for each
PIPS-S LP solver is chosen as a function of the number of scenarios. In turn, a configuration
of 200 solvers is used for all but the trivial problems. We also add CPLEX 12.6.2 to the
comparison, both in its shared-memory and distributed-memory implementations using a
comparable number of computing cores.
Instances are solved to a relative gap of 10´4 (CPLEX default). Each experiment is
given a time limit of 1 hour (3600 seconds), and the performance results are reported as
“(Time)” in seconds needed to prove optimality. If an optimal solution is not provably
obtained within the time limit, then the performance results are reported in terms of the






The instances where CPLEX ran out of memory are denoted with pMq next to the GAP
at termination.
From Table 6.1, we see that PIPS-PSBB and ug[PIPS-SBB,MPI] perform comparably
through the entire problem set. The first set of rows correspond to the trivial sslp 5 ˚ in-
stances, which all solvers are able solve to optimality, though CPLEX is significantly faster
than all PIPS-SBB variants. The next set consists of three easy sslp 15 ˚ instances, which
have a small numer of scenarios. CPLEX is able to solve all instances in this case, while
PIPS-SBB implementations are able to solve only one of the three instances, and at a sig-
nificantly slower pace. In the case of sslp 10 ˚ instances, the problem difficulty increases
as the number of scenarios grows. Distributed-memory CPLEX runs out of memory before
solving the instances with 50, 100 and 500 scenarios to optimality. We also suspect the
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Table 6.1: Performance comparison for all SSLP instances
Problem Configuration PIPS-PSBB ug[PIPS-SBB,MPI] CPLEX SM CPLEX DM
Instance Solvers PIPS-S Gap(%) Gap(%) Procs Gap(%) Procs Gap(%)
procs (time)(s) (time)(s) (time)(s) (time)(s)
sslp 5 25 50 2 2 (7.45s) (8.03s) 4 (0.27s) 4 (0.27s)
sslp 5 25 100 2 2 (22.37s) (17.7951s) 4 (0.64s) 4 (0.64s)
sslp 15 45 5 200 2 (107.11s) (163.53s) 16 (1.97s) 400 (6.26s)
sslp 15 45 10 200 2 0.09 0.16 16 (1.81s) 400 (15.94s)
sslp 15 45 15 200 2 0.25 0.30 16 (7.8s) 400 (15.75s)
sslp 10 50 50 200 10 0.13 0.21 16 (43.88s) 2000 0.15(M)
sslp 10 50 100 200 10 0.17 0.20 16 (221.69s) 2000 0.16(M)
sslp 10 50 500 200 10 0.24 0.24 16 4.91(M) 2000 1.25(M)
sslp 10 50 1000 200 10 0.24 0.24 16 9.21 2000 6.08
sslp 10 50 2000 200 10 0.26 0.26 16 19.93 2000 8.11
same would have happened for the larger instances if the solver was allowed more time.
The performance for sslp 10 ˚ is similar in all distributed-memory parallel algorithms,
with PIPS-SBB implementations taking a significant advantage for instances with more
than 500 scenarios. Note that CPLEX has no knowledge that it is solving an extensive for-
mulation, which results in its poor performance when the number of scenarios is large. It is
also worth mentioning the poor performance of distributed-memory CPLEX compared to
its shared-memory counterpart, which is only able to provide a better performance for the
two largest problems in the set.
In Table 6.2, we show the performance improvements made from the version of PIPS-
SBB introduced in [29] to the current parallel implementations presented in this paper.
Significant performance improvements are made possible, not only with the introduction
Table 6.2: Version-to-version performance comparison of PIPS-SBB solvers
Problem PIPS-SBB presented in [29] Parallel versions in current paper
Instance Configuration PIPS-PSBB ug[PIPS-SBB,MPI]
Procs Gap(time) Solvers PIPS-S procs Gap(time) Gap(time)
sslp 5 25 50 1 (12.34s) 2 2 (7.45s) (8.03s)
sslp 5 25 100 1 (41.63s) 2 2 (22.37s) (17.7951s)
sslp 15 45 5 2 1.36 200 2 (107.11s) (163.53s)
sslp 15 45 10 2 7.93 200 2 0.09 0.16
sslp 15 45 15 2 5.25 200 2 0.25 0.30
sslp 10 50 50 5 1.48 200 10 0.13 0.21
sslp 10 50 100 10 1.74 200 10 0.17 0.20
sslp 10 50 500 50 1.57 200 10 0.24 0.24
sslp 10 50 1000 100 1.60 200 10 0.24 0.24
sslp 10 50 2000 100 24.00 200 10 0.26 0.26
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of parallel branch-and-bound, but also with the addition of further specialized heuristics
and branching methods.
6.5 Conclusions
In this paper, we present PIPS-PSBB and ug[PIPS-SBB,MPI]: two implementations of
parallel distributed-memory Branch-and-Bound. The first of the proposed methods, PIPS-
PSBB, is a new fine-grained algorithm for parallelizing the tree search. The coordination
and load-balancing of the different parallel solvers is done in a decentralized fashion, and
designed to ensure that all available cores are processing the most promising parts of the
branch-and-bound tree. The second method is ug[PIPS-SBB,MPI]: a parallel implementa-
tion using UG, a generic framework for parallelizing branch-and-bound tree search that is
relatively coarse-grained in its approach. The UG framework has been effectively used to
parallelize other MIP solvers such as Xpress and SCIP.
We implement both frameworks for parallelizing branch-and-bound tree search as ex-
tensions of PIPS-SBB, a distributed memory solver for Stochastic MIPs (SMIPs). There-
fore, both our implementations leverage two levels of nested parallelism in order to im-
prove parallel scalability. We study the effects of leveraging multiple levels of paral-
lelism in improving scaling performance. We also compare our algorithms against the
distributed-memory branch-and-bound implementation of the state-of-the-art commercial
solver CPLEX. The latter proves to be the best performer for small problems. However,
the specialized nature of the methods present in PIPS-SBB-based solvers enable them to
outperform CPLEX in large SMIP instances.
PIPS-SBB has seen a dramatic performance improvement since its inception. As new
features get added, it will become a more viable option when solving generic two-stage
SMIPs. A natural extension of this work is to improve the performance of the base solver.
In particular, further specialized methods to improve the convergence of bounds, such as
specialized cuts and preprocessing can be added. Another natural extension of this work is
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to incorporate three levels of parallelism by hierarchically incorporating both frameworks
of parallelism presented in this paper. Since UG can already handle a distributed-memory
base solver, it can be integrated with the fine-grained parallel branch-and-bound implemen-
tation PIPS-PSBB, resulting in ug[PIPS-PSBB,MPI]. Adding a third level of parallelism




The ever-growing needs of industry demand solving larger MIPs with faster times to high
quality solutions. The introduction of many algorithmic techniques have contributed to
satisfy this demand by making MIP solving more computationally efficient. However, these
developments have not been backed up by recent improvements in sequential processor
design. With the end of Moore’s law, performance improvements in CPU design have
come from replicating logic units and CPU cores. The objective in this thesis is to examine
techniques and engineer new parallel algorithms for MIP solving, with the intent of fully
utilizing the new advancements and benefits in computer architecture. These algorithms go
beyond the traditional uses of HPC, and introduce novel ways to expose parallelism.
7.1 Main contributions
We investigate the features required for building highly effective parallel primal heuristics
and the multiple problem decomposition techniques required to expose parallelism. We
target general MIPs and specialized problems alike. We also study the role of parallel
heuristics within the context of parallel branch-and-bound. The direct product of this thesis
is a set of algorithms ready to be used in massively parallel systems to quickly find high
quality solutions to any MIP problem. In some cases, we show our algorithms to be several
orders of magnitude more effective than current state-of-the-art approaches.
Research is carried out using a progressive bottom-up approach. In a first instance, we
use focus on the Fixed Charge Multicommodity Network Flow problem. The proposed
algorithm relies on the network characteristics of the problem as well as the already found
solutions to improve the work balance among parallel processors and the effectiveness of
the method at finding high quality solutions. The presented method proves to be more
154
effective at finding substantially better primal solutions when compared to state-of-the-art
commercial MIP solvers, even when the latter are allowed five times as much time. The
performance advantage becomes especially significant in the context of large sized problem
instances.
Fixed Charge Multicommodity Network Flow problem instances are easy from a feasi-
bility point of view. In addition, one might argue that our problem-specific heuristic holds
a great advantage compared to a general-purpose tool, such as a commercial MIP solver.
This is why we introduce Parallel Alternating Criteria Search, a parallel primal heuristic
specifically designed to handle any general MIP instance. This new method specifically tar-
gets instances for which a single feasible solution may be hard to find. We test our tool as a
standalone heuristic, but we also study how to combine it with an exact algorithm, such as
branch-and-bound. Our parallel method is able to produce competitive or better and faster
results for more than 90% of the tested instances against CPLEX. We find our approach
to be particularly suitable for large instances. It is in this context where opportunities to
exploit parallelism can be found, and a significant advantage with respect to commercial
solvers can be seen.
The proposed general algorithm could benefit from further improvements. Besides the
parallelization, we introduced general strategies for addressing the choice of starting solu-
tions and variable fixings in the context of general MIPs. However, their specification is
independent of the parallel framework. Thus, it could be possible to substitute them for
more effective fixings when considering specific classes of problems with defined struc-
tures. In our next work, we take the Maritime Inventory Routing Problem as an example
and focus on tailoring the modular components of Parallel Alternating Criteria Search to
the structure of the problem. The new specialized parallel heuristic is able to significantly
outperform state-of-the-art MIP solvers and domain specific heuristics. The advantage in-
creases considerably when solving hard instances featuring long horizon periods, and a
large number of ports and vessels. All in all, we show that Parallel Alternating Criteria
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Search is an excellent platform that the MIP practitioner can rely on as is, or for a rapid
prototyping of effective parallel heuristics for any particular MIP domain.
We also investigate alternative parallelization strategies for branch-and-bound, which
try to alleviate the performance and scaling issues often found in most frameworks. PIP-
SBB is a new exact distributed-memory parallel branch-and-bound based solver specifi-
cally designed for dual block-angular MIPs. It supports parallel data distribution, by parti-
tioning the problem among multiple computing nodes, allowing to potentially solve much
larger problems. PIPS-SBB also brings parallelism to the heart of branch-and-bound by
performing the LP relaxations in parallel. To achieve this goal, it uses the parallel simplex
solver PIPS-S as its backbone LP solver. A second level of nested parallelism is added to
increase the scalability of our solver. Concretely, we present two implementations of paral-
lel memory-distributed branch-and-bound extending the already parallel solver. The first of
the proposed methods is a new fine-grained algorithm for parallelizing the tree search. The
coordination and load-balancing of the different parallel workers is done in a descentralized
fashion, and it is designed to ensure all available cores are processing the most promising
parts of the branch-and-bound tree. Additionally, we present ug[PIPS-SBB,MPI]: a par-
allel implementation using UG, a generic framework for parallelizing branch-and-bound
tree search that is relatively coarse-grained in its approach. We use these frameworks to
study the effects of leveraging multiple levels of parallelism and their part in improving
scaling performance beyond thousands of cores. We also compare our algorithms against
the distributed-memory branch-and-bound implementation of the state-of-the-art commer-
cial solver CPLEX. The latter proves to be the best performer at small problem scales.
However, the specialized nature of the methods present in PIPS-SBB-based solvers allow
them to outperform CPLEX in large SMIP instances. PIPS-SBB has seen a dramatic per-
formance improvement since its inception. As new features get added, it will become a
more viable option when solving generic two-stage SMIPs.
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7.2 Future research areas
Most primal heuristics within a solver require an extensive amount of parameter tuning in
order to be effective at finding solutions. In most commercial solvers, proprietary tunings
are developed for each suite of heuristics. These settings are usually based on experience
and remain fixed throughout the optimization. Machine Learning can potentially improve
the performance of heuristics by automatically tuning these parameters and to dynamically
modify them throughout the optimization. By adding parallel computing to the combina-
tion, such learning has the potential to be sped up significantly.
Cut generation, primal heuristics, preprocessing, conflict analysis and branching are all
essential algorithmic components of the branch-and-bound that could potentially benefit
from parallelism but remain untapped fields of study. In our view, this may be partially
caused by the current parallel paradigm, where threads are focused exclusively on solving
multiple sub-problems in parallel. At a first glance, adding a new parallel algorithm within
such scheme may seem incompatible, as it would require a diversion of the parallel re-
sources to that effect. If parallelizations of such algorithms prove to be effective, additional






NOMENCLATURE USED IN THE MARITIME INVENTORY ROUTING
PROBLEM FORMULATIONS
A.1 Indices and sets
t P T set of time periods with T “ |T |
v P V set of vessels
vc P VC set of vessel classes
j P J P set of production ports
j P J C set of consumption ports
j P J set of all ports:J “ J P
n P N set of regular nodes or port-time pairs:N “ tn “ pj, tq : j P J , t P T
n P N0,T`1 set of all nodes, including the source node n0 and a sink node nT`1
a P A set of all arcs
a P Av set of arcs associated with vessel v P V
a P Avc set of arcs associated with vessel class vc P VC
a P FSvn set of all outgoing arcs associated with node n “ pj, tq P N0,T`1 and vessel
v P V
a P FSvcn set of all outgoing arcs associated with node n “ pj, tq P N0,T`1 and vessel
class vc P VC
a P RSvn set of all outgoing arcs associated with node n “ pj, tq P N0,T`1 and vessel
v P V
a P RSvcn set of all outgoing arcs associated with node n “ pj, tq P N0,T`1 and vessel
class vc P VC




αmaxj,t upper bound on the amount of product that can be bought/sold at the spot market
at port j P J and time t P T
αmaxj upper bound on the cumulative amount of product that can be bought/sold at the
spot market at port j P J over the entire planning horizon
Bj number of berhs available at port j P J
Cva cost for vessel v P V to traverse arc a P Av
Cvca cost for vessel class vc P VC to traverse arc a P Av
dj,t number of units produced or consumed at port j P J in time period t P T
∆j an indicator parameter taking value `1 if j P J P , and ´1 otherwise




j,t qminimum (maximum) amount of product that can be loaded or discharged at port
j P J from a single vessel in time period t P T
Pj,t nonnegative penalty parameter associated with one unit of lost production or
stockout at port j P J in time period t P T
Qv capacity of vessel v P V
Qvc capacity of vessel class vc P VC
Rn the unit sales revenue for product discharged at port-time pair n “ pj, tq P N
Sminj,t pS
max
j,t q lower bound (capacity) at port j P J in time period t P T
sj,0 initial inventory at port j P J
sv0 initial inventory on vessel v P V
A.3 Problem decision variables
αj,t (continuous) amount of product that port j P J purchases or sells to the spot
market in time period t P T
Continued on next page
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fvn (continuous) amount loaded or discharged at port-time pair n “ pj, tq P N from
vessel v P V
sj,t (continuous) number of units of inventory at port j P J available at the end of
period t P T
svt (continuous) number of units of inventory on vessel v P V available at the end of
period t P T
xva (binary) takes value 1 if vessel v P V uses arc a incident to node n “ pj, tq P N
xvca (integer) takes value 1 if vessel class vc P VC uses arc a incident to node n “
pj, tq P N
zvn (binary) takes value 1 if vessel v P V attempts to load or discharge product at node
n “ pj, tq P N
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