Wavefront-coding systems consist of a phase mask placed at the pupil of the system so that the optical transfer function (OTF) or point spread function (PSF) will possess a desirable property such as defocus insensitivity [1] . Various phase-space distributions of the pupil function have proven invaluable in the analysis of these systems, because they provide concise representations of the evolution of the PSF or OTF with changing defocus. The most popular of these distributions include the ambiguity function (AF), the Wigner distribution (WD), and the RadonWigner distribution [2, 3] . Another transform that has useful properties in determining the variation of the PSF with defocus is the fractional Fourier transform (FrFT). The ath-order FrFT of a function p͑u͒ is given by the following kernel integration [4] : ϫ ͵ e j͑x 2 cot͑͒−2ux csc͑͒+u 2 cot͑͒͒ p͑u͒du,
where = a͑ /2͒ and sgn( ) is the sign function. For a = 1 the FrFT is the familiar Fourier transform (FT). The FrFT is an important analysis tool for wavefront coding systems, because the PSF as a function of defocus can be calculated by scaling the FrFT of the generalized pupil function. A phase-space distribution based on the FrFT has been presented in [5] that displays the energy density of signals in fractional Fourier domain variables. Coined the JFF, it was specifically formulated so that when acting on a function the projections of the distribution onto the horizontal and vertical axes recover the magnitude squared of the FrFT of the function of orders a 1 and a 2 , which are arbitrary parameters of the joint fractional Fourier signal representation (JFF). Owing to the relationship between the PSF and the FrFT, the JFF is another valuable tool with interesting properties for the analysis and design of wavefront coding systems. This Letter will give a brief overview of the derivation of the JFF. The properties of the JFF in relation to wavefront coding systems will then be discussed. All derivations will be based on one-dimensional pupils for simplicity. Numerical examples will conclude this Letter.
Let p͑u͒ be a unity-power pupil function normalized to a width of 2, or
where ͑u͒ defines the phase function of a mask at the pupil. The WD of p is by definition
͑3͒
where p * is the conjugate of p. A property of the WD is that its projection onto an axis rotated counterclockwise by an angle relative to the u-axis is the magnitude squared of the FrFT of order a =2 / of p, or
͑4͒
Therefore, the WD satisfies the following marginal densities for = 0 and /2:
where h is the FT of p and is, thus, the coherent impulse response (CIR) of the imaging system. The JFF J p a ͑t , s͒ for a = ͑a 1 , a 2 ͒ is a mapping of the WD so that the following marginal densities are satisfied [5] :
͑6͒
The mapping that accomplishes this goal is
where csc 12 is for normalization [5] , 1 = a 1 /2, 2 = a 2 /2, 12 = 2 − 1 , u cos 1 + v sin 1 = t, and u cos 2 + v sin 2 = s. The JFF of p has many interesting properties concerning the analysis of wavefront coding systems stemming from the relationship of the FrFT to the PSF as a function of defocus. Let the optical system have the pupil described by Eq. (2) with a focal length of f and an operating wavelength of . If the bestfocus plane in image space is at z = 0 along the optic axis z, it can be shown that the CIR at z is related to the FrFT of p by [3] ͉h͑x,z͉͒
where u = x sin , = cot −1 ͑2͑z͒͒ = a / 2, and the defocus parameter ͑z͒ = z͓2f͑f + z͔͒ −1 . The magnitude squared of the CIR is the PSF of the imaging system. Based on the above relations many useful properties of the JFF of the pupil can be inferred. Property 1. The marginal densities of the JFF of order a of the pupil are proportional to the scaled PSFs at z 1 and z 2 corresponding to a = ͑a 1 , a 2 ͒, or
where i = cot −1 ͑2͑z i ͒͒ = a i / 2. This property is a consequence of combining Eqs. (6) and (8).
Property 2. Let H͑y , z͒, the OTF of the imaging system, be the one-dimensional FT of ͉h͑x , z͉͒ 2 with respect to x, and let ⍀͑q , r͒ be the two-dimensional FT of J p a ͑t , s͒. Then, H͑y , z 1 ͒ = ⍀͑q ,0͒ with y = q sin 1 and H͑y , z 2 ͒ = ⍀͑0,r͒ with y = r sin 2 . This relation follows from the projection-slice theorem of the twodimensional FT combined with Eq. (9). Property 3. Let the pupil be described as in Eq. (2) with the phase function ͑u͒. The instantaneous frequency curve (IFC) of the WD is defined by v = Ј͑u͒. A revealing case for the JFF with regard to defocus sensitivity is to let a = ͑1,a 2 ͒. Then the projection onto the t axis is the PSF of the system at best focus, or ͉h͑x ,0͉͒ 2 , and the projection onto the s axis is related to ͉h͑x , z 2 ͉͒ 2 by Eq. (9). In this case the absolute value of J p a ͑t , s͒ will be maximum along the transformed IFC given by t = Ј͑␥͒ with ␥ = ͑s − t sin 2 ͒/cos 2 , ͑10͒
where Ј͑u o ͒ is the derivative of with respect to u evaluated at u o .
The motivation for this result can be inferred from the integral expression of the JFF formed by substituting Eqs. (2) and (7) equal to ͉h͑x ,0͉͒ 2 so that the PSF does not change with respect to defocus. To approximate the impulse function, the support of J p a should generally remain tightly confined around the line s = t sin 2 for defocus-insensitive systems. For instance, when ⌬a 2 =0, J p a ͑t , s͒ = ͉h͑t ,0͉͒
2 ␦͑s − t͒ for all systems. To see this, note that according to Eq. (7) all points of W p are mapped to the line s = t if 1 = 2 . Likewise, the IFC will be mapped to s = t since, as cos 2 goes to 0 with 2 = /2, ␥ in Eq. (10) will go to infinity unless its numerator is 0. The only solution is s = t. For the same reason the IFC must remain tightly confined around s = t sin 2 for small, nonzero ⌬a 2 . It should spread less quickly around this line for defocus-insensitive systems. An implication for defocus-insensitive systems is that the support of J p a will be a narrow region approximately bounded by Eq. (10), and Eq. (15) will closely approximate J p a over much of this narrow support. In [3] it was shown that defocus insensitivity corresponded to the IFC being relatively unaffected by a defocus-dependent shearing of the WD. The equivalent property for J p ͑1,a 2 ͒ is that the transformation of the IFC is more tightly confined around the line s = t sin 2 as a 2 changes from 1. Thus, the relative defocus sensitivity of two systems is apparent on inspection of the support of the JFF of their pupils.
These properties can be conveniently illustrated by considering a cubic phase mask. In Eq. (2) let p be formed with ͑u͒ = ␣u 3 , where ␣ is the cubic strength. A well-known property of systems with cubic phase masks is that their sensitivity to defocus decreases as ␣ increases [1] . In Fig. 1(a) is shown for 2␣ = 5. Likewise, Fig. 1(b) plots the IFC given by Eq. (10). Note that the support of J is approximately confined to the region bounded by the IFC containing the line s = t sin͑1.3 /2͒. In fact, for cubic phase masks, points on the IFC that are solutions to Eq. (10) are given by the following expression as a function of t for t Յ 0: s = t sin 2 ± ͉cos 2 ͉͑t /3␣͒ 1/2 . The points are centered on the line s = t sin 2 with the spread around this line being inversely proportional to ␣ 1/2 . Therefore, the spread decreases as defocus sensitivity decreases. Close inspection of an equivalent plot for J p ͑1.0,1.3͒ with 2␣ = 10 in Fig. 2(a) reveals a narrower support than Fig. 1(a) at equal values of t, as predicted. In Fig. 2(b) the IFC for the system that is less sensitive to defocus fits inside the IFC of the system that is more sensitive to defocus.
A further demonstration of this relationship can be obtained by measuring the spread around the center line as a function of a 2 for varying cubic strength. The spread can be measured by treating the energy in J p ͑1.0,a 2 ͒ as a probability distribution and calculat- ͑1.0,a 2 ͒ for 2␣ = 2.5 so that the spread at equivalent t could be compared. As can be seen, D increases more rapidly with a 2 for systems that are more sensitive to defocus, i.e., those with smaller cubic strength. A metric such as D could serve as a merit function for defocus sensitivity design.
