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CHAPTER 1
INTRODUCTION
In this chapter, the background of this dissertation is introduced first. Then, the meth-
ods that have been developed before for modulation identification and cross-polarization
cancellation are reviewed. Next, the contributions of this dissertation are presented. Fi-
nally, the organization of this dissertation is described.
1.1 Background
In many RF communication systems, information is transmitted through two polariza-
tions to improve transmission rates. For example, dual polarization in mobile commu-
nication, which were vertical and horizontal polarizations, increases the system capacity
without changing the size of the system [5] [9] [18]. In most practical systems, the received
signals may not maintain the relative separation of the polarization angles due to rotation
of the polarizations and other distortions. In such situations, the two information-bearing
signals reconstructed at the receiver may be a mixture of the source signals. Additional
processing is required to recover the original signals before they can be demodulated.
Automatic modulation identification is needed for surveillance, electronic warfare and
other applications [47]. The modulation types of the received signals may vary with dif-
ferent transmitters under multiple channel environments. Blind modulation identification,
i.e., modulation identification without a priori knowledge of the carrier frequency, symbol
rate and other parameters of signal transmission, plays a significant role in detecting the
signal characteristics. Furthermore, blind modulation identification has been implemented
on commercial systems performing spectrum management, interference detection and so
on. Blind modulation identification is applied to develop smarter, more efficient and
reliable receivers by decreasing the number of symbols needed under higher noisy en-
vironments.
Increasing the capacity of electronic communication transmitters is one approach with
2the growing demand for the channel spectrum. Dual polarization increases the system
capacity without changing the size of the transmitters. Blind modulation identification
methods can help the system capture the signal information and determine the modulation
types in current spectrum. Therefore, the ability to blindly identify the modulation types
of signals in dual-polarized channels will build more powerful communication receivers.
Furthermore, more efficient receivers require that the system identify the modulation types
faster and more accurately under various channel impairments.
1.2 Problem Statement
A dual polarization system is shown in Figure 1.1. Ideally, the two polarizations are in
vertical and horizontal directions. However, cross-polarization between the two polariza-
tions will make the two received signals possibly time-varying mixtures of the two input
signals. The channel impairments considered in this dissertation are Gaussian noise and
multipath. The channel and signal parameters are assumed to be unknown.
The goal of this research is to identify the modulation types of the input signals in
dual-polarized channels accurately with no prior knowledge about the characteristics of
the signal and channel such as carrier frequency, baud rate, noise variance, etc. There are
two problems addressed in this dissertation. First, the blind modulation identification for
phase-shift keying (PSK) and quadrature amplitude modulation (QAM) signals in single
channel with additive white Gaussian noise (AWGN) is explored. In addition, the blind
modulation identification of the signals in multipath channels is considered. The second
problem is to blindly separate the received signals and identify the modulation types of
Figure 1.1: Block diagram of the received signals in a dual-polarized channel.
3the received signals after transmission through dual-polarized channels. This includes
blind separation of the mixtures of the received signals. The modulation types of interest
in this dissertation are BPSK, QPSK, 8-PSK, 16-QAM, 32-QAM, 64-QAM, 128-QAM and
256-QAM.
1.3 State of the Art
As far as the author knows, there are no available articles in the literature for blind
modulation identification for dual-polarized signals. The available literature deals with
blind modulation identification of signals transmitted in single AWGN or multipath chan-
nels. A few papers focusing on recovering the signal from dual polarized channels and
demodulating the signals assuming known modulation types are also available in the
literature. This section provides a review of the previous methods in these three categories.
1.3.1 Cross-polarization Cancellation for Signals Transmitting
in Dual-polarized Channels
Cross-polarization cancellation for signals in dual-polarized RF and optical transmit-
ters has been studied since the 1980s. Most of those methods assumed known signal pa-
rameters such as the modulation types, carrier frequency, symbol rate, etc. These methods
can be divided into two broad classes: the first class is based on the least-mean-square
(LMS) algorithm and the second class is based on the statistical characteristics of the signal.
1.3.1.1 LMS-based Algorithms
In [6], the authors developed an LMS algorithm to update the channel coefficients.
They assumed that the symbols transmitted through each channel were known. In this
paper, the authors estimated the coefficients of the assumed equalizer corresponding to the
dual polarized channel by minimizing the mean-square-error (MSE) between the transmit-
ted symbols and the recovered symbols after equalization in both channels.
Similarly, a cross-polarization interference canceler for mobile communications using a
recursive least-squares filter was implemented in [14]. The authors also assumed known
training signals from the transmitters.
A joint constant modulus amplitude (CMA) and decision-directed LMS algorithm were
introduced in [60]. The authors also assumed known transmitted symbols. Their goal
4was to minimize the joint cost function based on the error functions of CMA and LMS
algorithm. This joint function was a convex combination of the two error functions with
the desired source symbols.
1.3.1.2 Statistical Characteristic-based Algorithms
The bootstrapping algorithm for the cross-polarization cancellation was introduced in
[5], [9] and [18]. This method was designed to minimize the power or correlations based on
the relationship between the received signals and the source signals. The authors assumed
that the signals were in baseband.
In [51], the author developed a decision-directed algorithm to estimate the dual po-
larized channel coefficients. This method also was based on the statistical relationship
between the estimated signal and the output signal under the assumption that the input
symbols at the transmitter are independently and identically distributed (i.i.d.). The author
used the correlation matrix between the estimated signal and the output signal to update
the channel coefficients.
A blind equalizer based on the Soft Constraint Satisfaction (SCS) was developed in
[63]. Different from the other equalizers which were to minimize the error between the
estimated signal and source signal, this method minimized the error between adjacent
channel coefficients during the adaption under the constraints that the estimated signal
satisfied the constant modulus features. However, the authors assumed that the source
signals before transmitting through dual polarization were baseband signals.
1.3.2 Blind Modulation Identification of Signals
in Noisy Channel
The automatic modulation identification for PSK and QAM signals in single channels
with Gaussian noise has attracted the attention from scientists since the 1990s. The main
algorithms developed were based on likelihood functions, cyclic cumulants, wavelet trans-
formation and clustering of the received signals.
1.3.2.1 Likelihood Function-based Algorithm
A method for QAM modulation identification based on computation of the likelihood
function of the signal amplitudes was presented in [26]. This approach does not need
5prior knowledge of the carrier frequency and the symbol rate. Since QAM signals with
different orders have different amplitude distributions, the likelihood functions based on
the probability density functions (PDFs) of the signal amplitude were distinct for different
QAMs. The PDF of the signal amplitude for QAM signals was derived based on the
amplitude distribution of a sinusoid perturbed by a white Gaussian noise. However,
the authors did not consider pulse shaping in their signal models, and direct application
of the method on pulse shaped signals results in poor performance. Another method
implementing the maximization of the likelihood functions of the amplitude for QAM
signals were demonstrated in [13] and [30]. Different from the PDF of the amplitude in
[26], the authors assumed that the PDF of the amplitudes satisfied Gaussian distribution.
They also assumed known signal parameters such as baud rate and carrier frequency.
In [28], the author introduced the modulation identification algorithm of PSK signals
in AWGN channels based on the maximization of the likelihood functions of phase. The
PDF of the phase was assumed to be Gaussian distribution. The author also assumed
known signal parameters. The quasi average likelihood ratio test (ALRT) algorithm for
the modulation identification of PSK signals in AWGN channels were developed in [7],
[15], [17] and [39]. In addition, the hybrid likelihood ratio test (HLRT) algorithm for PSK
signals in AWGN channels were developed in [16], [31] and [32]. The likelihood ratio
test implemented the ratio between the likelihood functions under different hypothesized
modulation types. By setting the threshold of the ratio for different PSKs, the modulation
types can be identified. The authors also assumed known signal parameters such as baud
rate and carrier frequency. The results in these papers indicated that the likelihood-based
modulation classifiers can identify BPSK, QPSK and 8-PSK accurately at relatively low
SNRs. For example, the ALRT algorithm in [17] can identify between BPSK and QPSK sig-
nals with 99% accuracy at signal-to-noise ratio (SNR) equal to -7.8 dB with 1024 symbols.
1.3.2.2 Cyclic Cumulants-based Algorithm
A different approach to QAM and PSK modulation identification that employed cyclic
cumulants of the received signals was described in [10], [22], [23], [24], [34], [36], [38], [40],
[41] and [59]. The cumulants are defined as the higher-order moments of the received
signals. The cumulants of different QAM and PSK symbols have different characteristics.
6This algorithm identifies different modulation types by setting a threshold based on the
value of the cumulants with different orders. For example, the authors selected the fourth
order cumulants to identify between 16-QAM and 32-QAM. Some of the authors selected
higher-order such as sixth and eighth order cumulants to identify different PSK or QAM
signals. But the method required knowledge of the symbol rate for good performance.
Also, both numerical considerations and simulation results have shown that they have
poor discrimination capabilities within the subset of commonly used non-square QAMs
(for example, 32 and 128-QAM) and square QAMs (such as 16, 64 and 256-QAM).
1.3.2.3 Clustering-based Algorithm
A blind recognition algorithm combining Hilbert transform and clustering algorithms
for identifying QAM signals was developed in [52]. This approach did not need the prior
information of the carrier frequency and the symbol rate. For different QAM symbols,
the symbol groups in the constellation maps are distinct. By clustering the symbols in
the constellation maps into different groups, the modulation types can be identified as
the corresponding QAM types. Results presented in [52] indicated that this method can
identify 16-QAM with 100% accuracy at SNR as low as 9 dB with 1000 symbols when the
signal was corrupted by white Gaussian noise. A similar method for blind modulation
recognition of PSK signals based on constellation reconstruction was presented in [56].
The results showed in the paper indicated that this method can identify BPSK, QPSK and
8-PSK with 100% accuracy at 15 dB SNR with 500 symbols.
1.3.2.4 Wavelet Transformation-based Algorithm
In [29] and [53], the authors presented a modulation identification method based on a
likelihood function of phase parameters extracted from the Morlet wavelet transform of
the input signal. Simulation results in [53] indicated that this approach identified BPSK,
QPSK and 8-PSK with 100% recognition rate with 1000 symbols when the SNR was more
than 12 dB.
71.3.3 Blind Modulation Identification of Signals
in Multipath Channels
The available literature for modulation identification of signals in multipath channels
is mostly based on higher-order statistical characteristics such as moments and cumulants
[35], [50] and [55]. Different higher-order moments or cumulants for PSK and QAM signals
have different features. Because the symbols are assumed to be i.i.d., the statistical char-
acteristics of signals in multipath channels are functions related to the channel coefficients
and can be identified.
Another method combining the constant modulus amplitude(CMA) equalizer and the
clustering modulation identification method for identifying the QAM signals in a mul-
tipath channel was developed in [58]. The authors implemented the CMA equalizer to
eliminate the effect of the multipath channel for the received signal so that the transmitted
signal without multipath is recovered. Next the clustering method similar to [52] was
applied to identify different QAM types.
As a summary, the comparisons of these methods are shown in Table 1.1. From this
table, the blind modulation identification for dual-polarized signals need to be developed.
A novel method for blindly identifying both QAM and PSK signals in both AWGN and
multipath channels with higher accuracy under lower SNRs should be explored.










No consideration of pulse shaping filter.
Assumed known signal parameters
Likelihood ratio test
[7] [15], [17] [39] [16]
[31] [32] [17]
Prior knowledge of signal parameters,
poor performance for higher-order QAMs.
Cyclic cumulants
[10] [22] [23] [24] [34], [36] [38]
[40] [41] [59] [35] [50] [55]
Poor performance for higher-order QAMs;
Channel estimation of multipath channels.
Clustering methods
[52] [56] [58]
Poor performance for higher-order QAMs.
Wavelet transform
[29] [53]
Need high SNRs for good
identification of different PSKs.
81.4 Contributions of This Dissertation
Contributions of this dissertation includes three aspects for blind modulation identifi-
cation of the signals in various channel conditions.
First, the likelihood-based modulation identification algorithm of the PSK and QAM
signals in AWGN channel is presented in this dissertation. This algorithm does not assume
any prior knowledge of the signals or channel and is able to obtain accurate identification
results for all the modulation types of interest, especially for higher-order QAMs such as
128-QAM and 256-QAM. Results of performance evaluation indicate that this new method
is substantially superior to competing methods available in the literature. The method in
this dissertation differs from other methods available in the literature in several ways:
(1) This algorithm implements the actual PDF of the amplitude or phase to calculate the
likelihood functions by eliminating the effect of the pulse shaping filter in the process.
In particular, the likelihood function applying the actual PDF of phase is new in this
field; (2) This algorithm is robust to variations of the signal characteristics from the signal
model assumed in the derivation of the algorithm; and (3) A theoretical analysis of the
performance of the algorithm is included in this dissertation.
Second, this dissertation presents a likelihood-based blind source separation (BSS) al-
gorithm to recover the signals in time-varying dual-polarized channels. As far as the
author knows, there is no such methods for the signals in dual-polarized channels. The
BSS algorithm by maximizing the likelihood functions implementing the actual PDF of
the amplitude of the signal is also new in this field. The simulation results indicate that
this likelihood-based BSS algorithm outperforms the other BSS algorithm for the separa-
tion of the mixture of the received signals. Combining the likelihood-based BSS and the
likelihood-based modulation identification algorithm also shows accurate results for PSK
and QAM signals in dual-polarized channels.
Third, the blind modulation identification of the signal in multipath channels is ex-
plored in this dissertation. Combining the CMA equalizer and the likelihood-based modu-
lation identification algorithm shows more accurate results comparing with other methods
available in the literature. This dissertation also includes the preliminary results of a mod-
ified likelihood-based identification algorithm by studying the characteristics of signals in
multipath channels.
91.5 Organization of This Dissertation
The rest of this dissertation is organized as follows. Chapter 2 introduces the signal
and system models for this research, which includes the model for PSK and QAM signals,
the system model of signals transmitted through dual-polarized channels and the model
for signals in multipath channels. In Chapter 3, a likelihood-based blind modulation
identification for PSK and QAM signals in AWGN channels is developed. In this chapter,
a method combining the constant modulus amplitude (CMA) equalizer and likelihood-
based modulation identification for identifying the modulation types of the signals in
multipath channels is also presented. Chapter 4 presents a likelihood-based BSS algorithm
for PSK and QAM signals in dual-polarized channels. The combination of the likelihood-
based BSS and the likelihood-based modulation identification algorithm is also presented
in this chapter. Finally, Chapter 5 concludes this dissertation and lists possible future work.
CHAPTER 2
SYSTEM MODEL
In this chapter, the system model for the QAM and PSK signals transmitted in dual-
polarized channels is described. The signal characteristics for different QAM and PSK
types with various channel impairments are also introduced.
A block diagram of a digital signal transmitter with the dual-polarized channel is
shown in Figure 2.1. In both channels, the information sequences are transmitted in similar
ways. In order to transmit information securely, the information sequences are coded
into binary bits in the transmitter first. The binary bit sequence is then transformed to
corresponding symbols using different modulation formats. Before transmitting through
the dual-polarized channel, the input information sequences become two independent
band-limited digital signals in both channels. Due to the cross-polarization effect be-
tween the two polarizations, the two signals may be mixed after passing through the
dual-polarized channel. Also, various channel impairments such as noise and multipath
from the outside environment will be added to the signals during transmission.
The organization of this chapter is as follows: The signal characteristics of PSK and
QAM signals will be introduced next. The system and signal characteristics of the received
signals in multipath channels are described in Section 2.2. Section 2.3 describes the system
and signal characteristics of the received signals transmitting through a dual-polarized
channel.
2.1 Digital Modulator
Figure 2.2 shows a block diagram of a digital modulator. When transmitting the in-
formation bits through the communication systems, the bit sequences are transformed to
corresponding symbol sequences according to the bandwidth efficiency of the transmitter.
Multiple bits can be transmitted as one symbol depending on the order of the modula-
tion types chosen in the transmitter. Then, the pulse shaping filter limits the bandwidth of
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Figure 2.1: Block diagram of a digital signal transmitter with a dual-polarized channel.
Figure 2.2: Block diagram of a digital modulator.
the symbol sequence so that the symbol sequence can be transmitted through the digital
channels. After obtaining the baseband transmitted signal from the pulse shaping filter, the
carrier transforms the baseband signal into a bandpass signal around the carrier frequency.
There are several different modulation schemes widely used in the digital communi-
cation systems applying different amplitude, phase and frequency characteristics of the
symbols. In this dissertation, the PSK modulations and QAM are of interest. Section 2.1.1
and 2.1.2 will introduce these two different modulation schemes.
2.1.1 Signal Characteristics of PSK Signals
Both PSK and QAM signals can have different orders. The higher the order is, the
higher number of bits can be transmitted via each symbol. A signal with M-th order
modulation type can transmit log2(M) bits per symbol. The complex symbols for PSKs
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with order M can be expressed as
sPSK = ejθn (2.1)
where θn is a vector with length M and is uniformly distributed in [0, 2pi]. The space
between adjacent θn is 2piM .
Table 2.1 shows one example of the mapping between the bits and symbols for BPSK,
QPSK and 8-PSK.
A constellation map, which represents the distribution of the symbols, is used to dis-
play different modulation types. Figure 2.3 shows the constellation maps for BPSK, QPSK
and 8-PSK symbols based on the mapping rule in Table 2.1. The number of symbols is
10000. We can see that the PSK symbols with different orders have constant amplitude but
different phase groups. For example, BPSK symbols have 2 different phase groups, QPSK
symbols have 4 phase groups and 8PSK have 8 phase groups.
When noise is presented in the channel, the phase groups of PSKs signals will change
based on the noise level added to the symbols. The phase groups of PSK symbols will
not have the “distinct” phase groups but will satisfy some distribution based on the noise
type. In this dissertation, the noise is considered to be additive white Gaussian noise.
Figure 2.4, 2.5 and 2.6 show the constellation maps and histograms of the phase dif-
ference between adjacent symbols for different PSK signals with different noise levels.
In these figures, the noise is directly added to the symbols. From these figures, we can
observe that the distribution of the phase difference between adjacent symbols changes
with the noise levels. For different PSK signals, the distribution of the phase difference
Table 2.1: Bits to symbols mapping for different PSKs
PSK types BPSK QPSK 8PSK







































Figure 2.3: Constellation maps of symbols and histograms of the phase difference of the
symbols for different PSK types without noise: Number of symbols: 10000.
between adjacent symbols displays different features. For example, at sufficiently high
SNRs, 2 peaks for BPSK signal, 4 peaks for QPSK signal and 8 peaks for 8-PSK signal can
be observed from the phase distribution. At lower SNRs, the corresponding peaks cannot







Figure 2.4: Constellation maps of symbols for BPSK with Gaussian noise of various






Figure 2.5: Constellation maps of symbols for QPSK with Gaussian noise of various






Figure 2.6: Constellation maps of symbols for 8PSK with Gaussian noise of various levels:
Number of symbols: 10000.
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2.1.2 Signal Characteristics of QAM Signals
QAM signals can transfer more information with more complicated constellation maps
compared to PSK signals. Different from PSK symbols, QAM symbols with different orders
have different amplitude and phase values. In this dissertation, the QAM types of inter-
est are 16-QAM, 32-QAM, 64-QAM, 128-QAM and 256-QAM. Among these modulation
types, 16-QAM, 64-QAM and 256-QAM are square QAMs while 32-QAM and 128-QAM
are non-square QAMs. They can be easily distinguished by the constellation map.
The symbols of a square QAM type with order M can be expressed as
sQAM = sR(n) + jsI(n), n = 0, 1, 2, ... log2(M)− 1 (2.2)
where sR(n) and sI(n) are uniformly distributed among [− log2(M) + 1,− log2(M) + 3, ...,
− 1, 1, ..., log2(M)− 1]. There are many ways to generate the symbols for the non-square
QAMs. In this dissertation, the symbols of the non-square QAMs are selected in the
following way. The symbols with log2(M) × log2(M) values are computed using the
formula in (2.2) first. Then, the corresponding number of symbols at the four corners
are removed for the non-square QAMs. For example, for 32-QAM symbols, 36 symbols
are computed first. Then, the four symbols at each corner of the constellation maps are
selected to be removed for 32-QAM symbols.
Figure 2.7 shows the constellation maps and histograms of the amplitude for 16-QAM
and 32-QAM symbols when there is no noise added to the symbols. The number of
symbols was 10000. The constellation map for 16-QAM is squarely distributed while
the constellation map for 32-QAM is non-squarely distributed. In addition, the 3 and
5 amplitude values correspond to 16-QAM and 32-QAM symbols can be seen from the
histogram of the amplitudes in the figure.
Figure 2.8 and 2.9 show the distribution of the amplitude of 16-QAM symbols and
32-QAM symbols in the white Gaussian noise of various levels. Different QAM signals
show different amplitude distributions. For example, the 3 and 5 amplitude peaks can
be observed from the histogram of amplitude for 16-QAM and 32-QAM symbols at SNR





Figure 2.7: Constellation maps and histograms of amplitude of symbols for different
QAM types without noise: (a) 16-QAM; (b) 32-QAM; Number of symbols: 10000.
2.2 Multipath
Multipath occurs when the signal arriving at the receiver suffers from the propagation
with different directions, for example, the reflections of the signal from other obstacles.
Figure 2.10 shows an example of a signal transmitted through a multipath environment.
During the transmission of the signal, the signal direction will be changed when it en-
counters different objects from the environment. The signal can be absorbed, attenuated,
refracted and reflected. The receiver will receive a mixture of all the paths of the original
transmitted signal. Thus, the mixed signals cannot be identified accurately using the
modulation identification algorithm for the signals in noisy environment without mul-







Figure 2.8: Constellation maps and histograms of amplitude of symbols for 16-QAM with






Figure 2.9: Constellation maps and histograms of amplitude of symbols for 32-QAM with
Gaussian noise of various levels: Number of symbols: 10000.
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Figure 2.10: Block diagram of the signals with multipath.
Figure 2.11 shows one example of the constellation maps and histograms of phase
difference for the QPSK signal after transmitting through a multipath channel. Figure
2.12 shows one example of the constellation maps and histograms of amplitude for the
16-QAM signal after transmitting through a multipath channel.




Figure 2.11: Constellation maps and histograms of phase difference of symbols for QPSK




Figure 2.12: Constellation maps and histograms of amplitude of symbols for 16QAM
signal in multipath channels: Number of symbols: 20000.
We can observe from the figures that the phase distributions of QPSK signal and am-
plitude distributions of 16-QAM signal after transmitting through the multipath channel
do not contain the feature for the corresponding symbols.
Similar distortion happens for other PSK and QAM signals in the multipath channels,
which gives the system more difficulty identifying among different PSK and QAM signals.
Additional methods for channel estimation and equalization of the signals with multipath
in order to eliminate the distortion of the signals need to be developed.
2.3 Dual Polarization
In typical communication systems, signals are transmitted through one polarization
direction. Transmitting signals at the same time through two polarizations is a means to
double the transmission data rates. This is realized by sending two independent mod-
ulated signals into two orthogonal polarizations. Generally, these two orthogonal polar-
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izations are in vertical and horizontal directions. Ideally, the receiver can receive the two
independent signals in the two channels without interference. However, due to the inter-
ference during transmission or the misalignment between the antennas of the transmitter
or receivers, the cross-polarization interference between these two polarizations will mix
the signals in the two channels. A block diagram of the signals transmitted through a
dual-polarized channel is shown in Figure 2.13.
Figure 2.14 shows one example of the signals transmitting through a dual-polarized
channel with cross-polarization interference. In this example, the two input signals are
16-QAM and 32-QAM signals. The number of symbols was 20000. The signal model for
the dual-polarized signals will be presented in detail in Chapter 4. The constellation maps
were obtained by demodulating the signals with known signal parameters such as carrier
frequency and baud rate. From these figures, the corresponding symbol patterns cannot
be detected from the constellation after trying to demodulate the received signals. Also,
the statistical properties, which are the amplitude distributions shown in these figures, are
not distinct for the 16-QAM and 32-QAM signals. As a result, additional signal separation
needs to be done before identifying the modulation types of the received signals in the
dual-polarized channels without knowing any information of the channels.




Figure 2.14: Constellation maps and histograms of amplitude of symbols for 16-QAM
and 32-QAM signals after transmitting through dual-polarized channels with Gaussian
noise: SNR=20 dB; Number of symbols: 10000.
CHAPTER 3
A LIKELIHOOD-BASED ALGORITHM
FOR BLIND IDENTIFICATION OF
QAM AND PSK SIGNALS
This chapter introduces a novel method for identifying PSK and QAM signals trans-
mitted in an AWGN channel first. From Chapter 2, we knew that PSK and QAM symbols
with different order have different phase and amplitude values. This feature is applied
to identify different PSK and QAM signals in this chapter. In information theory, the
information of a signal can be represented as the entropy of the signal, which is related to
the probability density function(PDF) of the signal. Since different PSK and QAM signals
obtain distinct PDFs of phase and amplitudes, the information contained in different sig-
nals will be different. Based on this, this chapter developed a likelihood-based algorithm
using the PDFs of phase and amplitudes to identify PSK and QAM signals.
In addition, this chapter also implements a combination of a blind equalizer algorithm
and the likelihood-based modulation identification method for signals in multipath chan-
nels. As shown in Chapter 2, the PDF of the amplitude or phase of the signals in multipath
channels changes due to the effect from the additional paths. The blind equalizer mitigates
the effect of the multipath so that the likelihood-based modulation identification algorithm
will be able to get accurate identification results for PSK and QAM signals in multipath
channels. The blind equalizer algorithm used in this chapter is the Constant Modulus
Amplitude (CMA) equalizer.
The rest of the chapter is organized as follows: The algorithm derivation for the likelihood-
based modulation identification for signals in AWGN channels is described in the next
section. It presents the amplitude and phase likelihood-based identification algorithms.
A theoretical analysis of the performance of the algorithm is also given in Section 3.2.
Section 3.3 contains a comparison of theoretical performance with simulation results and a
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performance comparison with two other methods available in the literature. This section
also presents simulation results demonstrating the probability of successful modulation
identification under different SNR conditions and under several noise environments. In
Section 3.4, the combination of the CMA equalizer and the modified likelihood-based
modulation identification method is presented. This section also includes the performance
evaluation of PSK and QAM signals in multipath channels. Finally, Section 3.5 contains
the concluding remarks.
3.1 The Likelihood-based Modulation
Identification Algorithm
3.1.1 Signal Model
We assume an additive band-limited white Gaussian channel under which the general
model for the received signal [57] is
y(t) = Re{∑
k
(skgT(t− kTb))ej2pi fct + N0(t)} (3.1)
where sk is a complex-valued independent and identically distributed (i.i.d.) symbol se-
quence with sk = ak + jbk, where ak and bk are, respectively, the real and imaginary parts
of the symbol sk, Tb is the symbol period, gT(t) is a square-root raised-cosine pulse shape
filter with unknown roll-off factor, fc is the carrier frequency, and N0 is the additive band
limited white Gaussian noise. We assume that N0 is such that the sampled version of the
noise is i.i.d. Gaussian signals with zero-mean value and variance σ2. Applying Hilbert
transformation to the received signals, the output will become
y(t) =∑
k
(skgT(t− kTb))ej2pi fct + N0(t) (3.2)
In our derivations, a sampled version of this signal is given by
y(n) =∑
k
(skgT(nTs − kTb))ej2pi fcnTs + N0(nTs) (3.3)
where Ts is the sampling period and N0(nTs) is a band-limited white Gaussian noise with
flat spectrum.
In order to decrease the inter-symbol interference (ISI) between adjacent symbols, a
matched filter is applied. For a square-root raised-cosine pulse shape filter, the matched
filter is the same as itself. The signal after matched filtering is
y(n) =∑
k
(skg(nTs − kTb))ej2pi fcnTs + η(nTs) (3.4)
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where g(n) = ∑l gT(l)gT(n− l) and η(n) = ∑l N0(l)gT(n− l).
Using the Nyquist criterion, the interference between adjacent symbols is negligible at
the midpoint of each baud [48]. Let y(m) represent the midpoint of the mth symbol, which
can be modeled as
y(m) = smgT(0)ej2pi fcmTb + η(m) (3.5)
where η0(m) is the noise sample at the midpoint of the mth symbol.
3.1.2 System Overview
A schematic block diagram of the blind likelihood-based identification method is given
in Figure 3.1. The system first estimates several characteristics of the received signal
including the baud rate, parameters of the pulse shaping filter and the noise variance. This
information is used to design a matched filter. Then, a phase likelihood-based algorithm
is implemented to determine if the modulation type is BPSK. If the modulation type is not
BPSK, the system applies an amplitude likelihood-based algorithm to classify the signal
as QAM or higher-order PSK (QPSK and 8PSK). This stage can also identify different
QAM types. If the QAM identification block determines that the signal is PSK, the system
employs the phase likelihood-based algorithm to determine if the modulation type of the
signal is QPSK or 8-PSK.
Figure 3.1: Block diagram of the modulation identification system.
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3.1.3 Estimation of Signal Characteristics
Based on the signal model in (3.3), the signal spectrum can be expressed as
Syy( f ) = Ps‖GT( f )‖2 + σ2 (3.6)
where Ps is the symbol power, ||GT( f )||2 is the squared magnitude of the frequency re-
sponse of the pulse shaping filter and σ2 is the noise variance. The bandwidth of the
received signal without noise is the same as the bandwidth of the pulse shaping filter.
The parameterized model for GT( f ) of a root-raised-cosine filter with roll-off factor α and
symbol duration Tb is given by
GT( f ) =

Tb; | f | ≤ 1−α2Tb
Tb
2 {1+ cos[piTbα (| f | − 1−α2Tb )]}; 1−α2Tb ≤ | f | ≤ 1+α2Tb
0; otherwise
(3.7)
From (3.7), the double-sided bandwidth of the signal spectrum is 1+αTb . The noise vari-
ance is estimated as the average of the estimated power spectrum outside the bandwidth.
Because the received signal is band-limited, the difference between the edge of the
passband and the maximum value in the spectrum will ideally be the maximum. Based
on this, the signal bandwidth is estimated using a four-step process. First, we estimate
the signal spectrum Sˆyy( f ) using Welch’s method [3]. Secondly, the maximum value and
the corresponding point in the spectrum, denoted as point A in Figure 3.2, are obtained.
Thirdly, for each frequency point (for example, point B in Figure 3.2) in the spectrum, the
“area” of the difference between the estimated spectrum and the straight line connecting
point A and B is calculated. Finally, the left and right edges of the signal spectrum are
estimated as the frequencies that have the maximum values of the “area” on the left and
right of the peak frequency. Let fright and fle f t represent the edge of the passband. The
bandwidth of the signal is
BW = fright − fle f t (3.8)
After estimating the bandwidth, the noise variance is estimated as
σˆ2 =
∫ fle f t
f=0
Sˆyy( f )d f +
∫ fNf
f= fright
Sˆyy( f )d f (3.9)
where N f is the length of the spectrum. Because,
∫
f |GT( f )|2 = 1, the symbol power Ps is
estimated as
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Sˆyy( f )d f − σˆ2 (3.10)
Subtracting the estimated noise variance from the estimated spectrum, the squared-
frequency response of the root-raised-cosine filter is estimated as
GˆT( f ) =
Sˆyy( f )− σˆ2
Pˆs
(3.11)




A least-square fit is applied to GˆT( f ) to estimate Tb and α. Tb and α are estimated by
minimizing the cost function given by





‖GˆT( f )− GT( f )‖2d f } (3.13)
3.1.4 Matched Filter
In order to decrease the inter-symbol interference (ISI) between adjacent symbols, we
apply a matched filter before the subsampling process. The convolution of two matched




1; n = 0
0; otherwise
(3.14)
where p(t) is a Nyquist pulse-shape resulting from the matched filtering operation. Ideally,
we can eliminate ISI from adjacent symbols by sampling the signals after matched filtering
at the right timing phase.
Assuming that the pulse shaping filter is a root raised-cosine filter, the matched filter
is designed to have the same magnitude response as the estimated pulse shaping filter
estimated as in (3.11).
3.1.5 Phase Likelihood-based Identification Algorithm
for PSK Signals
Figure 3.3 shows the block diagram of the phase likelihood-based identification al-
gorithm for different PSK signals. The system first implements a uniform subsampling
method to mitigate the effect of higher sampling rate. After that, the likelihood functions
of the phase difference between adjacent samples using different hypothesized modulation
types are calculated. By finding the maximum value among these likelihood functions, the
modulation type of the received signals corresponding to the hypothesis is identified.
3.1.5.1 Uniform Subsampling
For the signal model described in (3.3) with high sampling rates, nearby samples most
often correspond to the same symbol, and the phase difference between nearby samples
Figure 3.3: Block diagram of the phase likelihood-based PSK identification algorithm.
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will be dominated by a fixed value contributed by the carrier frequency. This can be
avoided by subsampling the received signals as shown in (3.5), such that the nearby sym-
bols almost always come from different bauds. We perform uniform subsampling here in
order to maintain a constant phase contributed by the carrier frequency. For the sampled
signals, the number of samples per symbol T = Tb/Ts is used to perform the subsampling
process. The subsampling rate T corresponds to the closest integer to the estimated baud
rate (in number of samples).
Starting from an arbitrary sample at the beginning of the signal (we chose the first
sample in our simulation), subsequent samples are uniformly sampled at a period of
the subsampling rate T. Because the phase values in each symbol duration are mostly
the same, we can obtain additional samples by choosing different starting points for the
subsampling process in one baud. After subsampling the received signal uniformly with
the first starting sample, we select an adjacent sample of the first starting sample as a new
starting point and pick the samples uniformly as previously described. Because of possible
inter-symbol interferences, the number of the starting samples selected is restricted to
approximately half of the estimated symbol duration around the first starting sample. The
likelihood function is calculated based on the phase difference between adjacent samples
of all the subsampling sequences.
Figure 3.4 and 3.5 show the effects of the subsampling process on the phase difference
sequences with different number of samples per symbol. In the two figures, the top-left
panel displays the scatter plot of the samples of the received signal. The top-right panel
shows the histogram of the phase difference between the adjacent samples. The impact of
the carrier frequency is clear in both figures. The effect of the pulse shaping is also seen in
the top left panel. The corresponding results after subsampling by the estimated symbol
duration are shown in the bottom panels. The four distinct values of the phase differences
for QPSK symbols can be observed after the subsampling process. Consequently, we can
apply the likelihood functions derived for signals without pulse shaping to identify pulse
shaped signals after the subsampling process.
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Figure 3.4: Constellation maps and distribution of the phase differences for a received
QPSK signal before and after subsampling: SNR=20 dB, number of symbols: 10000,
number of samples per symbol: 13.25. Top left: constellation maps for received signal, top
right: histogram of phase differences for received signal; bottom left: constellation maps
for signal after matched filter and subsampling; bottom right: histogram of phase
differences for signal after matched filter and subsampling
3.1.5.2 Phase Likelihood Function
For two continuous sinusoids with the same frequency and initial phase that are inde-
pendently perturbed by white Gaussian noise with variance σ2 and zero mean value, the









(1+ cos φ sin 2β)]e−
1
2S(1−cos φ sin 2β)}dβ (3.15)
where S is SNR.
As mentioned in Section 3.1.1, the signal with pulse shaping after subsampling can
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Figure 3.5: Constellation maps and distribution of phase difference for a received QPSK
signal before and after subsampling: SNR=20 dB, number of symbols: 10000, number of
samples per symbol: 20. Top left: constellation maps for received signal, top right:
histogram of phase difference for received signal; bottom left: constellation maps for
signal after matched filter and subsampling; bottom right: histogram of phase difference
for signal after matched filter and subsampling
be regarded as a sinusoid that is modeled as 3.3. The phase difference between nearby
samples after subsampling the received signals can be derived as follows.
The contribution to the phase of y(m) from the carrier frequency changes with different
time lag m. Obtaining the phase difference between nearby samples of subsampling signal
can avoid this variability. In order to calculate the phase the difference between nearby
samples, let
yd(m) = y(m)y∗(m− d)
= {smg(0)ej2pi fcmTb + η(mTb)}{s∗m−dg∗(0)e−j2pi fc(m−d)Tb + η∗((m− d)Tb)}
= sms∗m−dg
2(0)ej2pi fcdTb + η(mTb)η∗((m− d)Tb) (3.16)
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where d is an appropriately selected lag value.
The phase of yd(m) is
θd(m) = θs + θc + φ (3.17)
where θc = 2pi fcdTb is a fixed value contributed by the carrier frequency fc, θs is the phase
difference between the symbols and φ is the phase difference contributed by noise. In all
the simulations in this paper, we selected d to be 1.
We can see from the above that the phase difference between y(m) and y(m− d) will
have a similar distribution (within a constant shift contributed by the carrier frequency)
as the phase difference of the original symbol sequence. The phase difference between
symbols can take one of a finite number of values depending on the modulation order. Fur-
thermore, assuming that the symbols sequence is independent and identically-distributed,
the probability of these phase difference values can be predetermined for each PSK type.









(1+ cos(θd − θs − θc) sin 2β)]
e−
1
2S(1−cos(θd−θs−θc) sin 2β)}dβ (3.18)
Figure 3.6 shows two examples of the comparison between the theoretical PDF derived
as (3.18) and the histogram of the phase difference of QPSK signals after matched filtering
and uniform subsampling in the simulation. The number of symbols used in the simu-
lation is 10000. Number of samples per symbol is 20. We can see that the two matched
reasonably well. As a result, we should be able to use the theoretical PDF expression of the
phase difference in the modulation identification and get good results.
Let there be Np distinct phase difference values θs between symbols for the Mth mod-
ulation type. Let the set {θs(M, i); i = 1, 2, · · · , Np} represent these values and let wM[i] be
the probability of the ith phase difference value for the Mth modulation type. The PDF for






















(a) SNR = 0 dB
(b) SNR = 10 dB
Figure 3.6: Comparison between the theoretical PDF of phase and the histogram of the
phase difference of signals after matched filtering and uniform subsampling in the
simulation: QPSK signals; number of samples per symbol: 20, number of symbols: 20000.
36
Given N independent phase difference values θ1, θ2, . . . , θN of the received signals, the
PSK likelihood function for HM can be derived as


















Let LpM(θj) = ln(P(θj|HM)), the PSK log-likelihood function for determining the mod-










After computing the log-likelihood functions in (3.21) under different hypotheses about
the PSK, we identify the PSK type of the received signals as the hypothesis that corre-
sponds to the maximum of the log-likelihood functions.
3.1.5.3 Estimation of the Constant Phase from Carrier
Frequency
In the implementation of the phase likelihood functions, we need to estimate the con-
stant phase θc contributed by carrier frequency. This parameter is estimated from the
histogram of the phase difference between adjacent samples after subsampling.
In the absence of the carrier frequency and assuming phase is i.i.d., the phase difference
between symbols for different PSKs is identically distributed in a finite set X in the interval
[0, 2pi), and ‘0’ phase is always a member of this set. The constant phase contributed by
the carrier frequency will shift the value of each element in the set X. The distribution of
phase difference remains identical in the shifted set Y. Since the phase difference values for
different PSK signals are equally-spaced samples in [0, 2pi), substracting any value in the
shifted set Y from the entries of Y will result in the same set X for each modulation type.
Therefore, the constant phase is estimated as the phase corresponding to the maximum
value of the histogram for the phase differences of adjacent samples after subsampling.
Although the estimated constant may be off by an integer multiple of 2piNp , the resulting set
will be an estimation of the set X for each modulation type.
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3.1.6 Amplitude Likelihood-based Identification Algorithm
for QAM Signals
Figure 3.7 shows the block diagram of the amplitude likelihood-based identification
algorithm. Different from that of the phase likelihood-based identification algorithm, the
system applies a nonuniformly subsampling method to mitigate the pulse shaping filter
and higher sampling rate. Then similarly, the amplitude likelihood functions of different
hypothesized modulation types of the received signal are calculated. The modulation type
of the received signal is identified as the corresponding hypothesis with the maximum
value among these likelihood functions.
3.1.6.1 Nonuniform Subsampling
Different from the effect of the pulse shaping filter on the phase, the amplitude of the
samples in one baud will be different in different locations of the pulse shaping filter. In
order to obtain a similar amplitude distribution of the signal as that of the transmitted
symbols, the nonuniform subsampling process attempts to detect the midpoint of each
baud and sample the received signal at that location. The approach implemented in our
algorithm is based on a timing recovery method typically employed in communication
receivers [57].
Given the signal model in (3.2), the ensemble average power of y(t) is
ρ(t) = E|y(t)|2 = Ps∑
k
|g(t− kTb)|2 (3.22)
Since the number of samples per symbol T for a received signal with unknown baud
rate is not always an integer, the ensemble power is calculated as follows. First, we
interpolate the received signal to a higher sampling rate. Then, for each time instant n,







|y(nTs + kTb)|2 (3.23)
Figure 3.7: Block diagram of amplitude likelihood-based QAM identification algorithm.
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where Nρ is the number of bauds to approximate the ensemble power.
The ensemble power in (3.22) is periodic with period Tb, that is
ρ(n+ Tb) = ρ(n) (3.24)
For typical pulse shapes (for example, root raised cosine filter), ρ(n) will have the
maximum value when t corresponds to the right timing phase. Since the number of
samples per symbol T for a received signal with unknown baud rate is not always an
integer, we employ a nonuniform sampling technique to approximately pick the timing
phase of each baud.
The nonuniform subsampling is performed in the following way: we start with an
arbitrary sample (the first sample in all our simulations); the next sample is selected as
the sample with the peak value of the estimated ensemble average power of the signal
when we search over a small interval around the middle point of the next baud based
on the last selected sample. In all our simulations described in Section 3.3, we chose the
small interval to be the smallest integer larger than or equal to one-fourth of the estimated
number of samples per baud. We note that the subsampling process described above is
nonuniform since the peak values may not be equally spaced from each other.
Figure 3.8 and 3.9 demonstrate the effects of the matched filtering and the nonuniform
subsampling process with different number of samples per symbol. Shown in the figure
is one example of the amplitude distribution of the received signals before and after the
matched filtering and nonuniform subsampling process for a 16-QAM signal. The top-left
panel shows the constellation map of the received signal. The histogram of the signal am-
plitude is shown in the top-right panel. The corresponding results after matched filtering
and subsampling are shown in the bottom panels. The three distinct amplitude values of
the 16-QAM signals can be observed clearly after the matched filtering and the nonuniform
subsampling process, but not in the received signal prior to this step. Consequently, we
can apply the likelihood functions derived for modulation identification of signals without
pulse shaping to identify pulse shaped signals after the subsampling.
3.1.6.2 Amplitude Likelihood Function
For a continuous sinusoid with amplitude S that is perturbed by a white Gaussian
noise with variance σ2 and zero mean value, the probability distribution function (PDF) of
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Figure 3.8: Constellation maps and amplitude distribution of the received 16-QAM
signals before and after subsampling: SNR = 20 dB, number of symbols: 10000, number of
samples per symbol: 13.25. Top left: constellation of the received signal with pulse
shaping; right: histogram of amplitude value of the received signal with pulse shaping;
bottom left: constellation of the signal after matched filter and subsampling; bottom right:
histogram of amplitude of the signal after matched filter and subsampling.








), R ≥ 0 (3.25)
where I0(·) is the zero-order Bessel function of the first kind [1].
For the signal model in Section 3.1.1 with no pulse shaping, the amplitude at any time
may be thought of as a noisy sinusoid whose amplitude can take one of a finite number
of values depending on the modulation order. Furthermore, assuming that the symbols
sequence is independent, identically-distributed, the probability of these amplitude val-
ues can be predetermined for each QAM type. Therefore, the distribution of the signal
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Figure 3.9: Constellation maps and amplitude distribution of received 16-QAM signals
before and after subsampling: SNR = 20 dB, number of symbols: 10000, number of
samples per symbol: 20. Top left: constellation of the received signal with pulse shaping;
right: histogram of amplitude value of the received signal with pulse shaping; bottom
left: constellation of the signal after matched filter and subsampling; bottom right:
histogram of amplitude of the signal after matched filter and subsampling.
amplitude will be a weighted sum of the Rice distributions corresponding to the different
amplitude values.
The amplitude of received signal after subsampling considering the noise is
|y(l)|2 = |slg(0)|2 + n0(l) (3.26)
where n0(l) = 2<{slg(0)ej2pi fc lTbη∗(l)} + |η(l)|2 is the component of the received signal
amplitude contributed by noise.
From the above, we can see that the amplitude of received signals with pulse shaping
after subsampling as above will have the same distribution (within a scaling factor) as the
amplitude of signals without pulse shaping.
Let there be Na distinct amplitude values for the Mth modulation type and let HM
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represent the hypothesis that the Mth modulation type is the actual modulation type of
the received signal. Let the set {SM,i; i = 1, 2, · · · , Na} represent these values and let wM[i]
be the probability of the ith amplitude value for the Mth modulation type. The PDF for























In the above equation, P(R|SM,i) is the conditional PDF of the signal amplitude with Mth
modulation type and I0(·) is the zero-order modified Bessel function of the first kind.
Figure 3.10 shows two examples of the comparison between the theoretical PDF de-
rived as (3.27) and the histograms of the amplitude of signals after matched filtering and
nonuniform subsampling. We can see the two matched very well, which indicates that the
theoretical PDF expression of the amplitude can be used reliably in the system.
Given N amplitude values R1, R2, . . . , RN of the received signals under the assumption
that the samples are independent of each other, the conditional probability that HM is true
is given under the assumption that the samples are independent of each other by






























The amplitude likelihood-based identification algorithm identifies the signal modulation
type as the hypothesis modulation type that maximizes the log-likelihood function in
(3.29). The class of PSK signals is included in this formulation since all PSK symbols have
one amplitude value.
3.1.6.3 Non QAM Likelihood Function
In order to identify the situation when the signal does not belong to any of the modu-
lation types of interest, we added two more modulation types in our algorithm. One case
assumes that the signal has 50 uniformly distributed amplitude groups. The other case
assumes that the signal is the white Gaussian noise.
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(a) SNR = 20 dB
(b) SNR = 10 dB
Figure 3.10: Comparison between the theoretical PDF for amplitude and the histogram of
the amplitude of signals after nonuniform subsampling: 16-QAM signals; number of
samples per symbol: 20, number of symbols: 20000.
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3.1.7 Implementation of the Likelihood-based Modulation
Identification Algorithm
In summary, the details of implementing the likelihood-based algorithm for identifying
different PSK and QAM types of a received signal are presented in Tables 3.1 and 3.2. The
algorithm estimates the baud rate, noise variance and roll-off factor applying the four-step
method of the estimated signal spectrum first. Next the matched filtering, estimated as
the square root of the signal spectrum subtracting from noise, is applied to the received
signal. The phase likelihood-based algorithm is implemented after that. If this algorithm
does not identify the modulation type as BPSK, the amplitude likelihood-based algorithm
is implemented. In this stage, the samples are chosen nonuniformly as described in Section
3.1.6.1. Then the amplitude likelihood functions are calculated to identify the QAM type.
As we discussed before, PSK is treated as a special QAM here. If this algorithm identifies
the modulation type as PSK, the QPSK or 8PSK of the received signal can be identified
based on the first stage when applying the phase likelihood-based algorithm.
Table 3.1: Definition of variables in the likelihood-based modulation identification
algorithm
y(n): received signal
Sˆyy( f ): estimated spectrum of received signal
fle f t and fright: the left and right edge of the bandwidth
of the estimated spectrum
σˆ2: estimated noise variance
βˆ: estimated roll-off factor of the pulse shaping filter
Tˆ: estimated number of samples per baud
Pˆs: estimated power of symbol sequence
GˆT( f ): estimated frequency response of the pulse shaping
filter
gˆt(n): estimated pulse shaping filter
ρ(n): ensemble average signal power
Nρ: number of samples used for calculating ρ(n)
startj: the j th starting point for subsampling process
Zj: selected samples using the j th starting point
for phase likelihood functions
y2: selected samples for phase likelihood functions
θy: phase between the adjacent selected samples
θˆc: estimated phase contributed by carrier frequency
lP: log phase likelihood functions
algorithm
idxt: the index for the correct samples in each baud
y4: selected samples for amplitude likelihood functions
lA: log amplitude likelihood functions
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Table 3.2: The likelihood-based modulation identification algorithm
1. Inputs: y(n); Zj(k2) = y1(stj + k2T); k2 = 1, 2, ...;
y2 = [Z1; Z2; ....ZbT/2c];
2. Estimate the spectrum Sˆyy( f ) of yˆ2(n) = y2(n− 1);
received signal using Welch’s method; y3 = y2yˆH2 ; ‘H’ denotes conjugate operator.
Estimate the edge of the spectrum using θy = ∠(y3);
the four-step method: fle f t and fright; θc = arg max
θ
(hist(θy));
BW = fright − fle f t typep = [0, 1, 2, 3]; ‘0’ represents the
Estimate the noise variance: modulation type with one phase group,
σˆ2 =
∫ fle f t
f=0 Sˆyy( f )d f +
∫ fNf
f= fright
Sˆyy( f )d f ‘1’ is BPSK, ‘2’ is QPSK, ‘3’ is 8PSK .







f Sˆyy( f )d f − σˆ2 kp = arg maxk3 (lP);
Estimate the squared frequency response if {type1 6= BPSK}
of the root-raised-cosine filter: 5. Amplitude likelihood-based algorithm:




Estimate βˆ and Tˆ using LS fit algorithm: ixt = arg max
k4
(ρ(ixj−1 + T − bT4 c+ k4));
{Tˆ, βˆ} = arg minT,β{||GˆT( f )− GT( f )||2} k4 = 0, 1, ..., b T2 c;
where 1+βT = BW. ixj = ixj−1 + T − bT/4c+ ixtemp;
y4(j) = y1(ixj+1);
3. Matched filtering: Ry = |y4|;
GˆT( f ) =
√
Sˆyy( f )− σˆ2, typea = [0, 16, 32, 64, 128, 256, 500];
when ||GˆT( f )||2 < 0, GˆT( f ) = 0; ‘0’ here represents the PSK type,
y1(n) = gˆT(n) ∗ y(n)); ‘16’ is 16-QAM, ‘32’ is 32-QAM, etc.












|y1(n+ kT)|2; type = typea(ka);
st0 = arg max
k1
(ρ(k1)); k1 = 1, 2, ..., 4T; if {type = PSK}
stj = st0 − b T4 c+ j; type=type1.
j = 1, 2, ..., b T2 c; endif
where bac rounds a to the nearest else




A theoretical analysis of the performance of QAM likelihood-based modulation iden-
tification algorithm was developed in [26]. No such results exists for the PSK likelihood-
based modulation identification algorithm. The analysis in [26] derived the theoretical
results for the case when the algorithm attempted to distinguish between only two dif-
ferent modulation types. This section presents a theoretical analysis for the performance
of the likelihood-based modulation identification algorithm. This analysis applies to the
case of modulation identification from an arbitrary number of choices and can be easily
generalized for the complete system for identifying PSK and QAM signals.
The objective is to derive the probability of successful identification for each modula-
tion type as a function of the signal parameters such as SNR. Successful identification for
modulation M is the case when the likelihood function under the hypothesis of modulation
M is larger than that under all the other hypotheses. Let p(success|HM) represent the




lM > lm|HM) (3.30)




where the summation is over all hypotheses under consideration.
3.2.1 Theoretical Calculation of the Probability of
Successful Identification
In order to calculate p(success|HM), we need to find the PDF of the likelihood function
lM. Because of the complexity of (3.21) and (3.29), the statistics of lM is difficult to derive.
Instead, we utilize the assumption that the signal samples are i.i.d. and use the central
limit theorem to model lM as a Gaussian distributed variable when the number of samples
used to calculate lM is large. This Gaussian distribution can be specified by calculating the
mean and variance of lM.
Let ∆lMm = lM− lm as the difference of two likelihood functions under different hypoth-
esized modulation type m when the input signal modulation is M. Defining ∆LpMm(si) =







where si is the ith signal sample. For amplitude likelihood functions, s is the amplitude





lM > lm|HM) = p(
⋂
m 6=M
∆lMm > 0|HM) (3.33)
Let µlMm represent the mean of ∆lMm and ΩlMm represent the variance of ∆lMm . The mean






























The details of the derivation of the mean and variance of ∆lMm can be found in Appendix
A.
The probability of successfully identifying the modulation type M can now be ex-
pressed as

















2 d∆lMm1d∆lMm2 ...d∆lMmNm (3.36)
where Nm is the number of modulation types except M, ∆lM = {∆lMm1 ,∆lMm2 , ...,∆lMmNm },
µ∆ is the mean value of the vector ∆lM and Σ is covariance matrix of ∆lM. Each element in











The integrals of the multivariate Gaussian variables in (3.36) can be approximated using
the numerical method described in [12].
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3.2.2 Performance Variation for Likelihood-based
Identification Algorithm
In practice, the matched filtering and subsampling change the signal characteristics
from those of the signal model used in the theoretical analysis. In the following subsec-
tions, we consider the effect of such changes.
3.2.2.1 SNR Difference after Matched Filtering and
Subsampling





−∞ |GT( f )|2d f
σ2
(3.38)
where Ps is the power of the symbols, Tb is number of samples per symbol and GT( f ) is
the frequency response of the pulse shaping filter. For the signal model described in (3.2),
the signal after matched filtering becomes
y(t) =∑
k
(skgT(t− kTb))ej2pi fct ∗ gT(t) + N0(t) ∗ gT(t) (3.39)
where ‘*’ denotes the convolution operation.
In the absence of noise, if we select one sample per baud with matched filtering, the
subsampling samples become
yn(t) = s[n]δ(t− nTb) ∗ gT(t) ∗ gT(t) (3.40)
Under the assumption that the matched filtering satisfies the Nyquist Criterion, the




G2T( f )d f (3.41)




G2T( f )d f |2 (3.42)
The subsampling process will not change the statistics of the noise. The noise power is
E{|N0(t) ∗ gT(t)|2} = σ2
∫ ∞
−∞
G2T( f )d f = σ
2 (3.43)
The SNR after matched filtering and subsampling becomes
SNRa f =
E{|yn(nTb)|2}




G2T( f )d f
σ2
(3.44)
Combining (3.38) and (3.44), the SNR after matched filtering and subsampling is Tb
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times the SNR of the received signal.
The SNRs used in the likelihood functions should be the estimated SNR of the received
signal plus the SNR difference.
3.2.2.2 Effect of SNR Estimation Error
The nonuniform subsampling process in the amplitude likelihood-based algorithm
adds additional noise to the signal. This reduces the SNR from the theoretically-derived
results in Section 3.2.2.1. In this subsection, we consider the effect of this SNR variation on
the probability of successful identification of QAM signals.
The SNR described in Section 3.2.2.1 assumes that the signal model after matched
filtering and subsampling is
y(l) = slg(0)ej2pi fc lTb + η(l) (3.45)
where g(t) = gT(t) ∗ gT(t) is a raised-cosine filter and η(l) is the noise after matched
filtering and subsampling. As shown in (3.43), the noise variance of η(l) is σ2.
In our system, the matched filter is estimated from the spectrum of the signal with
noise. The estimated matched filter gˆT(t) can be expressed as
gˆT(t) = gT(t) + Ne(t) (3.46)
where Ne(t) is the estimation error.
Let gˆ(t) = gT(t) ∗ gˆT(t) and Ng(t) = Ne(t) ∗ gT(t), the lth sample obtained via nonuni-
form sampling in our system is
yˆ(l) = sl gˆ(∆l)ej2pi fc lTbej2pi fc∆lTb + ηˆ(l) (3.47)
where ∆l is selected based on the nonuniform sampling criterion.
Comparing the two models in (3.45) and (3.48) excluding the noise, the difference
between the amplitude of these two models is
∆y(l) = sl(gˆ(∆l)− g(0)) (3.48)
∆y(l) is the additional disturbance term added to the signal after nonuniform sub-
sampling over the model in the theoretical performance analysis. This is treated as an
additional noise in the model. Unfortunately, direct theoretical analysis for the statistics of
this noise is not available at this time. Instead, we estimate the variance of this component
from simulations to characterize the variation caused by this error. Let σ2a represent the
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additional variance, the SNR due to the effect of nonuniform subsampling and matched
filtering can be written as
SNRa =
1
1/SNRa f + σ2a /Ps
(3.49)
Figure 3.11 shows the comparison of the true SNR shown in (3.44) and SNR calculated
based on (3.49) under the corresponding SNRs of the input signal. σ2a is estimated from the
simulations. We can observe that the difference between the true SNR and the SNR due to
the effect of nonuniform subsampling increases when SNR increases. We can see that the
SNR due to the effect of nonuniform subsampling and matched filtering will be smaller
than SNRa f because of the additional variance.
3.3 Performance Evaluation
In this section, the performance of the likelihood-based blind modulation identifica-
tion algorithms is first demonstrated via a comparison between theoretical and simu-
lated results of successful modulation identification. We also present a comparison of
the performance with two other competing methods in the literature. In addition, this
Figure 3.11: Effect of nonuniform subsampling process on the estimation of the SNRs.
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section includes simulation results of the likelihood-based blind modulation identification
algorithms in noisy environments different from the assumed Gaussian model.
In the simulations of this section, a root-raised cosine filter with parameter α = 0.5 was
applied to the transmitted symbol sequence and 500 independent data sets were used to
calculate the probability of successful identification for each modulation type.
3.3.1 Probability of Successful Identification for Different SNRs
Figure 3.12 (a) and (b) present the comparisons between theory and simulation of the
probability of successful identification of the algorithm for the PSK and QAM signals. The
number of symbols for the signals was 10,000. The number of samples per symbol were 20
and 8.75. The theoretical results in Figure 3.12 (b) include the effect of the error between
the estimated SNRs and true SNRs as described in Section 3.2.2.2.
We can observe from these two figures that the simulation results are close to the
theoretical results for the two baud lengths. The probability of successful identification
of the received signals varies with the baud length because the SNRs after subsampling
and matched filtering are dependent on the number of samples per symbol as shown in
(3.44) and (3.49). The loss of the performance between the theory and simulation is mainly
due to the estimation errors of the parameters in the simulations.
3.3.2 Comparison with Competing Methods
In this section, we compare the performance of the likelihood-based algorithm in this
paper with that of two other modulation identification methods available in the litera-
ture, i.e., a method based on the clustering algorithm in [52] [56] and a method based on
cumulant-based algorithm in [41] [59]. These methods have reported the best performance
among other available methods in the literature.
As mentioned earlier, these two methods assumes the number of samples per symbol
is an integer. As a result, the simulations in this section used a baud rate that corresponds
to 20 samples per symbol. Figure 3.13 (a) shows the probability that the three methods
identify the modulation type as a specific type when the input signal is that modulation
type. We can conclude from these results that the method in this paper is superior to the
two other methods. Our method identified all the modulation types with 99% accuracy at




Figure 3.12: Comparison of theoretical identification and simulation results for PSK and





Figure 3.13: Comparison between the method in this paper, the clustering method and
cumulant-based method for identifying PSK and QAM signals; Number of symbols:
10000; Number of samples per symbol: 20; (a). the probability that the system identifies
the modulation type as one modulation type when the input signal is that modulation
type; (b). the conditional probability that the input signal is one modulation type when
the system identifies the input signal as that modulation type.
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Another comparison between the three methods is shown in Figure 3.13 (b). This figure
shows the conditional probability that the input signal is a specific modulation type when
the system identifies the input signal as that modulation type.
Let JM represent that the input signal is the Mth modulation type and JˆM denote that
the system identifies the input signal as the Mth modulation types. Then, the conditional
probability can be expressed as















JˆM) = p( JˆM|JM)p(JM), p( JˆM|JM) is the probability that the system identifies
the modulation type as a specific modulation type when the input signal is that modulation
type as shown in Figure 3.13 (a), Mn is the total number of modulation types, p( JˆM|Jk) is
the probability that the system identifies the modulation type as the Mth modulation type
when the input signal is the kth modulation type and p(Jk) is the probability that the input
signal is kth modulation type.
Assuming equal probability of generating input signals with different modulation types,
we obtain p(Jk) = 1/Mn. In the theoretical calculation, p( JˆM|JM) is the same as p(success|HM)
as derived in Section 3.2.1. The probability p( JˆM|Jk) is derived by changing the modulation
type of the input signal into the kth modulation type.
From the two comparisons in Figure 3.13, we can conclude that, at SNR above 9 dB and
with more than 10,000 symbols, the likelihood-based modulation identification method
identifies a specific modulation type; the input signal must be that corresponding modu-
lation type. Clearly, the competing methods were not able to perform at this level.
In addition, Figure 3.14 compares the simulation results of probability of successful
identification for each PSK and QAM signal. We can observe that, when the order of
the modulation types increases, the system needs higher SNRs in order to get above 99%
accuracy for the modulation identification.
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Figure 3.14: Probability of successful identification for different PSK and QAM signals;
Number of symbols: 10000; Number of samples per symbol: 20.
3.3.3 Probability of Successful Identification for the Signals
with Different Number of Symbols
Figure 3.15 presents the probability of successful identification for the signals with
different number of symbols. In all the following examples, the number of samples per
symbol was 20. We can see that the number of symbols needed for reaching 100% accuracy
of identification decreases when SNR increases. The system is able to identify all the
modulation types with 99% accuracy at SNR = 5 dB with 8000 symbols. For the signals at
SNR = 10 dB, the system needs 4000 symbols in order to get 99% accurate identification.
Figure 3.16 compares the theoretical probability of successful identification and simu-
lation results for varying number of input symbols. We observe that the results between
theory and simulation show some mismatch for lower number of symbols. This is because
that the estimation errors of the parameters such as matched filter, baud rate and noise
variance is large when the number of symbols is low. As a result, the difference between
the signal model in the simulation and that assumed in the theoretical analysis is large.
In Figure 3.17, the results for the signal with 5000 symbols were presented. We can see
that the system will be able to identify all the modulation types with 99% accuracy with
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Figure 3.15: Probability of successful identification for PSK and QAM signals with
different number of symbols; Number of samples per symbol: 20.
Figure 3.16: Comparison between theoretical identification and simulation results for
PSK and QAM signals with different number of symbols; SNR = 10 dB; Number of
samples per symbol: 20..
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Figure 3.17: Probability of successful identification for PSK and QAM signals; Number of
symbols: 5000; Number of samples per symbol: 20.
SNR above 7 dB. The results indicate that the likelihood-based modulation algorithm in
this paper is able to identify the PSK and QAM types with high accuracy with shorter
signal length at relatively low SNRs.
3.3.4 Identification Results for Different Types of Noise
Figures 3.18 shows the identification results in noise environments different from the
assumed Gaussian model. The types of noise were a zero-mean and uniformly distributed
noise and a Laplacian noise with zero-mean value. We observe that the performances
with uniform noise and Laplacian noise are comparable to the case with Gaussian noise,
indicating that the system is robust to variation from the assumed noise model.
3.4 Combination of CMA Equalizer and Modified
Likelihood-based Modulation Identification
for the Signals in Multipath Channels
In this section, a method identifying the modulation types of the signals in multi-
path channels by combining the constant modulus amplitude (CMA) equalizer and the
likelihood-based modulation identification method will be described.
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Figure 3.18: Probability of successful modulation identification with different SNRs for
signals corrupted by different types of noise; Number of symbols: 10000; Number of
samples per symbol: 20.
A block diagram of this method is shown in Figure 3.19. This method first estimates the
channel coefficients to mitigate the effect from multipath. Then, the modified likelihood-
based modulation identification method is applied to identify the modulation type of the
received signal.
The system estimates the baud rate of the received signal first in order to subsample
the signal. Then, a blind channel estimation algorithm is applied to the received signal
and the equalized signal using the estimated channel coefficients is obtained. The blind
equalizer method implemented here is the CMA equalizer. As shown later in this section,
the blind equalizer estimates the channel coefficients that corresponds to the combination
of the pulse shaping filter and the multipath channel. As a result, the matched filter is not
applied before subsampling process. Instead, the system subsamples the signals after the
blind equalization directly. Finally, the likelihood functions under different hypothesized
modulation types is calculated. The subsampling method and the likelihood functions
for the amplitude and phase are the same as shown in Section 3.1. The modulation type
corresponding to the maximum likelihood function is the modulation type of the received
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Figure 3.19: Block diagram of combination of blind channel estimation and
likelihood-based modulation identification for signals in multipath channels.
signal.
3.4.1 Signal Model of Signals in Multipath Channels





y(t− t1)h(t1)dt1 + N0(t) (3.51)
where y(t) is the signal described in (3.2) without noise, and h(t) represents the impulse
response of multipath channels.






where Nm is the number of path in the channel, τi is the delay of each path, a(τi) is the
channel coefficient of each path and δ(·) is the Dirac delta function.





(skgT(t− τi − kTb))ej2pi fc(t−τi)a(τi) + N0(t) (3.53)






gT(t− τi − kTb)a(τi)ej2pi fcte−j2pi fcτi + N0(t) (3.54)
Let c(t) = ∑i gT(t− τ − i)a(τi)ej2pi fc(t−τi). Then, the signal model can be expressed as
yc(t) =∑
k
skc(t− kTb) + N0(t) (3.55)
59
A discrete signal model with the sampling frequency Ts will be
yc(n) =∑
k
skc(nTs − kTb) + N0(t) (3.56)
3.4.2 Cyclostationarity-based Baud Rate Estimation Algorithm
As described earlier in Chapter 2, the channel characteristics and some of the statistical
properties of the signals in a multipath channel will change compared with the signals
in an AWGN channel. However, based on the signal model described in Section 3.4.1,
the second-order statistical properties of the signal do not change. Thus, the baud rate is
estimated using the second-order statistical property of the signals, which is the cyclosta-
tionary feature.
Based on the signal model as (3.55), the ensemble power of yc(t) satisfies










sks∗pc(t− kTb)c∗(t− t˜− pTb) + σ2 (3.57)
where t˜ is the time lag.
Since the symbols are i.i.d, then
ρt,t˜ = Ps∑
k
c(t− kTb)c∗(t− t˜− kTb) + σ2 (3.58)
Then, ρt,t˜ satisfies
ρt,t˜ = ρt+Tb,t˜ (3.59)
Thus ρt,t˜ is a periodic sequence with the period Tb.
When t˜ = 0, further derivation in [57] can be shown that ρt,t˜ can be expressed as
ρt,0 = Ps(ρ0 + ρ1e2piTbt + ρ−1e−2piTbt) + σ2 (3.60)
Based on the above equation, we can see that the estimation of baud rate Tb is the same as
the estimation of the frequency of a sinusoid. In this dissertation, the baud rate is estimated
from the Fourier transform of the ensemble power ρt,0.
The Fourier transform of ρt,0 is
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(ρ0 + ρ1e2piTbt + ρ−1e−2piTbt)e−2pi f tdt+ σ2
∫
e−2pi f tdt
= (Psρ0 + σ2)δ( f ) + ρ1δ( f − Tb) + ρ−1δ( f + Tb) (3.61)
From the above expression, we can see that there exists three peaks in the Fourier
transform of the ensemble power: f = 0, f = Tb and f = −Tb. The peak of the Fourier
transform of the ensemble power for the received signals is the corresponding baud rate.
Figure 3.20 displays one example of the Fourier transform of ρt,0 for a 16-QAM signal
in a multipath channel. In this example, SNR in the channel was 20 dB. The number of
symbols was 20000. The number of samples per baud Tb/Ts was 20. The multipath channel
is the six-path channel model described in [21] for the typical urban (TU) wireless system.
The channel coefficients are described in Table 3.3. We can see that the corresponding three
peaks can be observed from the Fourier transform. By finding the peaks in the curves, the
baud rate can be estimated. In this example, the first peak is at f0/ fs = 0. The distance
between the other two peaks to the first peak are 0.05, which corresponds to the number
of samples per baud 20.
Figure 3.20: Fourier transform of the ensemble power of the received signal in a
multipath channel: 16-QAM signal; Number of symbols: 20000; Number of samples per
baud: 20; SNR = 20 dB; TU six-path channel.
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Table 3.3: TU six-path channel model







3.4.3 Constant Modulus Amplitude Equalization
The PDF of the amplitude or phase of the signals in multipath channels is different
from that of the signals in AWGN channels. Blind equalization to mitigate the effect of
the multipath on the signals is implemented before identifying the modulation type of the
signals in multipath channels.
From the symbol patterns of the PSK and QAM signals, we know that PSK signals have
a constant modulus amplitude for the symbols and QAM signals have a finite number of
amplitudes for the symbols. In order to estimate the channel coefficients and eliminate the
effect of the multipath, a constant modulus amplitude (CMA) equalizer is implemented.
Let sˆ[n] be the estimated symbols after blind equalization and let w be the estimated
channel coefficient vector with length L. The goal of the CMA equalizer is to estimate w so






The criteria of the CMA equalizer is to minimize the error between the estimated
amplitude of the signal and the constant modulus amplitude. The cost function of the
CMA equalizer is
JCM = E{(|sˆ[n]|2 − rm)2} (3.63)
where rm is the constant modulus.




In this dissertation, rm is chosen to be 1.
In order to minimize the cost function, the gradient method is used to update the
channel coefficients. The channel is updated as
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w(n+ 1) = w(n)− µc ∂JCM
∂w(n)
= w(n)− µc(yc(n)H sˆ(n)(|sˆ(n)|2 − 1)) (3.65)
where µc is the step size.
The CMA equalizer estimates the channel coefficients to recover the symbols by elimi-
nating the channel effects including the pulse shaping filter and the multipath channel. As
a result, the estimated symbol sequence after the CMA equalizer will be an up-sampled
version of the original source symbols. Thus, direct subsampling process for the estimated
symbols will result in an estimate of the input symbols of the transmitted signals.
In addition, the estimated channel coefficients are complex variables based on the
channel model described in (3.55). The effect of the phase of the channel coefficients on
the PSK signals give the system a difficult time identifying different PSKs. In this section,
the system concentrates in identifying different QAM signals in multipath channels.
3.4.4 Performance Evaluation
In this section, the performance of the CMA equalizer is shown by comparing the
constellation maps and the histogram of amplitudes between the signals in multipath
channels and the signals after CMA equalization first. Next, the probability of successful
identification of different QAM signals in multipath channels applying the combination
of the CMA equalizer and the likelihood-based modulation identification algorithm is
presented. 100 independent data sets were used to calculate the probability of successful
identification for each modulation type. In all the simulations in this section, the number of
samples per baud in the signal was 20. The number of symbols was 20000. The multipath
channel is the six-path channel model and the coefficients are shown in Table 3.3.
3.4.4.1 Comparison of the Histograms of Amplitude of the
Signals
In this section, the constellation maps and the histogram of the amplitude of the signals
are compared. The SNR in the channel was 20 dB.
Figure 3.21 and 3.22 show the comparisons of the constellation maps and histograms
of the amplitude of the source signals, signals with multipath and signals after equalizer.
We can see that the equalizer do recover the signal characteristics. The three amplitude
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(a) Signal in a multipath channel after subsampling.
(b) Signal after CMA equalizer and subsampling.
Figure 3.21: Constellation maps and histograms of the amplitude of the signals:16-QAM
signal; Number of symbols: 20000; Number of samples per symbol: 20; SNR = 20 dB; TU
six-path channel.
values cannot be observed for the 16-QAM signals from the histogram of the amplitude in
the multipath channel. However, after the CMA equalizer, the corresponding amplitude
distribution for 16-QAM signals can be observed.
Similar performance is also shown for 32-QAM signals. The amplitude distribution
corresponding to the five amplitude groups of 32-QAM signals can be observed from the
histogram of the amplitude for the signal after blind equalization.
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(a) Signal in a multipath channel after subsampling.
(b) Signal after CMA equalizer and subsampling.
Figure 3.22: Constellation maps and histograms of the amplitude of the signals: 32-QAM
signal; Number of symbols: 20000; Number of samples per symbol: 20; SNR = 20 dB; TU
six-path channel.
3.4.4.2 The Probability of Successful Identification for QAM
Signals in Multipath Channels
Figure 3.23 presents the probability of successful identification for the signals in multi-
path channels with different modulation types under different SNRs.
We can see that the system can identify different QAM signals in multipath channels
with sufficient high SNRs. For example, the system can identify 16-QAM signals with
above 99 % accuracy with 7 dB SNR with 20000 symbols. For higher-order QAM signals,
the system needs higher SNRs in order to get accurate identification results. For example,
for 256-QAM signals, the system can only get above 90% accuracy even at high SNRs. This
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Figure 3.23: Probability of successful identification for different QAM signals in a
multipath channel; Number of symbols: 20000; Number of samples per symbol: 20; TU
six-path channel.
suggests that error of the blind equalizer using CMA method has a larger influence on the
higher-order QAMs than the lower-order QAMs.
Comparing with the results shown in Section 3.3 for the signals in AWGN channels,
the combination of CMA equalizer and the likelihood-based modulation identification
algorithm needs higher SNRs in order to obtain accurate identification results for different
QAM signals. This was expected because the equalization for the signals in multipath
channels adds more errors for recovering the source symbols.
3.5 Conclusions
This chapter first developed a novel likelihood-based modulation identification al-
gorithm for different QAM and PSK signals. This method performs well at relatively
low SNRs and using relatively short signal durations. The theoretical analysis of the
performance of the modulation identification algorithm showed good agreement with
simulation results. This analysis provides a reliable prediction about the SNR levels and
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signal length needed for the algorithms to identify different modulation types accurately.
The method in this chapter was shown to be superior to two other methods available in
the literature. Under the same signal environment, the method in this paper identifies all
the modulation types of interest above 99% accuracy at SNR ≥ 4 dB using 10,000 symbols
while the two other methods could not. In addition, the simulation results indicate that
at SNR above 9 dB and with more than 10,000 symbols, when the method in this paper
identifies a specific modulation type, the input signal must be that corresponding mod-
ulation type. Furthermore, the system is able to identify all the modulation types with
shorter symbol length with high accuracy at low SNRs. Finally, the simulation results
presented indicated that the performance was robust under different noise environments.
The results presented in the paper suggest that the likelihood-based algorithm is a strong
alternative to currently available methods for blind modulation identification for PSK and
QAM signals.
The combination of the CMA equalizer and the modified likelihood-based modulation
identification method is also included in this chapter. The results indicate that the system
is able to identify the QAM signals in multipath channels with a wide range of SNRs.
For example, the system can identify 16-QAM signals with above 99% accuracy with 7 dB
SNR with 20000 symbols. Comparing with the results for the signals in AWGN channels,
the combination of CMA equalizer and the likelihood-based modulation identification
algorithm needs higher SNRs in order to obtain accurate identification results for different
QAM signals.
Additional work on performance evaluation under a variety of impairments as well as
algorithm refinements to reduce computational complexity and to further improve perfor-
mance is underway at this time.
CHAPTER 4
BLIND MODULATION IDENTIFICATION
OF QAM AND PSK SIGNALS IN
DUAL-POLARIZED CHANNELS
As described in Chapter 2, signals transmitted through dual-polarized channels will
be a mixture of the signals in the two channels due to the cross-polarization between
the two polarized channels. As a result, the features for the modulation identification of
the received signals are not distinct. Modulation identification of the information-bearing
signals in dual-polarized channels can be achieved by combining an adaptive blind source
separation (BSS) algorithm with the likelihood-based blind modulation identification al-
gorithm.
In this chapter, a system that can separate and identify the modulation types of signals
transmitted in dual-polarized channels is developed. A block diagram of the system is
shown in Figure 4.1. The system employs the adaptive blind source separation (BSS)
algorithm to obtain the source signals from the mixed signals arriving at the receiver. Then,
the likelihood-based modulation identification algorithm will be applied to identify the
modulation types of the estimated signals after separation.
The rest of the chapter is organized as follows. Section 4.1 introduces the likelihood-
based blind separation algorithm. Next, the probability of the correct modulation identifi-
cation for the signals in dual-polarized channels is presented in Section 4.3. Finally, Section
Figure 4.1: Block diagram of the two-step likelihood-based separation and identification
method for signals in dual-polarized channels.
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4.4 contains the concluding remarks for this chapter.
4.1 Likelihood-based Blind Separation of Signals in
Time-varying Dual-polarized Channels
In this section, an adaptive likelihood-based blind source separation method, which
implements the likelihood functions of the amplitude of the received signals to estimate
the channel coefficients and the source signals, is presented. We assume that the two
transmitted signals are independent of each other, but no other information about the
communication system is assumed. We also assume that the transmitted signals belong
to QAM signals (PSK is a special case of QAM), but no knowledge of the modulation
type is assumed. The modulation types of the source signals will not affect the separation
performance as long as the two source signals are independent of each other. This method
is different from other BSS algorithms available in the literature in the sense that the sep-
aration is achieved using a likelihood-based approach that utilizes the probability density
function (PDF) of the amplitude of the transmitted signals.
The rest of the section is organized as follows. Section 4.1.1 introduces the signal model
for the received signals with dual polarization. In Section 4.1.2, the adaptive likelihood-
based BSS algorithm is developed. The performance including the symbol error rate (SER)
of recovered signals after applying BSS and the BSS system’s capability to track the channel
coefficients is presented in Section 4.2.
4.1.1 System Model
Figure 4.2 displays the system model of the signals transmitted through a time-varying
dual-polarized channel.
In this figure, x1(t) and x2(t) represent the input signals of the two channels corre-
spondingly. They are modulated signals and are generated using the digital modulator
described in Chapter 2.
The two signals are transmitted through a time-varying dual-polarized channel. The
complex-valued variables ψ11(t),ψ12(t),ψ21(t) and ψ22(t) are the time-varying channel
coefficients, and y1(t) and y2(t) are the received signals. The noise in the received signals
is assumed to be additive white Gaussian noise. The existence of the two polarizations of
transmission is explicitly shown here. Let X(t) = [x1(t), x2(t)], Y(t) = [y1(t), y2(t)] and
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Figure 4.2: Block diagram of a dual-polarized channel.
N(t) = [N1(t), N2(t)]. Then, the relation between the transmitted and received signals of
the channel can be expressed as






is a 2× 2 matrix with elements representing the time-varying
polarization at time t.
The polarization during transmission of the signals changes because of the variations
of the channel. Therefore, the state of polarization of a received signal is not known at the
receiver. The unitary Jones matrix shown below describes a common model for a time-







In the above equation, υ represents the cross-talk between the two polarization modes and
δ and ε describe the phase differences introduced by each channel. Based on this model,
we observed that each component in Ψ(t) is periodic. In this paper, we call the period of
the amplitude of each component as the period of the change of the dual polarization. The
period of the amplitude of each components is determined by υ.
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4.1.2 A Likelihood-based Adaptive Blind Source Separation
Algorithm for Complex Signals
Blind source separation has been widely applied to separate the mixtures of source sig-
nals. As shown earlier in this chapter, signals transmitted through dual-polarized channels
will be mixtures of the two source signals due to the cross-polarization between the two
channels.
We assume that the transmitted symbols of the two source signals are i.i.d. and the two
source signals are independent of each other. We also assume that the source signals belong
to QAM signals (PSK is a special case of QAM), but no knowledge of the modulation
type is assumed. No other information of the communication channels is assumed. The
modulation types of the source signals will not affect the separation performance as long
as the two source signals are independent of each other. This method is different from
other BSS algorithms available in the literature in the sense that the separation is achieved
using a likelihood-based approach that utilizes the probability density function (PDF) of
the amplitude of the transmitted signals.
The goal of BSS is to find a matrix that de-mixes the dual-polarized signals so that the
transmitted signals can be recovered within a scaling factor and a time shift. The problem
can be formulated as follows: we wish to find a time-varying matrix Q(t) such that

















is the estimates of the input signals X(t).
One way to achieve a good estimates of the source signals is to maximize the likelihood
functions of Z(t) applying the PDF of X(t). Assuming the source signals belong to the
PSK or QAM signals, the PDF of the amplitude of different modulation typeS is known as
derived in Chapter 3.
Since the signals are sampled at discrete times in practice, sampled signals will be used
in the following derivations. The continuous time indices t will be changed to discrete
time variables n.
The joint PDF of the amplitude of the two signals can be written as
71
p(|z1(n)|, |z2(n)|) = p(|z1(n)|, |z2(n)||HM1 , HM2)p(HM1 , HM2) (4.4)
= p(|z1(n)||HM1)p(|z2(n)||HM2)p(HM1 , HM2)
where p(·) is the probability density function (PDF) of the amplitude of input signal X(n)
and p(HM1 , HM2) is the probability of the assumed modulation types, which is a constant.
Given N independent amplitude values of the received signals at both channels, the
cost function for BSS algorithm based on the logarithm of the joint probability density





{log(p(|z1(n)||HM1)) + log(p(|z2(n)||HM2))} (4.5)

































The PDF described in (3.27) belongs to the sub-Gaussian PDF group regardless of the
modulation type. This is expected since BSS algorithms employing contrast functions
applicable to whole classes of some distributions have been studied before in [27] and
[44]. As a result, the derivation in this sections is based on the joint likelihood functions
based on the assumed modulation types for two source signals. Later in the section of
performance in this chapter, we will show that different modulation types used in the cost
function will not affect the performance of the separation.
In order to find the maximum of the likelihood function, the elements of Q(t) are
updated by taking the gradient of the cost function in the following manners.
Q(n+ 1) = Q(n) + µ
∂C
∂Q(n)






where µ is the step size for the adaptation. The gradient ∂C
∂|Z(n)|
∂|Z(n)|
∂Q(n) will be derived with
respect to each element of the matrix Q(n). The update equation is written as[
q11(n+ 1) q12(n+ 1)



























The four gradients in the above equation are similarly derived. As an example, we
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where I1(·) is the first-order modified Bessel function of the first kind.









Substituting (4.9), (4.10), (4.11) and (4.12) in (4.7), the update equation for q11 becomes
q11(n+ 1) =<{q11(n+ 1)}+ j={q11(n+ 1)}
= (<{q11(n)}+ µ ∂C























|z1(n)| (={y1(n)}+ j<{y1(n)})] (4.13)
The updating equations for other three elements in Q(n) can be derived similarly as (4.13)





































|z2(n)| (={y2(n)}+ j<{y2(n)})] (4.16)
4.1.3 Implementation of the Likelihood-based BSS Algorithm
The details of implementing the likelihood-based BSS algorithm for the received signals
in dual-polarized channels are shown in Table 4.1 and 4.2. The system first initializes the
de-mixing matrix, the step size and the estimated signals. At each time, the system updates
the de-mixing matrix derived in Section 4.1.2. The estimated signals are obtained using the
estimated de-mixing matrix.
4.2 Performance Evaluation
In this section, the results evaluating the ability of the likelihood-based BSS algorithm
to track the time-varying coefficients of dual-polarized channels are presented first.
Table 4.1: Defination of variables in the likelihood-based BSS algorithm
y1(n): received signal at channel 1
y2(n): received signal at channel 2
Y(n): received signals, a 2× 1 matrix = [y1(n), y2(n)]
q11(n), q12(n), q21(n), q22(n): estimated channel coefficients





z1(n): estimated signal at channel 1
z2(n): estimated signal at channel 2
Z(n): estimated signals after separation, a 2× 1 matrix = [z1(n), z2(n)]
µ: a constant step size
C: cost function
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Table 4.2: The likelihood-based BSS algorithm
Inputs: Y(n);
Initialization:
Q(0); a random 2 × 2 matrix
µ; a constant step size
Z(0) = Q(0)Y(0);
Adaptation:































Q(n+ 1) = Q(n) + µδQ(n);
Z(n+ 1) = Q(n+ 1)Y(n+ 1);
end
Next, comparisons between the source signals with the separated signals applying the
likelihood-based BSS algorithm are demonstrated. Then, the performance of the likelihood-
based BSS algorithm is evaluated using the symbol error rates (SERs) after demodulating
the separated signals. The performance is also compared with that of a natural gradient-
based BSS algorithm. Finally, simulation results evaluating the probability of successful
modulation identification of the signals in time-varying dual-polarized channels obtained
using a combination of the likelihood-based BSS algorithm and the likelihood-based mod-
ulation identification algorithm are presented.
In all the simulations , a root-raised cosine filter with roll-off factor of 0.5 was applied to
the symbol sequence and 100 independent data sets were used to calculate all the results.
The number of samples per symbol of the source signals was 20.
The rates of the change of the polarization coefficients, which correspond to the periods
of the time-varying coefficients, were adjusted by changing the channel coefficients υ, δ and
ε. The parameter values used in the simulations are displayed in Table 4.3.
In the natural gradient-based BSS algorithm, the de-mixing matrix Q is updated as [20]
Q(n+ 1) = Q(n) + µF(Q, y) (4.17)
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Table 4.3: Parameters of the dual-polarized channels in the simulations
Rates of change υ δ ε
1.6 ms 1278 479 639
1.3 ms 1533 575 767
1 ms 2000 750 1000
0.75 ms 2667 999 1333
0.5 ms 4000 1500 2000
where
F(Q, y) = [Λ− ϕ(y)yH ]Q (4.18)
Λ is a diagonal matrix and the operator (·)H is the conjugate transpose for complex signals.
For the results presented in this chapter, Λ is chosen as the identify matrix. ϕ(y) is
selected as
ϕ(y) = y3 (4.19)
4.2.1 Tracking of the Channel Coefficients
Figure 4.3 and 4.4 show the tracking ability of the channel coefficients of the likelihood-
based BSS algorithm and the natural gradient-based BSS algorithm. Here the two input
signals were a 16-QAM signal and a 32-QAM signal. The SNR was 20 dB. The number of
symbols was 20000. The rate of the change of the dual-polarized channel was 1.3 ms.
Figure 4.3 presents the comparison between the estimated coefficients and the inverse
of the dual polarization matrix. We can see that the two different BSS algorithms track the
channel coefficients well with a scaling factor on the amplitude. Both algorithms cannot
track the phase of the coefficients well.
Figure 4.4 shows the product of Ψ(t) and the estimated Qˆ(t). Ideally, the product
would be an identity matrix or a scaled identity matrix. We can see that the amplitudes
of two diagonal elements of the matrix for the product are nearly constant and the two
off-diagonal elements are close to 0. The phase of the two diagonal elements is linear.
This means that the separated signals after the likelihood-based BSS algorithm will be
the source signals with constant scaled amplitudes and constant phase shifts. This is
as expected for the adaptive source separation algorithms. The constant scaling factor
on amplitude and the linear phase shift will not change the characteristics of the source
signals.
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(a) Amplitudes of the coefficients at each time.
(b) Phase of the coefficients at each time.
Figure 4.3: Comparison of estimated coefficients with actual coefficients at each time:
16-QAM and 32-QAM; Rate of the change of dual-polarized channel: 1.3 ms; Number of
symbols: 20000; Red curve: inverse of dual polarization matrix; Blue curve: estimated
channel using the likelihood functions of 16-QAM and 32-QAM; Black curve: estimated
channel using the likelihood functions of 16-QAM.
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(a) Amplitudes of the coefficients at each time.
(b) Phase of the coefficients at each time.
Figure 4.4: Product of the dual polarization and estimated coefficients at each time:
16-QAM and 32-QAM; Rate of the change of dual-polarized channel: 1.3 ms; Number of
symbols: 20000; Red curve: inverse of dual polarization matrix; Blue curve: estimated
channel using the likelihood functions of 16-QAM and 32-QAM; Black curve: estimated
channel using the likelihood functions of 16-QAM.
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Another comparison is shown in Figures 4.5 and 4.6 for the likelihood-based BSS algo-
rithm. In these two figures, case 1 is when we employed the likelihood functions based on
the exact modulation types, which are 16-QAM and 32-QAM. Case 2 used 16-QAM-based
likelihood functions for both input signals regardless of the modulation types.
We can also observe that cost functions based on the actual modulation type of the
signals exhibited similar performance of tracking the coefficients as the cost functions
based on single modulation type, which indicates that the modulation types used in the
cost function will not affect the performance of the separation. As a result, in all of our
simulations, the modulation types in the likelihood functions are assumed to be 16-QAM
regardless of the modulation types of the source signals.
4.2.2 Comparison of the Source Signals and the Separated Signals
Figure 4.7 shows the comparison of the constellation maps of the received signals and
the signals after separation. The simulation results in this section assume that the rate of
change in a dual-polarized channel is 1.3 ms.
The constellation maps are obtained by demodulating the signals using the known
carrier frequency, pulse shaping filter and baud rate. The two source signals were 16-QAM
and 32-QAM signals. The SNR in the channel was 20 dB in this example. The number of
symbols was 20000.
We can see that the corresponding 16 and 32 symbol clusters cannot be detected from
the constellation maps of the received signals. The correct symbol patterns can be observed
from the constellation maps of the estimated signals after applying the likelihood-based
BSS algorithm.
In addition, Figure 4.8 presents the results when the two source signals were 16-QAM
and 64-QAM. The separation performance for source signals with different modulation
types is similar.
Figures 4.7 and 4.8 also present the comparisons between the results obtained by ap-
plying the likelihood-based BSS algorithm and the natural gradient-based algorithm. From
these figures, the estimated signals using the likelihood-based BSS algorithm and the nat-
ural gradient-based algorithm show the corresponding symbol patterns as the source sig-
nals under different time-varying channels.
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(a) Amplitudes of the coefficients at each time.
(b) Phase of the coefficients at each time.
Figure 4.5: Comparison of estimated coefficients with actual coefficients at each time
using different modulation types in the likelihood functions: 16-QAM and 32-QAM; Rate
of the change of dual-polarized channel: 1.3 ms; SNR=20 dB; Number of symbols: 20000;
Blue curve: product of the estimated channel matrix and the dual polarization matrix
using the likelihood functions of 16-QAM and 32-QAM; Black curve: product of the
estimated channel matrix and the dual polarization matrix using the likelihood functions
of 16-QAM.
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(a) Amplitudes of the product at each time.
(b) Phase of the product at each time.
Figure 4.6: Product of the dual polarization and estimated coefficients at each time using
different modulation types in the likelihood functions: 16-QAM and 32-QAM; Rate of the
change of dual-polarized channel: 1.3 ms; SNR=20 dB; Number of symbols: 20000; Blue
curve: product of the estimated channel matrix and the dual polarization matrix using the
likelihood functions of 16-QAM and 32-QAM; Black curve: product of the estimated
channel matrix and the dual polarization matrix using the likelihood functions of
16-QAM.
81
(a) Received signals in dual-polarized channel
(b) Estimated signals using the likelihood-based BSS algorithm
(c) Estimated signals using the natural gradient-based BSS algorithm
Figure 4.7: Comparison of the constellation maps of the received signals, the estimated
signals using likelihood-based BSS algorithm and the estimated signals using natural
gradient-based BSS algorithm: 16-QAM and 32-QAM; Rate of the change of the
dual-polarized channel: 1.3 ms; SNR = 20 dB; Number of symbols: 20000.
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(a) Received signals in dual-polarized channel
(b) Estimated signals using the likelihood-based BSS algorithm
(c) Estimated signals using the natural gradient-based BSS algorithm
Figure 4.8: Comparison of the constellation maps of the received signals, the estimated
signals using likelihood-based BSS algorithm and the estimated signals using natural
gradient-based BSS algorithm: 16-QAM and 64-QAM; Rate of the change of the
dual-polarized channel: 1.3 ms; SNR = 20 dB; Number of symbols: 20000.
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Figure 4.9 and 4.10 show the comparison of the real and imaginary parts of a short
segment of the separated signals and the source signals. The two source signals in Figure
4.9 were 16-QAM and 32-QAM signals and the two source signals in Figure 4.10 were
16-QAM and 64-QAM signals. The signals are normalized by their signal powers. The
separated signals also assumes the compensation of the phase from the estimated channel
coefficients. The effect of this phase has been shown in Section 4.2.1. We can observe that
the separated signals match well with the source signals at both channels. The figures also
show that the separated signals using the likelihood-based BSS algorithm and the natural
gradient-based BSS algorithm match well with the source signals.
4.2.3 Symbol Error Rate
The symbol error rate was calculated as the number of errors between the source sym-
bols and the separated symbols. The estimated symbols were obtained by demodulating





where Nser is the number of symbols when the estimated symbol after demodulation is
different from the source symbol and Ns is the number of symbols of the signal.
The choice of the step size in the adaptive BSS algorithms is critical to the performance
of the symbol error rate of the signals transmitted in time-varying dual-polarized channels.
Figure 4.11 and 4.12 show the symbol error rates as a function of the step size of the
adaptive BSS algorithm for different time-varying dual-polarized channels. The SERs in
these figures are obtained by averaging over the 100 independent runs at each step size. In
this example, the number of symbols in the signal in each run was 20000. The parameter
values of different channels used in the simulations are displayed in Table 4.3. The SNR in
the channel was 20 dB. The two source signals were 16-QAM and 32-QAM signals.
From these figures, we can see that there exists an optimum step size which results
in the smallest symbol error rate for the separated signals resulting from the adaptive
BSS algorithms. The optimum step size increases when the period of the time-varying
dual-polarized channels decreases, i.e., the rate of the change of the time-varying polarized
channel is faster. Furthermore, the faster the time-varying dual-polarized channels are, the
higher the symbol error rates of the separated signals.
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(a) Real part of the signals
(b) Imaginary part of the signals
Figure 4.9: Comparison of real and imaginary parts of the source signals, the estimated
signals using likelihood-based BSS algorithm and the estimated signals using natural
gradient-based BSS algorithm: 16-QAM and 32-QAM; Rate of the change of the
dual-polarized channel: 1.3 ms; SNR = 20 dB; Number of symbols: 20000.
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(a) Real part of the signals
(b) Imaginary part of the signals
Figure 4.10: Comparison of real and imaginary parts of the source signals, the estimated
signals using likelihood-based BSS algorithm and the estimated signals using natural
gradient-based BSS algorithm: 16-QAM and 64-QAM; Rate of the change of the
dual-polarized channel: 1.3 ms; SNR = 20 dB ; Number of symbols: 20000.
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(a) The likelihood-based BSS algorithm.
(b) The natural gradient-based BSS algorithm.
Figure 4.11: Symbol error rate with different step size in the adaptive BSS algorithms
under different time-varying dual-polarized channels: 16-QAM and 32-QAM signals;
Channel 1: 16-QAM signals; SNR = 20 dB; Number of symbols: 20000.
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(a) The likelihood-based BSS algorithm.
(b) The natural gradient-based BSS algorithm.
Figure 4.12: Symbol error rate with different step size in the adaptive BSS algorithms
under different time-varying dual-polarized channels: 16-QAM and 32-QAM signals;
Channel 2: 32-QAM signals; SNR = 20 dB; Number of symbols: 20000.
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We can also conclude that the smallest error of the likelihood-based BSS algorithm is
substantially smaller than the corresponding values for the natural gradient-based BSS
algorithm. This indicates that the likelihood-based BSS algorithm is a more efficient esti-
mator than the natural gradient-based BSS algorithm for the time-varying dual-polarized
channels.
Figure 4.13, 4.14, 4.15 and 4.16 present the comparison between SERs for different mod-
ulation types by applying the likelihood-based BSS algorithm and the natural gradient-
based BSS algorithm for the received signals. The results shown in the figures use the step
size that resulted in the smallest error based on the results in Figure 4.11 for each method
at different SNRs. Figure 4.13 and 4.15 show the results when the two input signals were
16-QAM with 32-QAM signals and Figure 4.14 and 4.16 display the results for 16-QAM
with 64-QAM signals. The SNR value is ranged from 0 to 30 dB. The rates of the change of
the dual polarization were 1.3 ms and 1ms.
From the comparisons in these figures, we see that the SERs of the separated signals
of the likelihood-based BSS algorithm are higher than those of the natural gradient-based
BSS algorithm at lower SNRs. When SNR increases, the SERs of the separated signals
of the likelihood-based BSS algorithm are smaller than that of the natural gradient-based
BSS algorithm. This indicates that the likelihood-based BSS algorithm can outperform the
natural gradient-based BSS algorithm for the separation above a specific SNR.
We also notice from the results that the SERs of the estimated signals decrease when
SNR increases. At high SNRs, the SERs are dominated by the source separation errors.
This results in essentially no reduction in SERs with increasing SNR after some threshold.
This happens because the BSS algorithm introduces a residual error into the separated
signals during the blind separation process. At higher SNRs, the effect of this error on
SERs will dominate the error compared with the effect of channel noise. The residual error
power will depend on the rate of time variations in the dual-polarized channel and the step
size of the adaptive separation system. Thus, the performance of the receiver or other types
of processors of the separated signals is limited by these separation errors. Performance




Figure 4.13: Comparison between SERs of separated signals after the likelihood-based
BSS and the natural gradient-based BSS and the theoretical SERs at different SNRs:
16-QAM and 32-QAM; Rate of the change of dual-polarized channel: 1.3 ms; SNR=20 dB;




Figure 4.14: Comparison between SERs of separated signals after the likelihood-based
BSS and the natural gradient-based BSS and the theoretical SERs at different SNRs:
16-QAM and 64-QAM; Rate of the change of the dual-polarized channel: 1.3 ms; SNR=20




Figure 4.15: Comparison between SERs of separated signals after the likelihood-based
BSS and the natural gradient-based BSS and the theoretical SERs at different SNRs:
16-QAM and 32-QAM; Rate of the change of the dual-polarized channel: 1 ms; SNR=20




Figure 4.16: Comparison between SERs of separated signals after the likelihood-based
BSS and the natural gradient-based BSS and the theoretical SERs at different SNRs:
16-QAM and 64-QAM; Rate of the change of the dual-polarized channel: 1 ms; SNR=20
dB; Number of symbols: 20000.
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4.3 Modulation Identification
In this section, the probability of correct modulation identification of the signals in time-
varying dual-polarized channels when combining the likelihood-based BSS algorithm with
the likelihood-based modulation identification algorithm is presented. The results for the
signals in the dual-polarized channel with different SNRs are presented first. Next, the
probability of correct modulation for the signals in different dual-polarized channels is
shown. Finally, the probability of correct modulation identification for the signals with
different signal length is demonstrated. In this section, 100 independent runs were used to
calculate the probability of correct modulation identification.
4.3.1 Probability of Correct Modulation Identification of
Signals with Different SNRs
Figure 4.17 presents the probability of correct modulation identification of the signals
in time-varying dual-polarized channels with different SNRs. The number of symbols was
20000. The rate of the change of the dual-polarized channel was 1.3 ms.
The results indicate that the system can identify the signals with different modulation
types accurately at sufficient low SNRs. For example, the system can identify 16-QAM
and 32-QAM signal with 99% accuracy at SNR above 8 dB. When the orders of the modu-
lation type of the signals increase, the higher SNRs are needed in order to obtain accurate
identification results.
Comparing with the identification results for the signal in a single noisy environment
shown in Chapter 3, the probability of correct identification for the signal in the dual-
polarized channel needs higher SNRs and longer signal length to obtain accurate results.
For example, the likelihood-based modulation identification algorithm can identify 16-
QAM with 99% accuracy at SNR above -1 dB with 10,000 symbols for the signals in single
AWGN channels.
This is expected because the source separation brings more errors to the signals in the
process. Due to these errors, the estimation errors when applying the likelihood-based
modulation identification algorithm increase. As a result, the system needs higher SNRs
and longer signal length in order to achieve accurate results.
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Figure 4.17: Probability of correct modulation identification of the signals in
dual-polarized channel at different SNRs: Number of symbols: 20000; Rate of the change
of the dual-polarized channel: 1.3 ms.
4.3.2 Probability of Correct Modulation Identification of Signals
in Different Time-varying Dual-polarized Channels
Figure 4.18 presents the probability of successful modulation identification of the sig-
nals in different time-varying dual-polarized channels. The periods of the change of the
channels included in this figure were 0.5 ms, 0.75 ms, 1 ms, 1.3 ms and 1.6 ms. The
modulation types of the two input signals are 16-QAM and 32-QAM. The number of
symbols was 20000.
We can observe from the figure that the system identifies the modulation types accu-
rately with slightly lower SNRs when the period of the change of the channel is larger
(change of the channels is slower). This is due to the separation error of the likelihood-
based blind source separation algorithm in the process. From the results shown in Section
4.2.3, the separation error increases when the change of the channel is faster.
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Figure 4.18: Probability of correct modulation identification of the signals in different
dual-polarized channel: 16-QAM and 32-QAM signals; Number of symbols: 20000.
4.3.3 Probability of Correct Modulation Identification of
Signals with Different Signal Length
Figure 4.19 presents the probability of correct modulation identification of the signals
with different signal length. The rate of change in the channel was 1.3 ms. SNR in this
example was 20 dB.
The results show that the system can identify the modulation types with 99% accuracy
with shorter signal length at sufficient high SNRs. For example, the system is able to
identify BPSK and 16-QAM signals above 99% accuracy with 10,000 symbols. When the
order of the modulation type increases, the system needs longer signal length in order to
achieve accurate identification results.
Comparing with the performance of the modulation identification of the signal in sin-
gle AWGN channels, the system needs more symbols in order to get accurate modulation
identification for the signal in dual-polarized channels.
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Figure 4.19: Probability of correct modulation identification of the signals in
dual-polarized channel with different signal length: SNR=20 dB; Rate of the change of the
dual-polarized channel: 1.3 ms.
4.4 Conclusions
This chapter presented a likelihood-based blind separation method for QAM and PSK
signals in time-varying dual-polarized channels. The performance indicated that the likelihood-
based adaptive blind source separation in this paper can recover the signals from the
dual-polarized channels. The system recovered the signal with small symbol error rates
in a wide range of different SNR values. This algorithm also tracks the coefficients well.
In addition, the smaller symbol error rate of applying the likelihood-based BSS algorithm
suggests that the likelihood-based BSS algorithm can outperform the natural gradient-
based BSS algorithm for separating the signals in dual-polarized channels.
Furthermore, combining the likelihood-based BSS algorithm with the likelihood-based
modulation identification algorithm demonstrated accurate identification results for the
signals in dual-polarized channels with relatively high symbol length and sufficient high
SNRs. For example, the system can identify 16-QAM and 32-QAM signal with 99% ac-
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curacy at SNR above 8 dB with 20,000 symbols. When the orders of the modulation type
of the signals increase, higher SNRs in the system are needed in order to obtain accurate
identification results. Comparing with the identification results for the signal in a single
noisy environment in Chapter 3, the probability of correct identification for the signal in
the dual-polarized channels needs higher SNRs and longer signal length to obtain accurate
results.
The algorithm needs to be improved in order to identify the modulation types of the
signals in dual-polarized channels with lower number of symbols and at lower SNRs.
More performance evaluation of the algorithm such as the sensitivity of the likelihood-
based BSS algorithm to the rate of the change of the dual-polarized channels and the
capacity of the modulation identification combining the likelihood-based BSS algorithm
and the modulation identification also needs to be studied.
CHAPTER 5
SUMMARY AND FUTURE WORK
This chapter includes two parts. Section 5.1 presents the summary of this dissertation.
Then, the future work is introduced in Section 5.2.
5.1 Summary
This dissertation described the algorithms for blind modulation identification of the
PSK and QAM signals in three different environments: single AWGN channel, dual-polarized
channel with noise and multipath channel with noise.
First of all, the algorithms utilized the likelihood functions of the amplitude and phase
for the PSK and QAM signals, which is a new method for blind modulation identification
for PSK and QAM signals. This method does not need any information from the trans-
mitter and is able to identify the PSK and QAM types with high accuracy under relatively
lower SNRs compared with other existing methods.
Second, this dissertation included the likelihood-based blind source separation algo-
rithm for the signals in the dual-polarized channels. This algorithm focused on tracking
the time-varying dual polarization and on separating the mixed signals at the receiver.
This algorithm is able to track the time-varying dual-polarized channels with a different
speed of rotation. Furthermore, combining the likelihood-based BSS algorithm and the
likelihood-based modulation identification algorithm demonstrates accurate identification
results for the QAM and PSK signals in dual-polarized channels.
Furthermore, the combination of the CMA equalizer and likelihood-based modulation
identification algorithm demonstrated good performance of identifying the modulation
types of the signals in multipath channels. Further modification and performance evalua-
tion is worth studying in the future.
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5.2 Future Work
There are several aspects that need to be improved based on the algorithms developed
in this dissertation.
First, the likelihood-based modulation identification algorithm for PSK and QAM sig-
nals in AWGN channels needs to be improved for the signals with shorter symbol dura-
tions. The modification of this algorithm may be done by decreasing the estimation errors
on the signal parameters such as baud rate, noise variance and so on. The theoretical
analysis also suggested that if the effect of the estimation errors on the model can be
counted into the likelihood functions, the performance of the modulation identification
may be improved. In addition, the joint PDF considering both the amplitude and phase of
the signals can be studied for the likelihood functions.
Second, for the signals in time-varying dual-polarized channels, the performance ca-
pabilities of the receiver may be limited by fast variations in the dual-polarized channels
and residual separation errors in the separation process. More modifications of the BSS
algorithm to faster variations in the channels need to be developed. This can be improved
in two ways. On one hand, the optimization of the step size in the likelihood-based BSS
algorithm needs to be developed in order to track the change of the channel coefficients
better. Section 5.2.1 presents a combinational method for the adaptive BSS algorithm.
However, the preliminary results indicate that the combinational method can achieve the
better one among the two BSS algorithms. A better optimization scheme considering
the step size may be designed. On the other hand, in order to increase the accuracy of
the system, the adaptive BSS method that can track the phase of the coefficients in the
dual-polarized channels may be developed.
Finally, more accurate modulation identification algorithms for the signals in multipath
channels need to be developed. In one aspect, the modification of the blind equalizer
can be done to decrease the errors of the estimated signals. Also, the modification of the
likelihood functions considering the effect of the multipath in the channels can increase the
accuracy of modulation identification. Section 5.2.2 presents a modified likelihood-based
modulation algorithm considering the change of the amplitude distribution of PSK signals
in two-path channels. What’s more, the signal in multipath channels has the feature of
sparsity. The methods such as dictionary learning for equalizing the signals in multipath
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channels can be explored. Section 5.2.3 introduces the basic idea of applying the dictionary
algorithm for estimating the symbols and channel coefficients for the signal in multipath
channels. More studies need to be done for the application of the dictionary algorithm.
5.2.1 Convex Combination Method for Adaptive BSS Algorithm
The speed of the time-varying dual polarization of the transmission is unknown. In this
case, the capability of tracking of the time-varying channel coefficients with fast conver-
gence and high accuracy is necessary in order to achieve better performance of separation
and identification of the input signals. As shown in Chapter 4, the step size of the adaptive
BSS algorithm determines the performance of separation.
To achieve better performance of the adaptive BSS algorithm, the combinational step
size method is designed to find the optimum step size and achieve lower mean square
errors (MSEs) after convergence. The combination method for the adaptive BSS is demon-
strated in Figure 5.1.
In the first stage, two adaptive BSS algorithms with two step sizes will be utilized. One
step size is larger in order to achieve faster convergence speed; another one is smaller to
decrease the MSEs after convergence. In the second stage, the combination of the two
adaptive system will be applied. The combination is implemented in such way that the
final estimated signal will be a scaled summation of the two initial estimated signals in the
Figure 5.1: Block diagram of adaptive BSS algorithm implementing combination step size
method.
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first stage. The scaling factor is updated using the final estimated signals so that the fast
convergence and small errors can be achieved at the same time.
The algorithm is described in Table 5.1.
The cost function for updating the mixing parameter λ(t) is the likelihood function
for Z˜(t) as described in (4.5). In order to distinguish between the likelihood functions for
different signals, here C˜(t) is represented as the cost function for Z˜(t). The update equation
for λ(t) will be




where µλ is a constant step size.

























The real and imaginary parts of Z˜(t) are written as
<{Z˜(t)} = λ(t)<{Z1(t)}+ (1− λ(t))<{Z2(t)} (5.4)
={Z˜(t)} = λ(t)={Z1(t)}+ (1− λ(t))={Z2(t)} (5.5)





|Z˜(t)| [2<{Z˜(t)}(<{Z1(t)} − <{Z2(t)})
+2={Z˜(t)}(={Z1(t)} − ={Z2(t)})] (5.6)
Table 5.1: The convex combination method of the adaptive BSS algorithm
First stage:
Z1(t) = Q1(t)Y(t)








Z˜(t) = λ(t)Z1(t) + (1− λ(t))Z2(t)
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Figure 5.2 shows the constellation maps of separated signals after applying two
likelihood-based BSS algorithms with different step size and after implementing the com-
bination of these two likelihood-based BSS algorithms. In this example, the two input
source signals were 16-QAM and 32-QAM signals. The number of symbols were 20000.
The SNR was 20dB. The number of samples per symbol was 20. The rate of the change
of the dual-polarized channel was 1.3 ms. We can see that using different step size in the
BSS algorithm changes the performance of the separation of the signals in time-varying
dual-polarized channels. The combination of the two likelihood-based BSS algorithms
with different step sizes can achieve the better separation among these two BSS algorithms.
5.2.2 A Modified Amplitude Likelihood-based Modulation
Identification Algorithm for PSK Signals
in Two-path Channels
The amplitude or phase distributions of the PSK and QAM signals in the multipath
channels do not have distinct features as clean as the PSK and QAM symbols. The symbol
patterns will be more complex when there exists more paths in the channels. When there
are a smaller number of paths in the channel, the signal still shows some distinct features
for the amplitude distributions of different modulation types. Thus, direct application of
the likelihood-based modulation identification by changing the PDF of the amplitude to
the corresponding distribution for the signals in the multipath channels may be able to
identify the modulation types. This section provides a derivation of the modified likeli-
hood functions of the PSK signals in a two-path channel. The goal is to show feasibility of
such an approach. Further explorations are left for future work.
Figure 5.3 shows the detailed block diagram of the modified likelihood-based mod-
ulation identification algorithm for signals in multipath channels. The system estimates
the baud rate first in order to subsample the received signal. Then, the method using
the correlation coefficients of subsampled signals is applied to estimate the amplitude and
time-delay for the multipath channels. Finally, the likelihood functions including the effect
of the multipath are implemented to identify the modulation type.
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(a) Step size 1
(b) Step size 2
(b) Combination of the two step sizes
Figure 5.2: Comparison of the constellation maps of the separated signals before and after
applying the combination of the BSS algorithm: 16-QAM and 32-QAM; Number of
symbols: 20000; SNR: 20dB; Number of samples per symbol: 20; Rate of the change of the
dual-polarized channel: 1.3 ms.
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Figure 5.3: Block diagram of the modified likelihood-based modulation identification for
the signals in multipath channels.
5.2.2.1 PDF of the Amplitude of the Signals in Multipath
Channels
In order to derive the likelihood functions of the signals in multipath channels, the PDF
of amplitude of the signals is derived first.
Based on the sampled version of the signals with noise in Chapter 3, the sampled





(skgT(nTs − kTb −mTs))ej2pi fc(nTs−mTs) + N0(nTs) (5.7)
where am is the power of each path and m is the coefficients of the time delay.
When the signal is in a two-path channel, the signal model can be written as
yc(n) = a0∑
k
(skgT(nTs − kTb))ej2pi fcnTs
+am∑
k
(skgT(nTs − kTb −mTs))ej2pi fc(nTs−mTs) + N0(nTs) (5.8)
Let ym(l) represent the subsampled signals at lth baud, which can be modeled as
yc(l) = a0slgT(0)ej2pi fc lTb + amsl−mgT(mTs)ej2pi fc lTbe−j2pi fcmTs + N0(l) (5.9)
This signal model is also a sinusoidal signal with a Gaussian noise, where the symbols
for the sinusoid signal are
sc = a0slgT(0) + amsl−mgT(mTs)e−j2pi fcmTs (5.10)
The PDF of the amplitude for this signal yc(l) will be the same as (3.27) in Chapter 3
by changing the amplitude values in the PDF into the corresponding values created by the
multipath.
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The symbols are now simplified as
sˆc = sl + asl−m (5.12)
If m < Tb/Ts, the symbols of the signals in two-path channels after subsampling is a
scaled version of the source symbols. If m > Tb/Ts, then the symbols of the signals in the
two-path channels after subsampling will be a scaled combination of the symbols of the
source signals. For example, for a QPSK signal, it has four symbols. After it is transmitted
through a two-path channel, the symbols contained in the signal will have 16 symbols as
shown in Table 5.2.
Figure 5.4 shows the constellation maps and histograms of the amplitude of different
PSK signals in a two-path channel after subsampling. In this example, the number of
samples per symbol Tb/Ts is 20. The time delay in this simulation was 35 samples. The
multipath amplitudes were a0 = 1, am = 0.5. The number of symbols was 20000.
From these figures, we can see that the constellation maps and histograms of the PSK
signals with multipath will be different from those of the PSK signals in AWGN channels.
The number of distinct amplitudes for each modulation type for a PSK signal in a two-
path channel is listed in Table 5.3.
When the order of the modulation types increases, the number of symbols and the
amplitude values increase rapidly. From this, directly applying the amplitude groups
of signals with multipath into the likelihood-based ID algorithm is useful for low-order
modulation types. Table 5.4 lists the amplitudes distributions of the symbols for PSK
signals in two-path channels after subsampling.
Table 5.2: QPSK symbols after transmitting through a two-path channel
Symbols of
QPSK signals
1+1j 1-1j -1-1j -1+1j
(1-a)+(1-a)j (1+a)+(1-a)j (1+a)+(1+a)j (1-a)+(1+a)j
Symbols of -(1-a)-(1-a)j -(1-a)-(1-a)j -(1-a)-(1-a)j -(1-a)-(1-a)j
QPSK signals (a-1)+(1-a)j -(1+a)+(1-a)j -(1+a)+(1+a)j -(1-a)+(1+a)j





Figure 5.4: Constellation maps and histograms of the amplitude of PSK signals in a
two-path channel: a0 = 1, am = 0.5,m = 35; Number of symbols: 20000; Number of
samples per symbol: 20; SNR = 20 dB.
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Table 5.3: Number of symbols and amplitudes of signals with two path




Table 5.4: Amplitudes of the PSK signals in two-path channels
Type Amplitudes Probability


















(1−√2a+ a2)] [ 18 , 18 , 14 , 14 , 14 ]
5.2.2.2 Estimation of Channel Coefficients for Signals
in Two-path Channels
In order to obtain the corresponding amplitude values for different PSK signals in two-
path channels, the constant scaled factor a must be estimated. In this section, an algorithm
for estimating this parameter implementing the auto-correlation coefficients of the signals
after subsampling is introduced.
From (5.9), the auto-correlation coefficients of yc(l) with different time lags can be
derived as
ρyc(p) = E{yc(l)y∗c (l + p)}
= E{[a0slgT(0)ej2pi fc lTb + a1sl−mgT(mTs)ej2pi fc lTbe−j2pi fcmTs + N0(l)]
[a0s∗l+pgT(0)e
−j2pi fc(lTb+pTs) + a1s∗l+p−mgT(mTs)e
−j2pi fc(lTb+pTs)ej2pi fcmTs + N0(l + p)]}
= σ2 + E{a20sls∗l+pg2T(0)e−j2pi fcpTs + a21g2T(mTs)sl−ms∗l+p−me−j2pi fcpTs+
gT(0)a0a1gT(mTs)sl−ms∗l+pe
j2pi fc(m−p)Ts + gT(0)a0a1gT(mTs)sls∗l+p−me
−j2pi fc(m+p)Ts}
(5.13)
where p is the time lag.
Since the input symbols are i.i.d., there exists three peaks in ρym which are listed in
Table 5.5. In this table, Ps is the symbol power. We observe that the two peaks when time
lag is not equal to 0 have the same amplitude. Thus by finding the two different peaks
after calculating the auto-correlation coefficients, the scaled factor a can be estimated.
Figure 5.5 shows one example of the normalized auto-correlation coefficients (normal-
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Table 5.5: The peak value of the auto-correlation coefficients for the signals after
subsampling
Time Lag Peak Value







p = m a0gT(0)a1gT(mTb)Ps
p = −m a0gT(0)a1gT(mTb)Ps
Figure 5.5: The normalized auto-correlation coefficients of the signals in a two-path
channel around middle point: a0 = 1, am = 0.5,m = 35; Number of symbols: 10000;
Number of samples per symbol: 20; SNR = 20 dB.
ized by the signal power of yc(l)). The three distinct peaks can be observed around the
middle points in Figure 5.5. As we derived in (5.10), a = a1gT(mTs)a0gT(0) when there is no carrier.
Let amgT(mTs) = x and a0gT(0) = y. Let the amplitude of two different peaks be c and d.
Their relationship are
x2 + y2 = c; (5.14)
xy = d; (5.15)









5.2.2.3 Preliminary Performance Evaluation
In this section, the preliminary results of the probability of correct identification for
the PSK signals in a two-path channel is presented. Number of symbols in the signals
was 10,000. Number of samples per symbol was 20. Fifty independent runs were used to
calculate the probability of correct identification in this section.
Figure 5.6 shows the probability of correct identification for PSK signals under different
SNRs. We can see that the modified amplitude likelihood-based identification algorithm
identifies BPSK, QPSK and 8PSK above 99% accuracy at SNR = 2 dB. The identification
between QPSK and 8PSK needs higher SNRs in order to get accurate results.
5.2.3 Dictionary Learning for the Signals in Multipath Channels
For the signal model described in Chapter 3, a discrete signal model for the signals in
multipath channels can be written as
Figure 5.6: Probability of successful identification of different PSK signals in a two-path
channel under different SNRs: a0 = 1, am = 0.5,m = 35; Number of symbols: 10000;




skc(n− kT) + N0(n) (5.17)
where T = TbTs is the number of samples per baud and c(n) is the channel coefficients
including the pulse shaping filter and the multipath.




















s(0) 0 ... s(1) 0 ... s(m− 1) 0 ...




0 ... s(0) 0 ... s(m− 2) ... 0 ...



























Rearranging the signal vector to a matrix, the model can be then written as
111
yc(0) yc(T) ...yc((N − 1)T)




yc(T − 1) yc(2T − 1) ...yc(NT − 1)
 = (5.19)

s(0) ... s(1) ... s(N +m− 1) ... ...




0 s(0) ... s(1)) ... s(N +m− 1)
×

c(0) 0 ... 0
c(1) c(0) ... ...
. . . c(0)
. . . c(1)
. . . .
c(mT − 1) c(mT − 2) ... .
0 c(mT − 1) ... .
... 0 ... c(mT − 1)
... ... ... c(mT − 1)

Let Y be the T× N matrix for the received signal on the left, S be the T× (N+m)T matrix
for the symbols on the right and P be the NT × (N +m)T matrix for the coefficients.
We can see that S is a sparse matrix and the coefficients matrix P satisfies that the
elements at each column are the same (with a shift). This is a similar problem as that of
dictionary learning, where P is the dictionary that we want to learn without knowing the
sparse code matrix S. The problem can be formalized as
minS,P||Y− SP||2 (5.20)
s.t.||P(:, j)2|| = A, forj = 1, 2, ...(N +m)T
where A is a constant. This turns out to be a convex optimization problems. A typical
dictionary learning algorithm is shown in the block diagram in Figure 5.7.
The system first estimates a sparse matrix S with a initial P by solving the optimization
problems in (5.20). Then, the dictionary is updated using the estimated sparse matrix Sˆ.
The process is iterated until convergence.
This potential algorithm gives a new direction of blind equalization for the signals in
multipath channels.
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Figure 5.7: Block diagram of dictionary learning process.
APPENDIX
THE DERIVATION OF MEAN AND VARIANCE
FOR THE VARIABLE OF THE DIFFERENCE
BETWEEN THE LIKELIHOOD FUNCTIONS


















































































where Ns is the number of signal samples used in the calculation.
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