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Abstrakt
Tato bakala´rˇska´ pra´ce se zaby´va´ problematikou graficke´ vizualizace vysoce rozmeˇrny´ch
dat do nı´zkorozmeˇrne´ho prostoru. Zameˇrˇuje se na implementaci alesponˇ trˇı´ vizualizacˇ-
nı´chmetod typuSamoorganizujı´cı´Mapa. Jednotlive´metodybudou implementova´ny jako
DLL knihovna, ktera´ bude umozˇnˇovat hostitelske´ aplikaci prˇı´stup k dany´m metoda´m.
Klı´cˇova´ slova: Samoorganizujı´cı´ mapy, SOM, neuronove´ sı´teˇ, Hit Histogram, U-Matrix,
P-Matrix, U*-Matrix, Minimum Spanning Tree
Abstract
This bachelor thesis deals with the graphical visualization of high-dimensional data into
a low-dimensional space. It focuses at least on the implementation of three visualization
methods of Self-OrganizingMap type. The various methods will be implemented as DLL
library that will allow host application access to these methods.
Keywords: Self-Organising Maps, SOM, neural networks, U-Matrix, Hit Histogram,
P-Matrix, U*-Matrix, Minimum Spanning Tree

Seznam pouzˇity´ch zkratek a symbolu˚
SOM – Self-Organising Map




ST – Spanning Tree
MST – Minimum Spanning Tree
PDE – Pareto Density Estimation
GUI – Graficke´ uzˇivatelske´ rozhranı´
DLL – Dynamic Link Library
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91 U´vod
Samoorganizujı´cı´ mapy (SOM) jsou v dnesˇnı´ dobeˇ jedny z nejpouzˇı´vaneˇjsˇı´ch umeˇly´ch
neuronovy´ch sı´tı´. Tato pra´ce se tedy bude zaby´vat studiem a implementacı´ neˇkolika
vizualizacˇnı´ch SOMmetod. Tato pra´ce prˇı´mo navazuje na pra´ci Petra Feichtingera o stej-
ne´m na´zvu z roku 2013. Bude tedy vylepsˇovat a rozsˇirˇovat pu˚vodnı´ pra´ci, dı´ky tomu
zde nebude podrobneˇ probı´ra´na problematika neuronovy´ch sı´tı´, ktera´ jizˇ byla probra´na
v pu˚vodnı´ pra´ci.
Pra´ce se deˇlı´ na neˇkolik cˇa´stı´. V prvnı´ kapitole je strucˇneˇ vysveˇtlen u´cˇel a historie
pojmu Samoorganizujı´cı´ch Map. Da´le zde bude nastı´neˇno, jake´ hrube´ rozdı´ly jsou mezi
jednotlivy´mi typy vizualizacˇnı´ch metod a jak je mu˚zˇeme deˇlit.
V druhe´ kapitole a tedy v hlavnı´ cˇa´sti te´to pra´ce jsou popsa´ny a vysveˇtleny jednotlive´
SOM metody, ktery´mi se tato pra´ce zaby´va´. Jsou to metody Hit Histogram, U-Matrix,
P-Matrix, U*-Matrix a Minimum Spanning Tree (HH, UM, PM, USM, MST).
V trˇetı´ kapitole je popsa´n prˇı´stup k samostatne´ implementaci programu a jednotlivy´ch
metod. Bude v nı´ zmı´neˇno, jaky´ch zmeˇn dosa´hla hostitelska´ aplikace, jak byly implemen-
tova´ny jednotlive´ SOMmetody a jake´ implementacˇnı´ zmeˇny byly provedeny vmetoda´ch





Technika pro analy´zu a vizualizaci dat Samoorganizujı´cı´ mapy, byla poprve´ prˇedstavena
finsky´m profesorem Teuvo Kohenen [5] v roce 1982, dı´ky cˇemuzˇ je take´ zna´ma pod
na´zvem Kohenenova sı´t’. SOM je programova´ vy´pocˇetnı´ metoda, na´stroj pro vizualizaci
vysoce rozmeˇrny´ch datovy´ch struktur do nı´zkorozmeˇrne´ho prostoru. Je to typ umeˇle
vytvorˇene´ neuronove´ sı´teˇ, ktera´ definuje organizovane´ mapova´nı´ z vybrane´ho datove´ho
prostoru na veˇtsˇinou dvourozmeˇrnou sı´t’zvanou mapa.





Obra´zek 1: Prˇı´klad dvou nejpouzˇı´vaneˇjsˇı´ch forma´tu˚ pro zobrazova´nı´ SOM vizualizacı´
Mapa je veˇtsˇinou sˇestiu´helnı´kova´ [1a] nebo obde´lnı´kova´ [1b]. Metody implementovane´
v te´to pra´ci vyuzˇı´vajı´ obde´lnı´kove´ zobrazenı´. Mapa se skla´da´ z neuronu˚ (nodu˚, jednotek),
kde kazˇdy´ neuron je asociova´n s n-rozmeˇrny´m va´hovy´m vektorem. U kazˇde´ho neuronu
je zı´ska´na vy´sˇka (Uheight, Pheight), ktera´ je spocˇı´tana´ pomocı´ dane´ SOM metody (algo-
ritmu).
2.2 Umeˇla´ inteligence v Samoorganizujı´cı´ch mapa´ch
Jak uzˇ na´zev napovı´da´, SOM algoritmy jsou sobeˇstacˇne´, nepotrˇebujı´ tedy ke sve´mu
pru˚beˇhu dozor. Takove´ algoritmy spadajı´ do trˇı´dy strojove´ho ucˇenı´. Strojove´ ucˇenı´ je typ
umeˇle´ inteligence, ktera´ se zaby´va´ vy´vojem syste´mu˚ schopny´ch ucˇit se z dat. Naprˇı´klad
syste´m ktery´ se v prvnı´ fa´zi naucˇı´ rozezna´vat platny´ a neplatny´ tvar e-mailove´ adresy
a na´sledneˇ je jizˇ schopen jejich samostatne´ kontroly.
Jelikozˇ se vizualizacˇnı´metody implementovane´ v te´topra´ci prova´dı´ nad jizˇ naucˇeny´mi
SOM, tak se v te´to pra´ci nebude fa´zi ucˇenı´ veˇnovat pozornost.
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2.3 Deˇlenı´ Samoorganizujı´cı´ch Map
Metody SOM se mohou deˇlit na trˇi skupiny. Prvnı´ skupina vyuzˇı´va´ k zı´ska´nı´ vah jen
va´hove´ vektory neuronu˚ v mapeˇ. Jako prˇı´klad mu˚zˇeme uve´st metodu U-Matrix.
Druha´ skupina k zı´ska´nı´ vy´sˇek neuronu˚ potrˇebuje jen vstupnı´ vektory, ktere´ jsou
mapova´ny na jednotlive´ neurony v mapeˇ dle jejich va´hovy´ch vektoru˚. Vy´sˇky se pak
zı´ska´vajı´ jen u neuronu˚, ktere´ byly namapova´ny. Ostatnı´ vy´sˇky neuronu˚ jsou nastaveny
na nulu nebo u´plneˇ ignorova´ny. Tady jako prˇı´klad slouzˇı´ metody HH a variace metody
MST, kde se jako vrcholy pouzˇı´vajı´ jen namapovane´ neurony.
Vposlednı´mprˇı´padeˇ se vy´sˇkyneuronu˚mohouzı´ska´vat z kombinace informacı´. Vy´sˇka
je zı´ska´na jak z neuronu˚, na ktere´ byly namapova´ny vstupnı´ vektory, tak i neuronu˚ ktere´
nevyhovujı´ zˇa´dne´mu vstupnı´mu vektoru. Prˇı´kladem mu˚zˇe by´t metoda U*-Matrix, kde
jsou kombinovany´ informace z metod UM a PM.
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3 Vizualizace
V te´to kapitole budou vysveˇtleny jednotlive´ metody implementovane´ v te´to bakala´rˇske´
pra´ci. Teˇmi jsou Hit Histogram, U-Matrix, P-Matrix, U*-Matrix a Minimum Spanning
Tree (HH, UM, PM, USM, MST).
3.1 Hit Histogram
Jako prvnı´ bude vysveˇtlena metoda Hit Histogram. Da´le bude vysveˇtleno k cˇemu slouzˇı´
Euklidovska´ metrika, a procˇ se vyuzˇı´va´ v SOM vizualizacı´ch.
3.1.1 Popis metody
Metoda Hit Histogram zobrazuje mapova´nı´ vstupnı´ch vektoru˚ na nejvı´ce podobne´ neu-
rony v mapeˇ a vizualizuje je pomocı´ barevne´ho sche´ma odvozene´ho z pocˇtu nama-
povany´ch vstupnı´ch vektoru˚ na jednotlive´ neurony. HH je za´kladnı´ SOM vizualizace
a v porovna´nı´ s ostatnı´mi SOM metodami je HH metoda nejjednodusˇsˇı´ pro studium
a implementaci.
3.1.2 Euklidovska´ vzda´lenost
Euklidovska´ vzda´lenost nebo Euklidovska´ metrika urcˇuje vzda´lenost mezi dveˇma vek-
tory o stejne´m pocˇtu prvku˚ v n-dimenziona´lnı´m prostoru, kde jsou definova´ny vektory
p⃗ a q⃗:
p⃗ = (p1, p2...pn) (3.1a)
q⃗ = (q1, q2...qn) (3.1b)
kazˇdy´ neuron mu˚zˇe mı´t va´hovy´ vektor o 2 azˇ n sourˇadnicı´ch. K vy´pocˇtu se pouzˇı´va´




(pi − qi)2 (3.2)
kde d je vzdalenost mezi body p a q.
Vy´pis 1: Implementace funkce pro vy´pocˇet Euklidovske´ vzda´lenosti v jazyce C#
1 private static double Euklid(double[] u, double[] v)
2 {
3 double tmp = 0;
4
5 for (int i = 0; i < V; i++)
6 {





Jak je videˇt na Implementaci Euklidovske´ metriky [1], na´rocˇnost nespocˇı´va´ v imple-
mentaci, ale v pocˇtu kolikra´t se tento vy´pocˇet Euklidovske´ metriky prova´dı´. Naprˇı´klad
v metodeˇ MST, ktera´ bude popsa´na pozdeˇji, je pocˇet vy´pocˇtu˚ vzda´lenostı´ n2, kde n je
pocˇet neuronu˚ v mapeˇ.
3.1.3 Postup algoritmu
1. Je vybra´n vstupnı´ vektor ze vstupnı´ho datove´ho prostoru. Dany´ vektor je pomocı´
vztahu pro Euklidovskou vzda´lenost postupneˇ porovna´n s va´hovy´mi vektory neu-
ronu˚ v mapeˇ. U neuronu, ktery´ je nejblı´zˇe vybrane´mu vstupnı´mu vektoru, je vy´sˇ-
kove´ ohodnocenı´ zveˇtsˇeno o 1. Operace je zopakova´na pro vsˇechny zbyle´ vstupnı´
vektory.
2. Jsou vyhleda´ny neurony s nejmensˇı´m a nejveˇtsˇı´m vy´sˇkovy´m ohodnocenı´m. Dle
nalezene´ho minima a maxima je nastavena barevna´ paleta vy´sledne´ho grafu s tı´m,
zˇe neurony s vy´sˇkovy´m ohodnocenı´m rovne´mu 0 jsou vzˇdy zobrazeny v bı´le´ barveˇ.
3. Vykreslenı´ vy´sledne´ho grafu na pla´tno.
Vybı´ra´nı´ vstupnı´ch vektoru˚ ze vstupnı´ho datove´ho prostoru mu˚zˇe bı´t na´hodne´, jelikozˇ
neza´lezˇı´ na porˇadı´, v jake´m jsou vektory mapova´ny.
Vy´pis 2: Pseudoko´d pro zı´ska´nı´ vy´sˇek v metodeˇ Hit Histogram
1 //Y, X - rozmeˇry mapy
2 //vv - vstupnı´ vektor
3 //vn - vstupnı´ neuron
4 //euklid - vda´lenost mezi vv a vn
5 //result - pole pro zı´skane´ vy´sˇky
6
7 foreach vstupnı´ vektor vv begin
8 vv = nacˇtenı´ rozmeˇru˚ vstupnı´ho vv vektoru
9 foreach rˇa´dek mapy Y begin
10 foreach sloupec mapy X begin
11 vn = nacˇtenı´ rozmeˇru vstupnı´ho neuronu
12
13 euklid = vzda´lenost mezi vv a vn
14 if(euklid < bestMatch) begin
15 bestY = Y









(a) HH datove´ho souboru Propletene´ kruhy (b) UM datove´ho souboru Propletene´ kruhy
Obra´zek 2: Metoda Hit Histogram a U-Matrix nad datovy´m souborem Propletene´ kruhy
Na vy´stupu metody Hit Histogram [2a] je videˇt vy´sledek mapova´nı´ 150 vstupnı´ch vek-
toru˚ na naucˇenou SOM Propletene´ kruhy. Na zobrazenı´ je videˇt, zˇe vy´sledny´ graf je silneˇ
za´visly´ namnozˇstvı´ vstupnı´ch vektoru˚. Pokud je jichma´lo je obtı´zˇne´ zmapy vycˇı´st shluky
neuronu˚. V porovna´nı´ s ostatnı´mi vizualizacˇnı´mi metodami HH neprova´dı´ zˇa´dnou da-
tovou analy´zu. Zobrazene´ vy´sˇky jsou jednodusˇe jen pocˇet namapovany´ch vstupnı´ch
vektoru˚ na jednotlive´ neurony.
3.2 U-Matrix
Jako druha´ bude vysveˇtlena metoda Unified Distance Matrix (U-Matrix), ktera´ je sou-
cˇa´stı´ metody U*-Matrix. Implementace samotne´ metody UM vsˇak nenı´ prˇedmeˇtem te´to
bakala´rˇske´ pra´ce.
3.2.1 Popis metody
U-Matrix zobrazuje vy´sˇky, tedy Uheights nad sı´tı´ neuronu˚. UM vizualizuje blı´zkost jed-
notlivy´ch neuronu˚ vu˚cˇi ostatnı´m dle velikosti vah dany´ch neuronu˚. Vy´sˇka neuronu je
zı´ska´na jako suma Euklidovsky´ch vzda´lenostı´ od centra´lnı´ho neuronu cˇili neuronu, u
ktere´ho se urcˇuje vy´sˇka, k neuronu˚m v jeho naproste´ blı´zkosti.
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(a) V rohu (b) Na okraji (c) V mapeˇ
Obra´zek 3: Prˇı´klad mozˇny´ch situacı´ usporˇa´da´nı´ neuronu˚ prˇi meˇrˇenı´ Uheight
Vy´sˇka neuronu je tedy slozˇena z trˇı´ azˇ osmi Euklidovsky´ch vzda´lenostı´ podle toho,
jestli je centra´lnı´ neuron umı´steˇny´ v rohu, na kraji nebo uvnitrˇ mapy [3]. Vztah pro zı´ska´nı´





kde n je neuron na´lezˇı´cı´ do mapy, Uheight(n) je vy´sˇka dane´ho neuronu n, N(n) je
mnozˇina nejblizˇsˇı´ch sousedu˚ dane´ho neuronu, d je Euklidovska´ vzda´lenostmezi neurony
am je neuron na´lezˇı´cı´ do mnozˇiny N(n).
Vy´sˇky zı´skane´ pro jednotlive´ neurony jsou v podstateˇ aproximace vzda´lenostı´ k ostat-
nı´m datu˚m v mapeˇ. Zobrazenı´ je vykresleno veˇtsˇinou v odstı´nech sˇede´ barvy. Podobne´
neurony jsou zobrazeny ve sveˇtle´ barveˇ, cˇı´m tmavsˇı´ odstı´n ktery´m je neuron v grafu
vykreslen, tı´m se me´neˇ podoba´ sousednı´m neuronu˚m, respektive je od nich ve velke´
vzda´lenosti. Dı´ky tomu lze v grafu dobrˇe rozpoznat shluky neuronu˚ a jejich oddeˇlenı´ od
ostatnı´ch shluku˚ v mapeˇ.
3.2.2 Postup algoritmu
1. Je vybra´n neuron v mapeˇ. U vybrane´ho neuronu je zı´ska´na vy´sˇka Uheight secˇte-
nı´m Euklidovsky´ch vzda´lenostı´ centra´lnı´ho neuronu k neuronu˚m v jeho naproste´
blı´zkosti. Operace je zopakova´na pro zbyle´ neurony.
2. Je vyhleda´na minima´lnı´ a maxima´lnı´ Uheight neuronu˚ v mapeˇ. Podle nalezene´ho




V te´to podkapitole bude vysveˇtlena metoda P-Matrix a jejı´ vztah s metodami U-Matrix
a U*-Matrix.
3.3.1 Popis metody
Metoda P-Matrix je definova´na analogicky k metodeˇ U-Matrix. Rozdı´lem mezi PM od
UM je ten, zˇe PM pouzˇı´va´ jako vy´sˇku Pheight, cozˇ je datova´ hustota namapovany´ch
vstupnı´ch vektoru˚ do okolı´ vybrane´ho neuronu v mapeˇ, u ktere´ho se zjisˇt’uje hustota
(density). Vy´sˇka neuronu v PM metodeˇ je tedy definova´na jako:
Pheight = p(v(n), X) (3.4)
kde p(w,X) je empiricky´ odhad hustoty na bodu w v datove´m prostoru X , n je neuron
v mapeˇ, u ktere´ho se zı´ska´va´ Pheight.
Metoda PM zobrazuje pro kazˇdy´ neuron v mapeˇ hustotu namapovany´ch vstupnı´ch
vektoru˚ v jeho okolı´, prˇicˇemzˇ existuje mnoho ru˚zny´ch algoritmu˚ na odhad hustoty. Jed-
nı´m z nich je naprˇı´klad Pareto Density Estimation (PDE). PDE uda´va´ velikost polomeˇru
meˇrˇene´ plochy pomocı´ tzv. Pareto polomeˇru. Bylo zjisˇteˇno, zˇe aby PDE byl efektivnı´,
velikost oblasti dane´ Pareto polomeˇrem, musı´ by´t natolik velika´, aby zahrnovala alesponˇ
20% namapovany´ch vstupnı´ch vektoru˚ v mapeˇ.
Prˇi implementaci metody P-Matrix bylo zvoleno implementovat polomeˇrmeˇrˇene´ plo-
chy jako volitelny´ parametr. To umozˇnˇuje zna´zornit za´vislost PM vizualizace na velikosti
meˇrˇene´ plochy volny´m sˇka´lova´nı´m polomeˇru. Velikost plochy pro meˇrˇenı´ Pheight vy-
brane´ho neuronu je dana´ rovnicı´ kruzˇnice:
(x− x0)2 + (y − y0)2 = r2 (3.5)
kde x a y jsou sourˇadnice neuronu, u ktere´ho se zjisˇt’uje, jestli je uvnitrˇ kontrolovane´
kruhove´ oblasti. Promeˇnne´ x0 a y0 jsou sourˇadnice neuronu, ktery´ urcˇuje strˇed kruhove´
oblasti, r je polomeˇr prˇeda´vany´ metodeˇ jako parametr.
3.3.2 Postup algoritmu
1. Je vybra´n vstupnı´ vektor ze vstupnı´ho datove´ho prostoru. Pomocı´ vztahu pro Eu-
klidovskou vzda´lenost je dany´ vektor postupneˇ porovna´va´n s va´hovy´mi vektory
neuronu˚ v mapeˇ. U neuronu, ktery´ je nejblizˇsˇı´ vybrane´mu vstupnı´mu vektoru, je
vy´sˇkove´ ohodnocenı´ zveˇtsˇeno o 1. Operace je provedena pro vsˇechny zbyle´ vstupnı´
vektory.
2. Na´sledneˇ je vybra´n libovolny´ neuron v mapeˇ. V kruhove´ oblasti kolem vybrane´ho
neuronu, kde velikost oblasti je dana´ polomeˇrem, je secˇten pocˇet namapovany´ch
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vstupnı´ch vektoru˚ v dane´ oblasti. Vy´sˇkove´ ohodnocenı´ neuronu Pheight je na-
staveno na zı´skanou hodnotu. Operace je provedena pro vsˇechny ostatnı´ neurony
v mapeˇ.
3. Dle nejveˇtsˇı´ho a nejmensˇı´ho Pheight je prˇipravena paleta barev v odstı´nech sˇede´,
ve ktere´ je vykreslen vy´sledny´ graf.
3.3.3 Vy´stup metody
(a) r = 0 (b) r = 5 (c) r = 10
Obra´zek 4: Metoda PM nad datovy´m souborem Barvy
Vy´sledek metody P-Matrix provedene´ nad naucˇenou SOM Barvy je zobrazeny´ na obraz-
cı´ch [4] a [5]. Pro kazˇdy´ neuron v mapeˇ zobrazuje odhad datove´ hustoty prˇi urcˇite´m
polomeˇru. Polomeˇr oblastı´ ve ktery´ch je meˇrˇena Pheight byl zveˇtsˇova´n na hodnoty
r = 0, 5, 10, 13, 15. Je videˇt rostoucı´ vliv neuronu˚, na ktere´ jsou namapovane´ vstupnı´
vektory.
(a) r = 13 (b) r = 15 (c) HH datove´ho souboru barvy
Obra´zek 5: Metody PM a HH nad datovy´m souborem Barvy
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Metoda PM vycha´zı´ ze za´kladu˚ metody Hit Histogram. Jasny´ prˇı´klad toho je videˇt
na obrazcı´ch [4a] a [5c]. Je-li u metody PM nastaven polomeˇr oblasti, ve ktere´ je meˇrˇen
odhad datove´ hustoty Pheight, tak vy´sledek metody je totozˇny´ s vy´stupem metody HH.
3.4 U*-Matrix
Jako prˇedposlednı´ bude popsa´na metoda U*-Matrix. Bude vysveˇtleno, z jake´ho du˚vodu
byla tato vizualizacˇnı´ metoda prˇedstavena a jake´ vy´hody ma´ oproti ostatnı´m SOM vizu-
alizacı´m. Take´ bude popsa´no, jake´ role v te´to vizualizaci hrajı´ metody UM a PM.
3.4.1 Popis metody
Hlavnı´ du˚vod pro definova´nı´ USM vizualizace byl ten, zˇe nameˇrˇene´ loka´lnı´ vzda´lenosti
v U-Matrix veˇtsˇinou pocha´zejı´ zevnitrˇ shluku neuronu˚. Tyto vzda´lenosti jsou veˇtsˇinou
zanedbatelne´ v husteˇ osı´dlene´m datove´m prostoru. Naopak v datove´m prostoru s ma-
lou hustotou jsou tyto vzda´lenosti du˚lezˇite´. USM kombinuje vzda´lenostneˇ orientovanou
metodu U-Matrix a P-Matrix, ktera´ jako vy´sˇky pouzˇı´va´ pomeˇr velikosti meˇrˇene´ plochy
s hustotou jejı´ho mapova´nı´.
Vizualizacˇnı´ metoda U*-Matrix je odvozena od UM a PM vizualizacı´ dle na´sledujı´cı´ch
pravidel:
• Pokud se datova´ hustota kolem neuronu rovna´ pru˚meˇrne´ datove´ hustoteˇ, tak vy´sˇky
zobrazovane´ v USM by meˇli by´t stejne´ jako v korespondujı´cı´ UM vizualizaci [2].
• Velka´ datova´ hustota kolem neuronu, tedy hustota veˇtsˇı´ nezˇ pru˚meˇrna´ Pheight zna-
mena´, zˇe nameˇrˇene´ vzda´lenosti jsou prˇeva´zˇneˇ v oblasti datovy´ch shluku˚. V tomto
prˇı´padeˇ ma´ by´t vy´sˇka U∗height v USM metodeˇ nı´zka´ [2].
• Pokud datova´ hustota kolem neuronu je mensˇı´ nezˇ pru˚meˇrna´, tak loka´lnı´ nameˇrˇene´
vzda´lenosti pocha´zejı´ veˇtsˇinou z okrajove´ oblasti datove´ho shluku. V takove´ situaci
by vy´sˇka zobrazovana´ v USM metodeˇ meˇla by´t vysˇsˇı´ nezˇ v korespondujı´cı´ UM
vizualizaci [2].
Z teˇchto pravidel byl odvozen vztah, podle ktere´ho se pocˇı´ta´ velikost dane´ U∗height.
Naprˇed se z vlastnostı´ P-Matrix spocˇı´ta´ tzv. scaleFactor. Na´sledneˇ je spocˇı´ta´na samotna´
U∗height, kde je scaleFactor pouzˇı´va´n pro sˇka´lova´nı´ pocˇı´tane´ vy´sˇky.
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mean(P )−max(P ) + 1 (3.6b)
U∗height(n) = scaleFactor(n) ∗ Uheight(n) (3.6c)
kde Pheight(n) je hustota oblasti dane´ho neuronu (P-Matrix), mean(P ) je pru˚meˇr
vsˇech hustot, max(P ) je maxima´lnı´ hustota, Pheighti je vy´sˇka neuronu v PM metodeˇ
na´lezˇı´cı´ do mnozˇiny vsˇech PM vah.
Z prˇedchozı´ch pravidel a definic lze odvodit:
Pheight(n) = mean(Pheights)⇒ U∗height(n) = Uheight(n) (3.7a)
Pheight(n) < mean(Pheights)⇒ U∗height(n) > Uheight(n) (3.7b)
Pheight(n) > mean(Pheights)⇒ U∗height(n) < Uheight(n) (3.7c)
Pheight(n) = max(Pheights)⇒ U∗height(n) = 0 (3.7d)
3.4.2 Postup algoritmu
1. Je vybra´n vstupnı´ vektor ze vstupnı´ho datove´ho prostoru. Dany´ vektor je postupneˇ
porovna´n s va´hovy´mi vektory neuronu˚ v mapeˇ pomocı´ vztahu pro Euklidovskou
vzda´lenost. U neuronu, ktery´ je nejpodobneˇjsˇı´ vybrane´mu vstupnı´mu vektoru, je
vy´sˇkove´ ohodnocenı´ zveˇtsˇenoo1.Operace je zopakova´naprovsˇechnyzbyle´ vstupnı´
vektory.
2. Posle´ze je vybra´n libovolny´ neuron v mapeˇ. U vybrane´ho neuronu je zı´ska´na
Uheight secˇtenı´m Euklidovsky´ch vzda´lenostı´ centra´lnı´ho neuronu k neuronu˚m
v jeho naproste´ blı´zkosti. Operace je provedena pro zbyle´ neurony.
3. Je vybra´n neuron v mapeˇ. V kruhove´ oblasti kolem vybrane´ho neuronu, kde veli-
kost oblasti je dana´ polomeˇrem, je secˇten pocˇet namapovany´ch vstupnı´ch vektoru˚.
Vy´sˇkove´ ohodnocenı´ neuronu, tedy Pheight je nastaveno na zı´skanou hodnotu.
Operace je provedena pro vsˇechny ostatnı´ neurony v mapeˇ.
4. Je vybra´n neuron z mapy, pro ktery´ je spocˇı´ta´n scaleFactor a na´sledneˇ U∗height.
Operace je zopakova´na pro vsˇechny zbyle´ neurony.
5. Dle nejveˇtsˇı´ho a nejmensˇı´ho U∗height je prˇipravena vy´sledna´ paleta barev v odstı´-
nech sˇede´, ve ktere´ je vykreslen vy´sledny´ graf.
Druhy´ a trˇetı´ krok jsou na sobeˇ neza´visle´ a je tedy mozˇne´ zameˇnit jejich porˇadı´.
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3.4.3 Vy´stup metody
(a) r = 0 (b) r = 5 (c) r = 10
Obra´zek 6: Metoda USM nad datovy´m souborem Barvy
Na obra´zcı´ch [6] a [7] jsou zobrazeny vy´stupy metody USM. Polomeˇr oblasti prˇi vy´pocˇtu
Pheight byl nastaven na hodnoty r = 0, 5, 10, 13, 15. Je videˇt zmı´neˇny´ efekt korekce
vy´sledny´ch U∗heights pomocı´ parametru scaleFactor, ktery´ zajisˇt’uje, aby jednotlive´
vy´sˇky U∗height byly v mezı´ch stanoveny´ch vnitrˇnı´mi metodami PM a UM.
(a) r = 13 (b) r = 15 (c) UM datove´ho souboru barvy
Obra´zek 7: Metody USM a UM nad datovy´m souborem Barvy
Z pravidel (3.7) odvozeny´ch ze vztahu na zı´ska´nı´ hodnoty scaleFaktor je videˇt, zˇe
pokud je Pheightmensˇı´ nezˇ pru˚meˇrne´ Pheight, tak je vy´sledna´ vy´sˇkaU∗height zveˇtsˇena.
Naopak pokud je Pheight veˇtsˇı´ nezˇ pru˚meˇrne´ Pheight, tak je U∗height zmensˇena. Male´
procentoU∗height vy´sˇek neuronu˚ je nezmeˇneˇno v prˇı´padeˇ, zˇe sePheight rovna´mean(P ).
Nakonec velmimaly´ pocˇetU∗height vy´sˇek je nastaven na 0, pokud je Pheightmaxima´lnı´.
22
3.5 Minimum Spanning Tree
Tato kapitola se zaby´va´ metodouMinimumSpanning Tree. Bude zde vysveˇtleno, z jaky´ch
du˚vodu˚ byla tato metoda definovana´ a jake´ vy´hody a nevy´hody ma´ proti ostatnı´mmeto-
da´m. Bude zde vysveˇtlen Kruskalu˚v algoritmus pro zı´ska´nı´ MST a jak se lisˇı´ od aktua´lnı´
implementace metody MST.
3.5.1 Popis metody
Spanning Tree je v grafove´ teorii podgraf grafu ve formeˇ stromu, ktery´ spojuje vsˇechny
vrcholy grafu s tı´m, zˇe v neˇm neexistujı´ zˇa´dne´ cykly. Graf mu˚zˇe mı´t velke´ mnozˇstvı´
ru˚zny´ch ST. U´loha MST spocˇı´va´ v nalezenı´ ST s nejmensˇı´m mozˇny´m ohodnocenı´m. Je-li
toto prˇevedeno do Samoorganizujı´cı´ch map, tak se jako vrcholy grafu uvazˇujı´ jednotlive´
neurony a jako hrany mezi dvojicemi neuronu˚ jsou uvazˇova´ny Euklidovske´ vzda´lenosti.
Existuje neˇkolik algoritmu˚ pro zı´ska´nı´ MST. Z du˚vodu vy´konu byla pro implementaci
zvolena variace Kruskalova algoritmu.
3.5.2 Kruskalu˚v algoritmus
Kruskalu˚v algoritmus patrˇı´ do trˇı´dy tzv. hladovy´ch. Hladove´ algoritmy se uplatnˇujı´
v situaci, kdy je potrˇeba vybrat z mnozˇiny objektu˚ jejich podmnozˇinu, ktera´ splnˇuje
urcˇitou, prˇedem danou podmı´nku a za´rovenˇ ma´ minima´lnı´ nebo maxima´lnı´ ohodnocenı´.
MeˇjmemnozˇinuN , kde kazˇdy´ objekt je ohodnocen kladny´m rea´lny´m cˇı´slemw. Ohod-





kde w(A) je vy´sledna´ podmnozˇina, n je objekt z mnozˇiny N a w(n) je rea´lne´ cˇı´slo
z mnozˇiny N .
PostupKruskalova algoritmu spocˇı´va´ v tom, zˇe jsou vybı´ra´ny jednotlive´ hrany s ohod-
nocenı´m od nejmensˇı´ho po nejveˇtsˇı´ a prˇitom se prova´dı´ kontrola, jestli dana´ hrana nevy-






























Obra´zek 8: Postup prˇi hleda´nı´ MST pomocı´ Kruskalova algoritmu
Na obra´zku [8a] je zna´zorneˇnı´ postupu. Zacˇı´na´ se od nejlevneˇjsˇı´ch hran, tedy byla
vybra´na hrana AD a CE s ohodnocenı´m 5. Po vybrane´ hraneˇ, je nutne´ zkontrolovat na´sle-
dujı´cı´ vybranou hranu, aby nevytvorˇila cyklus. Dalsˇı´ krok je vybra´nı´ hran s ohodnocenı´m
6 [8b], tedy hranu DG a BG. V tomto momenteˇ je nutne´ odstranit hrany AB a BD, jelikozˇ
by vytvorˇili cykly ABD a BDG. Dalsˇı´ vybrana´ hrana je CF, sta´le s ohodnocenı´m 6 a opeˇt
























Obra´zek 9: Postup prˇi hleda´nı´ MST pomocı´ Kruskalova algoritmu
Na´sledujı´cı´ hrana s nejmensˇı´m ohodnocenı´m je hrana BE s ohodnocenı´m 7 [9a]. Hrana
AB byla odstraneˇna kvu˚li hrozbeˇ vzniku cyklu. Hrany BC a EG jsou take´ odstraneˇny. Na
obra´zku [9b] je videˇt vy´sledny´ MST ADGBECF.
3.5.3 Popis algoritmu
Na rozdı´l od standardnı´ grafove´ situace, kde jsou k dispozici hrany a korˇeny, neuronova´
sı´t’ obsahuje pouze neurony s va´hovy´mi vektory. Je tedy potrˇeba zı´skat vsˇechny hrany,
s ktery´mi bude metoda pracovat. Pro kazˇdy´ neuron se zı´ska´ seznam Euklidovsky´ch
vzda´lenostı´ ke vsˇem ostatnı´m neuronu˚m v mapeˇ. Pokud ma´me mapu o rozmeˇrech n ∗ y,
tak pocˇet hran s ktery´mi bude MST metoda pracovat je (n ∗ y) ∗ (n ∗ y − 1). Z toho se
vyuzˇije jen n∗y−1 hran k sestavenı´ aktua´lnı´hoMST. Vsˇechny hrany se setrˇı´dı´ vzestupneˇ
a samostatneˇ pro kazˇdy´ neuron. Pak se ke kazˇde´mu vrcholu (neuronu) prˇipojı´ hrana
s nejmensˇı´m ohodnocenı´m. Dana´ hrana se smazˇe. Pokud se dva samostatne´ neurony
spojı´ hranou, vytvorˇı´ se skupina. Pokud nejmensˇı´ hrana samostatne´ho neuronu vede
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k neuronu, ktery´ je jizˇ ve skupineˇ, dany´ neuron se k nı´ prˇipojı´. Pokud se hranou spojı´


























Obra´zek 10: Prˇı´klad nejlepsˇı´ho a nejhorsˇı´ho prˇı´padu jednoho pru˚chodu metodou MST
Vnejlepsˇı´m prˇı´padeˇ [10a] lze jizˇ v prvnı´mpru˚chodu zı´skat samotny´MST, tedy pouzˇije
se x ∗ y− 1 hran. Na obra´zku je videˇt, jak se k vrcholu a rˇeteˇzoviteˇ prˇipojujı´ dalsˇı´ vrcholy
dı´ky neusta´le se zmensˇujı´cı´mu ohodnocenı´ hran prˇipojeny´ch k jednotlivy´m vrcholu˚m.
V nejhorsˇı´m prˇı´padeˇ [10b] se pouzˇije ⌈(n ∗ y)/2⌉ hran. V na´sledujı´cı´ch pru˚chodech se
jednotlive´ skupiny neuronu˚ berou opeˇt jako samostatne´ vrcholy grafu s tı´m, zˇe hrana
s nejmensˇı´m ohodnocenı´m se vybere ze vsˇech neuronu˚ tvorˇı´cı´ch skupinu. V kazˇde´m
pru˚chodu se skupiny zveˇtsˇujı´ a jejich pocˇet se naopak zmensˇuje. Nakonec zbydou jen
dveˇ, ktere´ se spojı´ do vy´sledne´ho MST.
3.5.4 Postup algoritmu
1. Je vybra´n neuron v mapeˇ. U vybrane´ho neuronu je zı´ska´n seznam Euklidovsky´ch
metrik ke vsˇem ostatnı´m neuronu˚m v mapeˇ. Operace je zopakova´na pro vsˇechny
ostatnı´ neurony. Vsˇechny zı´skane´ seznamy jsou serˇazeny vzestupneˇ.
2. (a) Je vybra´n neuron, ke ktere´mu je prˇipojen neuron pomocı´ hrany s nejmensˇı´
cenou. Operace je zopakova´na pro zbyle´ neurony.
(b) Jsou smaza´ny vsˇechny hrany, ktere´ by v grafu vytvorˇili cyklus.
(c) Je zjisˇteˇno kolik hran je jesˇteˇ trˇeba na sestrojenı´ zbytku MST. Vsˇechny nadby-
tecˇne´ hrany jsou smaza´ny.
3. (a) Je vybra´na skupina neuronu˚, ke ktere´ je prˇipojena dalsˇı´ skupina neuronu˚ po-
mocı´ hrany s nejmensˇı´ cenou. Operace je zopakova´na pro zbyle´ skupiny.
(b) Jsou smaza´ny vsˇechny hrany, ktere´ by v grafu vytvorˇily cyklus.
(c) Je zjisˇteˇno kolik hran je jesˇteˇ trˇeba na spojenı´ vsˇech skupin neuronu˚. Vsˇechny
nadbytecˇne´ hrany jsou smaza´ny.
(d) Tento krok je opakova´n tak dlouho, azˇ zbyde jen jedna skupina neuronu˚.
4. Je vyhleda´na nejmensˇı´ a nejveˇtsˇı´ hrana spojujı´cı´ dva neurony ve vy´sledne´m MST.
Dle nalezene´ho minima a maxima jsou hrany tvorˇı´cı´ MST rozdeˇleny do skupin
podle cen jednotlivy´ch hran.
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5. Je vykreslen vy´sledny´ graf s tı´m, zˇe hrany v jednotlivy´ch skupina´ch, ktere´ byly
urcˇeny v prˇedchozı´m kroku, jsou vykresleny v ru˚zny´ch tlousˇt’ka´ch. Hrany v prvnı´
skupineˇ, tedy hrany s nejmensˇı´ cenou jsou vykresleny tence a hrany s vysˇsˇı´ cenou
jsou pak vykreslova´ny s naru˚stajı´cı´ tlousˇt’kou.
Implementace metody MST se da´ rozdeˇlit na trˇi cˇa´sti: v prvnı´ cˇa´sti se zı´skajı´ hrany,
s ktery´mi bude metoda pracovat. Druha´ a trˇetı´ cˇa´st jsou skoro stejne´. Rozdı´l mezi nimi
je v tom, zˇe druha´ cˇa´st se provede jen jednou, jelikozˇ se v nı´ vytva´rˇı´ skupiny neuronu˚.
Naproti tomu ve trˇetı´ cˇa´sti se jizˇ existujı´cı´ skupiny jen spojujı´ do veˇtsˇı´ch celku˚, a to tak
dlouho dokud nezbyde jen jedna skupina respektive jeden MST.
3.5.5 Vy´stup metody
(a) MST datove´ho souboru Propletene´ kruhy (b) UM datove´ho souboru Propletene´ kruhy
Obra´zek 11: Metoda MST a UM nad datovy´m souborem Propletene´ kruhy
Na obra´zku [11a] lze videˇt vy´stup metody MST nad datovy´m souborem propletene´
kruhy. Na prvnı´ pohled jde rozpoznat shluky podobny´ch neuronu˚, ktere´ jsou spojeny
tence vykresleny´mi hranami. Na druhou stranu hrany, ktere´ jsou vykresleny tlusteˇ, znacˇı´
velke´ rozdı´ly v datech respektive dane´ neurony, jsou od sebe ve velke´ vzda´lenosti. Pokud
je tato metoda porovnana´ s metodou UM, kterou je mozˇno videˇt na obra´zku [11b], tak
vy´sledny´ vzor ve tvaru S je skoro totozˇny´. Jak uzˇ bylo zmı´neˇno, je to dı´ky shluku˚m
neuronu˚, ktere´ jsou navza´jem velmi rozdı´lne´.
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(a) MST datove´ho souboru Kosatec (b) UM datove´ho souboru Kosatec
Obra´zek 12: Metoda MST a UM nad datovy´m souborem Kosatec
Pokud ale jako vstupnı´ datovy´ soubor je pouzˇita jina´ naucˇena´ SOM respektive datovy´
soubor Kosatec, kde jednotlive´ vy´sˇky jsou si v pru˚meˇru daleko vı´ce podobne´, tak je
mnohem teˇzˇsˇı´ v mapeˇ metody MST rozeznat jednotlive´ datove´ shluky. Vy´sledek metod
je mozˇno videˇt na obrazcı´ch [12a] a [12b]. Z teˇchto vy´sledku˚ je patrne´, zˇe metoda MST je
vhodna´ pro analy´zu dat, kde jsou velke´ rozdı´ly mezi jednotlivy´mi datovy´mi shluky.
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4 Data pro testova´nı´ implementace
V te´to kapitole budoupopsa´ny jednotlive´ datove´ soubory, ktere´ bylypouzˇity pro testova´nı´
implementace vizualizacˇnı´ch metod.
4.1 Propletene´ kruhy
Obra´zek 13: Datovy´ soubor Propletene´ kruhy
Propletene´ kruhy (Chain link, Interwined Rings)[13] je jeden ze zna´my´ch datovy´ch sou-
boru˚. Patrˇı´ do skupiny FCPS (Fundamental Clustering Problems Suite) proble´mu˚. Jedna´
se o dva kruhy, kazˇdy´ z nich je ulozˇeny´ ve dvourozmeˇrne´m prostoru. Tyto kruhy jsou
navza´jempropletene´ v trojrozmeˇrne´mprostoru. Kdyzˇ jsou tyto data promı´tnuty do dvou-
rozmeˇrne´ho vy´stupnı´ho prostoru, tak se kruhy tvorˇı´cı´ data musı´ tzv. zlomit. Rozmeˇry
neuronove´ sı´teˇ jsou 30 ∗ 30, sı´t’tedy obsahuje 900 neuronu˚.
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4.2 Kosatec
(a) Kosatec setosa [13] (b) Kosatec virginica [14] (c) Kosatec versicolor [11]
Obra´zek 14: Trˇi porovna´vane´ druhy kosatcu˚
Datovy´ soubor Kosatec byl poprve´ prˇedstaven v roce 1936 Ronaldem Fisherem jako
prˇı´klad diskriminacˇnı´ analy´zy. Jedna´ se o jeden z nejzna´meˇjsˇı´ch datovy´ch souboru˚. Jsou
v neˇm porovna´va´ny trˇi druhy kosatcu˚. Jmenoviteˇ to jsou Kosatec setosa [14a], Kosatec
virginica [14b] a Kosatec versicolor [14c]. U zmı´neˇny´ch kosatcu˚ byla zmeˇrˇena de´lka a sˇı´rˇka
kalisˇnı´ch a okveˇtnı´ch lı´stku˚ v centimetrech. Va´hove´ vektory neuronu˚ v SOM mapeˇ majı´
tedy cˇtyrˇi rozmeˇry. Pouzˇity´ datovy´ soubor obsahuje 900 neuronu˚. Rozmeˇry mapy jsou
tedy 30 ∗ 30.
(a) Kalisˇnı´ lı´stky (b) Okveˇtnı´ lı´stky
Obra´zek 15: Zna´zorneˇnı´ datove´ho souboru Kosatec grafem
Na obra´zku [15] lze videˇt grafy, ktere´ zna´zornˇujı´ rozdı´ly porovna´vany´ch kosatcu˚
podle sˇı´rˇky a de´lky kalisˇnı´ch a okveˇtnı´ch lı´stku˚. Je zrˇetelneˇ videˇt, zˇe jednotlive´ druhy jsou
si navza´jem daleko vı´ce podobne´ v rozmeˇrech kalisˇnı´ch lı´stku˚, nezˇ okveˇtnı´ch lı´stku˚, kde
jsou patrne´ daleko veˇtsˇı´ rozdı´ly.
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4.3 Dva diamanty
Obra´zek 16: Uka´zka datove´ho souboru Dva diamanty
Dva diamanty je datovy´ch soubor, ktery´ pocha´zı´ z FCPS. Jedna´ se umeˇle generovana´ data
vytvarovana´ do tvaru dvou diamantu˚. Oba diamanty se navza´jem sty´kajı´ pomocı´ svy´ch
rohu˚. Uka´zku tohoto souboru je mozˇne´ videˇt na obra´zku [16]. Rozmeˇry mapy jsou 30∗30
obsahuje tedy 900 dvourozmeˇrny´ch neuronu˚.
4.4 Barvy
Barva Cˇervena´ Zelena´ Modra´ Barva Cˇervena´ Zelena´ Modra´
1 0.25 0 0 7 0.75 0 0
2 0 0.25 0 8 0 0.75 0
3 0 0 0.25 9 0 0 0.75
4 0.5 0 0 10 1 0 0
5 0 0.5 0 11 0 1 0
6 0 0 0.5 12 0 0 1
Tabulka 1: Prˇı´klad barev obsazˇeny´ch v datove´m souboru Barvy
Datovy´ soubor Barvy obsahuje sadu dvana´cti barev, ktere´ jsou od sebe striktneˇ oddeˇlene´.
Prˇı´klad barev v datove´m souboru je videˇt v tabulce [1]. Barvy jsou ulozˇene´ ve forma´tu





V te´to kapitole bude vysveˇtleno, jaky´m zpu˚sobem jsem prˇistupoval k implementaci pro-
gramu a jake´ na´vrhove´ a implementacˇnı´ zmeˇny jsem provedl v programu implemento-
vany´m kolegou Petrem Feichtingerem.
5.1 Programovacı´ jazyk
Jako programovacı´ jazyk jsem pouzˇil C# z platformy .NET. Jeho pouzˇitı´ je uvedeno
v zada´nı´ bakala´rˇske´ pra´ce. Navı´c pu˚vodnı´ verze programu je jizˇ implementovana´ v jazyce
C#.Aplikaci jsem implementoval v .NETFrameworku4.5Client oproti .NETFrameworku
4.0 Client, v ktere´m byl implementova´n pu˚vodnı´ program. Nutnost prˇechodu na noveˇjsˇı´
verzi .NET Frameworku je z du˚vodu toho, zˇe jsem prˇi implementaci pouzˇil Tasks [8].
Zmeˇnou verze pouzˇite´ho .NET Frameworku dosˇlo ke zmeˇneˇ softwarovy´ch a hardwa-
rovy´ch pozˇadavku˚ na syste´m.
• Podporovane´ operacˇnı´ syste´my pro .NET Framework 4.5:
– Windows Vista SP2 (32-bit a 64-bit)
– Windows 7 SP1 (32-bit a 64-bit)
– Windows 8 (32-bit a 64-bit)
– Windows 8.1 (32-bit a 64-bit)
– Windows Server 2008 R2 SP1 (64-bit)
– Windows Server 2008 SP2 (32-bit a 64-bit)
– Windows Server 2012 (64-bit)
– Windows Server 2012 R2 (64-bit)
• Pozˇadavky na hardware pro .NET Framework 4.5:
– Procesor s frekvencı´ 1 GHz nebo vysˇsˇı´
– 512 MB pameˇti RAM
– 850 MB volne´ho mı´sta na pevne´m disku (32-bit)
– 2 GB volne´ho mı´sta na pevne´m disku (64-bit)




Obra´zek 17: Struktura vazeb aplikace
Struktura aplikace [17] zu˚sta´va´ v podstateˇ stejna´. Tedy na hostitelskou aplikaci jsou
prˇipojene´ DLL knihovny s implementovany´mi vizualizacˇnı´mi metodami. Aplikace ma´
prˇı´stup k jednotlivy´m metoda´m a mu˚zˇe je libovolneˇ volat.
5.3 Implementacˇnı´ zmeˇny programu
V pu˚vodnı´ verzi aplikace byly jednotlive´ metody obsluhova´ny stejny´m vla´knem jako
graficke´ uzˇivatelske´ rozhranı´. Dı´ky tomu bylo GUI neresponzivnı´ po celou dobu vy´pocˇtu
jednotlivy´ch vizualizacˇnı´ch metod. Z tohoto du˚vodu jsem jednotlive´ metody implemen-
tovane´ PetremFeichtingeremame´ vlastnı´ upravil, respektive implementoval jako staticke´
trˇı´dy. Po te´to u´praveˇ jednotlive´metodyvola´mpomocı´ tzv.Tasks [8].Na rozdı´l od spousˇteˇnı´
metod v konkre´tnı´m vla´knu, je Task vysˇsˇı´ u´rovenˇ abstrakce. Prˇi pouzˇitı´ Tasku uzˇivatel jen
oznamuje, zˇe dany´ ko´d se ma´ prove´st separa´tneˇ. O konkre´tnı´ vla´kno se jizˇ nestara´.
Vy´pis 3: Implementace vola´nı´ vizualizacˇnı´ch metod pomocı´ Task
1 private async Task minSpanningTreeTaskAsync()
2 {
3 // nastevenı´ programu prˇed zavola´nı´m vizualizacˇnı´ metody
4 beforeFceSet();
5 statusProgres.Maximum = pX * pY * 2;
6
7 // prˇı´prava promeˇnne´ pro zı´ska´va´nı´ progresu z vla´kna
8 var progress = new Progress<int>(i=> statusProgres.Value = i);
9
10 // spusˇteˇnı´ metody v tasku a zı´skanı´ vy´sledku metody
11 im = await Task.Run(() => MinimumSpanningTreeStatic.
MinimumSpannigTreeMain(progress, myMap, pX, pY, pV));
12
13 // vykreslenı´ vy´sledku na pla´tno
14 PicImage = im;
15





Ve vy´pisu zdrojove´ho ko´du [3] je videˇt prˇı´klad implementace vola´nı´ metody pomocı´
Tasku. Vola´nı´ vizualizacˇnı´ metody se skla´da´ z neˇkolika kroku˚:
1. Aktivacı´ tlacˇı´tka metody v uzˇivatelske´m graficke´m rozhranı´ v za´lozˇce vizualizace
je posla´n pozˇadavek na vykona´nı´ vybrane´ vizualizacˇnı´ metody.
2. Je provedena kontrola, jestli vy´pocˇet jake´koliv vizualizacˇnı´ metody jizˇ neprobı´ha´.
Pokud probı´ha´ je pozˇadavek ignorova´n. Tento krok je nutny´, aby se zabra´nilo spu-
sˇteˇnı´ vı´ce vizualizacˇnı´ch metod najednou.
3. Nastavenı´ promeˇnny´ch aplikace ktere´ jsou nutne´ k u´speˇsˇne´mu vykona´nı´ volane´
metody.
4. Spusˇteˇnı´ metody pomocı´ Tasku a vykreslenı´ vy´sledku metody na pla´tno.
5. Nastavenı´ promeˇnny´ch aplikace po u´speˇsˇne´m vykona´nı´ metody a prˇı´prava pro-
strˇedku˚ k obsluze metody.
Vla´kno na ktere´m beˇzˇı´ vizualizacˇnı´ metoda prˇeda´va´ informace o sve´mpru˚beˇhu hlavnı´mu
vla´knu, na ktere´m beˇzˇı´ GUI pomocı´ rozhranı´ IProgress<T>.
Obra´zek 18: Zna´zorneˇnı´ vazeb vla´ken a jejich komunikace
Na obra´zku [18] jsou zna´zorneˇny vztahy mezi objekty, ktere´ se starajı´ o vla´kna nebo
s nimi spolupracujı´. Hlavnı´ vla´kno prˇeda´ metodu s parametry Task manazˇeru. Mezi nimi
je i parametr typu Progress<T>, ktery´ poskytuje rozhranı´ IProgress<T>. Task manazˇer
urcˇı´, v jake´m vla´kneˇ bude metoda spusˇteˇna. V pru˚beˇhu metody poskytuje rozhranı´ IPro-
gress<T> spojenı´ s hlavnı´m vla´knem, prˇes ktere´ jsou posı´la´ny zpra´vy o pru˚beˇhu metody.
Po dokoncˇenı´ metody je vy´sledek vra´cen hlavnı´mu vla´knu.
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5.4 Zmeˇny v graficke´m uzˇivatelske´m rozhranı´
Obra´zek 19: Na´hled graficke´ho uzˇivatelske´ho rozhranı´
Do graficke´ho uzˇivatelske´ho rozhranı´ [19] jsem prˇidal neˇkolik prvku˚ poda´vajı´cı´ch infor-
mace o stavu aplikace.
• Prvky prˇidane´ do aplikace:
– label se jme´nem pra´veˇ aktivnı´ vizualizacˇnı´ metody.
– label pro meˇrˇenı´ doby vy´pocˇtu jednotlivy´ch vizualizacˇnı´ch metod.
– label s na´zvem datove´ho souboru se ktery´m se pra´veˇ pracuje.
– progress bar poskytujı´cı´ grafickou indikaci o pra´veˇ probı´hajı´cı´m vy´pocˇtu vizu-
alizacˇnı´ metody. Zobrazeny´ je jen prˇi samotne´m vy´pocˇtu.
Vsˇechny tyto objekty jsou umı´steˇny v tzv. status baru na spodnı´m okraji aplikace.
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5.5 Uka´zky implementace
Vy´pis 4: Implementace internı´ trˇı´dy pro pra´ci s daty v metodeˇ Hit Histogram
1 internal class HitData : IComparable
2 {
3 public double l { get; set; }
4 public int x { get; set; }
5 public int y { get; set; }
6
7 public HitData(double l, int x, int y)
8 {
9 this.l = l;
10 this.x = x;
11 this.y = y;
12 }
13
14 public int CompareTo(object obj)
15 {
16 HitData d = (HitData)obj;
17 if (this.l < d.l) return -1;
18 else if (this.l > d.l) return 1;
19 else return 0;
20 }
21 }
Ve vsˇech mnou implementovany´ch metoda´ch vyuzˇı´va´m k uchova´nı´ a manipulaci dat
vlastnı´ internı´ trˇı´dy. Prˇı´klad takove´ trˇı´dy je mozˇne´ videˇt ve vy´pisu ko´du [4]. Konkre´tneˇ
se jedna´ o trˇı´du metody Hit Histogram. Dana´ trˇı´da se skla´da´ z neˇkolika promeˇnny´ch,
ktere´ uchova´vajı´ jejı´ vlastnosti. Da´le obsahuje konstruktor pro inicializaci dat. Samotna´
trˇı´da deˇdı´ z rozhranı´ IComparable a tedy obsahuje metodu CompareTo(), aby bylo mozˇne´
vyuzˇı´vat metodu Sort() k setrˇı´deˇnı´.
Vy´pis 5: Implementace vy´pocˇtu datove´ hustoty v metoda´ch P-Matrix a U*-Matrix
1 for (int i = 0; i < Y; i++){
2 for (int j = 0; j < X; j++){
3 sum = 0;
4 for (int ii = -iy; ii <= iy; ii++){
5 for (int jj = -jx; jj <= jx; jj++){
6 if (i + ii >=0 && i + ii < Y && j + jj >=0 && j + jj < X){
7 if (Math.Pow(((j-jj)-j),2) + Math.Pow(((i-ii)-i),2) >
Math.Pow(radius,2))
8 continue;
9 sum += matTmp[i + ii, j + jj];
10 }
11 }




Na vy´pisu [5] lze videˇt moji implementaci vy´pocˇtu hustoty v okolı´ vybrane´ho neuronu
v metoda´ch PM a USM. Prvnı´ dveˇ vneˇjsˇı´ rˇı´dı´cı´ struktury for se starajı´ o postupne´ vybı´-
ra´nı´ neuronu˚ v mapeˇ. Vnitrˇnı´ dvojice struktur for je zodpoveˇdna´ za vybı´ra´nı´ neuronu˚
ve cˇtvercove´ oblasti kolem vybrane´ho neuronu. Prvnı´ podmı´nka kontroluje, jestli vy-
brany´ neuron neprˇekracˇuje rozmeˇry mapy. Pokud ano je ignorova´n. Druha´ podmı´nka
osˇetrˇuje cˇtvercovy´ tvar oblasti na kruhovy´ pomocı´ rovnice kruzˇnice. Velikost oblasti je
dana´ promeˇnnou radius.
Vy´pis 6: Implementace vytva´rˇenı´ skupin vrcholu˚ (neuronu˚) v metodeˇ MST
1 while (it < edges.Count)
2 {
3 if (!dict.ContainsKey(new Tuple<byte, byte>(edges[it][1].mx, edges
[it][1].my))){
4 if (dict.ContainsKey(new Tuple<byte, byte>(edges[it][1].wx,
edges[it][1].wy)))
5 {
6 dict.Add(new Tuple<byte, byte>(edges[it][1].mx, edges[it][1].
my), dict[new Tuple<byte, byte>(edges[it][1].wx, edges[it][1].
wy)]);





11 dict.Add(new Tuple<byte, byte>(edges[it][1].mx, edges[it][1].
my), group);
12 dict.Add(new Tuple<byte, byte>(edges[it][1].wx, edges[it][1].
wy), group);







V popisu metody MST byl popsa´n postup vytva´rˇenı´ skupin neuronu˚. Implementaci to-
hoto jevu je mozˇne´ videˇt na vy´pisu [6]. Algoritmus zacˇı´na´ cyklem while, ktery´ probı´ha´
tak dlouho, dokud nejsou vsˇechny neurony prˇirˇazeny do skupin. Prvnı´ podmı´nka kont-
roluje, jestli dany´ neuron jizˇ nenı´ prˇirˇazen do skupiny. Pokud je, tak se vybrany´ neuron
prˇeskocˇı´. Vnitrˇnı´ podmı´nka kontroluje, zda neuron na druhe´m konci hrany jizˇ take´ nenı´
ve skupineˇ. Pokud ano, tak se volny´ neuron prˇipojı´ do dane´ skupiny. V druhe´m prˇı´padeˇ,
tedy v bloku else jsou oba neurony spojene´ hranou prˇirˇazeny do nove´ skupiny.
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6 Za´veˇr
Cı´lem te´to bakala´rˇske´ pra´ce bylo sezna´menı´ se s problematikou umeˇly´ch neuronovy´ch
sı´tı´ typu Samoorganizujı´cı´ mapa a jejı´ praktickou aplikacı´ prˇi implementaci alesponˇ trˇı´
vizualizacˇnı´chmetod. Implementoval jsem cˇtyrˇimetody. Jsou toHitHistogram, P-Matrix,
U*-Matrix a Minimum Spanning Tree. V teorii jsem se zaby´val i metodou U-Matrix, ktera´
je spolu s metodou P-Matrix obsazˇena v metodeˇ U*-Matrix. Implementovane´ metody
jsem prˇidal do hostitelske´ aplikace jako dynamicky linkovanou knihovnu.
Da´le jsem provedl v hostitelske´ aplikaci neˇkolik implementacˇnı´ch zmeˇn. Ta nejza´-
sadneˇjsˇı´ je, zˇe jsem implementoval vsˇechny metody jako staticke´ trˇı´dy a tedy umozˇnil
jejich beˇh v samostatny´ch vla´knech. Prˇi implementaci se vy´beˇr metod PM a USM uka´zal
lehce nevhodny´. Zmı´neˇne´ metody jsou si v cˇa´stech podobne´, dı´ky tomu se prˇi vytva´rˇenı´
dokumentace neˇktere´ informace opakujı´.
Jak uzˇ kolega naznacˇil v prˇedchozı´ pra´ci, nejzajı´maveˇjsˇı´m rozsˇı´rˇenı´m by bylo prˇida´nı´
ucˇenı´. Da´le bych doporucˇil prˇidat implementaci metod, ktere´ by pouzˇı´valy sˇestiu´helnı´-
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• Dokumentace - pdf obsahujı´cı´ textovou cˇa´st bakala´rˇske´ pra´ce.
• Program - obsahuje slozˇky zdroj, exe, testy.
• Program/zdroj - obsahuje zdrojove´ ko´dy programu.
• Program/exe - obsahuje spustitelny´ program.
• Program/testy - obsahuje soubory s testovacı´mi daty pro program.
