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Abstract
This paper proposes novel algorithms for speaker embedding
using subjective inter-speaker similarity based on deep neural
networks (DNNs). Although conventional DNN-based speaker
embedding such as a d-vector can be applied to multi-speaker
modeling in speech synthesis, it does not correlate with the sub-
jective inter-speaker similarity and is not necessarily appropri-
ate speaker representation for open speakers whose speech ut-
terances are not included in the training data. We propose two
training algorithms for DNN-based speaker embedding model
using an inter-speaker similarity matrix obtained by large-scale
subjective scoring. One is based on similarity vector embed-
ding and trains the model to predict a vector of the similarity
matrix as speaker representation. The other is based on simi-
larity matrix embedding and trains the model to minimize the
squared Frobenius norm between the similarity matrix and the
Gram matrix of d-vectors, i.e., the inter-speaker similarity de-
rived from the d-vectors. We crowdsourced the inter-speaker
similarity scores of 153 Japanese female speakers, and the ex-
perimental results demonstrate that our algorithms learn speaker
embedding that is highly correlated with the subjective similar-
ity. We also apply the proposed speaker embedding to multi-
speaker modeling in DNN-based speech synthesis and reveal
that the proposed similarity vector embedding improves syn-
thetic speech quality for open speakers whose speech utterances
are unseen during the training.
Index Terms: speaker embedding, subjective inter-speaker
similarity, deep neural network, d-vector, multi-speaker mod-
eling, speech synthesis
1. Introduction
Statistical parametric speech synthesis (SPSS) [1] is a technique
for synthesizing naturally sounding and easily controllable syn-
thetic speech. Recent developments of both training algorithms
and acoustic modeling for SPSS using deep neural networks
(DNNs) [2] have significantly improved quality of synthetic
speech. For instance, training algorithms based on generative
adversarial networks [3] have significantly improved synthetic
speech quality by reducing the statistical differences between
natural and generated speech parameters [4, 5, 6]. Acoustic
model based on Tacotron [7] and WaveNet vocoder [8, 9] has
achieved high fidelity natural speech [10]. Although improv-
ing the synthetic speech quality is one of the goals of SPSS
research, learning interpretable representation for controlling
characteristics of the synthetic speech (i.e., features that are
highly correlated with human speech perception) is also im-
portant. We focus on learning the speaker representation for
multi-speaker modeling in DNN-based SPSS.
The simplest way for representing speaker identity in DNN-
based SPSS is to use a speaker code [11] that denotes one
speaker by using a one-hot coded vector. Although the speaker
code works well for reproducing the characteristics of closed
speakers whose speech utterances are included in the training
corpora, they have difficulties in 1) dealing with open speak-
ers, i.e., previously unseen speakers during the training, be-
cause their speaker codes are not defined, and 2) finding a de-
sired speaker when the number of the closed speakers is large.
Some techniques for adapting the speaker codes have been pro-
posed for alleviating the first problem [11, 12]; however, the
characteristics of the open speakers are not fully reproduced.
A more effective approach is utilizing DNNs trained to predict
speaker identity from given acoustic features. A d-vector [13]
is a well-known example of the DNN-based speaker embed-
ding technique and has been applied to multi-speaker model-
ing in SPSS [14] using variational auto-encoders (VAEs) [15].
However, even the d-vector cannot solve the second problem
because it is merely used for verifying a specific speaker, and
its coordinates in the embedding space do not correlate with
the subjective inter-speaker similarity, i.e., perceptually similar
speakers are not necessarily embedded close to each other.
To learn interpretable speaker embedding, we propose
novel algorithms incorporating the subjective inter-speaker sim-
ilarity into training the DNN-based speaker embedding model.
First, we conduct large-scale subjective scoring to obtain a ma-
trix representing the subjective inter-speaker similarity. The
model is trained to minimize the loss functions defined by the
similarity matrix. We investigate two approaches for the train-
ing. The first is similarity vector embedding, which trains the
model to predict a vector of the similarity matrix instead of the
conventional speaker code. The second is similarity matrix em-
bedding, which trains the model to minimize the squared Frobe-
nius norm between the similarity matrix and Gram matrix of
the d-vectors, i.e., inter-speaker similarity derived from the d-
vectors. We crowdsourced the inter-speaker similarity scores
of 153 Japanese female speakers, and the experimental results
demonstrate that the proposed algorithms can learn speaker em-
bedding that is highly correlated with the subjective similarity
compared with the conventional d-vectors. We also investigate
the effectiveness of the proposed speaker embedding for the
VAE-based multi-speaker SPSS [14], and reveal that the sim-
ilarity vector embedding improves synthetic speech quality for
open speakers.
2. Conventional speaker embedding
2.1. One-hot speaker code
A speaker code [11] c = [c(1), · · · , c(n), · · · , c(Ns)]
⊤ is the
1-of-Ns representation for identifying the one of closed Ns
speakers, which is the discrete representation of speaker iden-
tity. The speaker code ci for the ith speaker is defined as fol-
lows:
ci(n) =
{
1 if n = i
0 otherwise
(1 ≤ n ≤ Ns). (1)
Although the one-hot coded representation works reasonably
well, it cannot define the identity of open speakers, and the size
of the code increases in proportion to the number of the closed
speakers. Moreover, it should be difficult for users to find their
desired speaker in synthesizing speech because speaker codes
completely ignore the subjective inter-speaker similarity.
2.2. d-vector
A d-vector [13] is a bottleneck feature vector extracted from
a pre-trained DNN-based speaker recognition model, which is
the continuous representation of speaker identity. The model is
trained to predict speaker identity from a given acoustic feature
sequence by minimizing the softmax cross-entropy defined as
follows:
LSCE (c, cˆ) = −
Ns∑
n=1
c (n) log cˆ (n) , (2)
where cˆ = [cˆ(1), · · · , cˆ(n), · · · , cˆ(Ns)]
⊤ is an output vec-
tor of the DNNs. The Nd-dimensional d-vector d =
[d(1), · · · , d(Nd)]
⊤ is extracted from a bottleneck layer of the
DNNs. The one before the output layer is often used. Typi-
cally, Nd is smaller than Ns and the d-vector enables us to use
the lower-dimensional speaker representation. We can define
the identity of the ith speaker di as a d-vector averaged over all
d-vectors generated from acoustic features of the ith speaker.
Although we can embed speakers in the continuous space de-
fined by d-vectors and can deal with open speakers [14], it is
still difficult for users to interpret what the speaker embedding
means because its coordinates do not correlate with the subjec-
tive inter-speaker similarity.
3. Proposed speaker embedding
Here, we propose two algorithms for learning speaker embed-
ding that is highly correlated with the subjective inter-speaker
similarity.
3.1. Subjective inter-speaker similarity matrix
We define a subjective inter-speaker similarity matrix that rep-
resents the speaker-pair similarity perceived by listeners. Let
S = [s1, · · · , si, · · · , sNs ] be an Ns-by-Ns symmetric simi-
larity matrix and si = [si,1, · · · , si,j , · · · , si,Ns ]
⊤ be an Ns-
dimensional similarity vector of the ith speaker. Each element
si,j takes a value between −v and v, which represents the per-
ceptual similarity of the ith and jth speakers. Namely, si,j
stores the average score of the subjective evaluation asking “To
what degree do the ith speaker’s voice and the jth speaker’s
one sound similar?” We assume that the diagonal elements, i.e.,
intra-speaker similarity, take the maximum value of the simi-
larity. Figures 1(a) and (b) show the similarity matrix of 153
Japanese female speakers and its sub-matrix, respectively. Sec-
tion 4.1.1 describes details of the subjective scoring for obtain-
ing the score matrix, and Section 4.2 presents analysis of the
scores.
Figure 1: (a) Similarity matrix of 153 Japanese female speakers
and (b) its sub-matrix obtained by large-scale subjective scor-
ing.
Figure 2: Calculation of loss functions in proposed algorithms
based on (a) similarity vector embedding and (b) similarity ma-
trix embedding.
3.2. Training based on similarity vector embedding
The first proposed algorithm uses the similarity vector as a tar-
get to be predicted by the DNNs, instead of the conventional
speaker code. The loss function for the training is defined as
follows:
L
(vec)
SIM (s, sˆ) =
1
Ns
(sˆ− s)⊤ (sˆ− s) , (3)
where s ∈ S and sˆ denote the target similarity vector and out-
put vector of the DNNs, respectively. Figure 2(a) shows the
computation procedure of L
(vec)
SIM (·).
3.3. Training based on similarity matrix embedding
The second proposed algorithm directly uses the similarity ma-
trix S as a constraint on coordinates of d-vectors. Let D =
[d1, · · · ,di, · · · ,dNs ] be an Ns-by-Ns matrix including d-
vectors extracted from all closed speakers. The loss function
for the training is defined as follows:
L
(mat)
SIM (D,S) =
2
‖1Ns − INs‖
2
F
∥∥∥K˜D − S˜∥∥∥2
F
, (4)
K˜D = KD − (KD ⊙ INs) , (5)
S˜ = S− sINs , (6)
where ‖·‖2F , ⊙, 1Ns , and INs denote the squared Frobenius
norm of the given matrix, Hadamard product, Ns-by-Ns ma-
Figure 3: (a) Speaker similarity graph defined by similarity ma-
trix shown in Fig. 1(a) and (b) its zoomed version.
trix whose all components are 1, andNs-by-Ns identity matrix,
respectively. 2/‖1Ns − INs‖
2
F is a normalization coefficient
corresponding to the degrees of freedom of the matrix K˜D− S˜.
KD is the Gram matrix of d-vectors defined as:
KD =
 k (d1,d1) · · · k (d1,dNs)... . . . ...
k (dNs ,d1) · · · k (dNsdNs)
 , (7)
where k(di,dj) is a kernel function calculated by using di and
dj , i.e., the speaker similarity derived from the d-vectors. This
proposed algorithm can directly learn speaker embeddings cor-
related with the subjective inter-speaker similarity. Figure 2(b)
shows the computation procedure of L
(mat)
SIM (·).
The minimization of Eq. (4) means the speaker pairs are
embedded with the consideration of both their perceptual simi-
larity and dissimilarity. For the actual use of controllable DNN-
based SPSS, at least the consideration of the similar speaker
pairs should be satisfied. Therefore, we can relax Eq. (4) to
satisfy this as follows:
L
(mat−re)
SIM (D,S) =
2
‖W − Is‖
2
F
∥∥∥W ⊙ (K˜D − S˜)∥∥∥2
F
,
(8)
where W = [wi,j ]1≤i,j≤Ns is defined as wi,j = 1 if si,j > 0
otherwise 0 and 2/‖W − Is‖
2
F is a normalization coefficient
corresponding to the degrees of freedom of the matrix W. In
this formulation, perceptually dissimilar speaker pairs are not
considered in training.
3.4. Discussion
The similarity matrix used in the proposed algorithms offers
better understanding of the relationships among speakers by vi-
sualizing them as a graph defined by the matrix. Figures 3(a)
and (b) show the speaker similarity graph defined by the sim-
ilarity matrix shown in Fig. 1(a) and its zoomed version, re-
spectively. The adjacency matrix of the graph was the same
as the matrix W of Eq. (8). The positions of the speakers in
Fig. 3 were determined by using multidimensional scaling with
the similarity matrix. The minimization of Eq. (8) is similar to
learning the graph from acoustic features. Therefore, we ex-
pect to further introduce graph signal processing [16] and graph
embedding [17] to DNN-based speaker embedding and multi-
speaker modeling in SPSS.
Regarding prior works, Tachibana et al. [18] and Ohta
et al. [19] proposed controllable SPSS in the hidden Markov
model (HMM) and Gaussian mixture model (GMM) era. They
modeled the characteristics of a specific speaker with subjec-
tive impressions such as ”warm – cold” and ”clear – hoarse” so
Figure 4: Histogram of similarity scores with its cumulative ra-
tio denoted by red line.
that the latent variables of the HMMs or GMMs were related to
the word pairs. Our algorithms extend these ideas to make the
DNNs model the pair-wise speaker similarity as the embedding
vectors rather than the conventional point-wise impressions of
one speaker. Furthermore, the relationship between the speak-
ers’ intention and the listeners’ perception (e.g., the differences
in emotion perception [20]) can be modeled by our algorithms.
The proposed algorithm based on similarity matrix embed-
ding can directly learn inter-speaker relationships by making
the Gram matrix of d-vectors close to the similarity matrix. We
can choose an arbitrary kernel function to construct the embed-
ding space. When the inner product is used as the kernel func-
tion, Eq. (4) is equivalent to deep clustering [21] (except for
subtracting the diagonal components). Not only such a simple
kernel but also a more complicated one can be utilized in our
method.
4. Experimental Evaluation
4.1. Experimental conditions
4.1.1. Conditions for large-scale subjective scoring
We conducted large-scale subjective scoring for obtaining the
similarity matrix S by using our crowdsourced evaluation sys-
tems. We used 153 Japanese female speakers included in the
JNAS corpus [22]. Each speaker utters at least 150 reading-
style utterances (totally about 44 hours). We extracted five non-
parallel utterances per speaker for scoring the text-independent
inter-speaker similarity of the 153 speakers. Each listener
scored the similarity of 34 randomly selected speaker pairs ex-
tracted from all of the possible 11,628 different speaker pairs.
The score was an integer between−3 (completely different) and
+3 (very similar). The similarity of one of the 11,628 speaker
pairs was scored by at least 10 different listeners. Finally, 4,060
listeners participated in the scoring, and 138,040 answers were
obtained.
4.1.2. Conditions for DNN-based speaker embedding
The JNAS corpus was also used for training DNN-based
speaker embedding model. Ninety percent of the utterances
and the remainder were used for training and evaluation, respec-
tively. The five utterances used for the subjective scoring were
omitted from both the training and evaluation data. The num-
ber of utterances per speaker was balanced among the speakers.
The number of closed speakers used for training, Ns, was set
to 140, except for 13 speakers shown in Fig. 1(b). The 13 open
speakers were used for objective and subjective evaluations in
Sections 4.3 and 4.4. Although each element in the similarity
matrix was ranged in [−3, +3], we normalized the values to
be in [−1, +1] during the training. Accordingly, the sigmoid
kernel k(di,dj) = tanh(d
⊤
i dj) was used for the proposed
Figure 5: Histogram of speaker-pair-wise similarity scores. The speaker pair includes the 13 speakers shown in Fig. 1(b).
similarity matrix embedding described in Section 3.3. The d-
vector of a specific speaker was estimated as the average value
of d-vectors extracted from acoustic features in the voiced re-
gion. The voiced/unvoiced decision was obtained from an F0
sequence extracted by STRAIGHT vocoder systems [23].
The DNN architecture for speaker embedding model was
Feed-Forward networks that included 4 hidden layers with the
tanh activation function. The number of hidden units at the
1st-through-3rd layers and the 4th layer for extracting d-vectors
were 256 and 8, respectively. The softmax activation function
was used for the output layer of the embedding model in the
algorithms described in Sections 2.2 and 3.3. Since the values
of the similarity matrix S were normalized in [−1, +1], the
tanh activation function was applied to the output layer of the
embedding model in the proposed similarity vector embedding
described in 3.2. The input of the embedding model was the
joint vectors of the 1st-through-39th mel-cepstral coefficients
and their dynamic features, and they were normalized to have
zero-mean unit-variance during the training. The mel-cepstral
coefficients were extracted by using STRAIGHT vocoder sys-
tems [23]. AdaGrad [24] was used as the optimization algo-
rithm, setting its learning rate to 0.01. All training algorithms
described in Sections 2.2, 3.2, and 3.3 were performed with 100
epochs.
4.1.3. Conditions for VAE-based SPSS
We constructed the VAE-based SPSS [14] that incorporated
DNN-based speech recognition and speaker embedding models
into speech synthesis for achieving high-quality multi-speaker
modeling. The DNN architecture for the recognition model was
Feed-Forward networks that included 4 hidden layers with the
tanh activation function. The number of hidden units was 1,024.
The recognition model was trained to output 43-dimensional
Japanese phonetic posteriorgrams (PPGs) [25] from the same
input vector as the speaker embedding model, i.e., the 78-
dimensional acoustic feature vector including static-dynamic
mel-cepstral coefficients. The recognition model training was
performed with 100 epochs. About 50 utterances per one in
the 140 closed speakers were used for the recognition model
training. The embedding model was the same as the DNNs de-
scribed in Section 4.1.2. The DNN architecture for the VAEs
was Feed-Forward networks that consisted of encoder and de-
coder networks. The encoder had two hidden layers with the
rectified linear unit (ReLU) [26] activation function and ex-
tracted the 64-dimensional latent variables from a joint vector
of the static-dynamic mel-cepstral coefficients and PPGs. The
first and second hidden layers had 256 and 128 hidden units, re-
spectively. The decoder reconstructed the input static-dynamic
mel-cepstral coefficients from a joint vector of the latent vari-
ables, PPGs, and the 8-dimensional speaker embedding vector.
The DNN architecture for the decoder was symmetric about that
Figure 6: Scatter plots of similarity scores si,j and values of
kernel k(di,dj) with their correlation coefficient r. These plots
were made by all speaker pairs.
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Figure 7: Scatter plots of similarity scores si,j and values of
kernel k(di,dj) with their correlation coefficient r. These
plots were made by speaker pairs whose similarity scores were
greater than 0.
for the encoder. The VAEs were trained to maximize the varia-
tional lower bound of the log likelihood [15] with 25 epochs us-
ing the same training data as in the embedding model training.
The maximum likelihood parameter generation [27] was per-
formed to generate static mel-cepstral coefficients considering
their temporal dependencies. The generated mel-cepstral coef-
ficients, input F0, and 5 band-aperiodicity [28, 29] were used
for synthesizing speech waveform based on the STRAIGHT
vocoder systems [23].
4.2. Analysis of crowdsourced similarity scores
We analyzed the crowdsourced similarity scores that made the
similarity matrix shown in Fig. 1(a). The histogram of the all
crowdsourced scores is shown in Fig. 4. From this figure, we
found that about 70% of the scores were smaller than zero.
Also, Fig. 5 plots a histogram of speaker-pair-wise scores. From
this figure, we observed that most of the listeners scored −3
for more dissimilar speaker pairs (e.g., “F001-F009”). On the
other hand, listeners scored more various values for more sim-
ilar speaker pairs (e.g., “F010-F011”). These results suggested
that listeners could easily find the dissimilar speakers rather
Table 1: Preference scores on naturalness (left: conventional
d-vector, right: proposed methods)
Speaker Prop. (vec) Prop. (mat) Prop. (mat-re)
F001 0.408 - 0.592 0.456 - 0.544 0.448 - 0.552
F002 0.456 - 0.544 0.456 - 0.544 0.504 - 0.496
F003 0.416 - 0.584 0.444 - 0.556 0.448 - 0.552
F004 0.452 - 0.548 0.460 - 0.540 0.432 - 0.568
F005 0.380 - 0.620 0.484 - 0.516 0.484 - 0.516
F006 0.400 - 0.600 0.452 - 0.548 0.424 - 0.576
F007 0.424 - 0.576 0.484 - 0.516 0.492 - 0.508
F008 0.436 - 0.564 0.384 - 0.616 0.436 - 0.564
F009 0.428 - 0.572 0.492 - 0.508 0.460 - 0.540
F010 0.436 - 0.564 0.464 - 0.536 0.452 - 0.548
F011 0.460 - 0.540 0.428 - 0.572 0.452 - 0.548
F012 0.436 - 0.564 0.460 - 0.540 0.524 - 0.476
F013 0.428 - 0.572 0.436 - 0.564 0.412 - 0.588
Avg. 0.428 - 0.572 0.454 - 0.546 0.459 - 0.541
than similar ones.
4.3. Objective evaluation of speaker embedding
To investigate the correlation between the subjective similarity
score and speaker embedding, we computed the Pearson cor-
relation coefficient between the similarity scores si,j and the
values of the kernel function k(di,dj). We compared the fol-
lowing four algorithms:
d-vec. : Eq. (2)
Prop. (vec) : Eq. (3)
Prop. (mat) : Eq. (4)
Prop. (mat-re) : Eq. (8)
The results with their scatter plots are shown in Fig. 6. We
found that the conventional d-vectors had a weak correlation
with the similarity scores. Meanwhile, the three proposed al-
gorithms trained the speaker embedding models so that the em-
bedding vectors had strong correlations with the inter-speaker
similarity, which demonstrated that the algorithms could learn
speaker embedding that is highly correlated with the subjective
scores compared with the conventional d-vectors. Focusing on
the speaker pairs whose similarity scores were greater than 0
(shown in Fig. 7), “Prop. (mat-re)” scored the strongest correla-
tions between the similarity scores and speaker embeddings of
the closed speakers among the four algorithms. However, it did
not work well in the case of the “Closed-Open” speaker pairs.
One of the causes might be the data sparsity problem, since the
number of the similar speaker pairs was significantly smaller
than that of the dissimilar speaker pairs, as shown in Fig. 4.
4.4. Subjective evaluation of VAE-based SPSS
To investigate the effectiveness of the proposed speaker embed-
ding in the VAE-based SPSS, we conducted subjective evalua-
tions on the naturalness and speaker similarity of the synthetic
speech of the 13 open speakers. We generated speech samples
using mel-cepstral coefficients predicted by the VAEs trained
with the 4 different speaker embedding models. Fifty utterances
of the speakers were used for estimating the speaker embedding
fed into the decoder of the VAE and evaluating the synthetic
speech quality. We conducted a series of preference tests (AB
tests) on the naturalness of the synthetic speech that compared
the conventional algorithm with the three proposed algorithms.
Twenty-five listeners participated in each of the following eval-
uations by using our crowd-sourced evaluation systems, and
each listener evaluated 10 speech samples randomly extracted
from the 50 utterances. Similarly, we conducted a series of
Table 2: Preference scores on speaker similarity (left: conven-
tional d-vector, right: proposed methods)
Speaker Prop. (vec) Prop. (mat) Prop. (mat-re)
F001 0.436 - 0.564 0.488 - 0.512 0.528 - 0.472
F002 0.468 - 0.532 0.496 - 0.504 0.488 - 0.512
F003 0.432 - 0.568 0.504 - 0.496 0.604 - 0.396
F004 0.380 - 0.620 0.404 - 0.596 0.488 - 0.512
F005 0.428 - 0.572 0.616 - 0.384 0.596 - 0.404
F006 0.428 - 0.572 0.444 - 0.556 0.464 - 0.536
F007 0.492 - 0.508 0.568 - 0.432 0.548 - 0.452
F008 0.424 - 0.576 0.500 - 0.500 0.504 - 0.496
F009 0.400 - 0.600 0.500 - 0.500 0.448 - 0.552
F010 0.432 - 0.568 0.404 - 0.596 0.496 - 0.504
F011 0.348 - 0.652 0.444 - 0.556 0.536 - 0.464
F012 0.492 - 0.508 0.544 - 0.456 0.564 - 0.436
F013 0.372 - 0.628 0.564 - 0.436 0.452 - 0.548
Avg. 0.426 - 0.574 0.498 - 0.502 0.517 - 0.483
XAB tests on the speaker similarity of the synthetic speech us-
ing the natural speech of the speaker as the reference speech
samples. The total number of task sets was 2 (AB or XAB) ×
3 (proposed embedding algorithms) × 13 (open speakers) × 25
(listeners per one task) = 1,950.
The preference scores on the naturalness and speaker sim-
ilarity are shown in Tables 1 and 2, respectively. The bold val-
ues denote that there is a significant difference between the two
scores (p < 0.05). The row “Avg.” means the scores averaged
over all speakers. From the results, we found that “Prop. (vec)”
always improved both the naturalness and speaker similarity of
the synthetic speech, which indicated that the proposed speaker
embedding considering the subjective inter-speaker similarity
was effective for multi-speaker modeling in DNN-based SPSS.
We observed that “Prop. (mat)” also improved the natural-
ness; however, it significantly degraded the speaker similarity
in some cases (e.g., “F005” and “F012”). Similar tendencies
were observed in the scores of “Prop. (mat-re).” To investigate
the reason, we calculated the degree of a vertex of the speaker
similarity graph shown in Fig. 3(a), i.e., the number of similar
speakers of each speaker, and found that those of “F005” and
“F012” were 7 and 1, respectively. Therefore, we inferred that
the proposed similarity matrix embedding might not work well
when the number of similar speakers was small. Also, the lower
generalization towards the open speakers of “Prop. (mat-re)”
might cause the degradation of the speaker similarity, as shown
in Fig. 7(b)(4).
5. Conclusion
This paper proposed novel algorithms for incorporating subjec-
tive inter-speaker similarity perceived by listeners into the train-
ing a speaker embedding model based on deep neural networks
(DNNs). The algorithms used an inter-speaker similarity ma-
trix obtained from large-scale subjective scoring as a constraint
on training the model. Two approaches for the training were
investigated. One is similarity vector embedding, which trains
the model to predict a vector of the similarity matrix. The other
is similarity matrix embedding, which trains the model to min-
imize the squared Frobenius norm between the similarity ma-
trix and Gram matrix of speaker embeddings. For obtaining the
similarity matrix, we conducted large-scale subjective scoring
in terms of inter-speaker similarity. The experimental results
of the DNN-based speaker embedding using the scores demon-
strated that the proposed algorithms learned speaker embedding
that is highly correlated with the subjective similarity compared
with the conventional d-vectors. We also investigated the effec-
tiveness of our speaker embedding for multi-speaker modeling
in DNN-based speech synthesis, and found that the proposed
similarity vector embedding improved naturalness and speaker
similarity of the synthetic speech. In the future, we will investi-
gate the effects of the kernel function and the parameterization
of the similarity score (e.g., using the interval [0, 1], where 1
means ”similar” while 0 means ”dissimilar”) in the proposed
similarity matrix embedding, and improve the speaker simi-
larity of the algorithm by introducing more sophisticated tech-
niques of graph signal processing such as graph convolutional
networks [30] to the training.
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