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ABSTRACT
Section 230 of the Communications Decency Act has faced increasing political opposition as the law has become a fixture of recent public discussion. Proponents of
§ 230 applaud the law for shaping the modern internet into the expansive, open
platform for public dialogue that we know today. Opponents, however, critique the
law for its blanket immunity provided to internet platforms, which allows internet
platforms to exert editorial control without fear of liability. Many have considered
whether § 230 provides internet platforms with too much power to shape the content
people consume. If it does, how can the law be changed to create greater accountability for internet platforms without losing its intended and beneficial purpose? This
article seeks to answer these questions, offering several proposed amendments to
strip some protections provided to internet publishers while maintaining the internet’s status as an open channel of discourse.
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I. INTRODUCTION
The internet has expanded and flourished in the past few decades. 1 Anyone
with internet access now has a direct line to global communication and knowledge
at their fingertips. Social media and networking sites like Facebook, Twitter, Reddit, and YouTube facilitate that channel of communication for its users. 2 Without §
230 of the Communications Decency Act of 1996, these powerful social media sites
would likely look and operate much differently.3 Many political commentators and
industry professionals agree that social media companies can attribute much of their
success to § 230.4 Section 230 provides social media companies with immunity
from liability for the content users post within the platform.5 The law allows internet
sites to engage in good-faith moderation and allows sites to set their own rules for
what content they will allow without fear of liability.6
Without this shield, social media companies would face potential liability for
anything users post on their websites, which could lead to these companies censoring free speech and heavily moderating what is posted on the platform. 7 Internet
platforms would likely have to constantly consult with lawyers and pay out damages
anytime liability was found, a cost that could be passed to platform users. 8 Social
media sites would be pressured to censor their content.9
Congress stated as rationale for enacting § 230 that the internet offers Americans a great deal of educational and informational opportunities, and provides a
“forum for a true diversity of political discourse, unique opportunities for cultural
development, and myriad avenues for intellectual activity.”10 Congress also provided that the internet “ha[s] flourished, to the benefit of all Americans, with a minimum of government regulation.”11 Part of the policy rationale behind § 230 was to
“promote the continued development of the Internet,” and to “encourage the development of technologies which maximize user control over what information is received.”12 The rationale behind § 230 appears reasonable on its face, but many critics argue that it provides too large of a shield to internet companies and gives these
companies too much freedom in their censoring decisions.13
This article will focus on the law and its place in the modern era of the internet
and will predict the law’s development. Part II includes a discussion of how § 230
1. See The Internet: a decade of explosive growth and changes, I-SCOOP.EU https://www.iscoop.eu/internet-decade-explosive-growth-changes/.
2. See Mike Vorhaus, People Increasingly Turn to Social Media for News, FORBES (June 24, 2020)
https://www.forbes.com/sites/mikevorhaus/2020/06/24/people-increasingly-turn-to-social-media-fornews/?sh=119465673bcc.
3. See 47 U.S.C. § 230 (2018); Marguerite Reardon, What’s Section 230? The social media law that’s
clogging up the stimulus talks, CNET (Dec. 30, 2020 8:16 AM) https://www.cnet.com/news/whats-section-230-the-social-media-law-thats-clogging-up-the-stimulus-talks/.
4. See Daisuke Wakabayashi, Legal Shield for Social Media Is Targeted by Trump, N.Y. TIMES (May
28, 2020), https://www.nytimes.com/2020/05/28/business/section-230-internet-speech.html.
5. See
Infographic:
CDA
230,
ELECTRONIC
FRONTIER
FOUNDATION,
https://www.eff.org/files/cda230.jpg (last visited March 25, 2021) [hereinafter CDA 230 Infographic].
6. Wakabayashi, supra note 4.
7. See CDA 230 Infographic, supra note 5.
8. See id.
9. See Wakabayashi, supra note 4.
10. 47 U.S.C. § 230(a)(3).
11. 47 U.S.C. § 230(a)(4).
12. 47 U.S.C. § 230(b)(1); 47 U.S.C. § 230(b)(3).
13. See Wakabayashi, supra note 4.
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came to be and the legal precedent it seeks to clarify. Part III will focus on recent
discussions surrounding the law, which has seen great publicity in the past few years
due to many differences of opinion. Part IV focuses on the importance of § 230 and
why the benefits of the law outweigh its potential downsides. Part V will analyze
the critiques of § 230 as it is currently implemented. Part VI discusses possible
solutions that may make the law more favorable. Part VII concludes.

II. THE LEGAL LANDSCAPE OF THE INTERNET PRIOR TO § 230 OF THE
COMMUNICATIONS DECENCY ACT
Section 230 emerged at a time when the legal implications for internet publishers were unclear because relevant court decisions offered conflicting and inconsistent results regarding liability.14 The general rule before § 230 that the courts
followed in determining liability was that publishers of defamatory statements were
liable as if they were the original posters.15 Distributors, however, were subject to a
different standard, in which liability only occurred if the publisher had knowledge
of or reason to know of the presence of the defamatory content. 16 Courts had to
consider whether internet platforms were publishers or distributors, and reached inconsistent holdings until § 230 clarified this issue.17
In Cubby, Inc. v. CompuServe, the court held that the Defendant, an online
platform that contained bulletin boards, would only be held liable under certain
conditions for users’ defamatory posts.18 The Defendant would only be liable if the
Defendant knew or had reason to know of the defamatory content because the Defendant qualified as a distributor.19 The court granted the Defendant’s motion for
summary judgement, rationalizing that CompuServe acted as an electronic news
distributor and had very little editorial control over the content they hosted on the
platform.20 The court reasoned that forcing CompuServe to face heightened liability
would create “an undue burden on the free flow of information.” 21
Four years later, a court took a different approach and viewed internet platforms under a different standard of liability, as evidenced in Stratton Oakmont, Inc.
v. Prodigy Services Co.22 In Stratton, the Plaintiff sued on a libel claim after a user
of the Defendant’s services allegedly posted defamatory material. 23 The court did
not follow the holding in Cubby, Inc., and instead held that the Defendant qualified
as a publisher, not a distributor, meaning that the Defendant faced heightened liability.24 The Defendant’s degree of editorial control over the posted content within
14. See Leslie Paul Machado, Immunity Under § 230 of the Communications Decency Act of 1996: A
Short Primer, 10 No. 3 J. INTERNET L. 3 at *3 (2006).
15. Barrett v. Rosenthal, 146 P.3d 510, 516 (Cal. 2006)
16. See Cubby, Inc. v. CompuServe, Inc., 776 F.Supp. 135, 139 (1991); Id., (explaining that, at common law, examples of publishers included: book, television, or newspaper publishers, while distributors
were considered news vendors).
17. See Barrett, 149 P.3d at 516.
18. Cubby, Inc., 776 F.Supp. at 141.
19. Id.
20. Id. at 144.
21. Id. at 140.
22. Stratton Oakmont, Inc. v. Prodigy Servs. Co., No. 31063/94, 1995 WL 323710, at *3 (N.Y. Sup.
Ct. May 24, 1995).
23. Id.
24. Id. at *10-11.
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the bulletin board was the deciding factor in finding publisher liability. 25 In support
of this holding, the court reasoned that the Defendant’s use of its automatic screening system meant that the Defendant “[had] uniquely arrogated to itself the role of
determining what is proper for members to post and read on its bulletin boards.”26
The court in Stratton relied on Cubby, Inc. as legal authority, yet after Stratton,
internet sites were unsure of their liability and refrained from exercising editorial
control over their content for fear of taking on the liability of a publisher.27 Congress
feared these internet sites would shut down their services rather than subject themselves to repeated liability.28
These policy concerns are addressed by § 230. Under the enactment, “No provider or user of an interactive computer service shall be treated as the publisher or
speaker of any information provided by another information content provider.”29
Additionally, due to internet service providers’ hesitation to exert editorial control,
§ 230 further states in its Good Samaritan clause that no provider of an internet
service can be liable for any good-faith attempts to edit content that it deems objectionable.30 Emerging from a landscape of confusing and inconsistent precedent, §
230 sought to give clear guidelines to internet service providers, giving internet sites
the green light to exert editorial control and protection against standard publisher
liability.31
Section 230 may have clarified what the liability standard for an internet service is, but the statute did not eliminate all concerns, as Barrett v. Rosenthal discussed in 2006.32 In Barrett, the court held, consistent with § 230, that the Defendant was not liable for the republication of a defamatory email because a finding of
liability would incentivize anyone in the position of the Defendant to delete any
content that could be deemed offensive, which would “restrict the scope of online
discussion.”33 Although the court followed § 230, the opinion shared concerns with
the law, stating: “The prospect of blanket immunity for those who intentionally redistribute defamatory statements on the Internet has disturbing implications.” 34
These concerns have only garnered more public discussion and debate in recent
years.35 The next section will discuss the implications § 230 has had in recent years
on social media sites and the political debate surrounding it.

25. Id. at *12.
26. Id. at *10.
27. See CDA 230: Legislative History, ELECTRONIC FRONTIER FOUNDATION, https://www.eff.org/issues/cda230/legislative-history (last visited March 25, 2021); Matthew C. Siderits, Defamation in Cyberspace: Reconciling Cubby, Inc. v. Compuserve, Inc. and Stratton Oakmont v. Prodigy Services Co.,
79 MARQ. L. REV. 1065, 1079 (1996).
28. Machado, supra note 14 at *3.
29. 47 U.S.C. § 230(c)(1).
30. 47 U.S.C. § 230(c)(2)(A).
31. See CDA 230: Legislative History, supra note 27.
32. Barrett v. Rosenthal, 149 P.3d 510, 516 (Cal. 2006).
33. Id. at 529.
34. Id.
35. See Wakabayashi, supra note 4.
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III. RECENT POLITICAL OPPOSITION TO § 230
Section 230 has been the subject of much public discussion since its enactment,
a discussion that has only escalated and gained more traction over time.36 In the past
few years, politicians on both sides of the aisle have discussed amending the law,
but under different rationales.37 Democrats have argued that § 230 has allowed social media to become a source of foreign propaganda with zero consequences for
social media sites.38 Republicans have been critical of § 230, arguing that recent
censorship of conservative viewpoints has occurred because § 230 allows social
media sites broad discretion over editorial control.39 These viewpoints are shown
through the proposals offered by each side and the specific points they make. 40
Senator Josh Hawley of Missouri proposed a bill in 2019 that would force social media companies to obtain government certification that the social media sites
do not moderate information posted on their platforms in a biased political manner.41 President Trump voiced similar concerns and alleged that social media sites
have engaged in editorial control focused on censoring conservative views.42 In
June of 2020, President Trump signed an executive order in an attempt to scale back
some of the § 230 protections afforded to social media companies, a move which
has been challenged in court.43 The executive order intended to narrow the scope of
§ 230’s immunity and called for investigations into companies who may be using
their editorial control selectively and unfairly.44 Within the executive order, President Trump stated that the intention behind § 230 was not to allow social media
companies to, “grow into titans controlling vital avenues for our national discourse
under the guise of promoting open forums for debate, and then to provide those
behemoths blanket immunity when they use their power to censor content and silence viewpoints that they dislike.”45
The amendment discussion has reached the other side of the aisle as well. President Biden has also spoken about his interest in seeing § 230 amended.46 Biden
argued in January of 2020 that massive social media powerhouses like Facebook
are not merely internet companies and should not be exempted from liability.47
36. See Derek E. Bambauer, How Section 230 reform endangers internet free speech, BROOKINGS
(July 1, 2020), https://www.brookings.edu/techstream/how-section-230-reform-endangers-internetfree-speech/.
37. Britt McCandless Farmer, YouTube CEO Susan Wojcicki and the Debate over section 230, CBS
NEWS (Dec. 1, 2019), https://www.cbsnews.com/news/youtube-susan-wojcicki-section-230-60minutes/.
38. Id.
39. Id.
40. See id.
41. Id.
42. Id.
43. Anshu Siripurapu, Trump’s Executive Order: What to Know About Section 230, COUNCIL ON
FOREIGN RELATIONS (Dec. 2, 2020 7:00 AM) https://www.cfr.org/in-brief/trumps-executive-order-whatknow-about-section-230.; Aaron Mackey, Organizations Call on President Biden to Rescind President
Trump’s Executive Order that Punished Online Social Media for Fact-Checking, EFF.ORG (April 7,
2021) (explaining that as of April 2021, President Trump’s order remains active).
44. Id.
45. Exec. Order No. 13,925, 85 Fed. Reg. 34,079, 34,080 (May 28, 2020).
46. Makena Kelly, Joe Biden wants to revoke Section 230, THE VERGE (Jan. 17, 2020 10:29 AM),
https://www.theverge.com/2020/1/17/21070403/joe-biden-president-election-section-230-communications-decency-act-revoke.
47. Id.
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Biden alleged that Facebook spreads falsehoods and propaganda that it knows to be
false without fear of liability due to § 230.48 Other Democrats sought to amend §
230 in response to the live-streamed mass shooting in Christchurch, New Zealand,
in March of 2019, in order to ensure that terrorist content must be removed from
social media platforms.49
It appears that both parties have problems with § 230 as implemented. 50 Outside the political sphere, many have credited § 230 with creating the robust internet
community that we know today.51 The next section will discuss the importance of
§ 230 and the positive impact it has had on free speech and public discourse.

IV. WHILE IT’S NOT PERFECT, THE BENEFITS OF § 230 OUTWEIGH
THE NEGATIVES
It is unsurprising that social media companies have praised § 230 for enabling
public conversation.52 The CEO of YouTube, Susan Wojcicki, stated that § 230 has
“enabled new types of communication, new types of community, new types of content that we just wouldn’t have had beforehand.”53 Other social media sites have
criticized political opposition to the law because of the effects an amendment or
revocation of § 230 will have.54 In response to President Trump’s executive order,
Facebook released a statement in which it argued that repealing § 230 will actually
restrict speech, stating: “By exposing companies to potential liability for everything
that billions of people around the world say, this would penalize companies that
choose to allow controversial speech and encourage platforms to censor anything
that might offend anyone.”55 Twitter has stated that § 230 not only protects freedom
of expression, but American innovation as well.56
Countries that do not have similar provisions to § 230 serve as examples for
why § 230 provides a benefit to Americans.57 Thailand’s Computer Crime Act of
2007 serves to hold internet service providers criminally liable with up to 30 years
of imprisonment for the dissemination of content that insults the Thai monarchy. 58
The law has since been amended to establish a screening committee which monitors
content that violates public order, and provides immunity from liability to internet
providers who can prove they complied with government takedown requests.59 Turkey has banned YouTube several times for its allowance of videos on the website

48. Id.
49. Id.
50. Farmer, supra note 37.
51. See id.
52. See generally id. (explaining some of the benefits of § 230 to companies).
53. Id.
54. See J. Clara Chan, Facebook, Twitter Respond to Trump’s Executive Order: It ‘Will Restrict More
Speech Online, Not Less’, THE WRAP (May 28, 2020 6:30PM), https://www.thewrap.com/facebooktrumps-social-media-order-will-restrict-more-speech-online-not-less/.
55. Id.
56. Id.
57. See Danny O’Brien & Gennie Gebhart, The Amended Computer Crime Act and the State of Internet Freedoms in Thailand, ELECTRONIC FRONTIER FOUNDATION (Dec. 21, 2016),
https://www.eff.org/deeplinks/2016/12/amended-computer-crime-act-and-state-internet-freedoms-thailand.
58. Id.
59. Id.
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that criticize the founder of the Turkish Republic.60 These examples stand in stark
contrast to internet freedoms in the United States, where § 230 has left editorial
decisions up to social media companies and has even provided in the text of the law
that internet thrives with minimum government intervention. 61 § 230 protects social
media from this type of government intervention by allowing social media companies the discretion and freedom to make good-faith editorial decisions.62
Editorial decisions that restrict content made in good faith should be protected,
not discouraged. Without the shield of § 230, and as evidenced in Stratton, social
media platforms may choose to completely restrict content posted within their sites
and take down any content which draws a complaint and, in turn, silence public
dialogue.63 Or, companies might make the decision to make no editorial decisions
in order to avoid publisher liability.64 Because of § 230, internet platforms are currently practicing editorial control over content in ways that benefits consumers. 65
Consider Reddit as an example. Reddit regularly removes content and forums that
it deems offensive and objectionable.66 Facebook, in light of COVID-19 and the
2020 presidential election, removed content deemed misinformation in the interest
of spreading truthful information.67 Twitter has also implemented a system of restricting content that spreads misinformation, a system which applies to, “anyone
sharing misleading information that meets the requirement of [Twitter’s] policy,
including world leaders.”68 Many Republicans have offered the opinion that social
media companies have not restricted conservative content in good faith, pointing to
the language of § 230 that does not allow for bad-faith editorial restrictions.69 While
there may be an opportunity to narrow down and further define what good-faith
editorial decisions consist of under the law, generally, these good-faith editorial decisions serve to provide internet users with a safer online environment. 70
Anyone with access to an internet connection can post their opinions online,
and statistics show that many are taking advantage of this opportunity. 71 Twitter
receives half a billion tweets per day, Facebook has over 1.7 billion active daily
users, and YouTube uploads 720,000 hours of video per day. 72 In 2010, there were
60. CDA 230 Infographic, supra note 5.
61. See 47 U.S.C. § 230(a)(4).
62. See 47 U.S.C. § 230(c)(2)(A).
63. See generally Stratton Oakmont, Inc. v. Prodigy Servs. Co., No. 31063/94, 1995 WL 323710, at
*3 (N.Y. Sup. Ct. May 24, 1995) (explaining how the alternative would require unrealistic expectations
for companies to monitor).
64. See CDA 230 Infographic, supra note 5; Wakabayashi supra note 4.
65. See Steven Overly, Facebook curtails misleading posts, live video as election misinformation
spreads, POLITICO (Nov. 5, 2020 10:13 PM), https://www.politico.com/news/2020/11/05/facebook-curtails-misleading-posts-live-video-as-election-misinformation-spreads-434558.
66. Shruti Jaishankar, Earning Immunity Under 47 U.S.C. § 230, 8 ALA. C.R. & C.L. L. REV. 295, 302
(2017).
67. Irina Ivanova, Mark Zuckerberg Slams Trump Administration Response to COVID-19, CBS NEWS
(July 17, 2020 12:39 PM), https://www.cbsnews.com/news/mark-zuckerberg-facebook-trump-administration-response-coronavirus-pandemic/; Overly, supra note 61.
68. Coronavirus: Twitter Will Label Covid-19 Fake News, BBC NEWS (May 12, 2020),
https://www.bbc.com/news/technology-52632909.
69. See Brian Fung, Conservatives push to discredit Facebook, Twitter and Google just days before
the election, CNN (Oct. 25, 2020 8:56 AM), https://www.cnn.com/2020/10/25/tech/section-230-senatehearing/index.html.
70. See generally 47 U.S.C. § 230 (establishing the protections of § 230 given good faith).
71. See Bambauer, supra note 33.
72. Id.
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222 million internet users in the United States. In 2019, that number increased to
312 million.73 As these statistics indicate, public dialogue is at a high and free
speech is flourishing. Should § 230 be revoked, social media sites would have an
incentive to delay and limit posts that appear on their website in order to complete
a review of the material first.74 The internet as we know it would look very different,
and free speech would suffer.
Another benefit of § 230 is that it keeps social media platforms operating at
little to no cost to consumers.75 If § 230 were revoked and social media companies
could be held liable for the content their users post, there would be many more
lawsuits which would come at a cost to the companies.76 These costs would likely
transfer to the consumer, potentially in the form of admission costs for content consumption, which could limit access to those unable to pay.77 This is an example of
why § 230 is important and benefits not just the social media companies themselves,
but also their consumers and users.
The benefits discussed above are important and help preserve the United
States’ robust public dialogue, but they do come at a cost, as will be discussed in
the following section. Section 230 has attempted to strike a balance between preserving free speech and preventing offensive speech from appearing on the internet,
but there are certainly imperfections to § 230 as it is currently implemented. Problems regarding § 230 have been addressed through recent proposals for amendment
or revocation.

V. CURRENT PROPOSALS TO AMEND § 230
The recent proposals for changing § 230 mentioned in the prior sections are
high-profile, but the topics of amending, reconstructing, or just simply removing
§ 230 protections have been a topic of discussion for years now.78 While there has
been clear bipartisan interest in amending § 230, the proposals offered by each side
differ depending on the specific area of concern for the statute as currently
adopted.79
Section 230 is capable of amendments, and it has been amended before.80 One
issue that often arose from the statute is the issue of illegal and harmful content and
the social media company’s role as host of said content. In March of 2018, Congress
passed the Fight Online Sex Trafficking Act and the Stop Enabling Sex Traffickers
Act (“FOSTA”).81 These acts created exceptions to § 230 where publishers face
liability if third parties are found to be posting ads for prostitution on their

73. Joseph Johnson, United States: Number of Internet Users 2000-2019, STATISTA (Jan. 27, 2021)
https://www.statista.com/statistics/276445/number-of-internet-users-in-the-united-states/.
74. See CDA 230 Infographic, supra note 5.
75. See Bambauer, supra note 36.
76. Id.
77. See id.
78. See Zoe Bedell & John Major, What’s Next for Section 230? A Roundup of Proposals, LAWFARE
BLOG (July 29, 2020 9:01 AM), https://www.lawfareblog.com/whats-next-section-230-roundup-proposals.
79. See id.
80. See Natalie Annette Pagano, The Indecency of the Communications Decency Act § 230: Unjust
Immunity for Monstrous Social Media Platforms, 39 PACE L. REV. 511, 536 (2018).
81. Id.

https://scholarship.law.missouri.edu/betr/vol5/iss1/7

8

Rundall: Don’t Break the Internet: § 230 and Its Role Within Today’s Moder

58

B.E.T.R.

[Vol. 5 2021

websites.82 FOSTA removed immunity for charges relating to a social media site’s
facilitation of sex trafficking.83 These changes have already had great impact. For
example, Craigslist removed their “personals” section in order to avoid any potential liability.84 These amendments seek to make the internet a safer place by holding
social media platforms liable for harmful content and are evidence that amendments
can be reached.

A. Proposals That Focus on the Issue of Political Censorship
As discussed in Section III, many from the right have argued that § 230 has
allowed social media companies to exhibit a political bias and censor content according to that bias.85 This was exemplified by President Trump’s executive order,
in which he insisted on recalling blanket immunity because it has led social media
companies to use their power to censor content they disagree with, which is not
based on good faith.86 Another proposal from Senator Hawley similarly attacked
the good faith provision of the statute by proposing that good faith should only be
satisfied when a social media platform “does not selectively enforce its terms of
service to restrict access to or availability of certain material,” and that social media
companies should be required to promise that they enforce their terms of service in
good faith.87 These are just a few of the right’s approaches that focus on further
defining the good faith provision.88

B. Proposals That Aim to Drastically Narrow Standards for
Immunity
The Department of Justice (“DOJ”) has given its own proposals for amending
§ 230, stating that § 230 no longer reflects the landscape of the modern internet. 89
Among other suggestions, the DOJ proposed removing immunity for federal civil
enforcement actions, allowing the federal government to bring claims against social
media companies.90 As recently as September of 2020, the DOJ’s proposed reform
offered an “objectively reasonable belief” standard, in which social media companies would need to have more than a subjective belief, as currently required under
the statute, for believing content is objectionable, but rather requiring an objectionably reasonable belief.91 The proposal also aimed to clarify what falls under “good
faith” standard, and offered that the “otherwise objectionable” language, referring
to what content social media platforms have power to remove, be removed entirely

82. Id. at 537.
83. Bedell & Major, supra note 78.
84. Id.
85. Id.
86. Id.
87. Id.
88. See id.
89. See id.
90. Id.
91. Lauren Feiner, DOJ unveils Trump Administration’s legislation to Reform tech’s legal liability
shield, CNBC (Sept. 23, 2020 10:15 AM), https://www.cnbc.com/2020/09/23/doj-unveilstrump-administrations-legislation-to-reform-techs-legal-liability-shield.html.
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from § 230.92 The proposal also included a “Bad Samaritan” carveout that would
deny immunity to social media companies that purposefully fail to remove content
that violates criminal law or fail to report illegal material when required.93
Another proposal offered on June 24, 2020, was detailed in the Platform Accountability and Consumer Transparency Act (“PACT Act”), which focused on the
necessity of transparency regarding editorial decision-making by these social media
companies.94 Under this proposal, quarterly transparency reports would be required
along with clear content moderation policies.95 Similar to the proposal offered by
the Department of Justice, the PACT Act would also eliminate immunity from federal civil enforcement actions.96
As expected, these proposals have received push back from interested parties,
especially from social media companies. Nick Clegg, Facebook’s Vice President of
Global Affairs and Communications warned that curbing § 230 protections would
“in the end, mean less speech of all kinds appearing online.”97 YouTube CEO, Susan Wojcicki, has stated that she is “very concerned about changes that could be
made to [§ 230], and the implications.”98
Many proposals that have been offered in recent years have been the subject of
significant debate.99 With all the recent public conversation surrounding § 230, especially its implications in the 2020 presidential election, it seems likely that § 230
will be amended to some degree in the near future. The following section will discuss where the amendments to § 230 should lie in order to retain the general purpose
and benefits of the law while simultaneously requiring additional transparency and
accountability not currently reflected in the statute.

VI. § 230 SHOULD BE AMENDED, BUT SHOULD BE DONE
DELICATELY IN ORDER TO RETAIN ITS OVERALL FUNCTION
Without § 230, the internet would be quite a different place and not necessarily
for the better. Over-censorship will lead to less public dialogue, and expensive lawsuits will harm consumers who likely will bear the burden of the costs social media
platforms will face defending these suits.100 These predictions run counter to the

92. Issie Lapowsky, Here’s What’s on the Department of Justice’s Section 230 Wish List, PROTOCOL
(Sept. 23, 2020) https://www.protocol.com/doj-section-230-congress-proposal.
93. See Bedell & Major, supra note 78.
94. Id.; Sen Schatz, Thune Reintroduce PACT Act to update Sec 230, BENTON.ORG (Mar. 17, 2021)
https://www.benton.org/headlines/sen-schatz-thune-reintroduce-pact-act-update-sec-230 (explaining
the PACT Act was recently reintroduced).
95. Id.
96. Id.
97. Karissa Bell, DOJ’s Section 230 Proposal Seeks More (And Less) Moderation Online, ENGADGET
(June
17,
2020),
https://www.engadget.com/doj-section-230-proposal-022223500.html?uccounter=1&guce_referrer=aHR0cHM6Ly93d3cuZ29vZ2xlLmNvbS8&guce_referrer_sig=AQAAAB5NAzF7ZeaJaXbXjHgiVaxhA59jPpHRH6tkirRKOBVf9lvqoF1YYfEeVNUyHtFZ
CEoA5FZ0noSeFfIqIb-FLSzLLx5cMWrR6pIybWcSCmIa2Amv_n4xfXJcM9oJ8hRD8I5FyH5A5W7CoO_6toVIuIXRwSBkQ-jXsLm42VOdMhV.
98. Transcript: The Path Forward: Social Media, WASH. POST (June 22, 2020 9:47AM),
https://www.washingtonpost.com/washington-post-live/2020/06/22/transcript-path-forward-social-media/.
99. See Bedell & Major, supra note 78.
100. See CDA 230 Infographic, supra note 5.
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purpose of § 230.101 Amending § 230 may assist in balancing the interests of keeping the internet a free, open channel of communication with the interests of objective and transparent censorship. There must be a delicate balance, because too strict
or too severe of an amendment would impose too much liability to satisfy both interests.

A. The “Good Faith” Standard Should be Amended to Provide Clarity and Transparency
Many proposals have offered a definition of good faith. 102 A definition of
“good faith” conduct would help encourage greater accountability on the part of
social media platforms for the content they choose to censor. 103 No social media
platform is currently liable for “any action voluntarily taken in good faith to restrict
access to or availability of material that the provider or user considers to be obscene,
lewd, lascivious, filthy, excessively violent, harassing, or otherwise objectionable.”104 A recent proposal offered by the Department of Justice suggests a good faith
editorial action be defined in part as one that is done in accordance with terms of
service and one that is supported by a “reasonable explanation.” 105 The “reasonableness” proposal has gained support, for example, from the technology company
IBM, but has also been critiqued as being too vague and one that could result in a
plethora of litigation over its meaning in specific circumstances.106 However, the
reasonableness standard would hold social media providers to a much higher standard when exerting editorial control than they are today, thus narrowing the scope of
§ 230 in a way that may be appealing to critics and lawmakers.107
Strengthening the definition of good faith will not only benefit those who wish
to hold social media companies more accountable for their editorial actions, but will
actually benefit the social media companies in terms of litigation.108 The good faith
standard as currently applied has garnered critique for its vagueness, a term that due
to its lack of clarity may involve consideration of a vast array of factors, which
differentiate depending on the court.109 A more clear and concise definition of good
faith will provide a standard that appeals to opponents of the law who argue that §
230 is too broad as currently written and will also help support the social media
companies themselves who will be better able to understand the line for liability.

101. See id.
102. See Lapowsky, supra note 92.
103. See id.
104. 47 U.S.C § 230(c)(2)(A).
105. Issie Lapowsky, The Justice Department wants to chip away at Section 230. Here’s what you need
to know, PROTOCOL (June 18, 2020) https://www.protocol.com/justice-department-section-230-proposal#toggle-gdpr.
106. See Bedell & Major, supra note 78; Ryan Hagemann, A Precision Regulation Approach to Stopping Illegal Activities Online, IBM BLOG (July 10, 2019) https://www.ibm.com/blogs/policy/cda-230/.
107. Id.
108. See Nicholas Conlon, Freedom to Filter Versus User Control: Limiting the Scope of § 230(c)(2)
Immunity, 2014 U. ILL. J.L. TECH. & POL’Y, 105, 140 (2014).
109. See id.
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B. The “Otherwise Objectionable” Language Within the
Law Provides Too Much Freedom and Deference to
Social Media Platforms and Should be Removed or
Otherwise Defined
The “otherwise objectionable” language, like the “good faith” term, is too
broad as construed and clarity should be provided to remove ambiguity regarding
liability guidelines and standards. The text of the statute does not offer a clear meaning, and critics of the phrase argue that it gives social media companies too much
discretion because it allows editorial control and censorship beyond the preceding
terms.110 Material that is not easily classifiable in the preceding terms, “obscene,
lewd, lascivious, filthy, excessively violent, [or] harassing,111“ is likely to find classification in “otherwise objectionable,” which has been described as an “unbound
catchall phrase.”112
A full removal of the “otherwise objectionable” language from the law may
subject social media companies to more expensive lawsuits.113 These platforms will
have to defend themselves from lawsuits which allege a harmful editorial decision
on the part of the social media platform – which in turn could cause these platforms
to severely limit the amount of content posted on these platforms. 114 Instead of removing the term completely, lawmakers should replace it with something more concrete and definitive, a term narrower and more descriptive than what is present now.
The Online Freedom and Viewpoint Diversity Act recently offered to replace the
“otherwise objectionable” phrase with “promoting self-harm, promoting terrorism,
or unlawful.”115 Many politicians have criticized § 230 for not providing enough
deterrent for social media platforms to remove terrorist content swiftly, so the addition of that portion should be well-received, at least by some lawmakers.116
A less drastic option would be to keep the term but further flesh out and define
“otherwise objectionable” with clearer guidelines for what constitutes “otherwise
objectionable” material. It has been offered that, since all of the preceding terms
refer to characteristics that “degrade the quality of the [interactive computer service]
for users,” “otherwise objectionable” should be interpreted similarly. 117 This would
require social media companies to filter significantly more content than is currently
required, which has its drawbacks as some may argue that the increase in filtering
would limit the diversity of material posted online.118 However, this does not appear
to be at odds with the policy behind the law, as § 230(b)(3) provides that it is the

110. See Ashley Johnson, New Attempts to Amend Section 230 Would Impede Content Moderation
When It Is Needed Most, INFORMATION TECHNOLOGY & INNOVATION FOUNDATION (Sept. 24, 2020),
https://itif.org/publications/2020/09/24/new-attempts-amend-section-230-would-impede-content-moderation-when-it.
111. 47 U.S.C. §230(c)(2)(A).
112. Conlon, supra note 108, at 112.
113. Johnson, supra note 111.
114. See id.
115. Id.
116. See Steven Musil, Senate Republicans introduce bill aimed at modifying Section 230, CNET (Sept.
8, 2020 5:35 PM), https://www.cnet.com/news/senate-republicans-introduce-bill-aimed-at-modifyingsection-230/.
117. See Conlon, supra note 108, at 136.
118. See id.
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policy of the United States to “maximize user control over what information is received.”119

C. Transparency Reports to Encourage Accountability to
Users
To ensure that these companies are acting in accordance with the law, lawmakers should consider, as they have done with the proposed PACT Act, to require
social media companies to offer transparency reports that detail editorial decisions.120 If no other amendments are implemented, this is perhaps the most crucial
one that should be enforced. Requiring these reports would aid in the removal of
the uncertainty and distrust for these social media platforms by allowing their editorial decisions to be shared.121 It would also provide an additional incentive for
companies to act in accordance with the law and only remove content that is found
in good faith to be objectionable.122
The PACT Act sought to require quarterly reporting requirements which would
include statistics on content that has been removed and demonetized.123 In opposition, it has been argued that requiring transparency reports is a step too far and may
have an adverse effect by causing social media companies to focus less on the actual
task of editing offensive content, a never-ending, time consuming task, and more
on perfecting reports.124
Many massive social media conglomerates already issue transparency reports.
For example, Twitter launched their first transparency report in 2012. In August of
2020, the company announced their new “Twitter Transparency Center,” easily accessible and created with the stated goal to “make our transparency reporting more
easily understood and accessible to the general public.”125 Facebook also has a similar practice, and released a “Community Standards Enforcement Report” in August
of 2020 that detailed the number of posts deleted, broken down by policy areas,
how many previously removed pieces of content were later reinstated, and the percentage of content removed before a user report, among other statistics. 126 Transparency reports are already the practice of many other social media platforms. 127
Although transparency reports are prevalent in the social media industry, they
could benefit from specific, enforceable guidelines to help fill in some gaps and

119. 47 U.S.C. § 230(b)(3).
120. See Bedell & Major, supra note 78.
121. See Ashley Johnson & Daniel Castro, PACT Act Would Increase Platform Transparency, But Undercut Intermediary Liability, INFORMATION TECHNOLOGY & INNOVATION FOUNDATION (Aug. 7,
2020), https://itif.org/publications/2020/08/07/pact-act-would-increase-platform-transparency-undercut-intermediary.
122. Id.
123. Cathy Gellis, A Paean To Transparency Reports, TECHDIRT BLOG (Aug. 31, 2020 1:32 PM),
https://www.techdirt.com/articles/20200829/10223345205/paean-to-transparency-reports.shtml.
124. See id.
125. Introducing the New Twitter Transparency Center, TWITTER BLOG (Aug. 19, 2020),
https://blog.twitter.com/en_us/topics/company/2020/new-transparency-center.html.
126. Svea Windwehr & Jillian C. York, Thank You For Your Transparency Report, Here’s Everything
That’s
Missing,
ELECTRONIC
FRONTIER
FOUNDATION
(Oct.
13,
2020),
https://www.eff.org/deeplinks/2020/10/thank-you-your-transparency-report-heres-everything-thatsmissing.
127. See Johnson & Castro, supra note 122.
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provide context where it is currently missing.128 For example, Facebook’s transparency reports disclose the percentage of removed content and what category the content falls under, but lack true transparency because they do not explain why the
editorial decision was made.129 As described in an article posted by the Electronic
Frontier Foundation, “There is a difference between corporately sanctioned ‘transparency,’ which is inherently limited, and meaningful transparency that empowers
users to understand [a social media company’s] actions and hold the company accountable.”130 The Electronic Frontier Foundation suggested that greater context be
provided in the reports, along with explanations of how moderators, both human
and Artificial Intelligence, are trained to recognize infringing content.131 Higher
standards for transparency reporting would benefit users and would provide social
media companies with a heightened accountability that is currently lacking under
§ 230.

VII.

CONCLUSION

The vast amounts of proposals, all of which have addressed different concerns
with the law, indicate there is no easy or universally accepted proposal or fix for the
law. Section 230 has always faced controversy and public discussion, and that certainly remains true today, decades after the law’s enactment. 132 In this modern era
of the internet, much of the political debate has centered around political oppression
and censorship at the hands of social media companies.133 It seems likely that § 230
will look different at some point soon – but the debate around what needs to change
and remain with the law seems never-ending.
Section 230 was created in 1996, a time where the internet was a much different
place than it is today.134 Now, the internet has become a staple in most people’s
lives and a major source of information for users. The power that social media companies have over the dissemination of information is immense and the law should
reflect that fact and adjust accordingly. Any amendments to the law should be done
with care and consideration, because too strong of threats of liability would have
the unintended negative effect of causing social media companies to over-edit and
restrict content to a degree that § 230 did not intend.135
Narrowing the protections of § 230 in ways that provide clarity to some of the
vague terms within the law and stricter guidelines for how to implement them will
help social media companies better understand their role as moderators. Social media companies will have less power yet still retain some editorial discretion, which
is appropriate considering the vital role these social media platforms have in providing the public with access to information in this modern era. Furthermore, accurate
and detailed transparency reporting will help keep social media companies accountable to their users and the courts. Section 230 is crucial in order to maintain an open
and free internet space, but some changes need to be made to reflect the internet’s
128.
129.
130.
131.
132.
133.
134.
135.

See id.
See id.
Windwehr & York, supra note 127.
See id.
See Musil, supra note 117.
See id.
See 47 U.S.C. § 230.
See generally id. (establishing the basic guidelines from Congress for such protections.)
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role today and to prevent massive social media companies from exerting too much
power and having too large an influence in what content users consume.
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