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Abstract
The aim of the present paper is to establish unique solvability theorems for approximate problems derived
by fundamental solution method applied to the Dirichlet boundary value problem of the two-dimensional
reduced wave equation in the exterior region of a disc.
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1. Introduction
The present paper is focused on the proof of the unique solvability theorems for approximate
problems derived by fundamental solution method (FSM, in abbreviation) applied to the Dirichlet
boundary value problem of the two-dimensional reduced wave equation in the exterior region of a
disc.
In addition to the content of the present paper, the ;rst author discussed the convergence of
approximate solutions to the true solution in the International Conference on Recent Advances in
Computational Mathematics held in Matsuyama, Japan, October 10–13, 2001. An error estimate has
been obtained in the case of the boundary value being a plane wave. Namely suppose that the
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boundary data f on a of the approximate problem (E
(N)
f ) is given by the plane wave progressing
to the direction of x-axis:f(r) = eikx. The de;nition of problem (E(N)f ) will be given in Section 3.
Our error estimate is stated as follows.
Theorem 1. Let  be an arbitrary positive number, and let ∈ (0; 1) be 4xed. Suppose that the
kernel function g(
) with the parameters  and  satis4es the condition (G1). Then there is a
positive integer N1 depending on  and  with the properties that there exists uniquely the solution
u(N )(r) of the problem (E(N)f ) if N¿N1, and that for any positive integer m there is a constant
Cm such that if N¿N1, then
‖u(N )(a(
))− u(a(
))‖L∞(0;2)6 CmNm :
Condition (G1) will be introduced in Section 2, and the notation used in Theorem 1 will be de;ned
in Section 3. The approximate problem (E(N)f ) can be treated in the framework of the equi-distant
collocation method for periodic functions with kernel expression, which we have studied in [3]. The
complete proof of Theorem 1 is, however, lengthy. So in the present paper we will prove the unique
solvability of the problem (E(N)f ). The authors hope that the rest of the proof of Theorem 1 and
related results will be published separately.
Our results may be considered as natural but partial extensions of those in Katsurada and Okamoto
[2] to the Helmholtz equation in a domain exterior to a disc. The paper [2] is a pioneering work for
mathematical analysis of charge simulation method (CSM, in abbreviation) applied to the Laplace
equation in a disc. It is shown in [2] that the convergence rate of the approximate solution u(N )(r)
to the genuine solution u(r) is exponentially fast with respect to the number N of collocation points
if u(r) is analytic in a neighborhood of the disc. Theorem 1 is still weak in this respect, although
it had no logical inconsistency if the genuine convergence rate could be exponentially fast. Further
we remark that our starting point for the present study lies in the investigation of an FEM-FSM
combined method for two-dimensional exterior reduced wave problem which is formulated in [5].
This combined method is a natural extension of the FEM-CSM combined method for two-dimensional
exterior Laplace problem which is discussed in [4].
The authors thank deeply the referees of the present work for their constructive comments, with
which the quality of the paper has been greatly improved from the original version.
2. Equi-distant collocation method for periodic functions with kernel expression
A function f is said to be a periodic function with kernel expression if there are a continuous
2 periodic function g and an integrable function q such that
f(
) =
∫ 
−
g(
− 
′) q(
′) d
′: (1)
Namely the function f is the convolution of the functions g and q on the unit circle.
Denote Fourier coe7cients of g by gn for n∈Z. Namely we have
gn =
1
2
∫ 2
0
g(
) e−in
 d
:
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For the kernel function g, we set the following conditions (G1) and (G2).
(G1) gn = 0 for any n∈Z:
(G2)
{
There is a positive integer m¿ 2 such that the function g is
m times continuously diIerentiable as a 2 periodic function:
In condition (G2), we have implied that the jth derivative g(j)(
) of g(
) satis;es the following
condition (2).
g(j)(−) = g(j)() for j = 0; 1; : : : ; m: (2)
Under condition (G2), we have the following Fourier series expansion (3) which absolutely converges
uniformly with respect to 
.
g(
) =
∞∑
n=−∞
gn ein
: (3)
Fix a positive integer N . Letting

1 =
2
N
; 
j = j
1 for j∈Z; (4)
we set N points {
j : 06 j6N − 1} as a set of collocation points. We say that a function f(N )(
)
is a collocationally approximate function of f(
) if f(N )(
) takes the following form (5) with N
parameters Qj; 06 j6N − 1, of complex numbers:
f(N )(
) =
2
N
N−1∑
j=0
g(
− 
j)Qj (5)
satisfying the following collocation condition (6).
f(N )(
j) = f(
j); 06 j6N − 1: (6)
(The authors hope that the reader may distinguish the diIerence between f(n) and f(N ). The former
is the nth derivative of the function f, while the latter is the collocationally approximate function
of f with N equi-distant collocation points, in this paper.)
For any integer p, let us introduce an index set Np through
Np =
{
n∈Z: − N
2
6 n− Np¡ N
2
}
: (7)
Let G(N )n be discrete Fourier coe7cients of the kernel function g
G(N )n =
1
N
N−1∑
j=0
g(
j) e−in
j ; n∈Z: (8)
Under condition (G2), inserting (3) into the right-hand side of (8), we have the following expression
(9) for G(N )n .
G(N )n =
∞∑
p=−∞
gn+Np: (9)
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Now we set the following condition (G3).
(G3) G(N )n = 0 for n∈N0:
3. FSM approximate problem for the reduced wave problem in the exterior region of a disc
Let Da be the interior of the circle a with radius a having the origin as its center. We use the
notation r = r(
) for the point in the plane corresponding to the complex number rei
 with r = |r|
where |r| is the Euclidean norm of r∈R2. Similarly we use a = a(
), and ˜= ˜(
), corresponding
to aei
 with a= |a|, and ei
 with = |˜|, respectively.
Let k be the length of the wave number vector. Consider the following Dirichlet problem (Ef )
of reduced wave problem in the exterior domain e of the circle a, with Sommerfeld outgoing
radiation condition at in;nity.
(Ef )


−Mu− k2u= 0 in e;
u= f on a;
lim
r→∞
√
r
{
9u
9r − iku
}
= 0:
In the above, f is a complex valued continuous function on a. The solution u = u(r) of problem
(Ef ) is represented as
u=
∞∑
n=−∞
fn
H (1)n (kr)
H (1)n (ka)
ein
; (10)
where fn is the Fourier coeNcient of the function f(a(
)), and H
(1)
n (z) is the Hankel function of
the ;rst kind of order n. Namely we have
H (1)n (z) = Jn(z) + iYn(z);
where Jn(z), and Yn(z), are the Bessel, and Neumann, functions of order n, respectively.
Fix a positive integer N . We use 
1 and 
j; j∈Z, as in (4). Fix a positive number  so as to
satisfy 0¡¡a. Let
˜j = ˜(
j); aj = a(
j); 06 j6N − 1:
The points ˜j, and aj, are said to be the source, and the collocation, points, respectively. The
arrangement of the set of source points and collocation points introduced as above is called the
equi-distant equally phased arrangement of source points and collocation points, in this
paper.
An FSM approximate problem (E(N)f ) of the problem (Ef ) in the case of equi-distant equally
phased arrangement of source points and collocation points is de;ned through the following:
(E(N)f )


u(N )(r) =
N−1∑
j=0
qjGj(r);
u(N )(aj) = f(aj); 06 j6N − 1:
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In problem (E(N)f ), we use basis functions Gj(r) as follows:
Gj(r) = H
(1)
0 (k|rei
 − ei
j |); 06 j6N − 1: (11)
It is noted that H (1)0 (kr) is a constant multiple of the fundamental solution of Helmholtz equation
with the singularity at the origin satisfying the Sommerfeld outgoing radiation condition at in;nity
Hereafter we use the following notation:
=

a
;  = ka
and let the letter k stand for an integer, not for the length of wave number vector.
4. Unique solvability of FSM approximate problem with small 
Fix a positive integer N . We use 
1 and 
l; l∈Z, as in (4) with j = l. Setting
g(
) = H (1)0 (|1− e−i
|);
we de;ne
Gl = g(
l); l∈Z: (12)
The two-sided in;nite sequence {Gl : l = 0;±1;±2; : : :} has the period N . Further it is symmetric
with respect to N=2. A wave propagation matrix G is de;ned through
G = (gjk)06j; k6N−1; gjk = Gj−k ; 06 j; k6N − 1:
It is to be noted that the matrix G is a complex valued symmetric cyclic square matrix of order N .
Problem (E(N)f ) is represented as
Gq = f ; (13)
where
q =


q0
q1
·
·
·
qN−1


; f =


f(a0)
f(a1)
·
·
·
f(aN−1)


:
Let != ei
1 . De;ne %j; 06 j6N − 1, through
%j =
N−1∑
k=0
G−k !jk : (14)
Since the matrix G is cyclic, %j; 06 j6N − 1; are eigenvalues of G. The eigenvector ’˜j of G
corresponding to the eigenvalue %j with the unit length is given by
’˜j =
1√
N
(!jk)06k6N−1:
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All the eigenvalues of G diIer from zero if and only if the matrix G is regular. Therefore, problem
(E(N)f ) is uniquely solvable if and only if the following condition (15) holds good:
%j = 0; 06 j6N − 1: (15)
Now we consider the discrete Fourier coeNcients G(N )n of the function g de;ned through (8).
In order to check the condition (G3) described in Section 2, we note that the two sided in;nite
sequence {G(N )n : n= 0;±1;±2; : : : ; } has a period N with respect to the index n, and the following
equality (16).
%n = N × G(N )n ; 06 n6N − 1: (16)
Due to Graf’s addition formula (see [6, pp. 359–361]), it holds good
g(
) =
∞∑
n=−∞
H (1)n ()Jn() e
in
: (17)
The Fourier coeNcient gn of the kernel function g(
) is determined as in (18) from the expansion
formula (17).
gn = H (1)n ()Jn(); n∈Z: (18)
Let jn;1 be the smallest positive zero of Bessel function of order n. Then we have
j0;1(=2:404825557 : : :)¡j1;1¡j2;1¡ · · ·¡jn;1¡ · · · (19)
and
Jn(x)¿ 0 for x∈ (0; jn;1): (20)
(See Formula 9.5.1 in p. 370 of [1], and Formula 9.1.7 in p. 360 of [1], for the proof of (19), and
of (20), respectively, for example.)
Theorem 2. Let  be smaller than j0;1. Then the kernel function g(
) satis4es condition (G1), and
(G2) for any positive integer m, and (G3) for any positive integer N , where conditions (G1)–(G3)
have been introduced in Section 2.
Proof. From representation (18) of the Fourier coeNcient gn of the function g(
), we have Re gn=
Jn()Jn(). Hence (20) and (19) imply that for any n∈Z
Re gn¿ 0 if 0¡¡j0;1: (21)
Namely we have that gn = 0 for any n∈Z if 0¡¡j0;1. Therefore condition (G1) holds good.
Condition (G2) is satis;ed for any positive m since g(
) is an analytic function of 
. Estimate (21)
together with (9) implies that for any n∈Z and N = 1; 2; : : :
ReG(N )n ¿ 0 if 0¡¡j0;1:
Hence we have (G3) for any positive integer N .
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5. Unique solvability of FSM approximate problem with arbitrary  in the case of su)ciently
large N
Theorem 3. Let  be an arbitrary positive number, and let ∈ (0; 1) be 4xed. Suppose that the
kernel function g(
) with the parameters  and  satis4es condition (G1). Then there is a positive
number N0 depending on  and  such that condition (G3) holds for any N¿N0.
Due to Theorem 3, we see that, for any positive  and for all ∈ (0; 1) except for ;nitely many
values of  depending on , problem (E(N)f ) has a unique solution provided that N is suNciently
large.
To complete the proof of Theorem 3 we prepare a series of Propositions. First of all we need the
following Lemma 1.
Lemma 1. For any positive (, there exists a positive integer N (( : ; ) such that we have∣∣∣∣gn −
( −i
|n| 
|n|
)∣∣∣∣6 (|n| |n|
for any n with
|n|¿N (( : ; ):
Proof. Formulas in 9.3.1 of [1] imply that, for any ;xed positive x and (, there are positive integers
K = K(( : x) and L= L(( : x) such that∣∣∣∣ Jn(x)1=√2n(ex=2n)n − 1
∣∣∣∣6 ( if n¿K and
∣∣∣∣∣ Yn(x)−√2=n(ex=2n)−n − 1
∣∣∣∣∣6 ( if n¿L;
where n runs as positive integer. Since
H (1)n (x) = Jn(x) + iYn(x);
we can conclude that, for any ;xed positive x and (, there is a positive integer M =M (( : x) such
that ∣∣∣∣∣ H
(1)
n (x)
−i√2=n(ex=2n)−n − 1
∣∣∣∣∣6 ( if n¿M:
Hence we can conclude that there is a positive integer N = N (( : ; ) such that∣∣∣∣∣ H
(1)
n ()Jn()
−i√2=n(e=2n)−n × 1=√2n(e=2n)n − 1
∣∣∣∣∣6 ( if n¿N:
Due to the representation formula (17) for gn, we have∣∣∣∣gn −
(
−i 1
n
n
)∣∣∣∣6 (n n if n¿N:
Since we have g−n = gn; n∈Z, the conclusion of Lemma 1 is valid.
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Let
N () =− log 2
log 
:
Using Lemma 1, we can prove the following Propositions 1–3. Precise proofs of them will be given
in Section 6.
Proposition 1. Suppose that N¿max(2N (1=2 : ; ); N ()). Then we have
‖G(N )n | − |gn‖6
12

N=2
for any n with 06 |n|6N=2.
Proposition 2. Suppose that N¿ 2N (1=2 : ; ). Then we have
|gn + gn−N |¿ 1N 
N=2
for any n with N (1=2 : ; )6 n6N=2.
Proposition 3. Suppose that N¿max(2N (1=2 : ; ); N ()). Then we have
‖G(N )n | − |gn + gn−N‖6
6

N
for any n with 06 n6N=2.
Proof of Theorem 3. Step 1: Since we have
g−n = gn; G
(N )
−n = G
(N )
n ; n∈Z;
Theorem 3 is valid if we show
G(N )n = 0; 06 n6
N
2
in the case of N¿N0 with suitably chosen positive number N0.
Step 2: Let
N1 = 2N (1=2 : ; )
and let
N2 = N ():
De;ne
G3 = min
06n6N (1=2 : ;)
|gn|:
Due to (G1), G3 is positive. If
G36
24

1=2;
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then let
N3 = 2 log
G3
24
1
log 
;
else let
N3 = 1:
Let N4 be the largest zero of the following equation for the real variable x:
6xx=2 = 12 :
De;ne
N0 = max
16i64
Ni:
Step 3: If N¿Ni for i = 1; 2; 3, then
G(N )n = 0 for n∈
[
0;
N1
2
]
:
To see Step 3, ;rstly we note that Proposition 1 implies
|G(N )n |¿ |gn| −
12

N=2 for any n∈
[
0;
N
2
]
;
since N¿N1 and N¿N2. Hence we have
|G(N )n |¿G3 −
12

N=2 for n∈
[
0;
N1
2
]
:
Therefore, we obtain
|G(N )n |¿
24

N3=2 − 12

N=2 for n∈
[
0;
N1
2
]
:
Since N¿N3, we have for n∈ [0; N1=2],
|G(N )n |¿
24

N=2 − 12

N=2 =
12

N=2¿ 0:
Step 4: If N¿Ni for i = 1; 2; 3; 4, then
G(N )n = 0 for n∈
[
N1
2
;
N
2
]
:
To see Step 4, ;rstly we note that Proposition 2 implies
|G(N )n |¿ |gn + gn−N | −
6

N for n∈
[
0;
N
2
]
;
since N¿N1 and N¿N2. If we restrict n∈ [N1=2; N=2], then Proposition 2 gives
|G(N )n |¿
1
N
N=2(1− 6NN=2) = 1
N
N=2
{
1
2
+
(
1
2
− 6NN=2
)}
:
Since N¿N4, we have
1
2 − 6NN=2¿ 0:
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Hence we have
|G(N )n |¿
1
2N
N=2¿ 0 for n∈
[
N1
2
;
N
2
]
:
Step 5: Theorem 3 follows from Steps 1, 3 and 4.
6. Proofs of Propositions in Section 5
Proposition 4. Let N¿ 2N (1=2 : ; ) with N (1=2 : ; ) determined in Lemma 1. Then we have
|gn+Np|6 32
|n+Np|
|n+ Np|
for any n with |n|6N=2 and for any non-zero integer p.
Proof. Step 1: Due to Lemma 1, we have
|gn|6 32|n| 
|n| if |n|¿N (1=2 : ; );
where N (( : ; ) is determined in Lemma 1.
Step 2: If N¿ 2N (1=2 : ; ), then we have, for p∈Z− {0} and n∈ [− N=2; N=2],
|n+ Np|¿N ( 12 : ; ) :
To see Step 2, ;rstly we consider the case of n¿ 0. Then if p¿ 0, we have
n+ Np¿N¿ 2N
(
1
2 : ; 
)
¿N
(
1
2 : ; 
)
and if p¡ 0, we have
|n+ Np|= N (−p− 1) + N − n¿ N
2
¿
1
2
× 2N (1=2 : ; ) = N (1=2 : ; ):
Secondly we consider the case of n¡ 0. This case can be reduced to the ;rst case due to the
expression: |n+ Np|= |(−n) + N (−p)|.
Step 3: The conclusion of Proposition 4 follows Steps 1 and 2.
Proposition 5. Let N¿ 2N (1=2 : ; ). Then we have
‖G(N )n | − |gn‖6
3
2
∑
p∈Z−{0}
|n+Np|
|n+ Np|
provided that |n|6N=2.
Proof. Taking account of identity (9), we have
‖G(N )n | − |gn‖6 |G(N )n − gn|=
∣∣∣∣∣∣
∑
p∈Z−{0}
gn+Np |6
∑
p∈Z−{0}
|gn+Np|:
Hence Proposition 4 implies the conclusion of Proposition 5.
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Proof of Proposition 1. Proposition 5 implies
‖G(N )n | − |gn‖6
3
2
∑
p∈Z−{0}
|n+Np|
|n+Np| =
3
2
∞∑
p=1
n+Np
n+Np
+
3
2
∞∑
p=1
Np−n
Np− n :
The above equality follows from the inequality: |n|6N=2. Since 0¡¡ 1, we have
‖G(N )n | − |gn‖6
3
2
∫ 
0
xN+n−1 + xN−n−1
1− xN dx
6
3
2
1
1− N
∫ 
0
(xN+n−1 + xN−n−1) dx =
3
2
1
1− N
(
(N+n)
N + n
+
(N−n)
N − n
)
:
Since N¿N (), we have
1
1− N 6 2:
Further we have
N ± n¿ N
2
¿
1
2
:
Inserting the above inequalities into the right most hand of the previous estimation, we obtain
‖G(N )n | − |gn‖6
3
2
2× 2N=2(N=2+n + N=2−n):
Hence we have
‖G(N )n | − |gn‖6
12

N=2
provided that
N¿N (); N¿ 2N (1=2 : ; ); |n|6N=2:
Proof of Proposition 2. Step 1: Since n¿N (1=2 : ; ), Lemma 1 implies∣∣∣∣gn −
(
−i 1
|n| 
|n|
)∣∣∣∣6 12|n| |n|:
Step 2: Due to Lemma 1∣∣∣∣gn−N −
(
−i 1
|n− N | 
|n−N |
)∣∣∣∣6 12|n− N | |n−N |
since
n− N6− N (1=2 : ; );
for we have
n− N6 N
2
− N =−N
2
6− 1
2
× 2N (1=2 : ; ) =−N (1=2 : ; ):
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Step 3: Combining Steps 1 and 2, we have∣∣∣∣(gn + gn−N )−
(
−i 1
n
n +−i 1
|n− N | 
|n−N |
)∣∣∣∣
6
1
2|n| 
|n| +
1
2|n− N | 
|n−N |:
Step 4: Due to Step 3
|gn + gn−N | −
(
1
n
n +
1
|n− N | 
|n−N |
)
¿− 1
2|n| 
|n| − 1
2|n− N | 
|n−N |
since ∣∣∣∣|gn + gn−N | −
(
1
n
n +
1
|n− N | 
|n−N |
)∣∣∣∣
6
∣∣∣∣(gn + gn−N )−
(
−i 1
|n| 
|n| +−i 1
|n− N | 
|n−N |
)∣∣∣∣ :
Step 5: Due to Step 4
|gn + gn−N |¿ 12
(
1
|n| 
|n| +
1
|n− N | 
|n−N |
)
:
Step 6: Since |n|= n and |n− N |= N − n, Step 5 yields
|gn + gn−N |¿ 12
(
1
n
n +
1
N − n 
N−n
)
:
Step 7: Since 16 n6N=2 and 0¡¡ 1, we have
1
n
n +
1
N − n 
N−n¿
1
n
n¿
2
N
N=2:
Hence Step 4 implies
|gn + gn−N |¿ 1N 
N=2;
which is the conclusion of Proposition 2.
Proof of Proposition 3. The representation formula (9) for G(N )n yields
‖G(N )n | − |gn + gn−N‖6 |G(N )n − (gn + gn−N )|
=
∣∣∣∣∣∣
∑
p∈Z−{0;−1}
gn+Np
∣∣∣∣∣∣6
∞∑
p=1
|gn+Np|+
∞∑
p=2
|gn−Np|:
Since Proposition 4 implies
∞∑
p=1
|gn+Np|6 32
∞∑
p=1
n+Np
n+Np
and
∞∑
p=2
|gn−Np|6 32
∞∑
p=2
Np−n
Np− n :
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We have
∞∑
p=1
n+Np
n+Np
=
∫ 
0
xN+n−1
1− xN dx and
∞∑
p=2
Np−n
Np− n =
∫ 
0
x2N−n−1
1− xN dx:
Further we have∫ 
0
xN+n−1
1− xN dx6
1
1− N 
N+n and
∫ 
0
x2N−n−1
1− xN dx6
1
1− N 
2N−n:
Summing up the above 4 sentences, we obtain
‖G(N )n | − |gn + gn−N‖6
3
2
1
1− N {
n + N−n} N :
Since N¿N () and 0¡¡ 1, we have
‖G(N )n | − |gn + gn−N‖6
3
2
2× 2N ;
which assures the conclusion of Proposition 3.
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