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iAbstract
The defining property of wireless networks is that communications are not done over a
wired connection. In contrast, radio spectrum is used which is subject to a variety of in-
fluences. Especially, interference from other concurrent transmissions can cause communi-
cation attempts to be unsuccessful. Wireless devices have to operate and perform transmis-
sions despite this interference.
Algorithmic considerations often assume a centralized coordination of devices. This co-
ordination behavior can typically not be assumed, as wireless networks are inherently dis-
tributed. Even if a central authority existed, the necessary coordination would introduce ad-
ditional traffic and interference. In this thesis, we consider distributed adaptive algorithms
that only rely on very little information to maximize the number of successful transmissions.
We give provable guarantees for the performance of these adaptive protocols.
We model a wireless network to consist of sender-receiver pairs denoted as links whose
transmissions interfere based on a conflict graph. This model generalizes previous inter-
ference models like unit-disk graphs or ones based on the signal-to-interference-plus-noise
ratio (SINR).
We consider no-regret-learning approaches known from game theory. These algorithms
adapt transmission probabilities based on utilities, which represent feedback on the success
of previous transmission attempts. Our approach extends previous considerations of no-
regret techniques for capacity maximization in wireless networks.
In the first part of this thesis, we consider the capacity-maximization problem. The task is to
choose a maximal-cardinality set of links that can simultaneously transmit successfully. We
identify key properties and use them to introduce a flexible proof template for the analysis
of adaptive no-regret learning algorithms. This proof template is applied to settings with
adversarial jammers, multiple receivers, and links being allowed to leave the network almost
arbitrarily. Settings with multiple channels and channel availabilities are also considered by
applying similar techniques.
We extend previous works by introducing concurrent networks or malicious devices,
which are modeled as adversarial jammers. These jammers are limited and can render all
transmissions in a certain fraction of time steps unsuccessful. We show that no-regret learn-
ing algorithms are able to converge with approximation factors depending on parameters of
the jammer. Assuming these parameters to be known to the algorithm, they even achieve
constant-factor approximations when jammers tightly fulfill their limitations or against a
stochastic jammer.
The proof template yields the same guarantees when applied to further generalized sce-
narios. Here, senders do not strive to transmit data to one receiver but to a set of receivers.
At the expense of O(log n) in the approximation guarantees, we also omit the standard as-
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sumption from related works that links stay in the network indefinitely.
As the wireless spectrum becomes more and more utilized, regulatory authorities devise
plans to let primary users with the exclusive right to use a certain part of the spectrum open
up their spectrum for secondary usage. To consider this scenario, we extend the capacity-
maximization setting to multiple channels and stochastic channel availabilities. We utilize
different notions of regret to achieve constant-factor approximations if the availabilities are
uncorrelated among links. Otherwise the guarantees depend on the degree of correlation.
Many wireless devices are actually capable of adjusting their transmission power. Thus,
in the second part of this thesis, we consider the power-control problem, where we strive to
find a minimal power assignment such that all links can transmit successfully. We analyze
a well-known fixed-point approach of Foschini and Miljanic in terms of convergence time
and relate this to no-regret learning also converging to the optimal power assignment. For
no-regret learning algorithms we can even guarantee a certain fraction of time steps to be
successful.
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Zusammenfassung
Eine bestimmende Eigenschaft von drahtlosen Netzwerken ist die kabellos per Funk statt-
findende Kommunikation. Das Funkspektrum unterliegt hierbei einer Vielzahl von Ein-
flu¨ssen. Insbesondere Interferenz gleichzeitiger U¨bertragungen kann zu erfolgloser Kom-
munikation fu¨hren. Gera¨te mu¨ssen trotz dieser Interferenz agieren.
Die algorithmische Betrachtung von Funknetzwerken impliziert ha¨ufig zentralisiert ko-
ordinierte Gera¨te. Diese kann man typischerweise nicht annehmen, da Funknetzwerke von
Natur aus dezentralisiert sind. Sogar wenn eine zentrale Instanz existiert, wu¨rde die Ko-
ordination zu zusa¨tzlichen U¨bertragungen und Interferenz fu¨hren. In dieser Dissertation
betrachten wir verteilte adaptive Algorithmen, die nur auf wenige Informationen ange-
wiesen sind, um die Anzahl gleichzeitig erfolgreicher U¨bertragungen zu maximieren. Wir
zeigen beweisbare Garantien fu¨r diese adaptiven Protokolle.
Wir modelieren ein Funknetzwerk als Sender-Empfa¨nger-Paare oder Links, deren U¨ber-
tragungen sich auf einem Konflikt-Graphen basierend beeinflussen. Dieses Interferenzmo-
del verallgemeinert vorherige Modelle wie Unit-Disk-Graphen und das Signal-zu-Interfe-
renz-plus-Rausch-Verha¨ltnis (signal-to-interference-plus-noise ratio – SINR).
Wir betrachten No-Regret-Algorithmen bekannt aus der Spieltheorie. Diese Algorithmen
passen ihre U¨bertragungswahrscheinlichkeit basierend auf Nutzenfunktionen an, welche
den Erfolg vorheriger U¨bertragungen darstellen. Unser Ansatz erweitert fru¨here Betrach-
tungen von Kapazita¨tsmaximierung in Funknetzwerken mit No-Regret-Techniken.
Im ersten Teil dieser Arbeit betrachten wir das Capacity-Maximization Problem, in dem
eine Menge maximaler Kardinalita¨t von Links zu wa¨hlen ist, sodass Links gleichzeitig er-
folgreich u¨bertragen ko¨nnen. Wir identifizieren relevante Eigenschaften und erstellen eine
Beweisvorlage fu¨r die Analyse von No-Regret-Algorithmen fu¨r Capacity-Maximization. Die
Beweisvorlage wenden wir auf Szenarien mit bo¨sartigen Sto¨rsendern, mehreren Empfa¨n-
gern und Links, die das Netzwerk wieder verlassen du¨rfen, an. Mehrere Kana¨le und Kanal-
verfu¨gbarkeiten werden unter Anwendung a¨hnlicher Techniken ebenfalls betrachten.
Wir erweitern fru¨here Arbeiten durch konkurrierende Netzwerke und bo¨sartige Sto¨r-
sender, die wir als Gegenspieler modelieren. Diese Sto¨rsender sind eingeschra¨nkt und ko¨n-
nen nur in einem bestimmten Anteil der Zeitschritte U¨bertragungen sto¨ren. Wir zeigen,
dass adaptive No-Regret-Algorithmen konvergieren und die erreichten Approximationsfak-
toren von den Parametern des Sto¨rsenders abha¨ngen. Angenommen diese Parameter sind
bekannt, dann erreichen die Algorithmen sogar konstante Approximationsfaktoren, wenn
Sto¨rsender genau ihre Beschra¨nkungen erfu¨llen oder gegen stochastische Sto¨rsender.
Der Beweis liefert die selben Garantien fu¨r weiter verallgemeinerte Szenarien, in denen
Sender nicht einen Empfa¨nger erreichen wollen sondern eine Menge von Empfa¨ngern. Wir
verzichten auch auf die Standardannahme verwandter Arbeiten, dass Links unbegrenzt im
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Netzwerk verbleiben. Wir erneuern die Beweisvorlage mit einem Verlust von O(log n) in
der Approximationsgu¨te.
Weil das Funkspektrum mehr und mehr ausgelastet ist, haben Regulierungsbeho¨rden
Pla¨ne ausgearbeitet, dass Prima¨rnutzer, welche das exklusive Recht besitzen bestimmte Fre-
quenzen oder Kana¨le zu nutzen, ihr Spektrum fu¨r Sekunda¨rnutzer o¨ffnen ko¨nnen. Fu¨r
dieses Szenario erweitern wir Capacity-Maximization durch mehrere Kana¨le und stochastis-
che Verfu¨gbarkeit dieser Kana¨le. Wir nutzen verschiedene Arten von Regret um konstante
Approximationsfaktoren zu erreichen, wenn die Verfu¨gbarkeit fu¨r verschiedene Links un-
korreliert ist. Andernfalls ha¨ngt die Garantie von der Korrelation ab.
Tatsa¨chlich sind viele Funksender fa¨hig, ihre Sendeleistung zu beeinflussen. Daher be-
trachten wir im zweiten Teil dieser Dissertation das Power-Control Problem, in dem Links
die minimale Energie finden sollen, so dass alle Links erfolgreich u¨bertragen ko¨nnen. Wir
analysieren einen bekannten Fixpunkt-Ansatz von Foschini und Miljanic im Hinblick auf die
Konvergenzzeit und beziehen dies auf No-Regret-Sequenzen, die ebenfalls zur optimalen
Energiezuweisung konvergieren. Fu¨r No-Regret-Algorithmen ko¨nnen wir sogar einen be-
stimmten Anteil erfolgreicher U¨bertragungen garantieren.
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1CHAPTER 1
Introduction
During the last decade, wireless networks increasingly gained importance and seemed to be-
come ubiquitous in today’s daily life. Most people in our modern society use one or the other
kind of wireless communication frequently. The wide range of applications spans over mo-
bile phones to sensor networks, WiFi at home, and many other settings. In sensor networks
a large number of devices need to coordinate to achieve a common task like monitoring for-
est fires etc. Other applications offer means for personal communication like mobile phones
and WiFi. Thus, for most individuals today, wireless networks are omnipresent. This way,
wireless networks are highly influential for our daily life.
Due to a rising number of applications the number of protocols used in networks in-
creases, too. These protocols have to operate in parallel spatially close together and can
often not directly coordinate their transmissions.
Wireless networks have to communicate using certain frequencies of the radio spectrum
as channels, which leads to the frequency spectrum becoming more and more utilized. The
protocols utilized here need to coordinate the usage of the frequency spectrum, as concurrent
transmissions interfere possibly rendering transmissions unsuccessful. For this coordination
many protocols use additional transmissions or acknowledgements indicating to the sender
whether a transmission attempt was successful.
Depending on the actual network, the use case, and regulatory restrictions devices use
specific protocols sticking to a specific part of the spectrum and frequency bands. A large
portion of the possible spectrum is licensed by regulatory authorities like FCC, OfCom, or
the German Bundesnetzagentur for specific use cases, e.g., for mobile phone communication.
This way a company can have the exclusive rights to use parts of the spectrum. These license
owners are often referred to as primary users. Thus, parts of the spectrum can only be used
by primary users like telecommunication companies owning the respective license.
Other parts of the radio spectrum are not exclusively licensed by the regulatory author-
ities and usable for a wide range of applications. Especially devices using this spectrum
suffer from having to coordinate the spectrum usage. The spectrum available for these pur-
poses is referred to as the ISM-band (Industrial, Scientific, and Medical Band). This part of the
spectrum is not only used for scientific purposes but also for widespread applications like
WiFi, bluetooth, etc. All these protocols have to deal with interference from other devices
using other protocols, and they have to cope with scarce and highly utilized spectrum. Co-
ordination under these influences is one of the major algorithmic challenges in this research
domain.
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We consider wireless networks to consist of sender-receiver pairs denoted as links, where
every sender strives to transmit to a respective receiver. This communication critically de-
pends on transmission attempts being successful and yields certain limits on wireless net-
works.
Wireless networks have to utilize the available spectrum as efficiently as possible. To
do so, one crucial task is to decide which transmissions should be conducted. In general,
not all transmissions can be executed successfully at the same time. Here, it is typically
assumed that the time is divided into discrete time slots. The goal often considered in wireless
networks is to maximize the number of simultaneous transmissions per time slot. This task
is often referred to as capacity maximization.
In wireless networks, transmissions are subject to interference from other transmitting
links, ambient noise, and other additional influences. Due to the mutual interference, trans-
mitting links have to coordinate their transmissions. This was already analyzed in early
research considering wireless networks, e.g., in the slotted ALOHA protocol [Abr70] by re-
transmitting with an exponential backoff.
The mutual influences of transmitting links and the influences due to ambient noise can
be modeled in various different ways. Some of those models are based on graphs [JPPQ05,
SW10, HKV11] modeling the conflicts due to concurrent transmissions. Another model of-
ten used is the signal-to-interference-plus-noise ratio (SINR) [MW06]. Here, the “success” of a
transmission is based on the sum of interference from other links. The received power of
any sender at a receiver decreases as a power law of the distance between the sender and
the receiver. The SINR contrasts the received power of the intended transmission with the
power received from other senders and ambient noise. If the SINR is larger than a given
threshold, a transmission is considered successful.
Some strategies used to coordinate wireless links utilize centralized approaches to de-
cide which links should transmit in which time slot [GWHW09, GOW07, GK00, HW09].
Practically speaking, these approaches afford wireless devices to have a connection to a cen-
tralized authority for coordination. Communication to the central instance introduces addi-
tional traffic into the network, and it makes the approach inflexible for application to large
and changing networks. Interference also increases this way. Especially in local urban or
industrial environments it becomes more and more necessary to implement a large number
of links, and thus it is important to communicate as efficiently as possible.
More flexible approaches can also ensure guarantees on approximation factors in dis-
tributed settings. This contrasts the performance of the algorithm to that of an optimal so-
lution in terms of capacity maximization. Considering distributed algorithms, which can be
executed on every single sender, is necessary as wireless networks are inherently decentral-
ized. In particular, wireless ad-hoc networks, where links connect to a network without using
any kind of predefined connections, cannot rely on a centralized authority or a connection
to one to coordinate their communications. Many modern wireless networks are distributed
and, thus, it is intuitive to solve algorithmic problems in these networks in a distributed
fashion using the least additional communication possible.
In this thesis, we consider adaptive learning algorithms to solve these challenges assum-
ing only very restricted feedback. That is, links are able to adjust their transmission behavior
based only on feedback whether their previous transmission attempts were successful. Thus,
links learn over time whether to transmit or not. This approach has clear advantages to pre-
viously considered ones by introducing less overhead communications for coordination and
still guaranteeing good approximation factors for capacity maximization as we show later
1.1. Network and Interference Model 3
in this thesis.
In large-scale networks and ad-hoc networks it can simply be infeasible to give links
more than very restricted information about their transmissions or about the network’s
structure and size. This way, our approach extends and follows a similar thread as previous
works [Din10, AM11]. We extend previous considerations concerning adaptive distributed
learning algorithms like no-regret learning to more intricate settings. A no-regret learning
algorithm iteratively adapts its probability to choose one of multiple possible actions based
only on feedback for previously chosen actions.
We start by giving a quite general proof template based on linear programming, we ex-
tend the simple setting of one network consisting of n links to a setting which allows con-
current networks not following the same protocol. We even consider adversarial jammers,
which are adversaries that render transmissions unsuccessful. By assuming an adversary we
take the fact into account that environments can change rapidly due to co-existing networks.
We also omit the assumption that a sender strives to transmit to one receiver by intro-
ducing a multi-receiver setting. Another extension allows links to leave the network again.
For both of these settings the same proof technique is used as for the jammer setting above.
In real-world wireless networks most devices are actually capable of deciding on which
of multiple frequency bands to transmit. This can be used to further increase the utiliza-
tion of available spectrum. Besides this, legislative institutions all over the world start to
temporarily open up licensed spectrum for usage by secondary users [FNK+11, Nek09].
That is, primary users owning the exclusive right to use a certain part of the spectrum can
allow secondary users to utilize the spectrum whenever the primary user has no need to
transmit. Assuming links are able to choose among different channels brings the consid-
ered capacity-maximization setting closer to practical settings, where links can utilize such
secondary spectrum.
While choosing which links transmit is reasonable for doing capacity maximization, it is
not the only measure applicable to optimize wireless networks. We also consider power con-
trol to adjust the interference transmitting links exert on other links. In capacity maximiza-
tion it is typically assumed that links use a fixed power level for transmissions. Using power
control, links can reduce the power they use still guaranteeing successful reception. Reduc-
ing the transmission powers reduces interference exerted on other links. This reduction of
the transmission power also lowers the energy consumption necessary for successful com-
munication. Thus, battery-driven devices can reduce drainage of their batteries. Thereby the
number of links transmitting successfully in the same time slot can be significantly increased
using power control.
1.1 Network and Interference Model
Communication in wireless networks is subject to interference from concurrent transmis-
sions. That is, other simultaneous transmission attempts influence the reception of a specific
transmission at a receiver. This is one of the main differences to wired network models,
where transmissions are often assumed to interfere in a one-or-none fashion, i.e., as soon
as more than one sender emits a signal all transmissions fail. In wireless networks trans-
missions interfere in a more localized fashion. In general the received signal strength from
nearby senders is stronger than the one from senders far away. This propagation and fading
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of the signal can be modeled in various ways and can be incorporated in different models to
depict the influence one sender can have on other transmissions.
There exist several approaches to model this typical characteristic of wireless networks.
We consider some of them throughout this section concluding with a rather general one, on
which most of the results in this thesis are based. Before doing so, we need to define the
general structure of our wireless network model.
We assume that a wireless network is defined as set V of n links. A link, denoted by `v =
(sv, rv), consists of a sender sv and a receiver rv. Senders and receivers are placed in a metric
space inducing a distance d(sv, rv) also denoted as the length of the link. In most parts of this
thesis, we apply a slightly more general notion to model the mutual interference of links.
Transmissions are performed by senders with the goal that the respective receiver can
successfully receive the transmission. Based on the considered interference model these
transmissions are either successful or unsuccessful. We also call a transmission conflict-free
if it is successful at the receiver. On the other hand, we define that a conflict occurs at the
receiver and the transmission is unsuccessful based on transmissions of other links and pos-
sibly additional ambient noise. Formally, this definition actually depends on the considered
interference model.
Note that we abandon the standard notion of links as sender-receiver pairs in parts of
this work. Here we define a link to consist of a sender and multiple receivers. The notion of
conflict-free receivers becomes very useful in this context.
Interference models are used to define the influence concurrent transmissions have on each
other. A very simple one exhibits the one-or-none fashion mentioned above. This is often
also denoted as a single-hop network model [Gal85, Chl01]. While this model is very simple,
there exists a variety of more intricate models considering more localized and more practical
versions of interference.
One property exhibited in other interference models is that signals in wireless networks
degrade over distance. While they can be received with a high signal strength near to the
sender, the signal strength typically decreases for receivers far away. There exist different
approaches capturing this property in the interference model.
One way to model interference in a very localized way is the disk-graph model (see for
example [MW05, SW09]). Here, senders and receivers are assumed to be placed in the Eu-
clidean plane. Each sender is depicted by a disk. In the unit-disk-graph model, all disks are
assumed to have the same radius. Successful transmissions are defined as follows. A trans-
mission can be received successfully at a point of the plane – or a receiver situated at this point
is conflict-free – if the only disk of transmitting senders covering this point is the one of the
respective sender. Thus, this models very harshly that signals do not travel indefinitely far
through space and cannot be received at distances too far away from the sender. Neverthe-
less for every single point of the Euclidean plane the one-or-none structure of the single-hop
model remains.
One straightforward generalization of the disk-graph model to general metric spaces is
the protocol model [GK00, JPPQ05]. A transmission from sender sv to receiver rv is successful if
d(sv, rv) ≤ (1+ ∆)d(sk, rv) holds for all other transmitting senders sk, where d(si, rj) denotes
the distance between sender si and receiver rj and ∆ is a constant parameter. Intuitively,
a transmission of a link `v is successful if the length of this link is at most a factor (1 + ∆)
larger than the distance between any other transmitting sender and the receiver. This way,
the success of transmission attempts is subject to a pairwise condition of the links.
Although the models above capture the locality of signal propagation, both these models
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lack of capturing the fact that signals can propagate arbitrary far with decreasing strength.
In practical networks one crucial property is that the signals from different links interfering
with a transmission add up. Both these disadvantages of the above models can be resolved
by using the physical model based on the signal-to-interference-plus-noise ratio (SINR) described
below. Another property captured by the physical model is that senders can choose different
power levels for their transmissions.
A further generalization is the conflict-graph model considered afterwards. It generalizes
the SINR and the simpler settings mentioned above.
1.1.1 Signal-to-Interference-plus-Noise Ratio and the Physical Model
Many related works, especially those considering the more practical engineering perspec-
tive [Rap96], use the physical model to model interference in a realistic way. This interference
model relies on the signal-to-interference-plus-noise ratio (SINR) measuring the quality of the
signal. The SINR is the ratio between the strength of the received signal of the intended
transmission to the signal strength of other transmissions plus ambient noise. This way, it
measures how strong the received signal is compared to interference. A stronger received
signal allows a better decoding of the transmitted message.
In the physical model, the received signal strength depends on the power used by the
sender and the distance between the sender and the receiver. It decreases as a power law
of the distance. Let pv be the transmission power used by sender sv. Formally, the received
power at receiver rw then is
pv
d(sv,rw)α
, where d(sv, rw) denotes the distance in the metric space
between sv and rw. The parameter α ∈ R≥0 is a constant path-loss exponent. It describes how
strong the signal strength degrades over distance. In practical settings this constant is often
assumed to be between 2 and 6 [RM92, Rap96]. Nevertheless, our considerations hold for
any α > 0. One can exchange the distance part of this definition by a general gain value gw,v.
This results in a received power of gw,v · pv by using gw,v = 1d(sv,rw)α .
Note that additionally to the interference of other links, a constant ambient noise ν ∈ R≥0
affects the transmissions. Having defined how the signal propagates, we can now define
the signal-to-interference-plus-noise ratio formally. Using the notion of SINR we are able
to define under which circumstances a transmission is considered successful in the physical
model.
Definition 1.1. Let L ⊆ V be a set of links in a metric space transmitting simultaneously. Let pv be
the power assignment for link `v and ν the ambient noise. The SINR condition for link `v is defined
by
βv ≤
pv
d(sv,rv)α
∑`u∈L
u 6=v
pu
d(su,rv)α
+ ν
,
where βv is the SINR threshold of link `v. The right-hand side is the signal-to-interference-plus-
noise ratio (SINR).
A transmission is considered successful or conflict-free if the SINR condition is fulfilled.
That is, the SINR is at least as large as a fixed threshold βv. Although it is often assumed that
this threshold is the same for all links, our approaches also work more generally when each
link has its own threshold.
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Using this model we do not account for the actual quality of the transmission but only
for whether the transmission is successful. In some related settings, the reached SINR can
be associated with the data rate achieved by a transmission. This is directly related to the
Shannon-capacity and the length of packets to transmit [Har28, Tel99].
Some more advanced interference models based on the SINR model also capture ad-
ditional effects due to the environment. One example is the Rayleigh-fading model, where
the actually SINR achieved by a transmission attempt is drawn from an exponential dis-
tribution with the expected value at the deterministic SINR. The algorithmic problem of
capacity maximization analyzed in this thesis was also considered under Rayleigh-fading
conditions [DHK12b].
1.1.2 Conflict Graphs
Most parts of this thesis rely on a more general notion of interference than the SINR condition
described above. In this section, we generalize and unify the interference models considered
above. Using such a general notion of interference in our proofs enables us to derive results
in a more general and more flexible way. Our more general framework for interference
encompasses different interference models, including the models discussed above or other
models based on bounded-independence graphs [SW10].
We model interference based on conflict graphs. Intuitively, the unit-disk-graph model
and the protocol model can be represented as a directed graph. The graph consists of one
vertex per link. An edge from the vertex of link `v to the vertex of `w exists if the transmission
of `v renders the transmission of `w unsuccessful. For unit-disk graphs and the protocol
model this construction is straightforward.
To further generalize this kind of conflict graph, we consider an edge-weighted version
also considered in [HKV11]. In the simple unweighted graph model above, we can identify
the set of links being able to transmit simultaneously with an independent set, which consists
of vertices not being connected via edges in the graph. For our edge-weighted version we
extend this notion.
Formally, a conflict graph is a directed graph G = (V, E), where the vertices V are identi-
fied with the links, and each edge (u, v) ∈ E is associated with a weight bu(v). Given a set
L ⊆ V of transmitting links, a link `v can transmit successfully (the receiver is conflict-free) if
the incoming edge weights of other transmitting links is at most 1.
The set of links which are successful simultaneously can be identified with a weighted
version of an independent set. We call such a set being able to transmit successfully in the
same time step feasible.
Definition 1.2. A set of links L is feasible if the transmissions of all links `v ∈ L are successful,
which means that
∑
`u∈L
u 6=v
bu(v) ≤ 1 ,
is fulfilled for all links `v ∈ L.
We use C-independence as a key parameter in our proofs. This notion allows to formalize
the connection between the underlying interference model used to define the edge weights
and the used algorithm.
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Definition 1.3. A conflict graph is called C-independent if for any feasible set of links L there exists
a subset L′ ⊆ L with |L′| ≥ 12 · |L| and ∑`u∈L′,u 6=v bu(v) ≤ C for all u ∈ V, where |L| and |L′|
denote the number of transmitting links in these sets.
C-independence constitutes formally that the influence of any transmitting sender on a
feasible set is bounded. Intuitively, this property holds in metric spaces under SINR interfer-
ence with uniform transmission powers, where all senders use the same transmission power,
as the interference from one sender decreases over distance. The feasible set of links itself
needs certain distances between senders and receivers of different links to be successful.
Note that we set the constant in the definition above to be 12 simply for ease. In fact,
any constant can be used here. Thus, we can exchange the condition on the size of the set
L′ by |L′| ≥ z · |L| for z > 0 being a constant independent of the actual conflict graph (but
possibly depending on the interference model). This can also be achieved by utilizing the
C-independence definition recursively. This way, C-independence generalizes the bounded-
independence property popular in the distributed computing literature [SW10].
While disk graphs and the protocol model can directly be transferred to the conflict graph
model, we need some more in-depth consideration to transfer the SINR model here. How
to embed the SINR model into the conflict graph was also considered by [HKV11] using the
notion of affectance [HW09] defined below.
Definition 1.4 ([HW09, HHMW13]). The affectance a(w, v) of link `v caused by another link `w
is
a(w, v) = min
{
1, β
pw
d(sw,rv)α
pv
d(sv,rv)α
− βν
}
.
To use affectance for the construction of the conflict graph, we simply use bu(v) = a(u, v).
In the definition, the SINR threshold is assumed to be β for all links. One can easily use the
same construction exchanging β with βv to consider individual thresholds.
With this the success condition of the conflict graph becomes the SINR condition. This
yields for a feasible set L
∑
`u∈L
u 6=v
bu(v) ≤ 1⇒ pvd(v, v)α ≥ β
∑
`u∈L
u 6=v
pu
d(u, v)α
+ ν
 .
If the distances in the SINR model are based on senders and receivers being placed in
a metric space and uniform powers are used, we can see that this construction provides
conflict graphs, that are O(1)-independent. The constant is independent of the actual net-
work and conflict graph. This is due to considerations from A´sgeirsson and Mitra [AM11,
Lemma 8, Lemma 11].
The considered conflict graph model is actually more general than a union of the protocol
and the physical model. For example, the weights or the affectance can be defined using
adjusted gain values based on measurements instead of gv,w = 1d(sv,rw)α of the SINR model.
This kind of interference model was analyzed by Bodlaender and Halldo´rsson [BH14] and
by Gudmundsdottir et al. [GA´B+14] still guaranteeing similar C-independence. Thus, our
approaches can be applied to these settings.
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1.2 Capacity Maximization
One of the probably most important combinatorial optimization problems in wireless net-
works is to maximize the capacity of the network, i.e., to maximize the number of links
being able to transmit simultaneously in the same time slot. In networks under interference
conditions as described in Section 1.1, we want to decide which subset of all links should
transmit, such that all these links transmit successfully. Throughout this thesis, mostly this
kind of problem is considered in wireless networks based on the weighted conflict-graph
model.
Here, the capacity-maximization problem is defined as follows. Given a network consisting
of a set V of n links, the task is to find the subset of links L ⊆ V maximal in its cardinality
|L| being able to transmit simultaneously, i.e., guaranteeing that all receivers of links in L
are conflict-free. In other words, we want to find a feasible one-shot schedule L of the links.
We mainly focus on the conflict-graph-based interference to model the interdependence of
links. Thus, we have to select the maximum cardinality subset L of links such that for ev-
ery link in L the summed up incoming edge weight from other links in L is at most 1, i.e.,
∑`u∈L,u 6=v bu(v) ≤ 1 for all v ∈ L.
When considering capacity maximization in the SINR model, we assume that links use
uniform or fixed powers in most parts of this thesis. Thus the transmission powers are fixed to
the same value for all links when constructing the weights of the conflict graph. We consider
the different optimization problem described in the next section utilizing different power
levels and even optimizing them.
Our analyses are done in terms of worst-case scenarios, where no additional assumptions
about the network are made. In this context capacity maximization is known to be an NP-
hard problem [GOW07]. Thus, we cannot expect to have efficient algorithms to find the
optimal solution (unless P = NP). Here, we even consider distributed algorithms in which
links do not coordinate their behavior via direct communication.
We introduce randomized algorithms based on game-theoretic assumptions to solve this
problem. In game theory the main underlying assumption is that agents or users behave self-
ishly given a certain set of possible actions and their outcome in terms of a utility. Over time
these algorithms adjust their transmission probability, and the overall network converges.
We will show that these learning dynamics even admit a constant-factor approximation af-
ter having run for a time long enough to adapt to the network. Here, the approximation
guarantee or factor is given by the ratio of the optimal capacity of the network to the number
of successful transmissions of the algorithm.
When considering the unweighted version of conflict graphs, maximization of the net-
work’s capacity directly reflects the maximum-independent-set problem. The set of links of an
optimal solution would then only consist of vertices in the conflict graph such that no two
neighboring vertices in the conflict graph are chosen. This also means that the chosen links
in the network can transmit with receivers being conflict-free.
For our notion of weighted conflict graphs, the capacity maximization in the same way
represents a generalization of the maximum-independent-set problem to edge-weighted
graphs, where the incoming edge weights from links in the set is at most 1.
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1.3 Power Control
While we consider the capacity-maximization problem defined above throughout most parts
of this thesis, we focus on a problem of a different kind in Chapter 5.
In wireless networks, senders can use power control to attempt transmissions at differ-
ent power levels. Many modern devices utilized in wireless networks have the capability
to switch between different power levels. Being able to adapt the powers used in the net-
work can dramatically increase the capacity of the network. Links being successful with a
fixed power can reduce their power without becoming unsuccessful. This way, the over-
all interference in the network can be reduced, and possibly additional links can transmit
successfully.
Concerning the SINR or physical model, it is obvious that the SINR of a link is directly
associated with the power this link uses for transmission (see Definition 1.1). The chosen
transmission power influences the SINR linearly. Thus, increasing the power results in an
increased SINR and decreasing the power reduces the achieved SINR with interference stay-
ing fixed. With power control links being successful can achieve this by exactly fulfilling the
SINR constraint.
Power control can reduce interference in the network but it also enables devices to im-
prove battery life, which is the time until the battery of a device is drained. Wireless devices
being battery driven can reduce the power usage by choosing the smallest power value nec-
essary for successful transmission. As batteries only offer a restricted amount of energy,
spending less energy allows devices to stay functional longer, and this is clearly beneficial
for the overall performance of a network.
Our considerations mainly assume powers to be fixed and, thus, links use powers in
an oblivious way without considering the structure of the network. Concerning the SINR
model we basically assume a uniform power setting, where all links use the same power
level for all transmissions. This is also assumed by [HHMW13]. Other oblivious power
assignments can also be incorporated into the conflict-graph weights using the respective
affectance in Definition 1.4. These are power settings that only depend on the respective
link. Such power settings can depend on the distance between the sender and the receiver
of the links. Two such examples are the linear power assignment, where the power is chosen
linear in d(sv, rv)α, or the square-root power assignment, where the power is proportional
to
√
d(sv, rv)α. Concerning capacity maximization, it is known that even the optimal set of
links transmitting under uniform powers is only an O(log∆)-factor away from the optimal
feasible set of links under arbitrary powers [AM11]. The parameter ∆ denotes the ratio
between the length of the longest and the shortest link. For square-root power assignments
this factor becomes O(log log∆) [HHMW13].
Nevertheless, choosing powers in such an oblivious way has some disadvantages. One
is the loss in the approximation factors mentioned above and another one is the fact that
links have to know the distance between their sender and receiver.
To overcome these disadvantages, we can define the power-control problem as follows.
Consider a wireless network with n links in a metric space with interference based on the
SINR model. We assume that there exists a power assignment such that all links are feasible.
The task is to find the minimal power assignment rendering all links successful.
This problem can actually be solved efficiently in a centralized way by solving an appro-
priate linear program. In wireless networks it is often infeasible to apply such a centralized
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solution to the links, as the solution needs to be communicated to the links and also the
network needs to be known to the algorithm. Thus, as before, we consider the power con-
trol problem in a distributed environment, where links have to decide on their transmission
powers for themselves.
Firstly, we assume links get to know their reached SINR and this way links are able to
use the distributed approach introduced by Foschini and Miljanich [FM92]. Afterwards, we
again consider adaptive learning algorithms which only need to know whether previous
transmissions were successful. For the first part, we assume that unconstrained powers
can be chosen. For the second part, we assume a maximal power exists and only powers
pv ∈ [0, pmax] can be used.
1.4 No-Regret Learning Algorithms
In this thesis, we solve the considered algorithmic problems from a game-theoretic perspec-
tive. We assume links to decide in a distributed fashion striving to optimize the transmission
behavior in a selfish way.
Links want to transmit successfully, and they do not want to waste energy by transmit-
ting unsuccessfully. Thus, links selfishly choose whether to transmit or not. This kind of
selfishness is often considered in game-theoretic analyses. Here, each link is represented by
an agent – also called user, or player – choosing which of multiple actions to play. In our
base setting these actions are either to transmit or not. This way, links iteratively play a
game against other players and the environment. Over time they adjust their behavior to
the network and other players.
To do so, we need to model capacity maximization as a repeated game. This is done by
defining a suitable utility function u(t)i (a
(t)
i , a
(t)
−i ) depending on the action a
(t)
i chosen by player
i (belonging to link `i) and a vector of actions chosen by other players, which is denoted by
a(t)−i . Here, actions a
(t)
i in every time step t are chosen from an action space denoted by A. The
definition of the actual utility and the action space depends on the settings considered in the
subsequent chapters.
Given such a utility function determined by the environment and other players, we can
define this to be a game played where the players want to maximize the overall summed up
utility gained over time.
This game and the utility function considered in later chapters is highly related to the one
used by Andrews and Dinitz [AD09] and others [Din10, AM11]. It rewards any successful
transmission with a utility of +1 and penalizes an unsuccessful one with a utility of −1. Not
transmitting at all guarantees a utility of 0. This captures the intuition described above by
punishing failed transmission attempts and rewarding successful ones.
When considering power control in Chapter 5, we assume a different utility function.
This utility depends on the power used by the link to achieve successful transmissions.
One approach often used to analyze such games is based on equilibrium concepts like
the famous Nash equilibrium [NRTV07]. Intuitively, in an equilibrium no player wants to
change the strategy unilaterally assuming all other player strategies are fixed. For capacity
maximization, analyses of these concepts can for example be seen in [DKV11, AD09].
We examine a different solution concept. It originates from adaptive protocols, whose
behavior converges to stable patterns of play. One such intuitive concept is best-response
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dynamics, where players choose the action that offered the most utility in the previous time
step. Note that this does not guarantee the no-regret property used in most parts of our
work, which is defined below.
We consider a more intricate kind of dynamic protocol, namely no-regret-learning dynam-
ics to provide properties, which we utilize within our proofs. There exists a variety of notions
of regret from which we consider different ones depending on the actual setting.
A rather general definition of regret is the following notion of Φ-regret, which can also
be found in [BM07, NRTV07, GJM11].
Note that we use the notation ui(a
(t)
i , a
(t)
−i ) in the definition below to emphasize the de-
pendence of the utility function on the actions chosen by other players (denoted by a(t)−i ). We
consider an action vector a(t) for a time step t consisting of the chosen actions of all players.
This definition differs from the ones used in related game-theoretic works by explicitly in-
troducing actions of other players into the definition instead of considering them to be part
of the environment or an adaptive adversary defining the utility.
Definition 1.5 ([BM07, NRTV07, GJM11]). Let Φ be a set of measurable functions such that each
φ ∈ Φ is a map φ : A → A. Given a sequence of action vectors a(1), . . . , a(T), the Φ-regret encoun-
tered by player i is
RΦi (T) = sup
φ∈Φ
T
∑
t=1
ui(φ(a
(t)
i ), a
(t)
−i )− ui(a(t)i , a(t)−i ) ,
where ui is the utility function.
An algorithm computing an action sequence with RΦi (T) ∈ o(T) exhibits the no-Φ-regret prop-
erty and is called a no-Φ-regret algorithm.
Intuitively, regret measures the difference in the summed up utility between a sequence
of actions computed by an algorithm and a best choice of actions in hindsight. Depending
on the set Φ, the best choice in hindsight can be restricted to a best single action or a certain
mapping from chosen strategies to other actions.
The set Φ can be considered as a parameter defining different notions of regret. For
example, we can consider Φ to be the set of all constant functions, such that it consists of
functions φa′ for every a′ ∈ A with φa′(a) = a′ for all a ∈ A. This yields the notion of
external regret, for which we give an alternative formal definition in Section 2.2. The notion
of swap regret considered and defined in Section 5.4 can also be expressed in terms of Φ-
regret by choosing Φ to be the set of all measurable functions. For more details on these
considerations, we refer to the respective chapters and to [BM07, GGM08].
Depending on the notion of regret, we can define suitable equilibrium concepts to which
the sequence of actions played by a no-regret algorithm converges (see for example [BM07,
GGM08]). While we stick to sequences of actions with low regret in most parts of this thesis, we
move to equilibria in Chapter 5. We actually use the notion of correlated equilibria associated
with no-swap-regret algorithms.
Algorithms yielding a no-regret property work in a randomized fashion, for example, by
choosing the actions with a probability proportional to weights, which are updated based
on utilities seen for previous actions. Those algorithms get to know the utilities in an online
fashion and have to adapt to these. One such example is the Randomized Weighted Majority
algorithm depicted in Algorithm 1 in Section 2.2. In particular, algorithms offering regret
bounds with high probability are helpful here. We say an algorithm has a no-regret property
with high probability (whp) if it holds with probability at least 1− 1nc for any constant c.
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While some of these no-regret algorithms need to know the utilities of all actions in every
time step no matter whether these were played, some algorithms only need to observe the
utilities of actions taken by the algorithm. The first ones follow the full-information model,
assuming that utilities for all actions are known in a time step. This is a strong assumption
as the necessary information might not be available in realistic settings. The latter one con-
siders the partial-information model, which is often also denoted as bandit model. The partial-
information model is clearly a more suitable assumption in wireless networks, as it allows to
only rely on the feedback for chosen actions. This feedback constitutes for example whether
transmission attempts were successful.
We apply different notion of regret and respective no-regret algorithms using utility func-
tions tailored to the setting for capacity maximization and power control throughout this
thesis.
1.5 Outline and Results Overview
In this thesis, we consider the problems defined in Section 1.2 and Section 1.3. The general
outline of the thesis also follows the same order by first considering the described capacity
maximization in Chapters 2 to 4. This constitutes the main part of the thesis and the results
span over various different settings. Chapter 5 complements these considerations by ana-
lyzing distributed approaches for power control. In these chapters the respective notions of
regret are introduced and the performance of no-regret learning algorithms in the context of
capacity maximization and power control are analyzed.
In Chapter 2, we begin by formally introducing no-external regret. Afterwards, we es-
tablish two major properties, which intuitively are inherent in good approximation algo-
rithms applicable to our distributed online setting. These are the (γ, e)-successful and (η, e)-
blocking properties. These properties identify connections between the number of transmis-
sion attempts and successful transmissions and between the number of transmissions and
interference from other links. Using this, we are able to give a general proof template in
Section 2.3. This constitutes one of the main results of this chapter.
The other results of Chapter 2 are derived by using this template. We are able to con-
sider capacity maximization under additional interference conditions subject to an adver-
sarial jammer. That is, besides interference defined using a conflict graph, transmissions can
be rendered unsuccessful by an adversary. Allowing this kind of additional influences on
the network makes it more difficult to adjust to the network in a distributed fashion. Thus,
throughout Section 2.4 we consider different restrictions on the jammer and different know-
ledge of algorithms about the jammer. We assume the conflict graphs to be C-independent
and the external regret of the used algorithms to be polynomially small in the number of
links. Using this, we show that, when parameters are public knowledge, no-external-regret
learning algorithms can be used to obtain an O
(C
δ
)
-approximation against an adversary,
which jams at most δ · T′ time steps of any time window of T′ time steps. If one of the pa-
rameters is not known, we can still guarantee an O
( C
δ2
)
-approximation factor. For a stochas-
tic jammer an O(C)-bound is shown to hold with high probability in the long run. These
results are complemented with simulations showing an astonishingly close and fast conver-
gence towards the optimal capacity.
We extend these results in Chapter 3. Firstly, we consider a scenario where links do not
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consist of sender-receiver pairs but of senders with multiple receivers. In this multi-receiver
setting, we assume that senders want to transmit to all of their receivers, to at least one, or
that the utility of a link depends on the number of its conflict-free receivers. For the last
of these settings, we show that no-external regret applied here cannot guarantee non-trivial
approximation factors. For the other multi-receiver settings, we are able to show that up to
a constant factor the same parameters and factors hold as used in Chapter 2.
A second extension to the proof template seen before is given in Section 3.3. Here,
we reestablish the general result how to apply the proof template in a setting where links
are allowed to leave the network again once they achieved low regret. Again assuming
(γ, e)-successful and (η, e)-blocking properties, we prove the same general results as be-
fore roughly losing a factor of O(log n) in the approximation guarantees. As both results in
Chapter 3 utilize the same properties as in Chapter 2, we are able to ensure that all previous
results also hold in the respective multi-receiver settings, and with a slight loss when links
can join and leave almost arbitrarily.
In Chapter 4, we consider a different generalization of the capacity-maximization setting.
We assume that links can utilize different channels, which are subject to stochastic availabil-
ities. In this setting, algorithms do not only need to decide whether to transmit but also
which of the available channels to use. This models scenarios in which a primary user, that
has the exclusive right to use a certain part of the wireless spectrum, can allow secondary
users to utilize the communication channels in some time steps.
We apply no-availability-ordering-regret learning algorithms tuned to the availability
setting. This guarantees approximation factors depending on a newly introduced measure,
which extends C-independence to the correlation of availabilities among links. We prove
similar bounds for uncorrelated channel availabilities. Here, slightly different notions of
regret can be applied. These results are accompanied by lower bounds in Section 4.4.3. We
show that arbitrary correlation among the channel availabilities of links can lead to anΩ(n)-
factor for the used notion of regret.
The part of this thesis dealing with power control is situated in Chapter 5. There, we
consider the power-control problem, where links have to find a power level such that all
links can transmit successfully in the same time slot. To consider power control at all, we
resort to the SINR interference model instead of using conflict graphs.
We begin by considering a distributed iterative approach proposed by Foschini and Mil-
janic [FM92]. The first result here is that this approach converges to the fixed point of the
iteration up to a factor (1− δ) within O(n log n log δ) time steps for a network with n links.
This fixed point coincides with the optimal power assignment. The biggest disadvantage
of this iterative protocol is that links need to know their achieved SINR and that there exist
runs of the algorithm where no link transmits successfully.
To overcome the drawbacks of the iterative approach by Foschini and Miljanic, we con-
sider no-regret-learning techniques in Section 5.4 and the following ones. We introduce a
suitable no-regret approach and show that the fraction of rounds with successful transmis-
sions converges to 1. Our approach is based on swap regret and only needs to know whether
previous transmissions were successful to compute a suitable utility function.
This thesis is concluded in Chapter 6 with some comments about possible future research
questions, which extend the considered problems.
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1.6 Related Work
In this section, we give an overview over related works concerning wireless networks. We
focus our survey on results being related to the algorithmic problems considered throughout
this thesis. Thus, we focus on related work with special regard on capacity maximization and
power control in the context of game-theoretic learning dynamics. Nevertheless, we try to
give a slightly more general insight by also considering non-game-theoretic results here.
Wireless networks and the algorithmic problems arising in those networks have been
subject to many works in the past. Starting with analyses considering the well-known
and well-studied ALOHA protocol [Abr70] especially in single-hop networks [Abr70, SK83,
ABAJ04] the attention shifted to more intricate interference models like the SINR model since
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the works of Moscibroda and Wattenhofer [MW06] and of Gupta and Kumar [GK00]. They
considered the problem of maximizing the sum of distances of links being feasible simulta-
neously in both the unit-disk graph and the SINR model.
Nevertheless, a lot of recent research still sticks to the general idea of synchronized time
steps also considered in slotted ALOHA (see for example [Din10, AM11]).
Many topics considered in these works follow the question of how to coordinate in wire-
less networks. For the single-hop networks considered in these early works the tasks are
mainly variants of collision or conflict resolution similar to slotted ALOHA [Chl01, Gal85],
where links retransmit with a certain probability after unsuccessful transmissions. Other
tasks considered there are information-theoretic approaches like coding [Gal85]. Later ex-
tensions of the interference model also considered more intricate problems. These coordi-
nation tasks range from capacity maximization, which is highly related to the aforemen-
tioned conflict resolution, with and without power control to routing of packets via multiple
hops [BMJ+98, KKT04], broadcasting a message in the networks [KLN+10], or the usage of
secondary spectrum [HKV11, HBH06a].
In the single-hop model, it is generally assumed that any concurrent transmission re-
sults in interference making any reception of transmissions impossible. This is general-
ized to more realistic interference models like the protocol model [GK00] and the SINR
model [Rap96, MW06]. Several works consider the differences between these two mod-
els [GK00, IRK09]. Recent works even extend this to more intricate models where transmit-
ters and senders can even utilize directed antennas [SS03, SBH14].
One of the algorithmic problems based on these models analyzed quite often is the
capacity-maximization problem also considered in this thesis. Past research started with
scheduling problems similar to capacity maximization considered in the protocol model and
went on to the SINR model and further more challenging problem definitions.
In the protocol model, scheduling links is mainly considered in terms of latency minimiza-
tion. That is, instead of finding the maximal feasible subset of all links, one strives to find
a partition into a minimal number of sets of links such that each set is feasible. More intu-
itively speaking, for latency minimization we want to schedule the links allowing feasible
transmissions minimizing the time until all links transmitted successfully at least once.
Concerning the graph-based protocol model, latency minimization coincides with the al-
gorithmic problem of finding a minimal coloring in the graph. As this task is NP-complete in
general, approximation algorithms were considered [RL93, MW05]. Capacity maximization
under graph-based interference models was also analyzed in various works [EJS05, NHK08,
SW10].
In the more realistic SINR model both latency minimization and capacity maximization
were considered. In [KV10] latency minimization was considered in the SINR model for
fixed power assignments. While this was mainly considered using centralized approaches,
capacity maximization was also considered in terms of distributed and adaptive learning
algorithms. In general, when dealing with centralized algorithms one can easily utilize al-
gorithms for capacity maximization to construct algorithms for latency minimization losing
a factor of O(log n) in the approximation guarantee [GWHW09].
A lot of works were published considering capacity maximization in the SINR model.
Centralized algorithms were proposed that provide a constant-factor approximation for the
capacity under different additional assumptions [HM12, GWHW09, GHW13]. There are also
approaches for the online case, where links arrive one by one [FGHV13, GHK+14].
As wireless networks are inherently distributed it is essential for links to consider prob-
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lems like capacity maximization in terms of distributed algorithms. Especially works con-
sidering techniques from game theory got more attention throughout recent years in this
context [Din10, AM11, DP13].
Game-theoretic techniques were considered frequently for capacity maximization un-
der SINR conditions. Those range from analyses concerning Nash equilibria to no-regret-
learning dynamics. Capacity maximization can be modeled as a game where links are play-
ers having to choose a transmission probability as action [MW01a, BJ10, DKV11]. Here, a
(pure) Nash equilibrium constitutes a vector of actions or a state where no player wants to
unilaterally deviate from this state to one other action. These states exist under certain con-
ditions, and the quality of these states was analyzed in terms of a suitable utility function.
Multi-channel environments similar to our considerations in Chapter 4 were for example
considered in [NC06].
Other game-theoretic approaches consider capacity maximization using no-regret learn-
ing algorithms [Din10, AM11]. We consider some of these works in more detail in the other
chapters. These approaches exist for both the unit-disk-graph model and the SINR model.
In summary, capacity maximization is modeled as a game and no-regret learning algorithms
adjust to the experienced interference and the network structure over time.
Generalizations of the capacity-maximization problem were also considered in recent
works. One of which is the jammer scenario we also consider in Chapter 2. This is con-
sidered by [ARS08, RSSZ10, RSSZ11, RSSZ13] assuming similar restrictions as we do on the
jammer under the single-hop model and the unit-disk-graph model. This approach was also
extended to the SINR setting [ORS+13]. Possibly the most distinctive difference to the set-
ting in this thesis is that these works are not link-centered but assume that senders want to
reach any arbitrary other device. Thus, we clearly extend this by considering adaptive re-
gret learning in a link-centered scenario. Another recent approach by Gilbert et al. [GKP+14]
considered jamming in a single-hop network when a message needs to be broadcasted to all
nodes.
Other extensions to the capacity-maximization problem assume adversarial instances by
considering the dual-graph model in which edges of a conflict graph based on the protocol
model are determined by an adversary [KLN+10, GLN13, GMW08]. In these papers, senders
strive to transmit a message successfully to multiple devices doing a broadcast to all devices
either in the whole network or locally.
Modern wireless devices can exploit the ability to adjust their transmission powers to in-
crease the achieved capacity of a network. This allows to transmit with the minimal power
possible still yielding successful transmissions. This obviously reduces the interference act-
ing on other links in the SINR model. So power control can clearly increase the overall
capacity of the network.
Simpler considerations assume links to use preset oblivious power schemes indepen-
dent of other links like the square-root power assignment considered in [FKRV09, HM11,
HHMW13]. These oblivious power assignments define a choice of powers for each link de-
pending only on the distance between sender and receiver of the respective link.
A short literature survey concerning more intricate power-control topics can be found
in [SK11]. Lots of the related works rely on the same model as considered by Foschini and
Miljanic [FM92]. The existence of a power assignment rendering all links feasible is as-
sumed. Here, the task is to find this power assignment [Yat95, YH95, HY98, KG05]. Also
other algorithmic approaches than the fixed-point approaches were considered (see for ex-
ample [LPPP11]).
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Other approaches consider game-theoretic solutions for the power-control problem. Sim-
ilar to the ones dealing with capacity maximization, these can be divided into some consider-
ing equilibria as a solution concept [KG05, JH98, ABSA02, AFB+08] and others considering
adaptive dynamics. These started with converging best-response dynamics like the itera-
tion introduced by Foschini and Miljanic [FM92] (see also [HGGB04, WB01, GZY95]). Nash
equilibria in similar settings were also considered [Hei06, HBH06b, AD09]. Some of these
works extend the model in terms of throughput via utility functions, which logarithmically
depend on the reached SINR [HBH06b, MW01a, MW01b, FMGS02, MCPS06]. This well-
studied Shannon capacity is often considered in practice [Har28, Tel99]. These considerations
involve continuous utility functions. This allows to apply different equilibrium concepts or
algorithms. Thus, these concepts clearly differ from our approach, where links have to beat
an SINR threshold to transmit successfully.
It is a natural extension to combine power control directly with scheduling (i.e., decid-
ing which links transmit) to do capacity maximization. This combination is known to be
NP-hard [AD09]. Thus, it was considered by quite a few papers throughout the recent
years [KAY10, BCP95, Kes11, Kes12, Hal12]. All of these approaches divide the task into
two separate phases for scheduling and power control. ElBatt and Ephremides [EE04] con-
sider this scenario not only for arbitrary link-based networks but also for networks with base
stations and terminals. Thus, these apply to more practice-related setting.
The related works of Kesselheim [Kes11, Kes12] consider power control and capacity
maximization that achieve a constant-factor approximation for fading metrics. These works
allow flexible data rates using individual SINR thresholds in a centralized way.
Besides these settings, further problems related to capacity maximization were consid-
ered in literature. These range from extensions of the power-control setting to incorporate
interference cancellation [JJ09] to applications of coding theory and coding schemes [KYR06]
or works considering transmission queues and how the queue length stabilizes [A´HM12].
Other considered topics are multicast [EG10], i.e., transmitting to multiple receivers, or the
negative effects of new techniques like power control or interference cancellation on stable
states considering selfish agents [DP13]. These topics are not the only ones considered in
this context, but we do not strive to give an exhaustive overview here.
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CHAPTER 2
Capacity Maximization
under Adversarial Jamming
We consider using adaptive learning dynamics to optimize the capacity achieved by a net-
work of n links. In this chapter, we apply no-external-regret-learning techniques to show con-
vergence to a transmission behavior, which yields a constant-factor approximation of the
maximal capacity for O(1)-independent conflict graphs.
To begin, we introduce the notion of external regret and introduce algorithms with a no-
external-regret property. These algorithms update a probability distribution over possible
actions (i.e., attempting a transmission or not) based on a utility function as feedback for
previously chosen actions. The no-external-regret property guarantees that given this utility
function the gained utility for actually chosen actions converges to the utility of the best
single action in hindsight. Introducing algorithms exhibiting this property, we consider a
quite general framework based on linear programming to analyze these adaptive algorithms
for capacity maximization.
This framework constitutes a proof template generalizing previous results and tech-
niques considered when analyzing no-regret learning algorithms for capacity maximization
in wireless networks. We apply our framework to no-regret algorithms used in a setting
where transmissions are not only subject to interference but also an adversarial jammer ren-
dering transmissions unsuccessful in a certain amount of time steps.
In applied settings, wireless networks are actually subject to influences of other sources
than links in the same network. These influences range from concurrent networks and ma-
licious jammers even to interference from other hardware or appliances like, for example,
microwave ovens. Concurrent networks might not follow the same protocol as the consid-
ered network and this way do not coordinate with the network. We model these kinds of
external interference by assuming an adversarial jammer similar to related work [RSSZ10,
RSSZ11, ARS08].
Later in Chapter 3, we then show that the proof template considered here can also be
applied to a wider range of settings. Those include settings where a sender does not only try
to transmit to one receiver but multiple ones and a setting where links can leave the network
again once their own regret is low.
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2.1 Results
To use our general proof template, as a first result we identify two properties intuitively in-
herent to algorithms with good approximation factors. These are namely the (γ, e)-successful
and (η, e)-blocking properties. Depending on these parameters we derive bounds on the
capacity achieved by algorithms yielding low average external regret in scenarios with C-
independent conflict graphs.
Using this result, we apply the proof template to different settings where a jammer ren-
ders transmissions unsuccessful. Clearly, it is necessary to limit the abilities of jammers,
as otherwise jammers can simply make all transmission attempts unsuccessful. We con-
sider different assumptions on how the jamming adversary can be constrained. We prove
a constant-factor approximation guarantee for constant-independence or an O(C)-factor for
general C-independence assuming that the adversary jams exactly (1 − δ) · T′ time steps
of any time window of T′ time steps. If the jammer does at most but not exactly destroy
(1− δ) · T′ time steps, we lose a factor of δ in the guarantees. When the parameters bounding
the jammer are not known, we introduce algorithms with an additional loss in the approxi-
mation guarantees of δ each for unknown T′ and unknown δ. We also consider a stochastic
adversary against which our algorithms achieve a constant approximation factor.
To conclude, we also draw a line from these theoretical results to more applied results
by conducting simulations. Our algorithms perform favourably in these simulations. They
show that the factors and guarantees seem to be even better in realistic settings than expected
from the previous theoretical results in worst-case analysis.
2.2 No-External-Regret Algorithms
We consider algorithms for links to adjust to the network structure and the interference over
time. In total we want to maximize the capacity, which is the number of successful transmis-
sions. Our algorithms for capacity maximization are based on no-regret-learning techniques.
As described before, links decide independently in every time slot whether to transmit or not
using an appropriate learning algorithm.
Our assumption that algorithms do not have any additional information about the struc-
ture of the network requires algorithms to adjust their behavior based only on the outcome of
previous decisions. This outcome is either a successful transmission or an unsuccessful one.
To measure the quality of the outcome of an action, a suitable utility function u(t)i (a
(t)
i , a
(t)
−i ) is
used depending on action a(t)i chosen by player i in time step t and on actions a
(t)
−i chosen by
other players in t.
In the setting considered throughout this chapter, there are only two possible actions in
each time step – sending or not sending. The detailed problem setting is defined in Sec-
tion 2.3, and we use a utility function depending on the details of the respective setting. The
utility functions u(t)i , which is defined in the subsequent sections, strikes a balance between
interference minimization and throughput maximization for each link. We also account for
different kinds of adversarial jamming.
The adaptive algorithms, which are considered here, are learning algorithms yielding a
game-theoretic property called no-external regret. Given the respective setup with appropri-
2.2. No-External-Regret Algorithms 21
ate utility functions, we assume links apply arbitrary such no-regret learning algorithms that
minimize a notion called external regret. The external regret for an algorithm or a sequence
of chosen actions is defined below.
In terms of Φ-regret introduced in Section 1.4, we can define the set Φ to the set of con-
stant functions. Thus, the functions map all actions to only one action as the best action in
hindsight. Alternatively we can use the following definition.
Definition 2.1. Let a(1), . . . , a(T) be a sequence of action vectors. The external regret of this se-
quence for link `i is defined by
max
a′i∈A
T
∑
t=1
u(t)i (a
′
i, a
(t)
−i )−
T
∑
t=1
u(t)i (a
(t)
i , a
(t)
−i ) ,
where A denotes the set of possible actions. An algorithm has the no-external-regret property or is
a no-external-regret algorithm if the external regret of the computed sequence of actions grows in
o(T).
Note that for simplicity we also speak of regret instead of external regret throughout
this and the next chapter. The utility in Definition 2.1 can be considered to be given by an
adaptive online adversary possibly depending on previous decisions of link `i. In fact, in
the capacity-maximization setting it is determined by other links and their transmission de-
cision, which by itself might depend on previous actions of link `i. Thus, we use u
(t)
i (ai, a−i)
as a notation for the utility, where a−i denotes the actions chosen by all links but `i.
Algorithms like the famous and surprisingly simple Randomized Weighted Majority algo-
rithm (RWM) by Littlestone and Warmuth [LW94] or the variant called Hedge [FS97] guaran-
tee this no-regret property by updating a probability distribution over the actions without
actually calculating the regret. This algorithm is depicted in Algorithm 1.
Algorithm 1: Randomized Weighted Majority [LW94, FS97]
Initialize weights wa = 1 for all actions a ∈ A;
foreach t ∈ T do
W = ∑a∈A wa;
Choose action a ∈ A with probability pa = waW ;
foreach a ∈ A do
Observe loss lt(a);
wa = wa · (1− ρ)lt(a);
The way the algorithm is stated here uses the notion of loss lt(a) ∈ [0, 1] instead of utility
for an action a ∈ A in time step t ∈ T, where A is the set of all available actions and
ρ ∈ [0, 12 ) is a suitable chosen parameter. The loss can easily be constructed from a utility by
multiplying with −1 and scaling appropriately.
Choosing the parameter ρ appropriately allows the Randomized Weighted Majority al-
gorithm to have the no-regret property. A detailed proof of the following lemma can be
found in [NRTV07, FS97].
Lemma 2.1 ([NRTV07]). Setting ρ =
√
ln |A|
T Algorithm 1 has expected external-regret at most√
T ln |A|.
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Note that to implement this lemma, links need to know the total time T it will run be-
forehand. This might be impossible in many settings. In these cases, one can drop back to
the “guess and double” approach considered for example by Blum [Blu98]. Guessing a certain
T and doubling this guess once the time step T is reached still yields a no-regret guarantee.
While the famous RWM algorithm needs feedback also for actions not chosen in a time
step, it seems useful to consider algorithms only using feedback for actually chosen ac-
tions in our setting. There exist several such partial-feedback or bandit-model no-regret algo-
rithms [ACBFS02, Aue03, MB04].
One such algorithm is introduced by Auer et al. [ACBFS02]. It even yields a no-regret
guarantee with high probability as given in the lemma below. The algorithm works similarly
as RWM by updating a probability distribution in a multiplicative weights fashion. It is
applicable in the bandit model, where after each round the weights are only updated for the
action chosen by the algorithm.
Lemma 2.2 ([ACBFS02]). Algorithm Exp3.P by Auer et al. yields regret in O
(√
T|A| ln
( |A|T
c
))
for any c > 0 with probability 1− c.
This lemma can be used to get a high probability bound on the regret. Having this bound
holding for an algorithm allows us to use this algorithm on each link altogether giving a high
probability bound on the time needed until all links have low regret.
We use the no-external-regret property in a rather general way in the following sections
to derive bounds on the performance of algorithms for capacity maximization. There is no
explicit restriction to a specific algorithm as long as the used algorithm provides low regret.
Different links are thus also not assumed to use the same algorithm.
2.3 General Framework
In this section, we introduce a general framework usable to analyze regret-learning dynam-
ics for capacity maximization. Though we do not stick to this framework in all later chap-
ters, this general framework gives a first insight into our analysis techniques. We show that
this framework can be used in different settings and that already known results can also be
reestablished using our novel proof template. This way, our approach unifies and extends
previous analyses of simpler problem variants.
Depending on the actual setting, we define appropriate utility functions to adapt no-
external-regret learning algorithms to the respective setting. A central idea in our construc-
tion is not to let the algorithm update its transmission probabilities in every time step. To
overcome some of the difficulties introduced in the more intricate settings we will use algo-
rithms updating the probability distribution after an interval of multiple time steps instead
of learning after every time step. We call such an interval of k time steps a phase, where k will
be chosen appropriately in the respective settings. A link is assumed to stick to the same cho-
sen action throughout the whole phase observing the outcome of its decision in every time
step. So a link will either transmit for a phase of k consecutive time steps or not throughout
this phase. This way, we adapt no-regret learning algorithms such that one round (update
step) of the algorithm coincides with a phase and not with a single time step. By Rv we
denote the set of phases of link `v.
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For our learning algorithm we consider a phase in which the link transmits to be either
successful or not. This depends on the fraction of successful transmissions in this phase. It
is successful if link `v attempted transmission throughout the phase and a fraction µ ∈ (0, 1]
of time steps within the phase have been successful. We use µ as a parameter in our proof
to address specific settings below. In this and the following chapters, we use the same proof
template. Consider a computed sequence of actions. Let qv denote the fraction of phases in
which `v attempted transmission and wv the fraction of successful phases.
We assume the conflict graphs of the considered wireless networks to be C-independent.
As the first step, we identify two properties indicating the relation between attempted and
successful transmissions and between attempted transmissions and interference from other
links. These properties depend on parameters, which differ depending on the considered
setting. Our general proof uses the notions of (γ, e)-successful and (η, e)-blocking algorithms
and C-independence to establish an approximation guarantee depending on these parame-
ters γ, η, and C. It also relies on the parameter e, which denotes the external regret averaged
over the phases (instead of over the time steps – c.f. Section 2.2). Where suitable, we speak
of ev to emphasize that this regret might be different for different links.
Let ε = ∑v∈V ev be the summed up average regret per phase. Now we start by defining the
properties.
Definition 2.2. A sequence of actions is (γ, e)-successful for a link `v if it holds
1
γ
· (2wv + e) ≥ qv .
This represents the relation between attempted and successful transmissions. Both this
and the (η, e)-blocking below capture the intuition of how a good approximation algo-
rithm might behave. Being (γ, e)-successful implies that a certain fraction of phases with
attempted transmissions in a computed sequence of actions must be successful. It seems in-
tuitively obvious that for a “good algorithm” a certain fraction of its transmission attempts
is successful. This property roughly states that an
(
2
γ
)
-fraction of all transmission attempts
is successful. Otherwise the algorithm would have decided not to transmit. In subsequent
sections we will see that the no-external-regret property can be used to guarantee this prop-
erty.
In a very similar way, we have (η, e)-blocking constituting a second intuitive property
for good approximation algorithms. This somehow mirrors being (γ, e)-successful.
Definition 2.3. A sequence of actions is (η, e)-blocking for a link `v if with qv ≤ 14η − e we have
for the fraction of unsuccessful phases due to other links fv (independent of whether `v transmits)
fv ≥ 14η and ∑u∈V
bu(v)qu ≥ 18η .
The notion of (η, e)-blocking allows to obtain a bound on the incoming edge weights
from other transmitting links. Intuitively speaking, an algorithm sending seldom would
have only done so if it would have been unsuccessful often. Otherwise it would have had
the opportunity to exploit low interference for successful transmission. Thus, every link
that rarely attempts transmission must have experienced a lot of interference. To model this
property, fv in the definition above is the fraction of unsuccessful phases not restricted to
those phases in which `v transmits.
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Note that the definition is slightly different to the η-blocking definition in previous pub-
lications. This allows to prove a bound on the approximation factor depending on the sum
of regrets instead of demanding every link to have a low regret.
We observe that both these properties can be achieved by no-external-regret learning
even in non-trivial settings, for example, with jammers later in this chapter. The main result
of this section is the following theorem.
Theorem 2.1. Suppose an algorithm computes a sequence of actions which is (η, ev)-blocking and
(γ, ev)-successful for all links `v.
For this sequence of actions, the average number of successful transmissions yields
∑
v∈V
wv ∈ Ω
(µγη
C
|OPT| − µ · ε
)
,
where |OPT| denotes the average optimum (or the single-slot optimum) and ε = ∑v∈V ev.
Here, |OPT| can denote the single-slot optimum, which assumes the optimum to be the
same in all time steps. To consider settings with changing optima, |OPT| can instead refer
to the average optimum over all time steps 1T ∑t |OPT(t)|, where OPT(t) is the maximum-
cardinality set of links transmitting successfully in time step t. It follows from this theorem,
that if all links have regret low enough (i.e., ev ≤ γ·ηCn ) the approximation ratio of the no-regret
sequence is in
O
(
C
µ · γ · η
)
.
To prove this theorem, we use a primal-dual approach. That is, we consider a primal
linear program (LP) and its dual such that the optimal capacity is related to a feasible solution
of the primal LP and the regret sequence to a feasible solution of the dual LP. This way the
value of the objective function of the dual is an upper bound for this value of the primal.
This allows us to relate the optimal capacity to the regret sequence.
We construct a primal LP suitable for this proof. In subsequent chapters, we will use
different LPs to comply to the respective settings considered. For a primal LP, its dual LP
can be constructed. A primal LP consists of an objective function to be maximized based
on variables which are subject to constraints. An assignment to the variables is feasible if the
constraints of the LP are fulfilled. The objective value of any feasible solution of the primal
is bound from above by the objective value of any feasible solution of the dual LP. This fact
will be useful throughout our proof. Using a scheduling with optimal capacity and the one
resulting from the no-regret learning algorithm as solutions of the respective LP yields the
claim.
Proof of Theorem 2.1. The primal LP is given below. See also [HM12] for an example, where
such an LP is used within an algorithm directly. Here, we use this LP only for the analysis.
In the linear program, the objective is to maximize the number of successful transmis-
sions. Thus, we sum over the variables xv as the objective function and relate xv to the
fraction of time steps in which link `v transmits in the optimal solution. Obviously a link can
at most transmit in all time steps, which leads to the second constraint. The first constraint
is the C-independence for every link `u introduced in Definition 1.3 and is this way fulfilled
for a feasible set of links transmitting simultaneously.
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Note that the linear program is actually not directly tailored to finding a feasible set of
links with maximal cardinality. Instead of directly constituting the interference condition,
it considers the weaker C-independence condition. Nevertheless, the optimal value of the
objective function of the LP is at least the optimal capacity.
Recall that interference from link `u exerted on link `v is defined via a conflict graph with
edge weights bu(v).
max. ∑
v∈V
xv
s.t. ∑
v∈V
bu(v) · xv ≤ C ∀u ∈ V
xv ≤ 1 ∀v ∈ V
xv ≥ 0 ∀v ∈ V
Let OPT′ denote the set L′ for L = OPT from Definition 1.3 of C-independence. Here, OPT
is the set of links transmitting in the optimum. Thus, it holds |L′| ≥ 12 · |L|, where 12 can
be substituted with any constant independent of the actual network. Besides this it holds
∑v∈L′ bu(v) ≤ C for all u ∈ V.
We set xv to represent the single-slot optimum xv = 1 if link `v is in OPT′ and xv = 0
otherwise. This ensures that the constraints of the primal LP are fulfilled.
In a similar way, we can use the average optimum instead of a single-slot one by defining
OPTt to be the set of links transmitting to achieve the optimal capacity in time step t. Let
OPT′t then be defined as L′ for L = OPTt from the C-independence definition.
Let T be the number of time steps. Note that, for simplicity we write t ∈ T for time steps
instead of t ∈ {1, . . . , T}. We set xv = |{t∈T|`v∈OPT
′
t}|
T . So xv represents the fraction of time
steps in which `v is in the optimum of all time steps or L′, respectively. This averaging choice
of xv results in
∑
v∈V
bu(v)xv =
1
T
T
∑
t=1
∑
v∈OPT′t
bu(v) .
As C-independence holds for all single OPTt we have ∑v xv ≥ 12 · 1T ∑t |OPTt| giving a lower
bound on the primal objective function. We also conclude
1
T
T
∑
t=1
∑
v∈OPT′t
bu(v) ≤ 1T
T
∑
t=1
C = C .
So we have constructed feasible solutions for the primal LP based on the single-slot optimum
or the average optimum.
Now we consider the dual LP and use the average number of transmissions in an action
sequence with average-regret ev for link `v to find a feasible solution. In total, this then leads
to an upper bound on the solution of the primal LP proving the theorem.
min. ∑
v∈V
C · yv + ∑
v∈V
zv
s.t. ∑
u∈V
bu(v)yu + zv ≥ 1 ∀v ∈ V
yv, zv ≥ 0 ∀v ∈ V
26 Chapter 2. Capacity Maximization under Adversarial Jamming
Roughly speaking, the objective function of the dual LP is the sum over dual variables, which
we relate to the number of transmissions in the no-regret sequence.
To construct a feasible solution for the dual LP we set yv = 1η · 8qv and zv = 1η · 4(qv + ev).
Note that in the first constraint at least one of both terms on the left hand side needs to
be large enough to fulfill the constraint. So, the solution needs to strike a balance between
interference from other links and the own transmissions of link `v.
With this choice of variables, the value of the objective function is in O
(
∑v
qv
η
)
for small
ev. Later on we will relate this to the fraction of successful transmissions. First of all, we
check whether this solution fulfills the constraints.
The choices for yv and zv are clearly greater or equal to zero. To see that this solution
fulfills the other constraint we consider two cases. If qv ≥ 14η − ev, it directly follows that
zv ≥ 1 and fulfills the constraint.
We consider the case of qv < 14η − ev now. By (η, e)-blocking in Definition 2.3 we di-
rectly get the fraction of unsuccessful phases fv ≥ 14η. Remember that fv does not only
consider phases in which `v actually tries to transmit but all phases. This directly yields
∑u∈V bu(v)qu ≥ 18η. Thus, the constraint is also fulfilled in this case.
It is now left to consider the objective functions of the primal and dual LP. The feasible
solutions directly yield ∑v∈V xv ≤ ∑v∈V C · yv +∑v∈V zv. That is
∑
v∈V
|{t ∈ T | `v ∈ OPT′t}|
T
≤ ∑
v∈V
C · 1
η
· 8qv + ∑
v∈V
4
η
qv + ∑
v∈V
4
η
ev .
We can use the (γ, e)-successful property in Definition 2.2 to relate the fraction of phases
with transmission attempts qv to the fraction of successful phases wv. We get
∑
v∈V
|{t ∈ T | `v ∈ OPT′t}|
T
≤ ∑
v∈V
C · 12
η
· 2
γ
(wv + ev) + ∑
v∈V
4
η
ev
≤ ∑
v∈V
C · 12
η
· 2
γ
wv + C · 16
η
· 2
γ
ε .
Remember that a phase is a consecutive interval of k time steps. Note that k = 1 is used in
some settings to learn in single time slots. A phase of length k is defined to be considered
successful if at least µ · k of its time steps have a successful transmission. This allows us
to relate the number of successful phases to the number of successful time steps losing an
additional factor of µ.
∑
v∈V
|{t ∈ T | `v ∈ OPT′t}|
T
≤ ∑
v∈V
C · 24
ηγµ∑t
w(t)v
T
+ C · 32
ηγ
ε ,
where w(t)v = 1 if link `v transmits successfully in time step t and w
(t)
v = 0 otherwise.
As already discussed, applying the definition of C-independence for the optimum as a
feasible set of links results in ∑v∈V |{t ∈ T | `v ∈ OPT′t}| ≥ 12 · ∑v∈V |{t ∈ T | `v ∈ OPTt}|.
In total we get the claimed approximation guarantee or even an approximation guarantee in
O
(
C
ηγµ
)
for ev < 14nηγ for all links `v with respect to the primal optimum (when at least one
link can transmit successfully).
Again note that both the single-slot optimum and the average optimum can be used to
construct the solution of the primal LP. Thus, we have proven the theorem.
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While we use this proof template in the following sections to prove bounds on no-regret
learning for wireless capacity maximization, we can also use it to reestablish the results
proven by A´sgeirsson and Mitra [AM11]. This gives us a first intuition on how general this
proof technique can be applied. Nevertheless, in some of the settings considered in later
chapters, we need to apply more specialized proofs, to accommodate for the complexity of
the respective setting, without complicating this general framework and losing the simplic-
ity and intuition at this point.
A´sgeirsson and Mitra considered capacity maximization in wireless networks under
SINR fading. Their model did not include any further influences like jamming adversaries,
multiple receivers, or joining and leaving links as done in the next sections and chapters or
even multiple channels as considered in Chapter 4.
To reestablish their result we simply need to argue that the setting is (1, e)-successful
and (1, e)-blocking. The (1, e)-successful property directly reflects Lemma 8 of [Din10] (or
Lemma 6 of [AM11]). Though those lemmas are formulated in terms of the summed fraction
of successful transmissions ∑v wv and the summed fraction of transmission attempts ∑v qv,
their proof directly proves the action sequence to be (1, e)-successful by considering “not
sending” as the possible best action in hindsight. Lemma 7 of [AM11] directly shows the
(1, e)-blocking property when considering the definition of the conflict graph based on the
SINR model.
Corollary 2.1. Any sequence with regret e is (1, e)-successful and (1, e)-blocking for capacity max-
imization in the scenario considered by Dinitz [Din10] and A´sgeirsson and Mitra [AM11].
This way we directly reestablished the results known for capacity maximization in this
base setting already proven by A´sgeirsson and Mitra [AM11]. This result constitutes the
following corollary, which we can directly derive from Corollary 2.1 and Theorem 2.1.
Corollary 2.2 ([AM11]). No-external-regret learning converges to a constant-factor approximation
for capacity maximization in the SINR interference model with uniform powers.
Deriving this previously known result reusing our proof template shows the flexibility
of this LP-based proof technique. We use the general result in Theorem 2.1 and the notion
of (γ, e)-successful and (η, e)-blocking algorithms to apply no-regret learning to different
settings in the following section and the next chapters. Those range from introducing ad-
versarial jammers into the general capacity-maximization setting to considering joining and
leaving links or multiple receivers.
In later chapters, we switch to slightly different proofs abstracting from this first proof
template. This is necessary to adapt to the settings considered there.
Note that A´sgeirsson and Mitra [AM11] also argue that using uniform powers like our
algorithm still guarantees an O(log∆)-approximation for general power assignments under
general metrics, where ∆ is the ratio between the lengths of the longest and shortest links
in the network. They actually show that the optimum under arbitrary powers is at most a
(log∆)-factor better than the optimum under uniform powers. It is easy to realize that we
can easily apply this to our results, because it also holds for the single optima considered.
Thus, for arbitrary powers we lose a factor of log∆ in the approximation factors proven in
the following sections and chapters using our proof template.
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2.4 Jamming-Resistant Capacity Maximization
We have established a general way to consider approximation guarantees for capacity maxi-
mization in wireless networks in the previous section. This allowed to reestablish previously
known results using this proof template. Now, we focus on a more intricate setting also ap-
plying the same template.
We assume that concurrent networks, which do not follow the same protocol, or other
(possibly adversarial) influences are modeled using the adversarial jammer defined below.
Then, we apply the proof template to different variants of this jammer setting, and we derive
suitable approximation guarantees.
2.4.1 Model Description
To model the jamming behavior in wireless networks, we rely on jammer models considered
in previous works [RSSZ10, RSSZ11, ARS08]. Similarly as in these previous works we as-
sume that there is an adversary rendering transmission attempts unsuccessful. It is clear
that an adversarial jammer without any restrictions would simply render all transmissions
unsuccessful. Therefore, we restrict the jammer by preventing it from blocking all time steps
and making communication impossible.
In general, a jammer decides on a per-time-step-basis whether to destroy transmissions
in the specific time step. We distinguish between the following variants of such adversaries.
• A (global) (T′, 1− δ)-bounded adversary can jam at most a (1− δ)-fraction of the time
steps in any time window of length T′ or larger.
• We also consider the special case of a (global) (T′, 1− δ)-exact adversary, which exactly
jams an (1− δ)-fraction of any time window of length T′.
• As a third variant, we treat a (global) stochastic adversary, where we assume any time
step to be independently jammed with a probability 1− δ.
Whereas these adversaries jam the channel globally for all links, we also consider individual
adversaries being able to block each link individually. This leads to similar definitions of
individual (T′, 1− δ)-bounded, individual (T′, 1− δ)-exact and individual stochastic adversaries.
The restrictions the jammer has to obey are the same on the type and number of jammed
time slots for each link, but the jammer decides individually for each link if a slot is jammed.
The respective (1− δ)T′ bounds hold for each link individually. Thus, the individual jam-
mers are clearly stronger than the corresponding global ones. Note that the random trials of
the individual stochastic adversary can be correlated between links but are assumed to be
independent between time steps.
When the (individual) adversary jams a time slot, every attempted transmission (of the
jammed link) in this time slot becomes unsuccessful no matter whether or not it would have
been successful based on the interference model. As discussed earlier, we assume that links
receive only success or failure of their own transmissions as information. And due to this,
they cannot distinguish whether a transmission failed due to adversarial jamming or inter-
ference from other transmissions. Thus, a protocol has to base the decisions about transmis-
sion only on the feedback of success or failure of previous time steps.
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2.4.2 (T′, 1− δ)-bounded Adversary
We will now apply the framework seen in Section 2.3 to a setting with adversarial jamming
behavior. As a starting point, we assume that links know the bounds on the jammer being
T′ and 1− δ for the (T′, 1− δ)-bounded adversary. Knowing these parameters enables the
algorithms to adjust their behavior to the jammer in an efficient way. This results in an O
(C
δ
)
-
approximation against the bounded jammer in general. In the special case of global exact
jammers no-regret learning algorithms even guarantee a constant-factor approximation.
To apply the framework, we need to utilize and adapt the no-external-regret algorithms
to have provable bounds on the (γ, e)-successful and (η, e)-blocking properties. This way,
we bound the parameters γ and η.
As described earlier, we use no-external-regret algorithms not learning in every time step
but after a phase of a certain number of time steps. When T′ is known to every link, algo-
rithms can clearly first observe the outcome of multiple time steps to better adjust to the
jammer. We set the length of a phase to k = T′. This allows to see the outcome of transmis-
sions in a time window in which the jammer is restricted before adjusting the transmission
probabilities.
The utility function applied after a phase is defined via µ = 12δ. This ensures that a phase
is considered successful iff at least 12δT
′ time steps are successful. Thus, at least half of the
time steps guaranteed to be unjammed need to be successful. For a successful phase a utility
of +1 is applied and for an unsuccessful one −1. This utility function is inspired by [Din10].
It penalizes transmitting unsuccessfully and rewards successful transmissions.
Let wRu =
|{t∈R|`u transmits successfully}
|R| be the fraction of successful transmissions during
phase R. Then the utility function can be formalized as follows.
u(R)i (ai, a−i) =

1 if i transmits and wRu ≥ 12δ
−1 if i transmits and wRu < 12δ
0 otherwise.
Here ai represents the decision whether to transmit throughout phase R. Recall, that a−i
denotes the actions (i.e., transmission decisions) of other links.
Using no-external-regret learning as explained above yields an approximation guarantee
in O
( 1
δ
)
for individual bounded jammers and a constant one against global exact jammers for
constant C-independence. For general C-independence these bounds are a factor C worse.
Firstly, we will prove the following lemma bounding the parameters used in the proof tem-
plate.
Lemma 2.3 (cf. [Din10, AM11, DHK12b]). Every action sequence with average regret per phase e
with respect to the utility above is (1, e)-successful.
The general proof idea follows the same thread as used in related work [AM11, Din10].
We compare the overall utility reached by the learning algorithm (or action sequence) to
the overall utility reachable by sending throughout all time steps or not sending at all. As
the difference between the algorithm’s utility and the utility of one action in hindsight is
bounded by the external regret, we can use this to find a suitable bound on the parameters.
In this and the next proof, we will use the following notation. Let QRv = 1 if link `v
transmits in phase R of the no-regret sequence and QRv = 0 otherwise. Similarly we define
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WRv = 1 if phase R is considered a successful phase, i.e., the fraction of successful transmis-
sions throughout phase R is wRu ≥ 12δ, and WRv = 0 otherwise.
In our proofs, we consider the fraction of phases in which `v transmits and the fraction
of successful phases. Formally, that is qv = 1|Rv| ∑Rv∈Rv Q
Rv
v and wv = 1|Rv| ∑Rv∈Rv W
Rv
v
respectively.
Proof of Lemma 2.3. The utility gained by the algorithm is |Rv|(wv − (qv − wv)), as there are
wv|Rv| successful phases and (qv − wv)|Rv| unsuccessful ones with transmission attempts.
For comparison we consider the utility of not sending at all, which is always 0.
The difference between those two values is a lower bound on the regret e of the no-
external-regret algorithm. In average over the phases this then is (qv−wv)−wv ≤ e. By sim-
ple calculus, we get 2wv + e ≥ qv directly proving the action sequence to be (1, e)-successful
as claimed.
In a similar fashion we will now consider (η, e)-blocking and prove the following lemma.
Lemma 2.4. Every action sequence with average regret e with respect to the utility above is (1, e)-
blocking.
Proof. We now prove the (1, e)-blocking property. Here, we compare the utility of the algo-
rithm with the utility gained when transmitting in all phases.
The (1, e)-blocking property is equivalent to the following formulation. For ∑R∈Rv Q
R
v <
1
4 |Rv| − e|Rv| we have ∑R∈Rv FRv ≥ 14 |Rv| and ∑u∈V ∑R∈Ru bu(v)QRu ≥ 18 |Rv|, where the
sum∑R∈Rv F
R
v denotes the number of phases with wRv <
1
2δwhen `v would have transmitted.
Thus FRv = 1 iff the phase would have been unsuccessful if `v would have transmitted.
If link `v transmitted in all time steps, the utility would have been (|Rv| −∑R∈Rv FRv )−
∑R∈Rv F
R
v . The no-regret algorithm in contrast gains at most a utility of ∑R∈Rv Q
R
v as the link
can be successful at most in these phases. Thus, the regret e yields a bound of(
|Rv| − ∑
R∈Rv
FRv
)
− ∑
R∈Rv
FRv − ∑
R∈Rv
QRv ≤ e · |Rv| .
Let us now assume that∑R∈Rv F
R
v <
1
4 |Rv|. We will see that this results in a contradiction
with ∑R∈Rv Q
R
v <
1
4 |Rv| − e|Rv|. Plugging in both ∑R∈Rv FRv and ∑R∈Rv QRv yields(
|Rv| − ∑
R∈Rv
FRv
)
− ∑
R∈Rv
FRv − ∑
R∈Rv
QRv ≤ e|Rv|
⇔
(
|Rv| − 14 |Rv|
)
− 1
4
|Rv| − 14 |Rv|+ e|Rv| ≤ e|Rv|
⇔ 3
4
|Rv| − 14 |Rv| −
1
4
|Rv| = 14 |Rv| ≤ 0 .
This is a contradiction and proves ∑R∈Rv F
R
v >
1
4 |Rv|.
It is directly obvious that for an unsuccessful phase the number of time steps unsuc-
cessful in this phase is at least µ · k = 12δT′ and the sum of incoming edge weights from
transmitting links of the conflict graph is at least 1 in every such time step. While this would
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result in having at least 12δ average incoming edge weights from transmitting links, we will
now actually argue that the sum of bu(v) from transmitting links on link `v is higher.
Assuming that every link uses the phase-based construction given in this section, it is
obvious that all links `u transmitting in one time step also transmit throughout one whole
phase of their algorithm. Note that we do not assume phases of different links to be syn-
chronized. Nevertheless, one phase of link `v overlaps with at most two phases of any link
`u and vice versa. These two arguments together prove that the summed incoming edge
weights from transmitting links for a link `v, which results from the overlapping phases is
∑
R∈Rv
∑
R′∈Ru
R′∩R 6=∅
bu(v)QR
′
u = ∑
R′∈Ru
∑
R∈Rv
R′∩R 6=∅
bu(v)QR
′
u ≤ 2 · ∑
R′∈Ru
bu(v)QR
′
u .
Having ∑R∈Rv F
R
v >
1
4 |Rv| we can bound the incoming edge weights from overlapping
phases of other links and we get
∑
R∈Rv
∑
R′∈Ru
R′∩R 6=∅
bu(v)QR
′
u >
1
4
|Rv| .
By the arguments given before this results in ∑R′∈Ru bu(v)Q
R′
u ≥ 18 |Rv|, which directly
proves (1, e)-blocking for our algorithm.
Having chosen µ = 12δ we can use Theorem 2.1 to prove convergence to an O
(C
δ
)
of the
average optimum and also of the single-slot optimum. In the given jammer scenario it is easy
to see that this directly yields the same approximation factor against individual (T′, 1− δ)-
bounded adversaries. Assuming a global jammer every time slot is either jammed (and thus
the optimal capacity is 0) or the single-slot optimum is optimal. This way we see that the
average optimum against a global (T′, 1− δ)-exact adversary is a δ-portion of the single-slot
optimum, because only a δ-fraction of time slots exhibits an optimal capacity greater than 0.
Let |OPT| again denote the average optimal capacity.
Theorem 2.2. Consider a sequence of action vectors with average regret per phase of ev for links `v
and ε = ∑v∈V ev. The number of successful transmissions per time step is in Ω
(
δ
C · |OPT| − δε
)
against individual (T′, 1− δ)-bounded adversaries and inΩ
(
1
C |OPT| − δε
)
against global (T′, 1−
δ)-exact adversaries.
This theorem directly follows from plugging Lemmas 2.3 and 2.4 into Theorem 2.1. Note
that for constant C-independence (e.g., when considering the SINR model), this even yields
a constant-factor approximation against global-exact adversaries.
2.4.3 Unknown T′
In the previous section, we applied our proof template to settings with (T′, 1− δ)-bounded
jammers. This way we showed an approximation factor in O
(C
δ
)
for C-independent conflict
graphs. The utility function used there to apply no-external-regret algorithms needs to know
δ and T′ to apply the idea of using phases of length k = T′. In practical settings this might
not be the case. It is still crucial that a jammer is restricted and thus not able to destroy
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communications in all time steps to preserve provable performance. An algorithm might
actually not know these bounds. Thus it is a natural extension of the model to consider that
links do not know the parameters restricting the jammer.
At first, we assume that T′ is unknown. In Section 2.4.4 we will then also consider the
setting where δ is not known to the algorithm. We design an algorithm and its utility function
capturing the jammer without considering T′ in the phase length. Thus we set k = 1 and
this way links learn and adjust the transmission probability in every time step.
The following utility function can then be used to again find guarantees on the (γ, e)-
successful and (η, e)-blocking properties for suitable parameters γ and η.
u(t)i (ai, a−i) =

1 if `i transmits successfully in t
− δv2−δv if `i transmits unsuccessfully in t
0 otherwise
Compared to the utility function used in the previous section, this utility allows to account
for the jammed time steps in the utility function instead of using suitable phase lengths. The
unsuccessful transmissions possibly due to jamming are considered by reducing the penalty,
which a link gets for unsuccessful transmission attempts.
This utility function yields the following theorem provable with similar techniques seen
in the section above. Note that to apply this utility function, the algorithm uses µ = 1 by
differentiating between successful and unsuccessful transmissions in every time slot.
Theorem 2.3. Every sequence of action vectors with average regret per phase of ev for links `v and
with ε = ∑v∈V ev yields the number of successful transmissions per time step in Ω
(
δ2
C · |OPT| − ε
)
against individual (T′, 1− δ)-bounded adversaries and in Ω
(
δ
C |OPT| − ε
)
against global (T′, 1−
δ)-exact adversaries.
We will now prove Lemma 2.5 and 2.6 below providing the
(
δ
2 , e
)
-successful and (δ, e)-
blocking properties. Theorem 2.3 then directly follows from Theorem 2.1.
As we consider k = 1 in our construction here, we cannot account for the jammer as
easily as in the proof of Theorem 2.2 before. Here, it might have a quite significant effect on
the algorithm if the jammer actually jams less than an (1− δ)-fraction of time steps of a time
window. That is, an algorithm might consider unsuccessful time steps to be unsuccessful due
to the jammer and this way underestimates the interference from links. Thus we consider δ′v
to be the fraction of time steps, in which the adversary really jams. Against an (T′, 1− δ)-
exact adversary it holds δ′v = δ and for bounded adversaries we have δ′v ≥ δ. Let again as
before qv =
|{t|`v transmits in t}|
T be the fraction of time steps in which `v transmits and wv =
|{t|`v transmits successfully in t}|
T the fraction of time steps with successful transmissions of `v.
Lemma 2.5. Every sequence of actions with average external regret e for the given utility is
(
δ
2 , e
)
-
successful.
Proof. To prove that a sequence is
(
δ
2 , e
)
-successful, we consider the utility reached by the
algorithm. That is wu − (qu − wu) · δv2−δv . In total, we will show that this yields
qu ≤ 4
δ
wu + e
2
δ
.
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The difference between the utility of not sending throughout all time steps and the utility of
the algorithm is
(qu − wu) δv2− δv − wu ≤ e .
The inequality can be easily rearranged to get
qu
δv
2− δv ≤
(
1+
δv
2− δv
)
wu + e ≤ 2wu + e ,
and thus we have proven qu δv2 ≤ 2wu + e.
Now we consider (η, e)-blocking and show that an action sequence with low regret ful-
fills the conditions as needed to prove Theorem 2.3. That is, we show that the (δ, e)-blocking
property holds.
Lemma 2.6. Every sequence of actions with average regret e for the given utility is (δ, e)-blocking.
Proof. Let fv again be the fraction of all time steps in which `v would have been unsuccessful
due to other links transmitting. Having `v transmit in all time steps would therefore result
in a fraction of δ′v − fv successful transmission out of all transmissions and in a fraction of
1− δ′v + fv unsuccessful ones. This yields −(1− δ′v) δ2−δ − fv δ2−δ + (δ′v − fv) as the utility of
transmitting in all time steps. The utility gathered by the algorithm is again bounded by qv
and thus yields
−(1− δ′v)
δ
2− δ − fv
δ
2− δ + (δ
′
v − fv)− qv ≤ e .
Note that −(1 − δ) δ2−δ = 12 δ
2
2−δ − 12δ holds by easy calculus. As by definition (1 − δ′v) ≤
(1− δ), this implies
1
2
δ2
2− δ −
1
2
δ− fv δ2− δ + (δ
′
v − fv)− qv ≤ e .
For contradiction we plug in the assumption that the number of interfered time steps is low,
which means fv < 14δ. This yields
1
2
δ2
2− δ −
1
2
δ− 1
4
δ2
2− δ + δ
′
v −
1
4
δ− qv ≤ e .
Transmitting only in a low fraction of all time steps qv < 14δ− e and having δ′v ≥ δ shows
1
4
δ2
2− δ +
1
4
δ− 1
4
δ+ e ≤ ev.
This directly results in the contradiction necessary for our proof. Then the summed up
conflict-graph weights are
∑
u∈V
bu(v)qu ≥ 14δ ≥
1
8
δ .
This concludes the proof.
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2.4.4 Unknown δ
We have just seen that the assumption of knowing T′ can safely be omitted. The proven
approximation guarantees only lose a δ-factor. We now consider what happens if the other
parameter δ, on which our algorithm relies, is unknown. The approach described here holds
for both cases considered above – the case where T′ is known and the case where it is not
known. Thus we consider links to either know T′ – and only not know δ – or not to know
both.
To overcome the additional difficulties introduced by not having any information about
the jammer’s bounds we resort to a coordinated and synchronized approach here. Though
we still assume that all links learn and behave independently, we assume that they all join the
network at the same time step and run the algorithm in a synchronized fashion. This allows
us to cope with this scenario by just adding an additional δ factor to the approximation
guarantee.
We adjust the algorithms for known δ from Section 2.4.2 and 2.4.3 used by links to run in
a coordinated way such that different values for δ can be tested by all links simultaneously.
The general idea is that different δ values are tested, each in a sufficient large number of time
steps. Thus the correct δ actually used by the jammer is tested in a large enough fraction of
all time steps. In this fraction of time steps, the algorithms behave as if they “play” against
an exact adversary. Thus, we can get the approximation factor from the bounds against
(T′, 1− δ)-exact jammers in the sections before.
More formally, we assume links to execute the phases of the learning algorithm in a
synchronized fashion. The algorithms start by considering δ = 12 in half of all time steps.
In a quarter of all time steps links consider δ = 14 and so forth – they consider any δ =
1
2h
in an 12h -fraction of all time steps for any h ∈ N with h > 0. It is easy to see that one
can arrange the phases to accomplish this scheme of testing different δ. The algorithms can
use δ = 12 in every second phase, δ =
1
4 every second phase of the remaining ones and so
on. Considering algorithms having same phase length for different δ like our algorithms do
allows this construction easily. Here, we stick to the phase length as given by the respective
algorithm in Section 2.4.2 and 2.4.3. Thus generally speaking, our construction uses δ = 12h
in a 12h -fraction of all time steps.
For each such δ, links have to provide a no-external-regret sequence independent of the
other δ-values. Observe that the regret bounds used above are achieved after a polynomial
number of phases with high probability using an appropriate no-external-regret algorithm.
Thus, we need to consider only a polynomial number of no-regret sequences until conver-
gence, and the algorithm only needs to keep track of a polynomial number of simultaneous
algorithm runs.
In fact, the algorithms considered before yield the proven approximation factors after
time polynomial in δ. Thus, the time necessary in total is only an additional δ-factor larger.
After T time steps it is clear that the smallest δ tested yet is the one being only used in 1
time step, thus, being δ = 1T . By the construction we would have used log(T) different
independent no-regret sequences until then.
In phases where up to a factor of 2 the correct δ is assumed the approximation factors for
exact adversaries from the sections before also hold up to a factor of 2. Having an approx-
imation bound in O(C) with C-independent conflict graphs against global (T′, 1− δ)-exact
adversaries for known T′ and O
(C
δ
)
for unknown T′, we can directly conclude a bound on
the approximation guarantee of the described approach with unknown δ. Due to the fact
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that we only guess the correct δ up to a factor of 2 within a δ-fraction of all time steps the
following theorem follows.
Theorem 2.4. Let ε = ∑v∈V ev with average regret ev for links `v. There exists synchronized algo-
rithms that yield the number of successful transmissions per time slot being in Ω
(
δ
C · |OPT| − δε
)
against any (T′, δ)-bounded adversary without knowledge of δ, and Ω
(
δ2
C · |OPT| − ε
)
without
knowledge of δ and T′.
Note that the running time increases by a factor of 1δ over the asynchronous case, as we
need the regret to be sufficiently low in the phases with the correct assumption on δ.
2.4.5 Stochastic Adversary
In this section, we assume jamming behavior different to the adversarial jammers considered
before by considering stochastic jamming. To stay consistent with the already discussed
notation we assume that the jammer jams a time step with probability 1 − δ in a global
fashion. To deal with this kind of adversary, we slightly modify the algorithm seen in Sec-
tion 2.4.2. Roughly speaking, we lengthen phases such that the stochastic jammer resembles
an (T′, 1− δ)-exact adversary.
More formally, we extend the phases such that with high probability only a small fraction
of phases is considered unsuccessful due to jammed time slots. Besides this, we argue that
the optimum also converges to the single-slot optimum. We answer the question after how
many time slots jamming behavior is close enough to the expected behavior to guarantee a
constant approximation factor.
Note that the (γ, e)-successful property only depends on the considered utility function
and is independent of the jammer. Thus, the same parameter γ still holds when the algo-
rithms from previous sections are applied here.
As a first step we show that the (η, e)-blocking property can be transferred from the
results considered before to this stochastic setting given that the algorithms run a sufficiently
long time.
In the remainder of this section, we will bound the probability that an algorithm con-
siders a phase unsuccessful due to interference although the phase is unsuccessful due to
jamming. Afterwards, we will see that the (η, e)-blocking property stays valid with the
same parameter besides a constant after a sufficient amount of time steps. After a certain
amount of time, the actual optimum approaches the expected one. These insights are then
combined to get an approximation guarantee.
Let pk be the probability that a phase of length k is considered unsuccessful due to the
stochastic jammer even if it would not have done so for an exact jammer.
Recall that a phase is considered successful if the fraction of successful time steps during
this phase is at least µ · k. Thus, the algorithm considers a phase unsuccessful due to the
stochastic jammer if the jammer destroys more than (1− δ+ µ) · k time steps. Using this, we
prove the following lemma.
Lemma 2.7. Let µ < δ. Then for k ≥ 1 it holds
pk ≤ exp
(
−
( µ
δ
)2δk
2
)
.
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Proof. Let X(t) ∈ {0, 1} be a random variable indicating whether time step t is not jammed
for link `v. Then we consider Y = ∑t∈R X(t) the number of unjammed time steps for an
arbitrary phase R ∈ Rv. We get
pk = Pr[Y < (δ− µ) · k] = Pr
[
Y <
(
1− µ
δ
)
E[Y]
]
.
Here the equality follows from the expected value of Y being E[Y] = δ · k.
As the stochastic adversary draws its jamming in every time step stochastically indepen-
dent, we can apply Chernoff bounds (see for example [DP98]) on the probability to bound
pk from above.
Pr
[
Y <
(
1− µ
δ
)
E[Y]
]
≤ exp
(
−
( µ
δ
)2
2
δ · k
)
.
Having bounded pk we now bound the number of phases until the (η, e)-blocking prop-
erty also holds for the stochastic setting. This bound will obviously depends on pk. We say
that this bound holds with high probability (whp) when it holds with a probability of 1− 1nc for
any constant c.
Lemma 2.8. Consider an algorithm that computes a sequence of actions which is (η, e)-blocking
against an (T′, 1− δ)-exact adversary. After T ≥ max{pk ,1−pk}
η2
· 82 · 3 · c · ln(n) + ln(n) phases, the
computed sequence is
( η
2 , e
)
-blocking against a stochastic adversary with probability at least 1− 1nc .
Proof. Remember that (η, e)-blocking yields a bound on the unsuccessful phases of 14η for
links sending rarely (see Definition 2.3). To consider
( η
2 , e
)
-blocking we will bound proba-
bility that 18η phases more than expected are unsuccessful due to the adversary. Note that
the expected behavior of the stochastic adversary matches that of an exact one, and so we
can prove the
( η
2 , e
)
-blocking property.
Let X(R)v ∈ {0, 1} be a random variable for every phase R and link `v indicating whether
R is not unsuccessful due to the jammer. This way Yv = ∑R∈Rv X
(R)
v is the number of un-
jammed phases. The number of phases unsuccessful due to the jammer then is given by
Yv = T −Yv.
As mentioned above, we will bound Pr
[
Yv ≥ E[Yv]− 18ηT
]
.
We first consider the case η < 8pk, which yields
Pr
[
Yv ≥ E[Yv]− 18ηT
]
= 1− Pr
[
Yv < E[Yv]− 18ηT
]
.
This evaluates to 1− Pr
[
Yv <
(
1− 18·pk η
)
E[Yv]
]
.
Using Chernoff bounds we get
Pr
[
Yv <
(
1− 1
8 · pk η
)
E[Yv]
]
≤ exp
−
(
η
8pk
)
2
2
pk · T
 .
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Similarly, the second case η ≥ 8pk results in
Pr
[
Yv >
(
1+
1
8 · (1− pk)η
)
E
[
Yv
]] ≤ exp
−
(
η
8(1−pk)
)
2
3
(1− pk) · T
 .
In both cases, we can apply a union bound over all links and get an upper bound on the
respective probabilities of
n · exp
(
− η
2
3 · 82 ·max{pk, 1− pk} · T
)
.
Setting T ≥ max{pk ,1−pk}
η2
· 82 · 3 · (c + 1) · ln(n) directly yields that the number of phases
unsuccessful due to the jammer exceeding the expectation is at most 18η with high prob-
ability. Thus, any (1, e)-blocking algorithm against the exact jammer would provide the( η
2 , e
)
-blocking property here.
For a global jammer, the optimal capacity in the stochastic setting might actually be better
than the optimal capacity against an exact-adversary. So we would like to bound the number
of time steps until the actual optimum converges to the optimum against an exact-adversary.
We will prove that with high probability the stochastic optimum is not to much larger after
a polynomial number of time steps. With this fact we can easily conclude the approximation
factor.
Lemma 2.9. After T ≥ 823δ · c · ln(n) time steps, the optimum against the stochastic adversary is at
most 98 of the optimum against an exact adversary with probability 1− 1nc .
Proof. In the same way as in the proof of Lemma 2.8 we consider X(t) ∈ {0, 1} to indicate
whether time step t is not jammed. This way Y = ∑t∈R,R∈Rv X
(t) is again the number of
unjammed time steps. To bound the probability that more than 98 of the expected time steps
are not jammed, we take a look at
Pr
[
Y ≤
(
1+
1
8
)
E[Y]
]
= 1− Pr
[
Y >
(
1+
1
8
)
E[Y]
]
.
Using Chernoff bounds in a similar way as before we can directly bound this to be
1− Pr
[
Y >
(
1+
1
8
)
E[Y]
]
≥ 1− exp
(
− 1
82 · 3δ · T
)
.
Setting T ≥ 823δ · c · ln(n) gives the bound on the probability as requested by the lemma.
Having this way only 18 more unjammed time steps against an stochastic jammer compared
to an exact adversary, we conclude that the average optimum is at most a factor of 98 higher
than the optimum against an exact adversary. This proves the lemma.
Summing up, we have seen that after a time T ∈ O
(
max{pk ,1−pk}
η2
ln(n)
)
any algorithm
being η-blocking against an exact adversary is again (O(η), e)-blocking and after a time T ∈
O
(
ln(n)
δ
)
the optimum is close to the optimum against an exact adversary. In total, we can
conclude the following corollary. We can simply set the length of each phase to be k ≥
2
δ · ln(8) to use our bound on pk from Lemma 2.8 showing pk ≤ exp
(
− µ2
δ2
ln(8)
)
≤ 18 .
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Corollary 2.3. With high probability, by setting k = 2δ · ln(8) the algorithm in Section 2.4.2 yields
a number of successful transmissions in Ω
(
1
C |OPT| − δε
)
after T ∈ O(ln(n)) phases against a
(global) stochastic adversary. Here, ε = ∑v ev for average regrets ev for links `v.
This corollary can easily be shown by setting µ = δ2 and using the (1, e)-blocking al-
gorithm from Section 2.3 for known T′. This k implies 1− pk > 78 by Lemma 2.7, and in
Lemma 2.8 we use this. Together with Lemma 2.9 this proves the claim.
The total runtime necessary for this result due to phase length and number of phases is
in O
(
ln(n)
δ
)
. The no-external-regret algorithms as presented in Section 2.2 typically need a
polynomial number of learning steps to provide low regret as used for the results in Sec-
tion 2.2. Thus, we end up with a run time polynomial in the number of links n and δ.
Applying the same arguments to the algorithm of Section 2.4.3 yields a slightly worse
bound.
2.5 Simulation Results
In this section, we draw a line from the theoretical results shown in the previous section
to a more practical point of view. We simulate wireless networks with jamming utilizing
no-regret learning algorithms. Although we consider the scenario with jammer here, similar
behavior can also be seen in simpler settings, as considered by A´sgeirsson and Mitra [AM11].
In the simulations of A´sgeirsson and Mitra [AM11] the no-external-regret learning algo-
rithm in a random network shows a quick convergence to a stable solution within the first
20 to 40 iterations. This is clearly less than one would expect from the theoretical analysis. In
our simulations here, we consider a similar setting extended by a jammer. Our simulations
show a very similar behavior by converging quickly close to the optimum.
We conduct simulations with randomly generated networks under SINR-interference.
This way, we show that our proposed approach exhibits a good convergence towards the
optimum. Not only the time until the no-regret-sequence stabilizes but also the distance to
the optimum seem smaller than one might expect from our theoretical results. It is especially
promising that the constant factors used in our proofs seem to be negligible in these simu-
lations. This implies that no-regret learning might actually even be near optimal with a far
better approximation factor than seen in our theoretical analysis.
We consider global and individual stochastic jammers. The no-regret learning algorithm
considered is a variant of the Randomized Weighted Majority algorithm [LW94], which is
also depicted in Algorithm 1. The algorithm uses transmission probabilities proportional to
weights which are updated based on feedback of previous actions. Instead of using a fixed
ρ as assumed in Section 2.2, we adapt the parameter ρ over time to account for the unknown
total number of time steps. This way we basically follow a “guess and double” approach.
This adapted algorithm works as follows. The weights are initialized with 1 and multi-
plied by (1− ρ)la·k in every time step, where l0 = 0.5 is the loss of not sending and the loss of
sending being l1 = 0 for a successful phase and l1 = 1 for an unsuccessful phase. To increase
the effect of learning we multiplied the loss by the length of the phases before updating the
weights. These losses correspond to the utility function used in Section 2.4.2. The length of a
phase is set to k = 6δ as given in Corollary 2.3. The factor ρ starts with
√
0.5 and is multiplied
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Figure 2.1: Number of successful transmissions for no-regret learning over time against
global and individual jammer.
by
√
0.5 every time the number of time steps is increased above the next power of 2. This
reflects the typical “guess and double” approach as also considered by Blum [Blu98].
We conduct our simulations on networks constructed randomly, which consists of 200
links with receivers placed randomly on a 1000× 1000 plane. Note that the placement is not
restricted to the grid points of the plane. Senders are placed with a random angle and within
a random distance between 0 and 100 near their respective receiver. The SINR parameters
are α = 2.1, βv = 1.1 for all links, and ν = 4 · 10−7. The transmission power of all senders
is set to 2. Placing links on an Euclidean plane we used the SINR model to directly get a
conflict graph with constant-independence as considered in our theoretical analysis.
This construction provides networks where interference from other links is the main rea-
son for unsuccessful transmissions. Nevertheless, placing senders not too far away from the
respective receiver still yields a sufficient possibility to achieve successful transmissions. To
simulate links joining in different time steps, we let each link start its algorithm at a random
time step during the first phase (i.e. during the first k time steps). This ensures that the
algorithms do not coordinate quicker due to being already synchronized initially.
Figure 2.1 depicts the number of successful transmissions for one run of the algorithm
against a global stochastic adversary and an individual stochastic adversary with δ = 0.8.
To simplify comparison we additionally plotted the size of the single-slot optimum without
jammer |OPT| and the expected average optimum δ · |OPT| against the global jammer. For
the case of individual jammers we plotted the average optimum ∑v∈V
|{t∈T|`v∈OPT′t}|
T of the
considered run. This is also the reference value of our theoretical proof of Corollary 2.3
before.
Our theoretical results imply that no-regret algorithms converge to a constant-factor ap-
proximation and this is also visible in simulations. Our simulations show that considering
the case of a global jammer the algorithm approaches the actual single-slot optimum in un-
jammed time steps depicted by dots in Figure 2.1. For time steps where the jammer prohibits
any communication, the number of successful transmissions is 0. The dots on the x-axis rep-
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Figure 2.2: Number of successful transmissions using no-regret learning over time for dif-
ferent values of δ. The optimal capacity is depicted by a dotted line.
resent no throughput in jammed time slots. The run is not averaged over time and, thus, lies
above the expected optimum.
Besides some fluctuations in the beginning the algorithm stabilizes during the first 50
time steps and eventually even reaches the optimum in single time steps afterwards. So the
algorithm achieves a reasonable throughput very early on. This result conforms to the sim-
ulation results presented by A´sgeirsson and Mitra [AM11] showing a quite similar behavior
for no-regret learning without jammer. While Figure 2.1 depicts the run of our algorithm
only by one example, Figure 2.2 averages over multiple runs and shows the same general
behavior.
Figure 2.1 also shows that no-regret learning in the case of an individual jammer shows
basically the same trend though it underlies higher fluctuation. This is due to the optimum
changing in every time step. It is reasonable that these fluctuation will remain as they are
introduced due to the jammer. Nevertheless, the algorithm shows a clear tendency towards
stabilizing in spite of the mentioned fluctuations and approaching the average optimum.
The algorithm also outperforms the average optimum in single time steps and clearly con-
verges closely to the average optimum.
Both, for the global and the individual jammer it is clearly visible that the sequence of
actions with diminishing regret converges closely to the optimum with an approximation
factor closer to 1 than one would anticipate given the previous theoretical proofs. Thus, we
consider these results to be very promising for the application of no-regret learning algo-
rithms to real world networks.
The construction of the algorithm depends on δ by fixing the phase length accordingly
and using the proposed utility functions. Knowing δ is not only useful in the construction,
but as discussed before, it is crucial for the performance of the algorithms to know the correct
parameter δ. Using a δ twice as high as the δ used by the jammer enables the jammer to trick
the algorithm into believing that there is a lot of interference from other links. Thus, not
transmitting can be the preferred action for all links allowing no performance at all.
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We conducted simulations to investigate the actual effect of using the wrong δ in our
algorithm. This is depicted in Figure 2.2. Here, we use δ to denote the parameter used by
the algorithm and δ′ = 0.35 to denote the one actually used by the global jammer.
The simulations were executed over 10 networks, which are constructed in the same
way as above and 1000 different random seeds for the jammer. The plots depict the average
success in those runs. The average in a time step is taken only over runs where the channel
was not jammed. This emphasizes the difference between the different δ. We iterate over
δ ∈ {0.2, 0.35, 0.6, 0.7, 0.9}. All other parameters stay as before. This way, our theoretical
results again imply a constant-factor approximation when δ = δ′ is used by the algorithm.
Figure 2.2 shows that assuming a low δ makes the algorithm converge slower, although
it still converges close to the optimum. This holds also due to the choice of the length of a
phase k depending on δ. Phases correspond to the ridges visible in the plots, which makes
it obvious that the links adapt their transmission behavior. The ridges are emphasized by
averaging over different runs with the same phase length. Nevertheless a δ ≤ δ′ still al-
lows to approach the optimum, while more time is needed to reach a good approximation.
Roughly speaking, the algorithm considers longer phases and overestimates the adversary
still allowing to adjust to the real interference. Using δ = 0.2 seems to show exactly the same
adjustments as δ = δ′ stretched in the time dimension.
Surprisingly, by assuming δ > δ′ the performance does not seem to suffer severely. For
δ = 0.6 the algorithm still converges slowly to a reasonable approximation. As δ reaches 2δ′
this changes as expected. The algorithms tend to converge to not sending as the unsuccess-
ful time steps due to the jammer overrule the interference. The adversary obviously tricks
the algorithm into believing that there is much interference, and this way the algorithms of
all links reduce their transmission probability. This results in a drop of performance as ex-
pected. In total, no-regret learning seems quite robust against using the wrong δ. In practical
terms, our algorithmic approach is still applicable when only a rough guess of δ′ is known
and the dependence of the performance on using the exact δ is smaller than assumed.
2.6 Summary and Further Considerations
Throughout this chapter, we have considered a rather general proof template based on two
intuitive properties of distributed approximation algorithms. We have then considered a set-
ting in which transmissions can be rendered unsuccessful due to an adversary. This jammer
is subject to restrictions on the time steps it can render unsuccessful. Depending on whether
the parameters restricting the jammer are known to links, we derived different bounds on
the performance of no-external-regret learning algorithms using suitable utility functions.
We also considered a stochastic jammer.
We contrasted the theoretical results by simulations in Section 2.5 showing a fast con-
vergence closely to the optimal capacity. In conclusion, no-regret learning can be used to
successfully tackle capacity maximization with jamming in both theory and simulations. In
simulations the constant factors inherent in our theoretical analysis appear negligible. The
algorithms converge in reasonable time also being quite low compared to the time polyno-
mial in the number of links one might expect from our analysis. Besides this, simulations
imply that assuming wrong parameters δ different from the ones used by the jammer is not
as bad as expected and that performance of no-regret learning remains robust in this case. It
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nevertheless remains open whether these properties can also be observed in more intricate
jamming settings discussed below.
While we considered a jammer being restricted in the number of time steps, in which
it is allowed to render transmissions unsuccessful, other related work considers a jammer
addressing the SINR setting directly. This is done by introducing a power-based jammer
having a certain amount of power available to increase the ambient noise. Recently Ogier-
man et al. [ORS+13] considered such a specialized jammer. In contrast to our work for a
general class of interference models, this work targets the SINR model rather specifically –
the adversary has a budget of power to influence ambient noise. Besides this, the goal of
transmitting is not to reach a specific receiver but any arbitrary one. That means it is not
link-centered.
The algorithm proposed by Ogierman et al. to tackle the power-based jamming updates
the transmission probability of senders in a very similar fashion as RWM by a kind of expo-
nential backoff. Nevertheless, it uses additional information by being able to receive trans-
missions from other links.
Concerning our setting it is an interesting open question whether this kind of further
feedback can be used to improve the algorithms based on no-regret learning. Especially,
it seems to be a fruitful direction to consider power-based jamming with this additional
feedback, as it is not clear how one could utilize learning approaches without this kind of
setting here. In general, one can argue that power-based restricted jammers are more realistic
than the ones we considered. So the question of how to utilize no-regret learning under these
conditions is an interesting further research direction.
It is not trivial and not clear whether the algorithms can be utilized with the very re-
stricted feedback considered here and whether provable guarantees against more intricate
jammer settings like the power-based ones can be obtained. Obviously, our algorithmic ap-
proach cannot be applied straightforward, as we cannot account for jammers in the utility
functions as easily as before.
For other scenarios, which are not restricted to the jammer scenario, we can nevertheless
use the considered proof template and extend it. We will see that senders transmitting to
multiple receivers and scenarios, where links can leave the network almost arbitrarily, can
be handled using the same general idea in the following chapter.
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CHAPTER 3
Extensions of the Proof Template
for Jamming-Resistant Learning
The proof template considered in the previous chapter cannot only be applied to the jam-
ming scenario considered there. We assumed adversarial jammers, which can render a cer-
tain fraction of time steps unsuccessful. This setting can be extended to more challeng-
ing settings using the same notions of (γ, e)-successful and (η, e)-blocking (see Definition 2.2
and 2.3). These extensions do not only broaden the jammer setting from the previous chapter
but also extend scenarios considered in previous works.
In this chapter, we utilize the general ideas and the proof template of the previous sec-
tion for two further settings. Firstly, we show that the same template of Theorem 2.1 can
be applied to links consisting of one sender associated with multiple receivers. Secondly, we
consider that links do not need to stay within the network once they joined. This was an as-
sumption underlying the previous considerations and also previous work on regret learning
for capacity maximization.
Both results considered in this chapter can be combined with the jammer scenario. In fact,
the results can be applied in any scenario in which we have a bound on the (γ, e)-successful
and (η, e)-blocking properties.
In the multi-receiver setting, we consider three different scenarios. The first one assumes
that each sender strives to reach all of its receivers. Another scenario is considered where a
transmission is successful whenever any of its receivers are reached successfully, and a third
one assumes that the success or more precise the utility of a transmission attempt depends
on the number of links receiving successfully.
3.1 Results
In total, we see that the proof template can be applied more generally than only in the con-
sidered jamming-resistant learning from Chapter 2. We show that with multiple receivers
per sender we can reestablish the same parameters γ and η of the (γ, e)-successful and (η, e)-
blocking properties up to a constant. This holds when a transmission attempt is considered
successful if either all of the respective receivers receive the transmission successfully or if at
least one receiver is conflict-free. This way, we prove the same approximation bounds given
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in the previous chapter. When the utility depends on the number of receivers reached by a
sender, we see that the properties do not hold and that no-external-regret learning does not
suffice to get good approximation guarantees.
Similarly, we reestablish the proof template in a setting, where links can join and leave the
network arbitrarily once they have low regret themselves. Here, we prove convergence to
approximation factors in O
((
log n + log
(
1
η
))
C
µ·γ·η
)
. This roughly increases the previously
known bounds by a factor of log n over the case when the links are assumed to stay within
the network.
In fact, the extension considered here is not only applicable to the setting with jammers.
Recall the definitions of the properties from Section 2.3. We can use the results here for
any setting that is (η, e)-blocking and (γ, e)-successful. Thus also the general setting of
Dinitz [Din10] and A´sgeirsson and Mitra [AM11] is easily extended to multiple receivers
and links leaving the network almost arbitrarily.
3.2 Multi-Receiver Setting
Extending the proof template considered for jamming-resistant learning from the previous
chapter, we will start with a scenario where a sender is not only associated with one receiver
but with multiple ones. Thus, each link does not consist of a sender-receiver pair but of a
sender and a set of receivers.
This extends previous considerations to a more practical setting, as wireless networks
are essentially multi-receiver networks by nature. Signals propagate through space in any
direction. Thus, a sender can try to utilize this property of wireless communication to reach
multiple receivers simultaneously with the same transmission. This kind of multicast set-
ting, where a specific set of receivers should receive a transmission and an anycast setting,
where an arbitrary of the possible receivers should be reached, will be analyzed in this sec-
tion.
3.2.1 Model Description
When considering multiple receivers one also has to consider how to define a successful
transmission, as now a transmission might be considered successful if all of the multiple
receivers get the message or any of them. The utility of a transmission might even depend
on the number of receivers receiving the transmission successfully.
More formally, we extend the previously considered network in the following way. The
network now consists of n senders sv, each coupled with a set of receivers {rv,1, . . . , rv,k}. Note
that we do not make any assumption on how this set of receivers looks like or what size it
has. Concerning the success of a transmission attempt we apply the following three kinds of
settings.
Again we assume that a receiver can receive from its sender successfully if there is no
conflict. That is, there is not too much interference from other senders, i.e., the summed up
conflict-graph weights are low enough for the transmission to be successful. This results in
the following settings to define the circumstances for a transmission attempt to be considered
successful.
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• In the to-all setting, a transmission for link `v is successful iff all of its receivers are
conflict-free.
• The to-one setting considers a transmission for link `v successful, iff at least one of its
receivers is conflict-free.
• The utility of a link in the to-many setting is linear in the number of receivers that are
conflict-free.
For the first two settings, the to-all and the to-one setting, we assume that the no-external-
regret-learning technique is applied as discussed before in Section 2.2. We assume that the
utility functions basically stay the same. Only the notion of success is altered. For the last
one we assume the utility to actually depend on the number of conflict-free receivers. It can,
for example, depend linearly on the number of conflict-free receivers.
In real world wireless settings, it is a natural task to disseminate information to a set of
multiple receivers. This task is often referred to as multicast. In wireless sensor networks one
might even only want to distribute information to any arbitrary of these multiple receivers,
which is also called an anycast scenario.
From a global point of view we can identify the task of capacity maximization with
different global objectives for the network. In a to-all setting we maximize the number of
transmissions of senders such that all receivers can receive the transmission successfully. In
contrast to this, the to-one setting clearly strikes at the total number of senders reaching at
least one of their receivers. This is sender-centered as it does not matter how many receivers
actually receive the transmissions. The to-many setting is obviously more receiver-centered,
as capacity maximization here can be identified with maximizing the number of receivers
successfully receiving a transmission from their respective sender.
It is clearly visible that these three settings are inherently different. Especially the last one
exhibits a different point of view. We will in fact see that no-external-regret learning applied
in our simple approach is not suitable for optimization in the to-many setting.
We will show that having an algorithm that is (γ, e)-successful and (η, e)-blocking in
the single receiver setting, we can easily transfer these properties to the to-one and to-all
settings. Thus our proof template from Section 2.3 can be applied here.
We assume the same restricted feedback for our algorithms as before, i.e., links only get
to know whether previous transmissions were successful or not.
Having considered only single-receiver settings until now, we use the same basic notion
of C-independence here. In fact, we define C-independence for the multi-receiver setting
by simply demanding C-independence for every single-receiver conflict graph under the
considered interference model. That is, C-independence holds for each conflict graph con-
structed from every combination between senders and one of their receivers.
Definition 3.1. A multi-receiver setting is C-independent if every conflict graph resulting from
the combination of every sender with one of its receivers is C-independent.
Though this seems to be a quite harsh condition, it is fulfilled for an interference model
if this interference model provides C-independent conflict graphs for the single receiver set-
tings in general. So for the SINR-based interference model with uniform powers we can
again claim that we have O(1)-independence as it can directly be transferred.
In the rest of this section, we apply no-external-regret learning algorithms from the pre-
vious section without any major alteration to the multi-receiver setting. To do so, we stick to
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the same utility functions used before. We keep the general structure penalizing unsuccessful
transmissions or phases and rewarding successful ones with the same values used before.
For example, for the setting without jammer the utility is +1 as a reward, −1 as a penalty,
and 0 if the link does not transmit. We only need to redefine under what circumstances a
transmission attempt or a phase is considered successful or unsuccessful, respectively. Thus
considering the to-all setting, a transmission attempt of sender sv is successful if and only if
all of its receivers rv,i are conflict free. In the to-one setting a transmission is defined to be
successful iff at least one of its receivers is conflict free. For the to-many setting we clearly
need to adjust the utility function to be linearly depending on the number of successful
transmissions. The parameters µ and k used by the algorithm in Chapter 2 stay the same as
before. Here, µ again denotes the fraction of time steps with a successful transmission in a
phase needed for the algorithm to consider the phase successful and k denoting the length
or number of time steps of every phase.
3.2.2 Approximation Guarantees
We will now consider the settings with multiple receivers described above, where each
sender wants to reach one of its receivers or all of them. For those we will prove that the
same approximation guarantees hold as before. To do so, we show that any algorithm guar-
anteeing the (γ, e)-successful and (η, e)-blocking properties in single-receiver settings also
fulfills these properties for multiple receivers with the same parameters γ and η up to a
constant.
Proposition 3.1. An algorithm that computes a sequence of actions that is (γ, e)-successful in a
single-receiver setting also computes a sequence that is (γ, e)-successful in the to-one and to-all multi-
receiver settings.
Proposition 3.1 follows straightforward from the definition of success. The utility func-
tions stay the same, and our property only relies on the utility and average regret e. As the
definition of success in the phases is independent of this, we can directly conclude that the
algorithm behaves in the same manner as before maintaining that the algorithm is (γ, e)-
successful.
Let qv again denote the fraction of phases with transmissions and wv the fraction of
phases with successful transmissions. Thus, an algorithm having 1γ (2wv + e) ≥ qv before
with the same utility function and the redefined success still fulfills this property.
To show the same for (η, e)-blocking and transfer it to the multi-receiver setting, we have
to argue a bit more in detail. Using the C-independence will enable us to construct weights
for a conflict graph being C-independent in the single-receiver sense and this way ensure the
(η, e)-blocking property. These conflict-graph weights will be compatible with and depend
on a specific run of the algorithm and sustain the implications about transmitting links.
Lemma 3.1. There exists a C-independent conflict graph such that every algorithm that computes
an (η, e)-blocking sequence of actions in a single-receiver setting also computes an (η, e)-blocking
sequence in the to-one and to-all multi-receiver settings.
Proof. We will construct conflict-graph weights based on a specific conflict graph in each
time step. Then we will average over those weights for different time steps to prove that
(η, e)-blocking holds given these weights. The corresponding weights are denoted by b(t)u (v)
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and averaging over all steps t ∈ T yields bu(v) = 1T ∑t∈T b(t)u (v). In every time step the
conflict graph is C-independent, so an average conflict graph with averaged weights is also
C-independent.
Thus, in each of the settings we basically average over different single-receiver conflict
graphs. These conflict graphs are chosen differently in the to-one and the to-all setting. They
depend on which receivers are conflict free or which are not conflict-free, respectively.
At first, we consider the to-one setting. For the to-one setting the chosen weights b(t)u (v)
depend on the receivers receiving successfully in the optimal schedule. This choice is obvi-
ously independent of the time step t. Thus the average weight used in our proof is bu(v) =
b(t)u (v).
When considering a scenario, where the optimum differs in some time steps like in the
jammer setting considered before, we can use bu(v) = 1T ∑t b
(t)
u (v).
For each link `v ∈ OPT or `v ∈ OPTt, respectively, to define b(t)u (v) we consider an
arbitrary receiver that is conflict-free in the optimum. For other links `v 6∈ OPT we arbitrarily
choose any of its receivers. An unsuccessful transmission of the link is unsuccessful to all of
its receivers. Thus it is also not conflict-free at the chosen receiver.
With this conflict-graph weight, having an unsuccessful transmission of link `v in time
step t means that especially the transmission cannot be received successfully of the chosen
receiver and thus ∑u transmitting in t bu(v) ≥ 1. As the algorithm is (η, e)-blocking in the single-
receiver setting where exactly the chosen receiver is the single receiver, our choice of conflict-
graph weights yields
∑
t
∑
u transmitting in t
b(t)u (v) ≥ 18η · T .
Thus, we directly obtain the (η, e)-blocking property in the to-one setting.
For the to-all setting we choose weights not depending on the optimum as before but
depending on the sequence of actions calculated by the algorithm. In fact, it depends on the
receivers being in conflict during the run of the algorithm. Note that this construction only
seems more restricted due to its dependence on the actual run of the algorithm. This does
not matter, as this construction holds for all runs of the algorithm and as our proofs consider
an already finished run of the algorithm. This construction is viable as long as we can still
prove the necessary properties, which we will do in the following.
If the transmission of the sender of `v is not received by receiver rv,i in time step t, we
use the pair (sv, rv,i) to construct b
(t)
u (v) simply using the respective single-receiver conflict-
graph weights. If multiple receivers do not receive the transmission, we choose an arbitrary
of these receivers. For the time steps in which `v is successful we set b
(t)
u (v) to the average
b(t
′)
u (v) of all unsuccessful time steps t′. This way we ensure that the average b
(t)
u (v) over all
time steps is the same as the average over all unsuccessful time steps. For a sender that is
always successful, we can easily choose an arbitrary of its receivers.
It is easy to see that C-independence also holds for this conflict graph. For any fea-
sible set of links L we can construct L′ as in Definition 1.3, and it holds ∑v∈L′t bu(v) ≤
∑v∈L′t maxrv,i b
rv,i
u (v) for all u ∈ V. Here brv,iu (v) denotes the conflict-graph weight of sender
su to the i-th receiver of link `v. Thus, it refers to a specific single-receiver conflict graph,
where the receiver of link `v is rv,i. As C-independence is fulfilled for every receiver of `v, it
also holds for the receivers with maxrv,i b
rv,i
u (v). This directly shows ∑v∈L′t maxrv,i b
rv,i
u (v) ≤ C
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for all u ∈ V in the constructed conflict graph. Averaging over different time steps still
guarantees C-independence.
We will now show that this construction for the to-all setting is still (η, e)-blocking using
the (η, e)-blocking property from the single-receiver setting. We know that in a time step
which is unsuccessful due to other links, we have ∑u b
(t)
u (v) > 1 by definition. Thus, by
(η, e)-blocking, fv ≥ 14η for small qv and summing over unsuccessful time steps yields
∑
t∈T
`v unsuccessful
∑
u transmits in t
b(t)u (v) ≥ 18ηT .
Having bu(v) defined to be the average of b
(t)
u (v) in steps unsuccessful for `v we get
∑
t∈T
`v unsuccessful
∑
u transmits in t
bu(v) ≥ 18ηT .
Easy calculus results in ∑u bu(v) · |{t ∈ T | u transmits in t}| ≥ 18ηT proving (η, e)-blocking.
This concludes the proof of the lemma.
We have shown that the (η, e)-blocking and (γ, e)-successful properties also hold in the
to-one and to-all settings by Proposition 3.1 and Lemma 3.1. This way, it is straightforward
that our proofs from the previous sections can be directly applied using the constructed
weights bu(v).
Corollary 3.1. Theorems 2.2 to 3.1 and Corollaries 2.1 and 2.3 hold in the respective multi-receiver
to-one and to-all settings.
Besides applying the results to the jamming scenario considered in Chapter 2, we can
also apply the multi-receiver to-one and to-all settings to the result from A´sgeirsson and
Mitra [AM11] in Corollary 2.2. This proves the following corollary.
Corollary 3.2. No-external-regret learning in the multi-receiver to-one and to-all settings converges
to a constant-factor approximation for capacity maximization in the SINR interference model with
uniform powers.
While the constructions in the to-one and the to-all settings were quite straightforward,
the to-many setting, where utility depends on the number of conflict-free receivers, does not
yield such a construction. Thus, we cannot transfer the results that easily. To be precise, we
show a negative result for this setting. There exists an instance and a no-regret sequence
with an approximation factor linear in the maximum number of receivers per sender. This
problem arises as a sender does not get feedback on how many receivers of other senders
are blocked by its transmission attempts.
Lemma 3.2. In the to-many setting there exists an instance such that every sequence of action vectors
with 0 regret yields an approximation factor linear in the maximum number of receivers per sender.
Proof. The network for the lower bound consists of two links – one with sender s1 and re-
ceivers r1,1 to r1,k and one with sender s2 and receiver r2,1. The conflicts are constructed such
that receivers r1,i can only be conflict-free if s2 decides not to transmit. The second link can
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always transmit successfully. This can be implemented in the SINR model by simply putting
all r1,j close together and closer to s2 together with r2,1 than to s1.
In every no-regret sequence, s2 is transmitting almost all the time, and for 0 regret s2 is
always transmitting. For the average regret being close to 0 the other link s1 almost never
transmits, as it can not have a successful transmission when s2 transmits. This implies a
total objective function value of 1. It is clear that the optimal schedule would choose s1 for
transmission and s2 for not transmitting at all. Thus, s1 reaches k receivers in the optimum.
Note that s2 would only reach 1 if it transmits. The optimal capacity being k directly proves
the claim.
In total, we can extend the previously considered setting using the proof template in
Chapter 2 to multiple receivers. This can be done in a straightforward way when all receivers
or when at least one of the receivers should be able to successfully receive the transmission.
If the utility depends on the number of conflict-free receivers, the same cannot be shown and
the regret-learning approach is shown to fail.
3.3 Joining and Leaving Links
Besides considering the extension to multi-receiver settings in the section above, we will now
consider a setting where links are allowed to join and leave the network almost arbitrarily.
While the approach considered in Chapter 2 and Section 3.2 above in general does not
assume links to join the network simultaneously, it assumes links to stay in the network.
That is, a link will not stop behaving according to the algorithm until the end of time once it
started to transmit.
Now we assume that links only have to stay in the network until their own regret is low
enough. For this setting, we will construct a similar proof template as in Chapter 2. This
result can be combined with the previous ones concerning the jammer scenario, the multiple
receivers, and previous work by A´sgeirsson and Mitra. Thus, we extend the previous works
and the previously known bounds while allowing links to leave the network.
3.3.1 Model Description
Obviously, it is not a realistic assumption that links stay within the network indefinitely. So
we relax this assumption made in the previous sections here and consider links being able
to leave the network earlier. Besides this we also allow links to join and leave the network
almost arbitrarily. However, they are assumed to stay until their own regret is low. For this
we prove convergence to an O
(
C · log(n)µ·γ·η
)
-approximation for an (γ, e)-successful and (η, e)-
blocking algorithm as defined in Section 2.3.
This way, we can apply all results observed in the previous chapter and the previous
section to the setting with joining and leaving links by basically losing a factor of log n. This
also includes the standard setting from A´sgeirisson and Mitra as discussed before.
More formally, each link `v comes with an interval of phases Rv. During these phases
the link is present in the network being able to transmit and observe the outcome from its
actions. We assume that outside of its time interval a link cannot observe, learn, or transmit.
The average regret of an algorithm is now considered with respect to the phases inRv. In the
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following section we will adjust the theorem and proof as seen in Section 2.3 to this setting
to get a very similar approximation guarantee.
3.3.2 Approximation Guarantees
During this section, we will reestablish the general result from Section 2.3 used as a template
in Sections 2.4 to 3.2 losing only a factor of O(log n). To do so, we will prove the following
theorem. This proof needs some more advanced considerations compared to the one of
Theorem 2.1 to be applicable to joining and leaving links.
Theorem 3.1. Consider an action sequence, which is (η, ev)-blocking, (γ, ev)-successful with aver-
age regrets ev for links `v, and has at least µ successful time steps in each phase considered successful
in a C-independent conflict graph. For this sequence of actions, the number of successful transmis-
sions yields
∑
v∈V
∑
t
w(t)v ∈ Ω
 µγη(
log n + log
(
1
η
))
C
∑
t
|OPTt| − µ · ε · T
 ,
where OPTt denotes the optimal set of links transmitting in time step t or the single-slot optimum
and ε = ∑v∈V ev.
To prove this, we again use a primal-dual approach as in Section 2.3 for the proof of
Theorem 2.1. To adjust to the joining and leaving links, we use a different linear program
formulation. This LP is more complex and introduces additional factors in the approxima-
tion guarantee.
In terms of approximation guarantees, if the regret is low enough, ε converges to 0 and
this theorem implies a factor in
O
C · log n + log
(
1
η
)
µγη
 .
Proof. The general proof concept follows the same thread as the one of Theorem 2.1 using
a linear-programming approach. Here, we cannot simply consider an average over all time
steps when constructing the LPs, as different links might be in the system in different time
intervals. As a primal LP we use the following one, where OPT′t is defined as L′ out of
Definition 1.3 with L = OPTt being the optimal schedule in time step t. Recall, that bu(v)
are the conflict-graph weights modelling the interference. In the remainder of this proof, we
will for simplicity denote the set of time steps by T.
max. ∑
v∈V
∑
t∈T
v∈OPT′t
xv,t
s.t. ∑
v∈OPT′t
bu(v)xv,t ≤ C ∀u ∈ V, t ∈ T
xv,t ≤ 1 ∀t ∈ T, v ∈ OPT′t
xv,t ≥ 0 ∀t ∈ T, v ∈ OPT′t
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The linear program only differs from the one used before by considering the summed up
number of transmissions. This way, the constraints need to be considered for every time
step, and the objective function basically sums over all time steps in which link `v is in the
optimum.
We consider a variable xv,t only to be existing for time steps in which v ∈ OPT′t , and we
set xv,t = 1 if v ∈ OPT′t . This is a feasible solution as C-independence holds in every time
step fulfilling the first constraint. The other constraints are also fulfilled.
The dual LP is
min. ∑
v∈V
∑
t∈T
C · yv,t +∑
t∈T
∑
v∈OPT′t
zv,t
s.t. ∑
u∈V
bu(v)yu,t + zv,t ≥ 1 ∀v ∈ V, t ∈ T with u ∈ OPT′t
yv,t, zv,t ≥ 0 ∀v ∈ V, t ∈ T with v ∈ OPT′t .
To construct a dual solution we need more detailed considerations. We assume the phases
of any link `v to be numbered such that R
(i)
v denotes the i-th phase of link `v. Let iv(t) denote
the number of the phase containing time step t, formally, t ∈ R(iv(t))v . Considering the max-
imum number of transmissions of multiple consecutive learning intervals we can construct
a feasible solution for the dual LP in a similar way as before in the proof of Theorem 2.1. Let
QRv = 1 if the link `v transmits in phase R ∈ Rv and QRv = 0 otherwise. Thus, we define
Jv = {dlog|Rv|e − log 16n + log η, . . . , dlog|Rv|e+ log 16n}
to construct the solution for the dual LP by setting
zv,t = 8 · 1
η
·
max
j∈Jv
1
2j
iv(t)+2j
∑
i′=iv(t)−2j
QR
(i′)
v
v +
ev
2

yv,t = 32 · 1
η
·max
j∈Jv
1
2j
iv(t)+2j
∑
i′=iv(t)−2j
QR
(i′)
v
v .
For the case of zv,t ≥ 1 the solution is clearly feasible. To show that the solution is feasible,
we only have to analyze the case of zv,t ≤ 1. We now consider some v ∈ V and t such that
v ∈ OPT′t . We know that if zv,t ≤ 1 for all j ∈ Jv we have
1
2j
iv(t)+2j
∑
i′=iv(t)−2j
QR
(i′)
v
v ≤
1
8
η − ev
2
.
For j = dlog|Rv|e this yields
1
2 · |Rv|
iv(t)+|Rv|
∑
i′=iv(t)−|Rv|
QR
(i′)
v
v ≤
1
8
η − ev
2
.
By easy calculus we get
1
|Rv|
iv(t)+|Rv|
∑
i′=iv(t)−|Rv|
QR
(i′)
v
v ≤
1
4
η − ev .
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The left side of the inequality is at least the fraction of phases in which `v chooses to transmit
as the sum goes at least over all phases inRv. Thus, we can bound the fraction of all phases
in which `v transmits by 14η − ev.
In the following, let Ru ∩ Rv denote the set of time steps that phase Ru of link `u and
the phases of `v share. In the same way t ∈ Rv is a time step in any phase of `v. Using
(η, e)-blocking we conclude that the summed up weights bu(v) of other links transmitting
in phases of `v is at least 18η. Formally, we can express this conclusion by
1
|Rv|∑u ∑Ru∈Ru
Ru∩Rv 6=∅
bu(v)QRuu ≥
1
8
η .
Reordering the sums yields
∑
u
bu(v)
1
|Rv| ∑Ru∈Ru
Ru∩Rv 6=∅
QRuu ≥
1
8
η .
We will prove that it follows that the yu,t are large enough to fulfill the constraint. To do so,
we now drop all links `u with which `v shares only few phases from the consideration. We
will show that these phases can constitute only a minor part of the interference. The part
considered to be dropped is
∑
u∈V
|Rv∩Ru|< 116n η|Rv|
bu(v)
1
|Rv| ∑Ru∈Ru
Ru∩Rv 6=∅
QRuu .
This can be bounded using QRuu ∈ [0, 1] by
∑
u∈V
|Rv∩Ru|< 116n η|Rv|
bu(v)
1
|Rv| |Rv ∩Ru| ≤ n ·
1
16n
η =
1
16
η .
Therefore, we have
∑
u∈V
|Rv∩Ru|≥ 116n η|Rv|
bu(v)
1
|Rv| ∑Ru∈Ru
Ru∩Rv 6=∅
QR
(i′)
u
u ≥
1
16
η .
We can assume |Rv| ≥ 116n maxu∈V |Ru| for all links `v ∈ OPT′t for any t ∈ T without loss of
generality, as otherwise it can only make up for an
( 1
16n
)
-th fraction of the average optimum.
This yields as a bound on the experienced interference of `v
∑
u∈V
1
16n η|Rv|≤|Ru|≤16n|Rv|
bu(v)
1
|Rv| ∑Ru∈Ru
Ru∩Rv 6=∅
QR
(i′)
u
u ≥
1
16
η .
Let j be such that 2j−1 ≤ |Rv| ≤ 2j. Then we have for all u ∈ V with 116nη|Rv| ≤ |Ru| ≤
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16n|Rv| and for t ∈ Rv a bound on yu,t being
yu,t ≥ 32 1
η
· 1
2j
iu(t)+2j
∑
i′=iu(t)−2j
QR
(i′)
u
u ≥ 32
1
η
· 1
2j ∑Ru∈Ru
Ru∩Rv 6=∅
QR
(i′)
u
u
≥ 32 1
η
· 1
2 · |Rv| ∑Ru∈Ru
Ru∩Rv 6=∅
QR
(i′)
u
u .
We combine this with the experienced interference of link `v deduced above, that is
∑
u∈V
bu(v)yu,t ≥ ∑
u∈V
bu(v)32 · 12 · η · |Rv| ∑Iu∈Ru
Ru∩Rv 6=∅
QR
(i′)
u
u
≥ 16
η
· ∑
u∈V
bu(v)
1
|Rv| ∑Iu∈Ru
Ru∩Rv 6=∅
QR
(i′)
u
u
≥ 16
η
· 1
16
η ≥ 1 .
This way, ∑u∈V bu(v)yu,t ≥ 1 fulfills the constraint. Thus the solution is feasible. It is left to
show that the objective function of the dual LP compared to that of the primal LP results in
the claimed approximation factor.
For the objective function of the dual LP we have
∑
v∈V
∑
t
(Cyv,t + zv,t) ≤ 40 · C
η ∑v∈V∑t
max
j∈Jv
1
2j
iv(t)+2j
∑
i′=iv(t)−2j
QR
(i′)
v
v + ev

≤ 40 · C
η ∑v∈V
 dlog|Rv|e+log 16n∑
j=dlog|Rv|e−log 16n+log η
1
2j ∑t
iv(t)+2j
∑
i′=iv(t)−2j
QR
(i′)
v
v + evT

= 40 · C
η
∑
v∈V
dlog|Rv|e+log 16n
∑
j=dlog|Rv|e−log 16n+log η
1
2j ∑t
(2 · 2j + 1)QR(i(t))vv + εT

≤ 40 · C
η
(
∑
v∈V
(2 · log(16n)− log η) · 3 ·∑
t
QR
(i(t))
v
v + εT
)
.
The last inequality holds due to 2·2j+12j ≤ 3. This directly yields
∑
v∈V
∑
t
(Cyv,t + zv,t) ≤ O
(
(log n− log η) · C
η
(
∑
v∈V
∑
t
QR
(i(t))
v
v + εT
))
= O
(
(log n− log η) · C
η
(
∑
v∈V
∑
Rv∈Rv
QRvv · k + εT
))
.
Using that the action sequence is (γ, e)-successful, we get an upper bound on the objective
value depending on the number of successful transmissions yielding
O
((
log n + log
1
η
)
C
η
(
· ∑
v∈V
∑
t
2
γµ
· w(t)v + 1
γ
εT
))
.
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The comparison of this to the objective function of the primal LP yields
∑
v∈V
∑
t∈Rv
v∈OPT′t
xv,t = ∑
t∈T
|OPT′t |
≤ O
((
log n + log
(
1
η
))
C
µ · γ · η ·
(
∑
v∈V
∑
t
w(t)v + µεT
))
,
which in total shows the claim concluding the proof.
Using this theorem we are able to transfer the general ideas seen in Chapter 2 and the
previous section to the setting, where we allow links to join and to leave the network again.
In fact, all approximation guarantees for all settings analyzed in those sections can be trans-
ferred to this case. It also allows to introduce joining and leaving links to previous results
like the one from A´sgeirisson and Mitra [AM11]. It is easy to see that their approach can
be incorporated into our notions using δ = 1 and T′ = 1. This way extending their setting
we have no-regret learning yielding an O(log n)-approximation. In general the guarantees
increase by a factor of O
(
log n + log 1η
)
.
In total, we have seen throughout this chapter that the proof template considered in
Chapter 2 can be further generalized. We are able to do this for both a setting with multiple
receivers per sender and a setting where links are allowed to leave the network. Besides this,
these results can be combined. Also, the approximation guarantees of the jammer setting can
be transferred accordingly losing a factor of O(log n) here.
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CHAPTER 4
Scheduling with Multiple Channels
and Availabilities
In this chapter, we will further generalize the considered applications of no-regret learning
algorithms for capacity maximization. We will focus on scenarios with multiple channels,
where links do not only have to decide whether to transmit but also which channel to use.
These channels are assumed to be available or unavailable to the links based on a stochastic
process.
Recently, a variety of important regulatory and, in particular, algorithmic challenges in
wireless networks were posed [FNK+11, Nek09]. These target spectrum licensed to a primary
user for exclusive usage and how to utilize this for secondary users. Primary users legally
have the right to exclusively use a specific part of the wireless spectrum. A general idea to
better utilize scarce spectrum is to temporarily open up the spectrum bands of primary users
in local areas where it is unused. This creates spectrum opportunities for secondary users,
which can then use these available channels, allowing a more efficient usage of spectrum.
The idea has been introduced by different regulatory authorities like OfCom and FCC.
A prominent approach currently discussed in industry is based on a database recording
which channels are currently available for secondary usage in which spatial areas [FNK+11,
Nek09]. Primary users announce via this database whether the channel is available to be
used by secondary users. Secondary users obtain information about the channels available
to them by querying the database. Then they decide independently about channel access.
In real world networks a link might query this database via some kind of primary commu-
nication mean, for example the mobile-phone network. Then links can coordinate among
themselves based on the gained information about channel availabilities.
We consider the underlying algorithmic problem of capacity maximization in this kind of
setting. We will apply a notion of regret different to the one considered in previous chapters.
This notion is known from the game-theoretic setting of sleeping experts, where actions can
be unavailable [Blu97, FSSW97].
Obviously, the availabilities of channels will be correlated among links to a certain ex-
tend. This can for example be due to the locality of links. Multiple links can be in the same
spatial region, where a specific primary user has the exclusive right to use certain spectrum.
To consider this correlation, we introduce the notion of group-correlated availabilities and ana-
lyze the algorithmic approach based on this notion.
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4.1 Results
Our notion of regret slightly differs from similar notions considered in related work [KMB09,
KNMS10, KS12]. Thus, we will start with our first result showing how to utilize existing
external-regret algorithms to yield no-availability-ordering regret tuned to the availability set-
ting. We will exemplary give bounds in o(T) on the regret obtained by the algorithm. Besides
this, we will also consider the partial information model, where links only get to know the
outcome of actions actually chosen. This way, the algorithms are applicable in a wider range
of practical settings.
Using these algorithms and the given regret bounds, we will prove approximation guar-
antees depending on a newly introduced measure capturing the correlation of the avail-
abilities among links. Additionally, we give similar bounds if the channel availabilities are
uncorrelated. In this case, we can even utilize slightly different notions of regret already
considered in [KMB09] and thus we can apply a wider range of algorithms.
These results are accompanied by lower bounds in the last section of this chapter. We
prove that for arbitrary correlation among the availabilities of links, we can only guarantee
an Ω(n)-approximation. This is a trivial bound and can be reached by letting just one link in
the network transmit. This underlines the relevance of restricting the correlation of channel
availabilities among links, as considered in the following section.
4.2 Availability and Multi-Channel Model
While we stick to the same general network model with a set of n links V as before, we will
extend this model to a multi-channel environment. Instead of assuming links to coordinate
the usage of spectrum on one channel, we assume that k different channels are available.
Interference influences communications per channel and does not influence the interference
on other channels. To model capacity maximization in this setting, we assume that all links
can in general choose an arbitrary of all available channels. Thus, a link is now not only
forced to decide whether to transmit or not, but in case of transmission it also has to decide
which channel to use.
Besides this, we assume that channels are not available throughout all time slots. This
allows us to model primary users occupying the channel and having the exclusive right to
use the channel. Whenever the primary user does not use the channel, it can allow secondary
users to use the spectrum. Thus, channels become available to the links in some time steps.
We denote the set of channels by K and the number of channels by k. In each step,
the availability of a channel κ ∈ K to a link `v is the result of a random trial. Algorithms
like Sleeping-Follow-the-Perturbed-Leader (SFPL) from Kanade et al. [KMB09] yield a notion
of no-regret property sufficient to show convergence to a constant-factor approximation if
the availabilities of channels are independent among links. We will consider this notion of
regret in Section 4.4.2. We will extend this to a setting, where the random availabilities can
be correlated to some extent as described below.
We assume that a primary user influences a fixed set of links, which can be defined based
on locality in the network. Based on this, the channel is available or unavailable to links. The
availabilities can this way be correlated depending on how they are influenced by primary
users. Formally, we model this assumption as described below.
4.2. Availability and Multi-Channel Model 57
For each channel κ let Gκ be a set of sets of links Gκ,1, . . . , Gκ,m ⊆ V called groups. We
assume the distributions for the random availabilities are independent among the groups.
However, among the channels the availabilities can be arbitrarily correlated in our model.
On a channel κ for each group Gκ,i the group is blocked on this channel, e.g., a primary user
occupies the channel with a probability 1− pGκ,i . A channel is available to link `v, such that
`v can transmit on the channel if it is not occupied for all groups G with `v ∈ G. Thus, the
probability that the channel is available to `v is pv,κ = ∏G∈Gκ ,`v∈G pG. This way, availabilities
are correlated for different links using those groups. We call this setting a group-correlated
setting.
To express how availabilities among links are correlated, let pu,v,κ = ∏G∈Gκ ,`v,`u∈G pG
denote the probability that for links `v and `u the groups both links share are available. The
set of time steps in which channel κ is available to link `v is denoted by Iv,κ and the set of
time steps in which groups shared by `v and `u are not occupied is analogously denoted by
the set Iu,v,κ.
For any subset of channels M we define pv,M to be the probability that at least one channel
out of M is available to `v. Then the random variable P
(t)
v,M ∈ {0, 1} is defined to be 1 if
and only if at least one channel out of the set M is available to link `v in time slot t. Let
pmin = min{pv,M | v ∈ V, M 6= ∅, pv,M > 0} be the minimal probability of a channel to be
available. We can define pmin such that pmin > 0 as channels which are never available to `v
can be removed from consideration because they are neither available to the optimum nor
the algorithm.
In each step t, each link first gets to know its set of available channels. That is, it gets to
know the outcome of a random trial given the stochastic process described above. It then
has to decide whether and on which channel to send. Thus, a link can either not attempt
transmission or transmit on one chosen channel.
Our approximation bounds depend on the factor C for C-independent conflict graphs as
already considered in Section 1.1.2. Note that, in particular, conflict graphs resulting from
the SINR model under uniform power have constant C [AM11]. This then guarantees a
constant-factor approximation for uncorrelated availabilities as shown in Section 4.4.2.
To account for the correlation among availabilities of different links, we introduce the
notion of (C, D)-correlation-independence extending the C-independence assumed before. We
consider a partition of links into sets each being C-independent with scaled weights. This
serves as a measure for the correlation. Note that this measure is actually directly tuned to
our proof approach. Thus, it is unclear how it could server as a general metric to measure
the correlation.
Throughout this chapter, we use OPT(t)κ to denote the set of links using channel κ in time
step t in the optimal solution. As this forms a feasible set being able to transmit simultane-
ously, we are able to apply the C-independence definition to this set.
Definition 4.1. A correlation setting is called (C, D)-correlation-independent if for every link `u
and every channel κ ∈ K there exist a set Du,κ of at most D sets of links Eu,κ,1, . . . , Eu,κ,D ⊆ V with
Eu,κ,1 ∪ Eu,κ,2 ∪ . . .∪ Eu,D = V such that for each feasible set of links within a set Eu,κ,i the following
variant of the C-independence condition is fulfilled. That is, for each link `u and each set E ∈ Du,κ it
holds
∑
`v∈E
bu(v) · |Iv,κ||Iu,v,κ| xv,κ ≤ C ,
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where xv,κ is the fraction of time steps in which `v is in L′ as defined in the C-independence definition
(Definition 1.3) with L = OPT(t)κ ∩ E.
One could obviously also consider this definition in expectation. This changes the condi-
tion to ∑`v∈E bu(v) · pv,κpu,v,κ xv,κ ≤ C. Using this notion can be handy in some settings to prove
approximation guarantees. In our setting, we stick to the definition using the actual values.
For different settings the availabilities can be correlated differently among links depend-
ing on the way links are grouped. In Section 4.4.3 we will even prove a lower bound inΩ(n)
on the approximation factor achieved by an action sequence with zero regret for group cor-
relation. Thus, harsh correlation yields that the no-availability-ordering regret defined in the
following section does not suffice to guarantee any non-trivial approximation factor. For set-
tings with further restrictions on the group correlation, we will prove better approximation
factors.
We will consider the following restriction on the group correlation. We structure the
groups and links suitably to restrict the correlation of availabilities. Our proofs later hold
for general (C, D)-correlation-independence. The restriction makes the parameter D more
manageable and more obviously depending on the considered structure.
Definition 4.2. For every channel κ ∈ K let Tκ be a rooted tree such that there exists a bijection f
between the groups in Gκ and the vertices of Tκ and a surjection g from links in V to vertices of the
tree Tκ.
A group-correlated setting is called laminar if for every link `v trees as described above exist, such
that `v ∈ G if and only if the vertex f (G) is on the path from g(`v) to the root (including both).
The maximal height of these trees is called the height of the laminar group correlation.
Note that the setting, where the availabilities of any channel κ are stochastically indepen-
dent among the links, is a special case of a laminar setting with trees of height 2. Here, the
root is associated with a group being always unoccupied and thus available for the links to
transmit with probability 1. The tree consists of n leaves and the function g is constructed
to be a bijection from links to the leaves. The root of the tree is not associated with any
link. This constitutes a laminar correlation setting. The groups associated with the leaves
are independent and so are the availabilities among the links.
Considering laminar correlation-settings, we will prove that these are (C, h)-correlation-
independent, where h is the height of the laminar group correlation. This yields an approxi-
mation factor depending on this height h as we will see in Section 4.4.1.
Lemma 4.1. Consider a network of n links with C-independent conflict graph on k channels and
laminar group-correlated channel availabilities with height h. This setting is (C, h)-correlation-
independent.
Proof. To show (C, h)-correlation-independence, we have to show that for every link `u and
channel κ we can partition the set of links into h sets in Du,κ, such that every set exhibits a
property similar to C-independence being
∑
`v∈E
bu(v) · |Iv,κ||Iu,v,κ| xv,κ ≤ C ,
where xv,κ is the fraction of time steps in which `v is in L′ from the C-independence definition
with L = OPT(t)κ ∩ E for a set of links E ∈ Du,κ. For a link `u we can construct this partition
easily based on the tree structure.
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Fix the tree for any channel κ and link `u. For every vertex z on the path between g(`u)
and the root of the tree, let Tz be the subtree rooted at z and T′z the subtree rooted at the child
of z with g(`u) ∈ T′z. Here, g(`u) ∈ T′z if the vertex g(`u) is a vertex of the tree T′z. We define
Ez = {`v ∈ V|g(`v) ∈ Tz, g(`v) 6∈ T′z} as links with the vertices whose path from the root
branches from the one of g(`u) at vertex z. Those are obviously at most h groups. It is left to
show that all these sets fulfill the property of the definition.
Consider one set Ez and the respective L′. Note that the time steps in which all groups
f−1(y) for all y on the way from z to the root are not occupied are exactly the ones not
occupied in time steps in Iu,v,κ. Let IYz = Iu,v,κ. As `v is in all these groups, it holds
∑
`v∈Ez
bu(v) · |Iv,κ||Iu,v,κ| xv,κ ≤ ∑`v∈Ez
bu(v) · T|Iu,v,κ|
1
T
T
∑
t=1
x(t)v,κ =
1
|IYz | ∑t∈IYz
∑
`v∈Ez
bu(v)x
(t)
v,κ .
As ∑`v∈Ez bu(v)x
(t)
v,κ ≤ C for all time steps t by C-independence, the average over the t ∈ IYz
yields
∑
`v∈Ez
bu(v) · |Iv,κ||Iu,v,κ| xv,κ ≤ C .
This shows that we can find a partition of links into h sets such that every set fulfills the
scaled C-independence condition. This results in (C, h)-correlated independence.
4.3 No-Availability-Ordering Regret
Given the correlation model above, we define a notion of regret, which is highly related to
the regret used by Kleinberg et al. [KNMS10] and Kanade et al. [KMB09]. Similar to them, we
consider the best action in hindsight to be defined via the best ordering of actions in hindsight.
That is, we compare the summed utilities of the algorithm to the utilities the best ordering
would have achieved. This assumes that always the topmost action of the available ones is
chosen taking the ordering into account. The main difference is that we do not consider this
in terms of its expectation in our later proofs. While Kanade et al. consider the expectation
only over the utilities of the best ordering in hindsight, Kleinberg et al. consider the overall
regret in expectation. Beside this, Kanade et al. assume the rewards or utility of one time
step to be independent of the actual availability. As this does not hold here, we need to resort
to the approach considered by Kleinberg et al.
Let At be the set of actions available to the algorithm in time step t. The set At consists
of one action for each available channel representing transmission and an action for not
transmitting at all. For an ordering of actions σ ∈ SA and a time step t we define σ
(At) = a
to be the action a ordered topmost in σ of the available actions. HereA is the set of all actions
and SA is the set of all permutations on A. We consider the availabilities fixed in hindsight.
We also consider the utilities – and thus the choices of other players – fixed in hindsight and
thus only depending on the actions actually chosen by a link in previous time steps.
Let u(t)i (ai, a−i) be the utility (or reward) the algorithm gets for choosing an action ai ∈ At
in time step t given all choices of the environment, for example other players or links. The
notation u(t)i (ai, a−i) emphasizes the dependence on actions chosen by other players denoted
by a−i. Again an action vector consists of actions ai and a−i.
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Definition 4.3. A sequence of action vectors a(1), . . . , a(T) yields availability-ordering regret e · T
for player i if
max
σ∈SA
(
∑
t
u(t)i (σ(At), a(t)−i )
)
−∑
t
u(t)(a(t)i , a
(t)
−i ) ≤ e · T .
Note that this definition differs from the one of Kanade et al. only by the fact that the best
ordering of actions in hindsight is not considered in expectation over the availabilities. In
contrast, the best ordering in hindsight is here considered with the experienced availabilities.
Assuming low regret here is seemingly a weaker assumption than assuming low regret
based on Kanade et al’s definition. Nevertheless, the algorithms proposed by Kanade et
al. assume either a full-information setting observing the utilities of an action also in time
steps when it is unavailable, or a partial-information setting. Especially, the first one is not
applicable here.
Kleinberg et al. [KNMS10] define the regret in basically the same way as we do in the
definition above. They consider it in terms of the expectation over the algorithms random
choices. To get bounds on this regret, they use the transformation of no-external-regret algo-
rithms as described below for the full-information setting. They also use a similar transfor-
mation for the partial-information setting. In these cases, the number of actions actually used
by the no-external-regret algorithm is given by the number of permutations of the original
actions. This increases the guaranteed regret.
Considering no-external-regret algorithms under adversarial rewards (see Section 2.2), it
is clear that those can also be adapted to yield no-availability-ordering regret. For this we
extend the set of actions A′ such that it consists of all permutations over the actions. Thus,
we can use the same algorithms as considered in Section 2.2. To do so, the utility is redefined
in terms of the ordering.
For a permutation σti chosen as action the utility is ui(σ
t
i (At), a(t)−i ). By Definition 2.1,
a sequence of permutations with external regret e · T in this setting directly results in the
definition of low availability-ordering regret, which is
max
σ∈A′
(
∑
t
u(t)i (σ(At), a(t)−i )
)
−∑
t
u(t)i (σ
(t)
i (At), a(t)−i ) ≤ e · T .
This way, we can easily guarantee the low availability-ordering regret and even get
bounds on the regret holding with high probability, i.e., with probability 1 − 1nc for any
constant c, using the respective known results (c.f., [LW94, KV05, HP05, ACBFS02]). On
the downside, this increases the number of actions exponentially and also the regret, as it
typically depends on this number.
The algorithms observe the outcome (i.e, utility values) of either all actions – even of
actions unavailable – or only the chosen action. While the bandit model is quite suitable for
our availability setting, it is not clear how to define the utility of actions being unavailable
to the algorithm in the full-information model. Thus, we start by considering an algorithm
given by Kleinberg et al. [KNMS10] in a semi-partial-information model, where we assume
utilities to be known only for available actions. This complies with the construction for
external regret. The algorithms given by Kanade et al. [KMB09] in contrast are either adapted
directly to the full-information setting or to the partial-information (or bandit) model as
introduced in Section 1.4.
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Kleinberg et al. used the approach described above for no-external-regret algorithms
considering the set of all permutations as actions. Though this increases the number of
actions exponentially, one can consider no-external-regret algorithms having external regret
depending logarithmically on the number of actions. This then still guarantees regret poly-
nomial in the number of actions.
Kleinberg et al. apply this approach to a variant of the Randomized Weighted Majority
algorithm discussed in Section 2.2, which was introduced by [FS97].
Lemma 4.2 (Theorem 13 in [KNMS10]). In the semi-partial-information model, a variant of RWM
(Algorithm 1) yields in expectation availability-ordering regret of
E
[
max
σ∈SA
(
∑
t
u(t)i (σ(At))
)
−∑
t
u(t)i (σ
(t)
i (At))
]
∈ O
(√
T|A| log |A|
)
.
As discussed before, it is more reasonable in many scenarios to consider algorithms for
the partial-information model, as an algorithm might not be able to know the outcome of
actions not taken. Thus, after having constructed this semi-partial algorithm, we now show
that applying very similar techniques yields regret in o(T) in expectation and even with high
probability after a sufficient amount of time.
In a very similar fashion Kleinberg et al. also applied the approach to an algorithm for
the partial-information setting. They used the algorithm Exp4 introduced by Auer et al.
in [ACBFS02]. Again Kleinberg et al. considered an increased action set extended to all
permutations with some additional tweaks to use Exp4.
In total, the considerations of Kleinberg et al. give the following guarantee.
Lemma 4.3 (Theorem 15 in [KNMS10]). In the partial-information model, the Exp4 algorithm
(see [ACBFS02]) yields in expectation availability-ordering regret of
E
[
max
σ∈SA
(
∑
t
u(t)i (σ(At))
)
−∑
t
u(t)i (σ
(t)
i (At))
]
∈ O
(
|A| ·
√
T log |A|
)
.
Note that these algorithms make it necessary to update a number of variables or weights
exponential in the original number of actions. This exponentially increases the time neces-
sary for one learning step.
While this gives us a bound on the regret in expectation, one can also apply the described
approach to no-regret learning algorithms and their high-probability bounds. This way, we
can easily extend those high-probability bounds to availability-ordering regret. The Exp3.P
algorithm used in Lemma 2.2 with probability 1− c actually guarantees availability-ordering
regret in
O
(√
T · 2|A| · log
(
2|A|
T
c
))
.
Although this bound depends exponentially on the number of actions |A|, it converges to a
low regret over time.
We have seen that one can also utilize no-external-regret algorithms in the sleeping-
experts setting. However, those have higher regret in terms of the number of actions than
in the standard external regret for which they were designed. As there exist algorithms pro-
viding low external regret guarantees with high probability, we are able to restore this kind
of result when applying these algorithms in our setting.
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The high probability bound enables us to consider all links to have low regret whp. Note
that our results later on do actually not need every link to have low regret. Instead an as-
sumption, which is easier to achieve, is considered. We assume the summed up regret of all
links to be low.
4.4 Convergence Results
In this section, we consider algorithms guaranteeing no-availability-ordering regret and
show that the number of successful transmissions converges to a constant-factor approxi-
mation of the optimal capacity. This result needs to assume links being in separate groups,
i.e., the availabilities of channels among links being uncorrelated.
For the more challenging setting of group-correlated availabilities we get an approxi-
mation factor depending on how the availabilities are actually correlated. At first we con-
sider our notion of no-availability-ordering regret and in Section 4.4.2 later the notion of
no-ordering regret as also considered by Kanade et al. [KMB09].
In fact, the worst-case correlation can even be so harsh that our regret-based algorithm
can only reach a trivial approximation guarantee in Ω(n). The latter result is considered in
Section 4.4.3.
4.4.1 Approximation Factors
Now we prove the upper bound on the approximation factors guaranteed by algorithms
offering the no-availability-ordering-regret property under group-correlated availabilities.
As discussed before, the optimum is different in different time slots depending on available
channels. Let us denote the set of links transmitting in the optimal solution on channel κ
in time slot t by OPT(t)κ . Thus, we compare the number of successful transmissions of the
no-regret algorithms to the empirical average capacity of all optima, which is
|OPT| = 1
T ∑t ∑κ∈K
|OPT(t)κ | .
We prove approximation factors relying on the (C, D)-correlation-independence as a mea-
sure for the correlation. Using this notion of independence we prove the theorem stated
below.
We use the same notations as introduced earlier in Section 2.3. We denote the fraction of
all time steps in which link `v transmits by qv and the fraction of time steps with a successful
transmission of link `v by wv. Analogously we define qv,κ and wv,κ to be the respective
fractions restricted to one channel κ ∈ K and we also consider variables q(t)v,κ ∈ {0, 1}, where
q(t)v,κ = 1 iff `v transmits on channel κ in time step t.
Let ev be the availability-ordering regret of link `v averaged over the time steps and let
ε = ∑v∈V ev. Action sequences yielding the no-availability-ordering-regret property guaran-
tee ε converging to 0.
Theorem 4.1. A sequence of action vectors of length T ∈ Ω(n2(ln(n2) + ln(k))) with availability-
ordering regret ev for links `v resulting from a (C, D)-correlation-independent algorithms yields
∑
v
wv ∈ Ω
(
1
C · D · |OPT| − ε
)
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with high probability 1− 1n , where |OPT| denotes the average optimum and ε = ∑v∈V ev .
Note that this theorem also directly implies an O(C · D)-approximation factor when ε <
1. So, considering a slightly stronger assumption by assuming ev ≤ 1n for all links guar-
antees this approximation factor. This holds with high probability after a number of time
steps polynomial in the network size whenever the no-availability-ordering regret decreases
polynomial in the number of time steps with high probability.
While the overall approach is in the spirit of previous works and the previous Sections 2.3
and 3.3, our setting is quite different and the notion of regret also differs. Similar as before,
our analysis starts with the observation that a constant fraction of all transmission attempts
is successful. Afterwards, we combine this with the result that the number of transmission
attempts is in Ω
(
|OPT|
)
. Especially the proof of this latter statement in the proof of Theo-
rem 4.1 below needs more advanced techniques. To combine these results, we also need to
bound the difference between the expected and the actually experienced interference. To-
gether these statements prove our theorem.
First of all, let us bound the number of successful transmissions by the number of trans-
mission attempts. The proof directly follows the same thread as the one seen for Lemma 2.3
and others in Chapter 2 and 3. We extend the arguments seen there to the setting with mul-
tiple channels.
Lemma 4.4 (cf. [Din10, AM11, DHK12b]). It holds wv ≤ qv ≤ 2 ·wv + ev and ∑v wv ≤ ∑v qv ≤
2 ·∑v wv + ε.
Proof. The left-hand side of the first inequality follows by definition. For the right-hand side,
we use the fact that for each link `v the average regret is at most ev. Therefore, not to send at
all can increase the average utility per step by at most ev. Ordering “not sending” above all
channels guarantees at least a reward of 0. Thus, formally
max
σ
(
∑
t
∑
a=σ(At)
ui(a, at−i)
)
≥ 0 .
This way, we get
−∑
t
ui(at−i, ai) ≤ ev · T ,
which can be evaluated to −wv − (qv − wv) ≤ ev.
Simple calculus directly yields qv ≤ 2wv + ev. Taking the sum over all v we get ∑v qv −
2 ·∑v wv ≤ ε. This proves the claim.
Lemma 4.4 shows that the number of successful transmissions and the number of trans-
mission attempts only differ by a constant factor. The property considered in this lemma
matches the (γ, e)-successful property used in Section 2.3.
To prove Theorem 4.1, we use a primal-dual approach using an appropriately defined
linear program. Though this general approach is similar to the one used in Section 2.3, we
need to account for some more intricate details here.
We define f ′v,κ to be the fraction of time steps in which link `v would not have been
successful if it had transmitted. Formally it holds
f ′v,κ =
1
|Iv,κ| ∑t∈Iv,κ
∑
u∈V,u 6=v
bu(v)q
(t)
u,κ ,
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where Iv,κ is the set of time steps in which channel κ is available to link `v. We now start with
some consideration concerning the stochastic nature of the model. The stochastic process
considered here effectively yields a bound on a random variable similar to the expected
interference from other links. Let F′v,κ be the interference assuming that the q
(t)
u,κ are fixed.
Thus,
F′v,κ =
1
T ∑u∈V,u 6=v
T
∑
t=1
bu(v)q
(t)
u,κX∗u,t,κ ,
for random variables X∗u,t,κ ∈ {0, 1} with X∗u,t,κ = 1 iff the channel is available to link `v
given that it is available to link `u. It holds Pr
[
X∗u,t,κ = 1
]
= |Iv,κ ||Iu,v,κ | . Note that those random
variables are actually not independent among different u but among the time steps t.
Due to fixing q(t)u,κ and the size of Iv,κ as observed in the run of the algorithm, the ex-
pectation of this random variable is E
[
F′v,κ
]
= E
[
f ′v,κ
∣∣∣ |Iv,κ|, q(t)u,κ for all `u and t]. With this
we prove the following lemma stating that the actual experienced interference f ′v,κ does not
differ too much from the expected interference based on F′v,κ.
Lemma 4.5. Assume T ∈ O(n2 · (ln(n2) + ln(k))). It holds with high probability that for all
`v ∈ V and all channels κ ∈ K with E
[
F′v,κ
] ≤ 18 we have
f ′v,k ≤
1
4
.
Proof. To prove this lemma, we bound the probability Pr
[
f ′v,κ − E
[
F′v,κ
] ≥ 18]. With this it is
straightforward that assuming f ′v,κ − E
[
F′v,κ
] ≤ 18 together with E[F′v,k] ≤ 18 we get f ′v,k ≤ 14 .
Let f ′v,u,κ = 1|Iv,κ | ∑t∈Iv bu(v)q
(t)
u and F′v,u,κ = 1T ∑t bu(v)q
(t)
u X∗u,t,κ. We now consider
Pr
[
f ′u,v,κ − E
[
F′u,v,κ
] ≥ 1
8n
]
= Pr
[
f ′u,v,κ − E
[
f ′v,κ
∣∣∣ |Iv,κ|, q(t)u,κ for all `u and t] ≥ 18n
]
.
This holds as again E
[
F′u,v,κ
]
= E
[
f ′v,κ
∣∣∣ |Iv,κ|, q(t)u,κ for all `u and t]. We can reinterpret the
random process leading to f ′u,v,κ by using the fact that the fixed variables can be considered
to be given by an adversary only depending on previous time steps.
Consider the random variable Yt = ∑tt′=1 bu(v)q
(t′)
u X∗u,t′,κ − E
[
∑tt′=1 bu(v)q
(t′)
u X∗u,t′,κ
∣∣∣ Ht],
where Ht denotes the history of the algorithms run. The sequence of Yt constitutes a martin-
gale with |Yt − Yt−1| ≤ 1. Thus, we can apply Hoeffding bounds even when the coefficients
are fixed in this way and get
Pr
[
1
T ∑t
bu(v)q
(t)
u X∗u,t,κ − E
[
1
T ∑t
bu(v)q
(t)
u X∗u,t,κ
]
≥ 1
8n
]
≤ exp
(
−2 T
82n2
)
.
Using a union bound over the different links yields
Pr
[
∀u ∈ V : 1
T ∑t
bu(v)q
(t)
u X∗u,t,κ ≥ E
[
1
T ∑t
bu(v)q
(t)
u X∗u,t,κ
]
+
1
8n
]
≤ n · exp
(
−2 T
82n2
)
.
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Having 1T ∑t bu(v)q
(t)
u X∗u,t,κ − E
[
1
T ∑t bu(v)q
(t)
u X∗u,t,κ
]
≥ 18n for all u directly shows
1
T ∑u ∑t
bu(v)q
(t)
u X∗u,t,κ − E
[
1
T ∑u ∑t
bu(v)q
(t)
u X∗u,t,κ
]
≥ 1
8
.
Thus, taking again the union bound over all links and over all channels we get
Pr
[
∀v ∈ V, κ ∈ K : f ′v,κ − E
[
F′v,κ
] ≥ 1
8
]
≤ n2 · k · exp
(
−2 T
82n2
)
.
Setting T ≥ 82n22
(
(c + 1) · ln(n2) + ln(k)) yields a probability of at least 1 − 1nc . Setting
E
[
F′v,κ
] ≤ 18 then results in f ′v,κ ≤ 14 .
We now consider the set of channels with low congestion, where a link would be unsuc-
cessful in a small fraction of time slots. For these channels we show that the number of
transmission attempts is an upper bound on the availabilities. We then use this result in the
final proof of Theorem 4.1.
Lemma 4.6. Let M be any set of channels such that for every channel κ ∈ M it holds f ′v,κ ≤ 14 . If
the regret of link `v is at most ev it holds
2 ∑
κ∈K
qv,κ + 2ev ≥ P¯v,M .
Proof. The utility of the best ordering in hindsight is obviously at least as high as the utility
of any other ordering. Thus, it is also at least as high as the utility of the ordering in which
all κ ∈ M are ordered above the action ’not sending’. All other channels are ordered below
’not sending’.
To illustrate the general thread of arguments at first, we consider just one channel. On
any channel κ ∈ M link `v is not successful in at most an f ′v,κ-fraction of time steps in which
channel κ is available. This holds, due to the summed up interference being an upper bound
on the number of unsuccessful time slots. That leaves T · (1− f ′v,κ) time steps possibly suc-
cessful each having a utility of +1 for choosing κ if it was available. Choosing κ in contrast
also has −1 as a utility in T · f ′v,κ time steps if κ was available. Thus ordering only κ be-
fore not sending yields a total utility of at least P¯v,κ ·
(
T · (1− f ′v,κ)− T · f ′v,κ
)
. We extend this
argument to the set M in the following way.
For any ordering with all κ ∈ M ordered above “not sending” and all other channels
below, we get at least the utility of the worst channel κ ∈ M if any channel of M is available.
This way, we get at least minκ
(
(1− f ′v,κ)− f ′v,κ
)
for time steps where any channel in M is
available. For the utility of the best ordering in hindsight this is
max
σ∈SA
T
∑
t=1
∑
a=σ(At)
uv(a, a
(t)
−v) ≥ minκ
(
(1− f ′v,κ)− f ′v,κ
)
P¯v,M · T . (4.1)
We use f ′v,κ ≤ 14 , which results in
1
T
max
σ∈SA
T
∑
t=1
∑
a=σ(At)
uv(a, a
(t)
−v) ≥
(
3
4
− 1
4
)
P¯v,M =
1
2
P¯v,M .
Using the regret being at most ev and the utility being at most qv we get 12 P¯v,M ≤ qv + ev.
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This connection between the availability of a set, its interference, and the actions played
now allows us to prove Theorem 4.1. We use a very similar linear-programming-based proof
as done in Section 2.3. The LPs need some modifications to accustom for the multi-channel
environment.
Proof of Theorem 4.1. We will prove our theorem with the following primal-dual approach.
For a primal linear program, the set of links that yields the optimal capacity is a viable
solution. We can construct a dual linear program, for which the no-regret sequence is a
solution. By definition of linear programs, the objective function of any feasible solution
to the dual linear program is an upper bound on the value of the objective function of any
feasible solution to the primal linear program. This fact will be used for the proof of the
approximation guarantee given in the theorem.
For the following primal LP we essentially consider the average optimum and utilize
(C, D)-independence.
max. ∑
v∈V
∑
κ∈K
xv,κ
s.t. ∑
v∈V
|Iv|
|Iu,v,κ|bu(v)xv,κ ≤ C · D ∀u ∈ V, κ ∈ K
∑
κ∈M
xv,κ ≤ P¯v,M ∀v ∈ V, M ⊆ K
xv,κ ≥ 0 ∀v ∈ V, κ ∈ K
The LP mainly differs from the one considered in Section 2.3 by incorporating multiple chan-
nels. The variable xv,κ represents the fraction of all time steps where link `v transmits on
channel κ in the optimum. So the objective function is the average number of simultaneous
transmissions per time step. The first constraint reflects (C, D)-correlation-independence.
The second constrains the variable xv,κ summed up for channels κ in any set M ⊆ K to be at
most the fraction of time steps in which a channel out of M was available. This clearly needs
to be fulfilled for any feasible schedule for capacity maximization.
Observe that xv,κ =
∣∣∣{t∣∣∣v∈OPT′(t)κ }∣∣∣
T represents a feasible solution to this LP. The first con-
straint is fulfilled as the scaled C-independence is fulfilled for any `u and every set L in any
set of the disjoint partition Du,κ in every single time slot. As there are at most D such sets,
the constraint is fulfilled. The second constraint is fulfilled due to the fact that at most one
channel is used at a time. Thus, we get ∑v∈V ∑κ∈K xv,k ≥ Ω
(
|OPT|
)
by the definition of
C-independence for the single-slot optimum.
Constructing the dual to this primal LP yields
min. ∑
v∈V
∑
κ∈K
CD · yv,k + ∑
v∈V
∑
M⊆K
P¯v,M · zv,M
s.t. ∑
u∈V
|Iv|
|Iu,v,κ|bu(v)yu,κ + ∑M:κ∈M
zv,M ≥ 1 ∀v ∈ V, κ ∈ K
yv,κ, zv,M ≥ 0 ∀v ∈ V, κ ∈ K, M ⊆ K
We construct the following dual solution that gives an upper bound to the solution of the
primal LP. Let Mv =
{
κ ∈ K ∣∣ f ′v,κ ≤ 14}, where f ′v,κ again denotes the fraction of all time steps
in which link `v would not be able to transmit successfully on channel κ. So Mv represents
the set of channels with low congestion.
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We set yv,κ = 8 · qv,κ, zv,Mv = 1, and zv,S = 0 for all S 6= Mv.
First, let us observe that this is a feasible solution and the constraints are fulfilled. As all
bu(v) ≥ 0 it is easy to see that we get
∑
u∈V
|Iv|
|Iu,v,κ|bu(v)yu,κ = 8 · ∑u∈V
|Iv|
|Iu,v,κ|bu(v)qu,κ = 8 · ∑u∈V
|Iv|
|Iu,v,κ|
1
T
bu(v)∑
t∈T
q(t)u,κ .
This directly yields
8 · 1
T ∑t∈T ∑u∈V
bu(v)q
(t)
u,κ
|Iv|
|Iu,v,κ| = 8 · E
[
F′v,κ
]
.
Any channel κ with E
[
F′v,κ
] ≥ 18 guarantees ∑u∈V |Iv,κ ||Iu,v,κ |bu(v)qu,κ ≥ 18 . So the constraint is
fulfilled with the chosen yu,κ.
For the other case with E
[
F′v,κ
]
< 18 we have Lemma 4.5 to conclude that f
′
v,κ <
1
4 holds
with high probability. Thus, zv,Mv = 1, where by definition κ ∈ Mv, fulfills the constraint as
necessary.
Using Lemma 4.6 leads to an upper bound on the objective function of the dual LP of
∑
v
(8CDqv + P¯v,M) ≤∑
v
(8CDqv + 2qv + 2ev) .
Combined with the primal LP this is C · D · ∑v(qv + 2ev) = Ω
(
|OPT|
)
. To relate this
bound to the fraction of successful transmissions, we can use Lemma 4.4 directly yielding
C · D ·∑v(wv + ev) = Ω
(
|OPT|
)
. In particular, for arbitrary constant independence the last
derivation obviously implies ∑v wv = Ω
(
|OPT| − ε
)
and directly yields a constant approx-
imation factor.
The theorem shows that after a number of time slots logarithmic in k and polynomial
in n, a sequence with low regret converges to a constant-factor approximation with high
probability for constant (C, D)-independence. For an algorithm to actually converge, one
also has to consider the time needed until the action sequence of the algorithm has low
regret. That is, for example, an average regret being below 12n for all links or the summed up
regret of all links being below 1.
Combining the insights of Theorem 4.1 with Lemma 4.1 we can directly conclude the
following corollary and Corollary 4.2 in the next section.
Corollary 4.1. Consider a network of n links with C-independent conflict graph and laminar group-
correlated channel availabilities of k channels with a height of h.
The sequence of action vectors of length T ∈ Ω(n2(ln(n2) + ln k)) with availability-ordering
regret ev for all links `v yields
∑
v
wv ∈ Ω
(
1
C · h · |OPT| − ε
)
with high probability, where ε = ∑v ev.
The algorithmic approaches presented in Section 4.3 provide an availability-ordering re-
gret of at most O
(
(k + 1)
√
T log(k + 1)
)
in expectation in the partial-information setting.
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This is even slightly better in the semi-partial-information model. To reach for example
ev <
1
2n we therefore expect to need only a number of time steps polynomial in n and in the
number of channels k.
This shows that no-regret-learning approaches can be used to guarantee a number of
successful transmissions being only a constant factor from the optimal number in a constant-
independent network after a polynomial time.
4.4.2 Uncorrelated Availabilities
Algorithms yielding no-availability-ordering regret as proposed in Section 4.3 can also be
applied when the availabilities are uncorrelated among different links. The previous result
even guarantees these to converge to an O(C)-approximation. This is easy to see as the set-
ting can be embedded into a laminar setting by having one group with probability 1 not
occupied by the primary user and a separate group for every link with the respective prob-
ability. This laminar correlation setting has height 2 and results in the following corollary.
Corollary 4.2. Consider a network of n links with C-independent conflict graph and group-correlated
channels with availabilities independent among the links.
The sequence of action vectors of length T ∈ Ω(n2(ln(n2) + ln k)) with availability-ordering
regrets ev for links `v and ε = ∑v∈V ev yields
∑
v
wv = Ω
(
1
C
· |OPT| − ε
)
with high probability.
As argued in Section 4.3 we use the kind of regret introduced above to compensate for
correlation of the availabilities. Thus, we are not able to use the kind of regret introduced
by Kanade et al. [KMB09] there. We can nevertheless use this notion of ordering regret when
the availabilities are not correlated among the links. The following notion of regret is very
closely related to the availability-ordering regret considered above.
Definition 4.4 (Kanade et al. [KMB09]). Let a(1), . . . , a(T) be a sequence of action vectors. The
ordering regret of this sequence for player i is defined as
max
σ∈SA
E
[
T
∑
t=1
ui(σ(A(t)), a(t)−i )
]
−
T
∑
t=1
ui(a
(t)
i , a
(t)
−i ) ,
where the expectation is over the random availabilities. Here, A denotes the set of actions, SA the set
of all permutations onA, and σ(A(t)) the action ordered topmost in σ of the actions available in time
slot t.
Similar as before, an algorithm computing an action sequence with ordering regret in
o(T) is called a no-ordering-regret algorithm.
Kanade et al. give an algorithm having diminishing ordering regret for an increasing
number time steps. This algorithm is a variant of the Follow the Perturbed Leader algorithm
(FPL) by Kalai and Vempala [KV05]. In the full-information setting, their algorithm Sleeping
Follow the Perturbed Leader (SFPL) maintains a list of total rewards (or utilities) observed
for the actions. In each time step, the algorithm orders the actions based on this summed
up rewards and some perturbation based on a parameter µ and chooses the action of the
available ones ordered topmost in this list.
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Lemma 4.7 (Lemma 3 in [KMB09]). SFPL in expectation has ordering-regret in
O
(
µ(k + 1)T +
1
µ
)
when the pairwise differences between all utilities are bounded by a constant.
Choosing the parameter µ appropriately depending on T guarantees the no-regret prop-
erty. For cases where the total number of time steps is not known in advance this can still be
achieved by standard techniques like the doubling trick. Starting with T = 1 and doubling
the used T whenever T time steps elapsed ensures that the no-regret property can still be
achieved.
It is obvious that other variants of FPL could also be used in the construction of Kanade
et al.’s SFPL algorithm. This then yields slightly different regret bounds and can even en-
able us to avoid the doubling trick for unknown T. The variant introduced by Kalai and
Vempala [KV05] as FPL* for example uses exponentially distributed variables for the per-
turbation. Applying this variant, Hutter and Poland [HP05] show that for T unknown in
advance we do not need to use the doubling trick but can choose the parameters based on
the time elapsed until then.
Another algorithm given by Kanade et al. applicable in the full-information model even
provides a bound of the expected regret of
√
T log(k + 1).
Based on SFPL, Kanade et al. also introduce a partial-information algorithm BSFPL with
the following regret bound.
Lemma 4.8 (Theorem 2 in [KMB09]). BSFPL with suitable parameters yields ordering-regret in
O
(
(k + 1)
4
5 T
4
5 log T
)
in expectation.
Considering an algorithm having ordering-regret e · T, Lemma 4.4 holds accordingly
without any adjustment of the proof. To find an equivalent result to Lemma 4.6 we have
to find a bound on the time until availabilities are close to the expected ones. Recall that
pmin = min{pv,M | v ∈ V, M 6= ∅, pv,M > 0} is the minimal probability of the availabilities
of all the channels.
Let us now show in Lemma 4.9 that for a number of time slots T ∈ Ω
(
ln n
pmin
)
with high
probability the empirical fraction of slots P¯v,M in which at least one channel out of M was
available to link `v is close to the probability pv,M, for every set of channels M and every
link `v. Afterwards, we use this result to draw a connection between transmission attempts,
availabilities, and experienced affectances in Lemma 4.10 finally proving convergence to a
constant-factor approximation.
Lemma 4.9. After a number of time steps T ∈ Ω
(
ln n
pmin
)
it holds
|P¯v,Mv − pv,Mv | ≤
1
2
P¯v,Mv
for a (fixed) set of channels Mv for all links `v with probability 1− 1nc for any constant c.
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Proof. Consider the random variable P(t)v,Mv ∈ {0, 1} indicating whether any channel of the
set Mv is available for link `v in time slot t. Let Y = ∑t P
(t)
v,Mv . Thus, we need |E(Y)−Y| < 12Y
to hold, because this directly implies |P¯v,Mv − pv,Mv | ≤ 12 P¯v,Mv . Equivalently we need 12Y <
E(Y) < 32Y to hold.
As the channel availabilities are drawn independently in every time slot, we can apply
a Chernoff bound (see for example [DP98]). This directly yields Pr[Y ≥ (1+ δ)E(Y)] ≤
exp
(
−δ2
3 E(Y)
)
and Pr[Y ≤ (1− δ)E(Y)] ≤ exp
(
−δ2
2 E(Y)
)
for every δ ∈ [0, 1].
Using this we conclude Pr[Y ≥ 2E(Y)] ≤ exp(− 13E(Y)) and also Pr[Y ≤ 23E(Y)] ≤
exp
(− 118E(Y)). With a union bound, the probability that |P¯v,Mv − pv,Mv | ≤ 12 P¯v,Mv does not
hold for a particular set Mv is
Pr
[
|P¯v,Mv − pv,Mv | >
1
2
P¯v,Mv
]
≤ exp
(
− pv,Mv T
3
)
+ exp
(
− pv,Mv T
18
)
.
This is at most 2 · exp(− 118 pv,Mv T). Applying another union bound to guarantee that this
holds for all links (and the respective sets Mv) results in
∑
v∈V
Pr
[
|P¯v,Mv − pv,Mv | >
1
2
P¯v,Mv
]
≤ n · 2 · exp
(
− 1
18
pmin · T
)
.
Setting T ≥ 18pmin ((c + 1) ln n · ln 2) results in the probability for any arbitrary set of channels
M to not have |P¯v,M − pv,M| ≤ 12 P¯v,M is at most n−c.
Using this result, we are able to basically reestablish the results in Lemma 4.6 from the
previous section. As the proof is almost the same as the one of the previous section, we will
only consider the differences to this proof here.
Let fv,κ be the experienced fraction of all time steps, in which link `v would not have
been able to transmit successfully. Note that fv,κ is not restricted to time steps in which the
channel κ was actually available to `v for transmission.
Lemma 4.10. For every link `v let Mv be a set of channels such that every channel κ ∈ M yields
fv,κ ≤ 14 . If the regret is at most ev and the number of time steps T ∈ Ω
(
ln n
pmin
)
, then with high
probability
4 ∑
κ∈K
qv,κ + 4ev ≥ P¯v,M .
Proof. The proof almost exactly follows the one of Lemma 4.6. Up to Equation 4.1 the same
arguments hold. To consider the ordering regret here, we have to exchange Equation 4.1 by
the one below.
This holds due to the independence of the availabilities between different links, as we
can fix the actions of other links. For the expected utility of the best ordering in hindsight
we get
max
σ∈SA
E
[
T
∑
t=1
uv(σ(A(t)), a(t)−v)
]
≥ min
κ
((1− fv,κ)− fv,κ)pv,M · T .
This yields
1
T
max
σ∈SA
E
[
T
∑
t=1
uv(σ(A(t)), a−v)
]
≥
(
3
4
− 1
4
)
pv,M =
1
2
pv,M . (4.2)
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Using |P¯v,M − pv,M| ≤ 12 P¯v,M from Lemma 4.9, we can easily bound Equation 4.2 from below
by 14 P¯v,M. With the fact that the regret is at most ev and that the utility is at most qv we get
1
4 P¯v,M ≤ qv + ev.
Note that we can only bound the expected utility by that of one channel due to the
availabilities of channels between links being stochastically independent. Otherwise those
could be correlated in such a way that the expected unsuccessful time steps are more than
T ·maxκ fv,κ · pv,M. This is due to correlation, for example, being able to force all interference
of other links on a channel to occur only in available time steps even if this represents only a
in few time steps in total.
In total we can now consider the approximation factors guaranteed by no-ordering-regret
algorithms. This proof again highly resembles the proof of Theorem 4.1 in the previous
section. Thus, we will again focus on the differences.
Theorem 4.2. Consider a network of n links with a C-independent conflict graph. Every sequence of
length T ∈ Ω
(
ln n
pmin
)
with ordering regrets ev for links `v yields with high probability
∑
v
wv ∈ Ω
(
|OPT|
C
− ε
C
)
,
where ε = ∑v∈V ev.
Proof. The proof follows the same primal-dual scheme as the one of Theorem 4.1. Neverthe-
less, we consider a slightly different linear program, which allows us to utilize the fact that
the availabilities among the links are assumed to be independent.
Recall Definition 1.3 of C-independence. Note that the conditions are defined for a fea-
sible set of links in a single time step. They can be transferred for each channel κ to all time
steps by averaging as follows. Let OPT′(t)κ be L′ from Definition 1.3 when setting L = OPT
(t)
κ
yielding |OPT′(t)κ | ≥ Ω
(
|OPT(t)κ |
)
and ∑v∈OPT′(t)κ bu(v) ≤ C for each time step t. By averag-
ing over all time steps we get
1
T ∑t
|OPT′(t)κ | ≥ Ω
(
1
T ∑t
|OPT(t)κ |
)
and
1
T ∑t ∑v∈OPT′(t)κ
bu(v) ≤ C .
As C-independence holds in the given network for any feasible set on each channel, it also
holds in this averaged variant for the optimum on each channel.
We use a primal-dual approach again to prove the theorem which is only slightly differ-
ent to the one used in the proof of Theorem 4.1. Thus, we consider the optimum averaged
over all time steps again and utilize C-independence. We exchange the second constraint
in the LP used in the proof of Theorem 4.1 for the (C, D)-correlation-independence with
the C-independence. The considerations above are useful to show feasibility of the primal
solution.
Max. ∑
v∈V
∑
κ∈K
xv,κ
s.t. ∑
v∈V
bu(v)xv,κ ≤ C ∀u ∈ V, κ ∈ K
∑
κ∈M
xv,κ ≤ P¯v,M ∀v ∈ V, M ⊆ K
xv ≥ 0 ∀v ∈ V
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Observe that the averaged optimum xv,κ =
∣∣∣{t∣∣∣v∈OPT′(t)κ }∣∣∣
T again represents a feasible solution
for this LP and we get ∑v∈V ∑κ∈K xv,k ≥ Ω
(
|OPT|
)
by definition.
The dual LP to this primal LP is
Min. ∑
v∈V
∑
κ∈K
C · yv,k + ∑
v∈V
∑
M⊆K
P¯v,M · zv,M
s.t. ∑
u∈V
bu(v)yu,κ + ∑
M:κ∈M
zv,M ≥ 1 ∀v ∈ V, κ ∈ K
yv,κ, zv,M ≥ 0 ∀v ∈ V, κ ∈ K, M ⊆ K
The dual solution can again be constructed as follows. Let Mv =
{
κ ∈ K ∣∣ fv,κ ≤ 14} repre-
sent the set of channels with low congestion. We set yv,κ = 4 · qv,κ, zv,Mv = 1, and zv,S = 0 for
all S 6= Mv.
This is a feasible solution. Recall the definition of fv,κ being the fraction of time steps `v
would have been unsuccessful on channel κ no matter whether the channel was available to
`v. Thus, for any channel κ in which fv,κ ≥ 14 we get ∑u∈V bu(v)qu,κ ≥ 14 . Hence, ∑u bu(v) ·
yu,κ ≥ 1 with the chosen yu,κ. For the other case with fv,κ < 14 we set zv,Mv = 1 and by
definition κ ∈ Mv. Therefore, the constraint is fulfilled.
Using Lemma 4.4 and Lemma 4.10 for the set Mv leads to an upper bound on the objective
function of the dual LP of
∑
v
(4Cqv + P¯v,Mv) ≤∑
v
(4Cqv + 4qv + 4ev) ≤∑
v
(8Cwv + 8wv) + 4ε .
Combined with the primal LP this results in ∑v wv ∈ Ω
( |OPT|
C − εC
)
.
This result shows that not only the algorithm derived by utilizing no-external-regret al-
gorithms but also other algorithms like the ones proposed by Kanade et al. can be applied
to general multi-channel capacity maximization. It also emphasizes how general the proof
technique can be applied to analyze no-regret algorithms for capacity maximization.
4.4.3 Lower Bounds
In this section, we begin by showing that a direct application of no-external-regret algo-
rithms does not necessarily yield a constant-factor approximation. This is not surprising
considering that external-regret algorithms applied directly without modification of the ac-
tion space can only choose one channel.
In fact, we give an example of a sequence of action vectors with 0 external regret that
shows approximation factors in Ω(k) and Ω(n). These factors can already be reached by
algorithms utilizing just one channel or letting just one link transmit, respectively.
Additionally, we show that action sequences under group-correlated availabilities with
zero availability-ordering regret can result in approximation factors as bad as Ω(n). The
same example also shows that for 0 ordering regret the assumption of stochastic indepen-
dence of the availabilities among links considered in Section 4.4.2 is necessary. All our lower
bound constructions can trivially be embedded into 1-independent conflict graphs. Thus,
they establish linear lower bounds even in cases, where no-ordering regret without correla-
tion obtains constant-factor approximations.
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Let the set of actions consist of one action per channel and an additional action represent-
ing “not transmitting”. Links have to choose on which channel to transmit or not to transmit
at all.
Theorem 4.3. For every number of channels k there is an instance such that for a sequence yielding
0 external regret the number of successful transmissions is at least a factor of k smaller than in an
optimal schedule.
Proof. Let us assume that all n links can be simultaneously successful on every channel. For
any arbitrary link we consider a sequence of deterministic availabilities in which channel κ
is available in time slots t with (t mod k + 1) = κ. It is easy to see that there is a 0-external-
regret sequence in which exactly one channel is chosen. Thus, the link transmits only in
every k-th time step. In contrast, in the optimum the link can simply choose another channel
in every single time step. This way, the factor is k.
This argument does not need the sequence to be fixed but can also be reproduced with
stochastic availability. This is clear when we allow the availabilities to be correlated among
the channels of a link. If this is not the case, we can set the probabilities for each channel
availability to 1k . This yields the same structure. Again, if the link chooses only a single
channel for transmission, it will encounter vanishing external regret as in the long run all
channels have the same availability and success. However, it transmits only in an 1k -fraction
of all time slots. In contrast, in expectation in every time slot there is at least one channel
available. This implies a factor of k in the long run.
This result also implies an Ω(n) bound by setting the number of channels to the number
of links k = n. Therefore, using no-external regret in this direct way does not imply a
constant-factor approximation.
Corollary 4.3. For every number of links n there is a network, such that for every sequence of actions
yielding 0 external regret the number of successful transmissions is at least a factor of n smaller than
in an optimal schedule.
In contrast to directly applying the no-external-regret property, we have seen that one
can utilize no-external-regret algorithms by increasing the action space exponentially. It is
nevertheless an interesting open problem if even more intricate approaches allow to establish
similar properties as for these algorithms leading to a constant-factor approximation without
the disadvantage of increased regret as discussed in Section 4.3.
In the previous sections, we have assumed group-correlated availabilities. Our results
mainly consider laminar group-correlation and show constant-factor approximations only
for constant heights. This implies a limited independence of the availabilities among links.
We show that for group-correlated availabilities, we can find a setting where each link is
in at most h groups and a 0-availability-ordering-regret sequence actually yields at best an
O(h)-approximation. This result complements the the result shown in Corollary 4.1. We use
a similar example here as in the proof above.
Theorem 4.4. There are instances of a group-correlated setting with n links with at most h ≤ n
groups and a sequence of actions yielding 0 ordering regret for every link, such that the number of
successful transmissions is at least a factor of h smaller than in an optimal schedule.
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Figure 4.1: Example of an optimal schedule (circles) and a no-regret sequence (crosses) for
an availability structure with h = n = 5 used in the proof of Theorem 4.4
Proof. We assume a setting with only one channel and construct the network as follows. No
pair of links can transmit simultaneously on the channel. This can easily be achieved by
placing links (almost) in the same location and constructing the interference and the conflict
graph appropriately.
We partition the links into h + 1 sets S0, . . . , Sh, where at least one link is in each set.
The channel is either available for all h sets simultaneously or for only one set of links. Let
G1, . . . , Gh be the groups of the group-correlation and the probability for each group to be
unoccupied is 12 . The links in set S0 are in all h groups. The links of every other set Si are in
all groups but Gi.
This way, for every set of links Si with i 6= 0 the probability that the channel is also
available to links in S0 when it is available to Si is 12 . Due to this choice of groups the channel
can only be available to all links simultaneously, to exactly one set of links, or to no link at
all. Note that we can safely omit time steps where the channel is unavailable to all links.
Then, it holds that in an 1h -fraction of the time the channel is available to all links and in the
rest to exactly one set of links.
This structure of channel availabilities is depicted in Figure 4.1 with h = n = 5. It is easy
to see that in every n-th time step the channel is available to all links. In these time steps one
link (e.g., link `0) is in the optimum and one link transmits in the no-regret sequence (here,
also `0). In the remaining time steps only one link at a time is able to use the channel. In the
optimum this one transmits, while in the no-regret sequence no one transmits then. Note
that time steps, in which the channel is unavailable to all links, are omitted in the figure.
We construct the 0-availability-ordering request sequence by scheduling one link `0 out
of set S0 to send whenever the channel is available for it. All other links choose not to send
at all. As `0 can transmit successfully throughout the whole sequence it has 0 regret. The
dependence of the availabilities implies that the (expected) utility of the best response in
hindsight for all links but `0 becomes not to transmit, because, in the long run, half of the
time slots where the channel is available are shared with `0. In those slots the link would not
be able to transmit successfully. Hence, “transmitting in all time steps” and “not transmitting
at all” have the same utilities, and the regret is 0 for all links. This sequence provides a
successful transmission every h-th of the considered time steps.
In contrast, in the optimum one link of every set Si transmits when the channel is avail-
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able to it alone and one link of the set S0 otherwise. This yields a successful transmission
in every time slot. Note that we can easily leave out all time steps where the channel is not
available to any link, as this does not change the argument.
This proves a factor of h between the number of successful transmissions in the optimal
schedule and the 0-(availability)-ordering-regret sequence.
With a slight adjustment of the one-or-all structure, it is possible to show even slightly
stronger lower bounds close to 3h2 for the number of groups being h. This is done by having
at least two links in group S0. In the no-regret sequence both transmit in 23 of the time steps,
in which the channel is available to S0, such that 12 of their transmissions overlap being
unsuccessful.
By setting the number of groups h = n, we directly get a lower bound in Ω(n) for corre-
lated availabilities both for 0-availability-ordering-regret sequences as used in Section 4.4.1
and 0-ordering-regret sequences as given by Kanade et al. and used in Section 4.4.2.
Corollary 4.4. There exist group-correlated availabilities such that for a network with n links with a
sequence yielding 0 availability-ordering regret for every link, the number of successful transmissions
is at least a factor of n smaller than in an optimal schedule.
The one-or-all structure of availabilities used in the proof of Theorem 4.4 can still occur
with a very low probability if we do not assume correlation and instead let the channel be
available to each link independently with probability 1n . In this case, however, the transmis-
sion choices in the proof of Theorem 4.4 do not guarantee 0 ordering regret as defined in
Section 4.4.2. For 0 ordering regret the probability for this to happen diminishes over time.
4.5 Summary
Concerning wireless networks with multiple channels, one can see that quite similar ap-
proaches to the ones considered in previous chapters and by Dinitz [Din10] and A´sgeirsson
and Mitra [AM11] can be utilized to maximize the capacity. This can even be done when
the channels are defined by a stochastic process rendering certain channels unavailable dur-
ing some time steps. This enables us to use adaptive no-regret-learning approaches in very
customizable primary-secondary-user settings. Here, primary users have the exclusive right
to use the spectrum. They can allow secondary users to utilize the channels in certain time
steps when not using the channel themselves.
No-availability-ordering-regret algorithms and no-ordering-regret algorithms are guar-
anteed to converge to a constant-factor approximation under constant-independent conflict
graphs and uncorrelated availabilities. For more intricate laminar group-correlated settings,
we can still guarantee an approximation factor linear in the height of the laminar setting.
In contrast to this, arbitrary correlation among the availabilities can worsen the approx-
imation factors significantly. We considered lower bounds for arbitrary group-correlation.
That is, we showed that there exists a group structure such that no-regret learning can only
guarantee an approximation factor in Ω(n).
We proved our positive results under the assumption that availabilities of links are only
group-correlated and some of the results rely heavily on the structure of groups. In con-
trast, the lower bound in Theorem 4.4 heavily relies on correlation and a non-laminar group-
correlation structure.
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We have argued that one can utilize no-external-regret learning to also guarantee low
availability-ordering regret. As the considered approach in general increases the number
of actions exponentially, it is an interesting open question whether one can find better no-
availability-ordering-regret algorithms.
It is another interesting open problem to characterize the influence of correlation on
the performance of no-regret learning algorithms beyond the considered laminar group-
correlation. Correlation among channel availabilities of different links can for example result
from a locality structure of primary and secondary users. One might even be able to adjust
the considered learning algorithms to tackle stronger correlation among the availabilities of
different links efficiently.
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CHAPTER 5
Power Control for
Capacity Maximization
One of the most important aspects of capacity maximization clearly is to decide which links
should transmit as considered in the previous chapters. It is also of great importance to
decide which power assignment to use.
Power control allows links to change their transmission power, and thus also the inter-
ference affecting other links. Choosing lower powers still allowing successful transmissions
reduces the interference other links experience and thus it can possibly allow successful
transmissions for additional links. Raising powers, on the other hand, increases interference
on other links. It can also turn a previously unsuccessful link into a successful one. This way,
utilizing power control can efficiently increase the overall capacity and performance of the
network.
In fact, modern wireless devices have the ability to adjust their transmission power and
hence are able to do power control. These wireless devices need to coordinate the choice of
powers throughout the network. In this chapter, we will again consider distributed proto-
cols, as wireless networks are inherently distributed.
One such distributed algorithm for power control in wireless networks was proposed by
Foschini and Miljanich [FM92]. They update powers based on the SINR achieved in previous
transmission attempts. We will consider this principle and a second one based on no-regret
learning. The second approach can be considered to be more accessible than the first one.
It uses only the little feedback also considered in the previous chapters. That is, a link ex-
periences whether previous transmission attempts were successful or not. The approach of
Foschini and Miljanich actually needs links to know the reached SINR of transmissions.
5.1 Results
For the Foschini-Miljanich iteration (FM iteration) we will give an analytical bound on the
time, which is needed for the chosen powers to be close to the optimal choice. That is, after
O(n log n) rounds a power assignment is reached satisfying the SINR constraint by at least
a factor of 1− δ. Nevertheless, we can argue that there is no guarantee for any transmission
to be successful at all when using the FM iteration.
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Using this bound we will analyze the behavior and convergence time of an approach
based on no-regret learning, where links only need to know whether previous transmissions
were successful. To do so, we consider a different kind of regret than in the previous chap-
ters, namely no-swap regret. In contrast to the FM iteration, we can even give a guarantee
that there are successful transmissions.
5.2 Power-Control Model
To consider power control for capacity maximization, we resort to the SINR model instead
of the more general conflict-graph model used in Chapters 2, 3 and 4. In contrast to the
conflict-graph model, the SINR model provides a notion on how different powers affect
transmissions and thus gives a model to directly consider power control. This allows us to
consider the powers needed for transmissions to be successful.
Recall that in the SINR model a transmission of link `v is successful if the SINR constraint
is fulfilled, which is
gv,v · pv ≥ βv · (∑
u 6=v
gv,u · pu + ν) .
Here the sender of link `v emits a signal at power pu, gv,u is the gain as defined in Sec-
tion 1.1.1, and ν denotes the ambient noise. Remember, that we can consider gv,u = 1d(su,rv)α
depending on the distance from the sender su to receiver rv for a path-loss exponent α. Thus,
for a successful transmission of link `v the SINR needs to be above some threshold βv.
In the power-control problem, the task is to compute a feasible power assignment such
that the SINR constraint is fulfilled for each link. Furthermore, each link should use the min-
imal possible power. This ensures that no link introduces interference, which is superfluous
for its successful transmission.
More formally, we consider the gains in terms of a normalized gain matrix C being the n× n
matrix defined by Cv,v = 0 for all v ∈ [n] := {1, . . . , n} and Cv,u = βv gv,ugv,v for u 6= v. In the
same spirit, the normalized noise vector η is defined by ηv = βv νgv,v . In regard to these notions,
a feasible power assignment can be defined to be a vector p ∈ R≥0 such that p ≥ C · p + η.
Note that throughout this chapter, we use the comparators≤ and≥ to denote the respective
component-wise inequality.
The set of all feasible power vectors in this setting is a convex polytope. If it is non-empty,
there is a unique vector p∗ satisfying p∗ = C · p∗ + η. In a centralized setting, where the
algorithm has complete knowledge, this fixed point p∗ can simply be computed by solving
the linear equation system p∗ = C · p∗ + η.
Wireless networks inherently consist of independent senders, which are not coopera-
tive. Thus, wireless networks afford to consider distributed protocols and the matrix C to
be unknown. In our first scenario analyzing an iterative approach by Foschini and Mil-
janich [FM92] we assume the senders to be able to make communication attempts at different
powers. Senders receive feedback in the form of the achieved SINR. In an advanced scenario
with regret learning only the feedback whether the transmission has been successful or not
is received.
We consider this scenario as a normal-form game. Each link (or sender) `v is a selfish agent
– also denoted as a user i ∈ [n] controlling the transmission behavior – and picks a transmis-
sion power as its strategy. We first assume that the achieved SINR becomes known after each
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transmission attempt. Furthermore, we assume the user i to have a utility ui(pi, p−i) having
a unique maximum at the power level that sets his SINR to exactly βv, but can otherwise be
completely arbitrary. Here p−i denotes the powers chosen by all other users but user i.
In this context, the FM iteration constitutes a sequence of best responses on the actions
chosen by other users. This means a player always chooses the action that was best in the
previous round.
5.3 Foschini-Miljanic Iteration
As a first distributed algorithm for power control, we consider an iterative approach due
to Foschini and Miljanic [FM92]. It requires that the senders get to know their achieved
SINR. The basic idea of this Foschini-Miljanic (FM) iteration is that any sender chooses exactly
the power level that would have been necessary to obtain a successful transmission in the
previous time step.
Formally, the FM iteration is p(t+1) = C · p(t) + η where t is the time step. In the context
of games played iteratively, it implements concurrent best-response dynamics. The achieved
and the target SINR is actually needed to run this iteration. Later, in Section 5.4, we will omit
this assumption and describe an approach, which does not need the SINR to be known.
Foschini and Miljanic showed that the sequence of vectors p(t) actually converges to p∗
as t goes to infinity. Obviously, p∗ is a stable choice in the sense that no sender wants to
increase or decrease its power. That is, it is a Nash equilibrium and thus no sender wants to
unilaterally change its transmission power.
In our analyses, we refer to the maximal absolute value of an eigenvalue of the matrix C
as λmax. One can show that the existence of p∗ ∈ Rn≥0 with p∗ ≥ C · p∗ + η implies that the
absolute value of all eigenvalues of C is strictly less than 1. Thus, it holds λmax < 1.
In our analysis, it will turn out to be helpful to consider the closed-form variant of the
FM iteration given by
p(t) = Ct · p(0) +
t−1
∑
k=0
Ckη . (5.1)
Possible runs of this best-response iteration are shown in Figure 5.1 and Figure 5.2 below.
An exemplary run of the FM iteration with two links is depicted in Figure 5.1. Points
in the light grey regions depict the power choices where at least one link can transmit suc-
cessfully. The darker region consists of power vectors rendering both links successful. It
shows that the actual run of the FM iteration highly depends on which starting point is cho-
sen. Here, the iteration allows both of the two links being alternately successful. Also, the
convergence towards the fixed point is clearly visible.
In contrast to the run depicted in Figure 5.1, we can observe one of the major drawbacks
of the FM iteration in Figure 5.2. The runs only differ in using a different starting point of
the iteration. The algorithm again converges to the fixed point, but this time both links stay
within the white region being unsuccessful throughout the whole sequence.
As seen, the fixed-point approach of Foschini and Miljanic has some drawbacks. For ex-
ample, in sequences starting from 0 the target SINR is never reached as shown in Figure 5.2,
because all links increase their powers in each step and therefore the powers are always too
small.
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Figure 5.1: FM iteration in an example with two links.
Another drawback of the FM iteration is that in order to adapt the power correctly, the
currently achieved SINR has to be known. A last disadvantage to be mentioned is its lack of
robustness. We assume a fixed-point pure Nash equilibrium to exist for the power control
game. If for some reason this does not hold, the iteration might end up where some powers
are 0 or pmax, even if the transmission is not successful.
Besides these drawbacks, with the assumption that the achieved SINR is known, the FM
iteration is guaranteed to converge to the optimal choice of powers. In the following section,
we will consider the time it needs to converge close to the fixed point.
Note that, we extend the basic scenario analyzed by Foschini and Miljanic also by con-
sidering different SINR thresholds βv for each link `v.
5.3.1 Convergence Time
As discussed above, it is clear that in general the FM iteration never actually reaches the
fixed point. As the iteration converges to it, the SINR converges to the threshold βv. That is,
for each δ > 0 there is some round T after which the SINR is never below (1− δ)βv. Since
having all links reach their SINR target is the main goal, we strive to bound the time T until
each transmission is “almost” feasible.
To analyze the convergence time of the FM iteration in this sense, it is sufficient that the
current vector of transmission powers p satisfies (1− δ)p∗ ≤ p ≤ (1+ δ)p∗.
As a first result, we bound the convergence time in terms of n when starting from 0.
We will see that the bound proven here is independent of the values of p∗ or ν. The only
parameter related to the instance is the maximum eigenvalue of C denoted by λmax. This
parameter related to the instance has to occur in the convergence time, as for λmax = 1 no
fixed point can exist at all. Assuming it to be constant, the theorem below directly implies
that after O(n log n) rounds a power assignment is reached that satisfies the SINR constraint
of every link by a factor of at least 1− δ for a constant δ.
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Figure 5.2: Example FM iteration with two users being always unsuccessful.
Theorem 5.1. Starting from p(0) = 0 after t ≥ log δlogλmax · n · log(3n) rounds, for all p(t) we have
(1− δ)p∗ ≤ p(t) ≤ p∗.
Proof. For our considerations we combine multiple time steps by defining a matrix M such
that the eigenvalues can be bounded easily. This can then be used to consider the number of
time steps.
Let M = Cm be an auxiliary matrix, where
m =
⌈
log 13n
logλmax
⌉
.
Note that the absolute value of all eigenvalues of M is bounded by 13n . Furthermore, we
define η′ = ∑m−1k=0 C
kη and thus we have p(m·t′) = ∑t
′−1
k=0 M
kη′ for the sequence of power
vectors starting with p(0) = 0. The choice of M also implies p∗ = ∑∞k=0 Mkη′.
Now we consider the characteristical polynomial of M in expanded form as well as in
factorized form:
χM(x) = xn +
n−1
∑
i=0
aixi =
n
∏
j=1
(x− bj) .
The (possibly complex) bj values correspond to the eigenvalues. Therefore, with eigenvalues
of M being at most 13n we have |bj| ≤ 13n for all j ∈ [n]. This way, the absolute value of the ai
values can be expressed in terms of the bi values by
|ai| ≤ ∑
S⊆[n]
|S|=n−i
∏
j∈S
|bj| ≤
(
n
n− i
)(
1
3n
)n−i
.
This yields the following bound for their sum
n−1
∑
i=0
|ai| ≤
n
∑
k=0
(
n
k
)(
1
3n
)k
− 1 =
(
1+
1
3n
)n
− 1 ≤ 1
2
.
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We now use the fact that by definition χM(M) = 0. This is, Mn = −∑n−1i=0 ai Mi. Since all
Mkη′ are non-negative, the following inequality holds
Mn p∗ =
∞
∑
k=n
Mkη′
=
n−1
∑
k=0
Mkη′
(
−
k
∑
i=0
ai
)
+
∞
∑
k=n
Mkη′
(
−
n−1
∑
i=0
ai
)
≤
(
n−1
∑
i=0
|ai|
)
∞
∑
k=0
Mkη′ ≤ 1
2
∞
∑
k=0
Mkη′
=
1
2
p∗ .
Now consider t ≥ m · n · log 1δ . We have p∗ − p(t) = ∑∞k=0 Ckη − ∑t−1k=0 Ckη = ∑∞k=t Ckη
using the closed form of the FM iteration given in Equation 5.1. Further calculus results in
Ct ·∑∞k=0 Ckη = Ct p∗ ≤ Mn log
1
δ p∗ ≤ δp∗ proving the theorem.
Theorem 5.2 provides an upper bound on the time needed until the FM iteration is close
to the fixed point. To find a lower bound, we argue that there are instances where Ω(n)
rounds are needed to be arbitrarily close to the fixed point or to even reach it. For example,
let C be defined by Ci+1,i = 1 for all i and Cj,i = 0 for all other entries, η = (1, 0, . . . , 0). The
only eigenvalue of this matrix is 0. However, it takes n rounds until the first component 1
has propagated to the n-th component and the fixed point is reached.
Obviously, such instances require a certain construction and structure in the values of p∗
and η. Thus, our second result is a bound independent of n holding for every starting point
p(0). This bound instead takes p∗ and η into consideration.
Theorem 5.2. Starting from an arbitrary p(0), we have (1− δ)p∗ ≤ p(t) ≤ (1+ δ)p∗ for all t ≥ T
with
T =
log δ− log maxi∈[n]
∣∣∣∣ p(0)ip∗i − 1
∣∣∣∣
log maxi∈[n]
∣∣∣1− ηip∗i ∣∣∣ .
Proof. We consider the weighted maximum norm using the entries of p∗ as weights defined
as
‖x‖ = max
i∈[n]
|xi|
p∗i
,
which has also been used by Huang and Yates [HY98] before. The induced matrix norm of a
matrix M is now given by
‖M‖ = max
i∈[n]
1
p∗i
∑
j∈[n]
∣∣Mi,j∣∣ · p∗j .
In particular, as p∗ is the fixed point of the FM iteration, we have for matrix C that Cp∗ +
η = p∗. This directly shows for one component of p∗ that (Cp∗)i = p∗i − ηi. The matrix norm
of C can then be found by
‖C‖ = max
i∈[n]
1
p∗i
∑
j∈[n]
Ci,j p∗j = max
i∈[n]
1
p∗i
(Cp∗)i = max
i∈[n]
∣∣∣∣1− ηip∗i
∣∣∣∣ .
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If t ≥ T, using the closed form of the iteration (Equation 5.1) we get
‖p(t) − p∗‖ = ‖Ct · (p(0) − p∗)‖
≤ ‖C‖t · ‖p(0) − p∗‖ .
Applying the weighted maximum norm for vectors and for the matrix C yields for t ≥ T
‖C‖t · ‖p(t) − p∗‖ ≤ ‖C‖t ·max
i∈[n]
∣∣∣∣∣ p
(0)
i
p∗i
− 1
∣∣∣∣∣
≤ δ
maxi∈[n]
∣∣∣∣ p(0)ip∗i − 1
∣∣∣∣ ·maxi∈[n]
∣∣∣∣∣ p
(0)
i
p∗i
− 1
∣∣∣∣∣ = δ .
So, for all i ∈ [n], we have |p(t)i − p∗i | ≤ δ · p∗i and get (1− δ)p∗i ≤ p(t)i ≤ (1+ δ)p∗i .
Note that the original FM iteration assumes arbitrarily high powers, while in the follow-
ing sections we assume that a maximum power exists. Our proofs on the convergence time
above considered the original FM iteration. However, our bounds directly transfer to the
case where there is some vector of maximum powers pmax. In this setting, all powers are
projected to the respective interval [0, pmaxi ] in each round in the same fashion as done by
Yates [Yat95]. One can see that this can only have a positive effect on the convergence time
since the resulting sequence is component-wise dominated by the sequence on unlimited
powers. Thus, the same bounds still hold under this assumption.
5.4 Utilizing No-Regret Learning
Recall that the fixed-point approach by Foschini and Miljanic analyzed above has some ma-
jor drawbacks. For example, in many sequences – in particular the ones starting from 0 – the
target SINR is never reached. Other disadvantages of the FM iteration already discussed in
Section 5.3 are that the achieved SINR has to be known and that the approach is not very ro-
bust. In order to overcome these, we design different regret-based learning algorithms. This
approach uses the notion of no-swap-regret as defined below. As these algorithms are ran-
domized, each player can transmit successfully with positive probability already in the first
time steps. This is in contrast to the FM iteration with possibly no link becoming successful
at all.
Besides this advantage, we also use the no-swap-regret learning algorithm to overcome
the other drawbacks of the FM iteration. Using this kind of algorithm, there is no need to
know the achieved SINR, and it is robust against scenarios where no fixed point exists.
While no-external-regret worked quite well in Chapter 2 and no-ordering-regret in Chap-
ter 4, those notions are not sufficient to guarantee convergence to the optimal power assign-
ment or fixed point respectively as in the FM iteration.
Proposition 5.1 below formally states that no-external-regret is not sufficient to converge
to the fixed-point power assignment. The proof even constitutes that zero external regret
does not suffice. Although there is a fixed point p∗ at which all links are successful, a no-
external regret sequence might make only 2 of the n links successful at all.
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To apply regret learning, we assume each user to be again aiming at having success-
ful transmissions. Additionally, each user strives to use the least power possible that still
achieves successful transmissions. For the decision which power pi ∈ [0, pmaxi ] to use we
define a suitable utility function ui(p) : [0, pmax] → [0, 1]. On the one hand, it is quite natural
to have a utility of 0 when the chosen power does not suffice to guarantee a successful trans-
mission, i.e., the SINR is below the threshold. On the other hand, given that the transmission
is successful, it is also clear that it is beneficial to choose a power as small as possible. This
choice obviously reduces the interference on other links. Each user’s maximum utility is at
the point where the SINR condition is exactly met. This way, best-response dynamics corre-
sponds to the FM iteration. These properties cannot be modeled by a continuous function.
Formally, we capture this by the following utility function.
ui(p) =
{
fi(pi) if user i is successful with pi against p−i
0 otherwise ,
where fi : [0, pmaxi ] → (0, 1] is a continuous and strictly decreasing function for each i ∈ [n].
With p−i we denote the powers chosen by all users but user i.
Proposition 5.1. For suitable functions fi, there is an instance with a fixed point and a no-external-
regret sequence in which only a 2n fraction of all links is ever feasible.
Proof. We consider a “nested pairs” instance from [FKRV09] appropriately scaled with suit-
able chosen SINR parameters to allow a fixed point. In this scenario, there are n bidirectional
links placed on a line where one end of link `i lies at −2i and the other one at 2i. Fangha¨nel
et al. argue that the square root power assignment renders at least a constant fraction of
links successful. Thus, scaling yields an instance with a fixed point. Here, we replace the
innermost link by two smaller links of about half the length such that the instance still has
a fixed point and their distance is chosen appropriately. The maximum power is pmax with
pmaxi = p
max for all links i.
Now we consider the following sequence of actions. All links except for the two inner
ones always choose not to transmit by playing action pi = 0. In odd steps, the two inner
links play action pmax, in even steps they play p
max
2 . The regret for each player is at most 0.
For the outer links this is clear as they cannot transmit successfully at all.
The inner links have some smallest action p′ allowing them to be feasible in all steps.
We have p
max
2 ≤ p′ ≤ pmax. The regret compared to this action after T steps is f (p′)T −
1
2 ( f (p
max) + f ( 12 p
max))T as the utility for choosing p′ would be f (p′)T. The utility actually
gained by the played sequence is 12 ( f (p
max)− f ( 12 pmax)).
Note that the regret can evaluate to 0 (or less) by a suitable choice of f . This proves the
proposition.
As no-external regret cannot be used to successfully solve power control in our scenario,
we will utilize a more intricate notion of regret being no-swap regret. We will define swap
regret in the remainder of this section.
Similar to comparing the utility of an action sequence to one single best action in hind-
sight, we could also consider another concept. Here, we compare the utility gained by using
a certain action sequence to an action sequence, where any action is replaced by a specific
other one.
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One can use the notion of Φ-regret to define swap regret by choosing a set Φ of departure
measurable functions as already introduced in Section 1.4. The notion of Φ-regret indeed is
more general than swap regret and also encompasses no-external-regret and other further
notions of regret.
In terms ofΦ-regret, the best action in hindsight – used to compare the algorithm’s action
sequence to – is defined by the supremum over all measurable functions. That way, different
actions are possibly mapped to different other actions. More intuitively, for each action we
can consider to exchange this action by a specific other one whenever it is used.
Besides using Φ-regret with measurable functions, we can also formally define swap
regret as follows. This definition gives a more intuitive insight into swap regret by defining
a kind of “best action in hindsight” similar to the ones used for no-external-regret before.
Definition 5.1. Let a(1), . . . , a(T) be a sequence of action vectors. The swap regret of this sequence
for user i is defined by
∑
a∈A
max
a′∈A
T
∑
t=1
a(t)i =a
u(t)i (a
′, a(t)−i )−
T
∑
t=1
u(t)i (a
(t)
i , a
(t)
−i ) ,
where A denotes the set of possible actions. An algorithm has the no-swap-regret property if the
swap regret of the computed sequence of actions is in o(T).
For power control the set of actions A = [0, pmax]. In total, we will show that all no-
swap-regret sequences converge to the optimal power vector p∗ ∈ [0, pmax]. Furthermore,
the fraction of successful transmissions converges to 1. This is in contrast to the FM iteration,
where starting from p(0) = 0 all transmissions stay unsuccessful during the entire iteration.
An excerpt of a no-swap-regret sequence is shown in Figure 5.3. It shows the run of
no-swap-regret learning of two links in the same setting as depicted in Figure 5.1 using the
FM iteration. The light grey regions again depict the possible power choices where at least
one link can transmit successfully. The darker region refers to states where both links are
successful. Considering the chosen powers from time step 900 onwards, one can already see
that the power vectors converge to the optimal solution. It is visible that the no-swap-regret
sequence provides successful transmissions and that the power choices concentrate around
the fixed point. Here, even no transmission is unsuccessful for both links simultaneously.
Though, this is not guaranteed it shows a clear strength of the adaptive learning approach.
Over time the sequence becomes more concentrated around the fixed point.
There exist several algorithms obtaining the no-swap-regret property. While those often
assume the action space to be discrete, we will show in Section 5.5 how to apply them to our
setting where the space of possible powers is continuous. One such approach is due to Blum
and Mansour [BM07], which we will actually apply in Corollary 5.1. Blum and Mansour
show how to utilize multiple no-external-regret algorithms to ensure no-swap-regret for the
combined algorithm. Other approaches yielding no-swap regret are for example presented
in [SL07, Zin03, AHK12].
Before considering how a no-swap-regret algorithm converges to the fixed point in a
numerical sense, we can see that for an algorithm having swap-regret zero the sequence
must only consist of the fixed point p∗.
Proposition 5.2. Given any sequence p(1), . . . , p(T) with the swap regret for each user being 0, then
p(t) = p∗ for all t.
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Figure 5.3: Last 100 of 1000 iterations of no-swap-regret learning.
Proof. For each user i let pˆi = maxt∈T p
(t)
i , meaning pˆi is the maximal power level ever
chosen by i. We show now that this maximal power level is not greater than p∗i and that it is
not smaller than p∗i . Note that comparators on power vectors below are meant in terms of a
partial ordering based on an element-wise comparison. That is, it holds p′ ≥ p′′ if p′i ≥ p′′i
for all i.
Assume that pˆ ≤ p∗ does not hold. This means there is some user which can still transmit
successfully using less power. That is, a user i exists, for which pˆ′i := (C · pˆ + ν)i < pˆi. This
user obviously has non-zero swap regret because using pˆ′i instead of pˆi lowers his power
while the transmission still stays successful, which clearly increases the utility. By contradic-
tion we have pˆ ≤ p∗.
Now let pˇi = mint∈T p
(t)
i . We can argue analogously as before to get pˇi ≥ p∗. Thus,
assuming this does not hold, we again have some user i for which pˇi < (C · pˇ + ν)i. Thus,
user i is never successful when using power pˇi, but it would always be with p∗i . This again
results in a higher utility and user i would encounter a non-zero swap regret.
In total, we have that both pˆ ≤ p∗ and pˇ ≥ p∗, yielding pˆ = pˇ = p∗.
While this result shows that an action sequence with zero swap-regret can only consist
of the fixed point, it is unclear how such a sequence can actually be computed. This com-
putation should be done in a distributed fashion. We also argued previously that one or
probably the most important reason for using no-regret learning algorithms is that they can
be applied in a distributed fashion.
Until now, algorithms for no-swap regret focused on finite strategy spaces or convex
utility functions. For power control we here assume an infinite set of strategies [0, pmax] and
a non-convex utility function. To apply the concept of no-swap regret, we adjust previous
algorithms in the following section before we can analyze how these converge afterwards.
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5.5 Computing No-Swap-Regret Sequences
To apply no-swap-regret learning to power control, we have to move from the case of finite
action spaces considered mostly in literature to infinite action spaces. For example, for the
case of N actions, the algorithm devised by Blum and Mansour [BM07] is able to guarantee
that after T rounds the expected regret of a user is at most O(
√
TN log N). This algorithm
is randomized and uses multiplicative weights updates. That is, each user has a probability
distribution over all possible actions. After each step, the user updates this distribution
based on the previously observed utilities.
Blum and Mansour actually give a black-box reduction from external to swap regret.
Their algorithm uses one no-external-regret algorithm for each action. The probability dis-
tribution of those algorithms are used to get a combined probability distribution to decide
on the action to choose. Feedback in terms of utility or loss is then distributed back to the
algorithms. Arbitrary no-external-regret algorithms like RWM proposed in Section 2.2 can
be used in their construction.
Unfortunately, this and similar algorithms [AHK12] require a finite number of actions,
while in our case the action space contains all real numbers within [0, pmaxi ]. Standard ap-
proaches for infinite action spaces are not applicable either, as they require convex action
spaces and continuous utility functions [Zin03, SL07]. In order to capture the SINR thresh-
old appropriately, however, the utility functions have to be modeled as non-continuous.
In this section, we show that no-regret sequences can be computed in a distributed way
in this power-control setting nevertheless. Although our utility function is not convex, we
use its specific structure to construct a no-swap-regret algorithm. This is done by applying
no-swap-regret algorithms for finite action spaces on a suitable finite subset of the powers.
This finite subset is constructed by dividing the set of powers into intervals of equal length
and using the right borders as the input action set for the algorithm. This discretization,
however, is not chosen in a fixed way but is iteratively refined to guarantee that the no-
swap-regret property holds.
Theorem 5.3. Let A be any no-swap-regret algorithm for arbitrary finite action spaces, whose swap
regret after T rounds in case of N actions is at most O(Ta · Nb), where a and b are suitable constants
with 0 ≤ a < 1, b ≥ 0.
ThenA can be used to construct an algorithm for power control on infinite action spaces achieving
swap regret at most O
(
T
a+b
1+b
)
.
Proof. We exploit the structure of our utility functions to use no-swap-regret algorithms for
finite actions spaces in this setting. Consider the utility function ui( · , p−i) of some user i
provided that the other strategies are fixed.
We cut the set of strategies [0, pmaxi ] into N intervals of equal length. Let the maximal
decrease of the utility function be Si = maxpi ,h
f (pi)− f (pi+h)
h . It is easy to observe that for
any interval the utility at the right border is at most Si
pmaxi
N worse than the maximum in the
respective interval. Thus, for all x ∈
[
k p
max
i
N , (k + 1)
pmaxi
N
]
, we have
ui(x, p−i) ≤ ui
(
(k + 1)
pmaxi
N
, p−i
)
+ Si
pmaxi
N
.
88 Chapter 5. Power Control for Capacity Maximization
If the number of steps T is known in advance, we can construct the following algorithm
by choosing the finite action space accordingly. We set
N =
⌈
T
1−a
1+b
⌉
and run A using only the finite action set
{
pmaxi
N , 2
pmaxi
N , . . . , p
max
i
}
of size N. If the optimal
strategies were restricted to exactly the same set, the resulting swap regret would be at most
O(TaNb). Due to the restriction to the finite set, the actual actions considered in hindsight in
the finite action space differ by at most Si
pmaxi
N in each step to the ones in the infinite action
space. So the resulting regret is at most
O(TaNb) + TSi
pmaxi
N
= O
(
T
a+b
1+b
)
.
If T is not known in advance, the “doubling trick” also works for our algorithm. That
is, starting with an estimate T = 1, the algorithm is executed for T steps with the respective
estimate T, which is doubled afterwards. Thus, up to a factor of 2 the correct T is assumed
in 12 of the time steps. This way only a constant factor is lost in comparison to the case where
the exact T is known.
Theorem 5.3 provides a framework to use different existing no-swap-regret learning al-
gorithms. Having any algorithm with swap regret being bounded polynomial in T and N
we can construct an algorithm with a suitable swap-regret bound. Depending on the specific
algorithm used, it yields different regret bounds.
If, after each time step, each link knows which powers would have made it successful, it
can calculate the utility for all possible power levels. That affords links to know the reached
SINR. Thus, a full-information algorithm using feedback on all actions and not only the
chosen ones can be used. In particular, we can use the O
(√
TN log N
)
swap-regret full-
information algorithm proposed by Blum and Mansour [BM07] for the following result.
Corollary 5.1. There is a full-information algorithm achieving swap regret O
(
T
3
4
)
in expectation
over the random choices of the algorithm.
Considering the partial-information model instead, getting to know the utility only for
chosen actions, it is sufficient for links to only get to know if the transmission at the actually
chosen power was successful. The value of the utility function for the chosen power can
still be computed. Therefore, in this case we can use a partial-feedback algorithm. Here, we
can apply the O
(
N
√
T log N
)
algorithm by Blum and Mansour [BM07] to Theorem 5.3 and
build an algorithm yielding the following result.
Corollary 5.2. There is a partial-information algorithm achieving swap regret O
(
T
4
5
)
in expectation
over the random choices of the algorithm.
As a matter of fact, discretization turns out to be helpful in this case to apply no-swap-
regret algorithms. Nevertheless, one can see that assuming discretized powers in the first
place might imply that both the FM iteration and no-swap-regret learning do not work well.
Consider the following simple example of two players
C =
(
0 12
1
2 0
)
η =
( 1
2
1
2
)
.
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In the case of continuous action spaces, the unique fixed point is (1, 1). However, if only
natural numbers can be chosen as powers this is different.
In the natural adaptation of the Foschini-Miljanic iteration each transmission still uses
the minimal power necessary to compensate the interference, i. e. p(t+1)i = dCp(t) + ηe. In
our example we do not only get two fixed points – (1, 1) and (2, 2) – but also oscillating
sequences – (1, 2), (2, 1), (1, 2), . . . – as outcomes of the FM iteration. Having users choose
the powers given in any fixed point results in a zero-swap-regret sequence. The second
fixed point is therefore not optimal, and the sequence does not converge to the optimum.
The simple transformation for algorithms yielding no-swap regret under finite action
spaces to our infinite action space shows how to utilize existing algorithms in our setting.
These algorithms converge to the optimum in a reasonable way as we will show in the next
section.
5.6 Convergence of No-Swap-Regret Sequences
We have seen that algorithms with zero swap regret actually have to follow the optimal
strategy in Proposition 5.2. We have also seen how to compute no-swap-regret sequences.
Now we will complement these results by a quantitative analysis of how the no-swap-regret
sequence converges.
We show that not only convergence to the optimal power vector p∗ is guaranteed but also
the fraction of rounds in which each link is successful converges to 1. This shows one clear
advantage of no-regret learning to the FM iteration. In the FM iteration there are starting
vectors such that no transmission is ever successful at all.
Theorem 5.4. For every sequence p(1), · · · , p(T) with swap regret at most e · T for every user i and
for every δ > 0 the fraction of steps in which user i sends successfully is at least
Q · fi((1+ δ)p
∗
i )
fi
(
(1− δ)p∗i
) − e
fi
(
(1− δ)p∗i
) ,
where Q denotes the fraction of rounds in which a power vector p with (1− δ)p∗ ≤ p ≤ (1+ δ)p∗
is chosen.
Given a sequence with swap regret at most e · T, Theorem 5.4 gives a lower bound for
the number of steps in which a user sends successfully. The bound depends on the utility
function and the fraction of rounds in which a power vector between (1− δ)p∗ and (1+ δ)p∗
is chosen. This fraction is bound in Lemma 5.1 and Lemma 5.2 later on. Together, this then
provides a bound on the fraction of successful transmissions of a link converging to 1 as the
swap regret converges to 0.
In order to prove this theorem, we use the fact that no-swap-regret sequences correspond
to approximate equilibria. Similar to a mixed Nash equilibrium, an e-correlated equilibrium is a
probability distribution over strategy vectors (in our case power vectors) such that no user
can unilaterally increase his expected utility by more than e. This notion will be helpful in
our considerations and allows us to rewrite the theorem. Thus, we are able to argue in terms
of probability mass instead of discrete time steps and chosen actions.
In contrast to mixed Nash equilibria the choices of the different users do not need to be
independent and this correlation mirrors the correlation naturally given by no-swap-regret
learning. Formally, an e-correlated equilibrium is defined as follows.
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Definition 5.2. An e-correlated equilibrium is a joint probability distribution pi over the set of
power vectors P1× · · · × Pn, where Pi =
[
0, pmaxi
]
, such that for any user i and measurable function
φi : Pi → Pi, we have
Ep∼pi[ui(φi(pi), p−i)]− Ep∼pi[ui(pi, p−i)] ≤ e .
In an e-correlated equilibrium, no user can increase his expected utility by more than
e when exchanging any action with a fixed other one. More intuitively speaking, no user
would consider operations such as “each time pi says I play A, I play B instead” (for any A)
to increase his utility. This kind of operations are exactly the ones considered in Definition 5.1
of no-swap-regret sequences. Therefore each sequence p(1), . . . , p(T) of swap regret at most
R corresponds to an
(R
T
)
-correlated equilibrium.
Using this notion, we can rewrite Theorem 5.4 to the following proposition stating the
same claim in terms of e-correlated equilibria.
Proposition 5.3. For every e-correlated equilibrium pi and for every δ > 0 the probability that user
i sends successfully is at least
Q · fi((1+ δ)p
∗
i )
fi
(
(1− δ)p∗i
) − e
fi
(
(1− δ)p∗i
) ,
where Q = Prp∼pi[(1− δ)p∗ ≤ p ≤ (1+ δ)p∗].
Proof. Having an e-correlated equilibrium pi we are guaranteed that no user would gain
utility more than e or higher by switching any of his actions. Thus, we consider a switching
operation and use the bound of e on the possible utility gain.
Instead of the powers in the interval [(1 − δ)p∗i , (1 + δ)p∗i ] user i could always choose
(1 + δ)p∗i . Since pi is an e-correlated equilibrium, this operation can increase the expected
utility by at most e. We now bound the change of the expected utility due to this switching
operation.
Let E be the event that a vector p is chosen with pi ∈ [(1 − δ)p∗i , (1 + δ)p∗i ] then the
expected utility gain is
Ep∼pi[ui((1+ δ)p∗i , p−i) | E ]− Ep∼pi[ui(p) | E ] ≤
e
Prp∼pi[E ] . (5.2)
Now let us bound the two expectations in this sum.
Considering Ep∼pi[ui((1+ δ)p∗i , p−i) | E ] we see that user i is always successful using
the power (1 + δ)p∗i if the other users use a power vector p−i ≤ (1 + δ)p∗−i. So when ap-
plying this switch operation, user i gets an expected utility conditioned on the event E of
Ep∼pi[ui((1+ δ)p∗i , p−i) | E ] ≥ fi((1+ δ)p∗i ) · Prp∼pi
[
p−i ≤ (1+ δ)p∗−i | E
]
, which yields
Pr[E ] · Ep∼pi[ui((1+ δ)p∗i , p−i) | E ]
≥ fi((1+ δ)p∗i ) · Prp∼pi[(1− δ)p∗ ≤ p ≤ (1+ δ)p∗] . (5.3)
On the other hand, due to non-increasing fi we have
Ep∼pi[ui(p) | E ] ≤ fi((1− δ)p∗i ) · Prp∼pi[S | E ] ,
where S is the event that the transmission is successful. This yields
Pr[E ] · Ep∼pi[ui(p) | E ] ≤ fi((1− δ)p∗i ) · Prp∼pi[S ] . (5.4)
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Combining Equations 5.2, 5.3, and 5.4, we can substitute the expectations in 5.2 and get
fi((1+ δ)p∗i ) · Prp∼pi[(1− δ)p∗ ≤ p ≤ (1+ δ)p∗]− fi((1− δ)p∗i ) · Prp∼pi[S ] ≤ e .
Rearranging and easy calculus results in
Prp∼pi[S ] ≥ 1fi((1− δ)p∗i )
(
fi((1+ δ)p∗i ) · Prp∼pi[(1− δ)p∗ ≤ p ≤ (1+ δ)p∗]− e
)
.
This proves the claim.
This proposition bounds the success probability of one link. The bound depends on the
probability that a certain power vector is chosen. Thus, it remains to bound the probability
Prp∼pi[(1− δ)p∗ ≤ p ≤ (1+ δ)p∗]. For this purpose, we bound the probability mass of states
p with p 6≤ (1+ δ)p∗ in Lemma 5.1 and of the ones with p 6≥ (1− δ)p∗ in Lemma 5.2. Those
bounds can then be combined to get the desired bound by
Prp∼pi[(1− δ)p∗ ≤ p ≤ (1+ δ)p∗]
= 1− Prp∼pi[p 6≥ (1− δ)p∗]− Prp∼pi[p 6≤ (1+ δ)p∗] .
The general proof ideas work as follows. In order to bound Prp∼pi[p 6≤ (1+ δ)p∗], we con-
sider which probability mass can at most be on vectors p such that for some user i, we have
pi >
(
C · pmax + (1+ δ2) · ν)i. The probability mass is bounded, because user i could instead
always use power (C · pmax + ν)i, as this is the maximum power needed to compensate the
interference in the case that p−i = pmax−i . We then proceed in a similar way always using
the bound obtained before until we reach a point component-wise smaller than (1 + δ)p∗.
Thus, we iteratively “cut off” probability mass and, hence, virtually lower pmax while having
to consider probability mass cut off before. We use the results concerning the FM iteration
from Section 5.3. The bound on Prp∼pi[p 6≥ (1− δ)p∗] works in a similar way.
First, we consider the probability mass on p 6≤ (1 + δ)p∗. Afterwards, we will do the
same for p 6≥ (1 − δ)p∗. For the proofs the following general observation on recursively
defined sequences turns out to be helpful.
Observation 5.1. Consider a sequence (at)t∈N satisfying the recursive inequality at ≤ b∑t−1k=0 ak +
c. Then we have
t
∑
k=0
ak ≤ cb + 1 (b + 2)
t+1 .
Proof. In order to prove the bound, we define the following auxiliary sequence (zt)t∈N by
zt := (b + 1)∑t−1k=0 zk for t > 0 and z0 = c. Observe now that this sequence dominates the
“real” sequence (at)t∈N, this is at ≤ zt for all t ∈N.
Furthermore, we have that zt ≤ c(b + 2)t, which can be easily proven by induction. For
t = 0 this is clear. Now observe
zt = (b + 1)
t−1
∑
k=0
zk ≤ c(b + 1)
t−1
∑
k=0
(b + 2)k ≤ c(b + 1) (b + 2)
t
(b + 2)− 1 = c(b + 2)
t .
We conclude for the sum
t
∑
k=0
ak ≤
t
∑
k=0
zk ≤ zt+1b + 1 ≤
c
b + 1
(b + 2)t+1 .
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Using the observation above, we will now begin to prove a bound on the probability
mass lying not below (1 + δ)p∗ in the following lemma. Let si = minpi
∣∣∣∣ fi(pi)− fi(pi+ δ2 ηi)δ
2 ηi
∣∣∣∣ be
the minimal absolute value of the difference quotient of fi at any point pi and pi + δ2ηi.
Lemma 5.1. Let pi be an e-correlated equilibrium for some e ≥ 0. Then for all δ > 0, we can bound
the probability that p 6≤ (1+ δ)p∗ is chosen by
Prp∼pi[p 6≤ (1+ δ)p∗] ≤ e
(
n
δ
max
i∈[n]
2
siηi
+ 2
)
T+1 ,
where T =
log δ4 − log maxi∈[n]
∣∣∣∣ pmaxi(1+ δ2 )p∗i
∣∣∣∣
log maxi∈[n]
∣∣∣1− ηip∗i ∣∣∣ ,
and si denotes the minimal absolute value of the difference quotient of fi at any point pi and pi + δ2ηi.
Proof. We consider an iteration being a shifted FM iteration and bound the probability based
on this iteration. We iteratively bound the probability mass which lies right of p(t), where
p(t) is given by the following iteration starting from p(0) := pmax. For every user i we define
p(t)i = min
{
p(t−1)i ,
(
C · p(t−1) +
(
1+
δ
2
)
· η
)
i
}
.
The iteration equals the FM iteration starting from pmax with the noise vector being(
1+ δ2
)
η instead of η. The fixed point of this iteration can directly be related to the origi-
nal fixed point being p′ :=
(
1+ δ2
)
p∗. Let p′′ := (1+ δ)p∗ ≥ p′.
Now let q0 := Prp∼pi
[
p 6≤ p(0)
]
and qt+1 := Prp∼pi
[
p 6≤ p(t+1)
]
− Prp∼pi
[
p 6≤ p(t)
]
. We
will bound these probabilities by considering the marginal distributions. For each user i we
consider q0,i := Prp∼pi
[
pi > p
(0)
i
]
and qt+1,i := Prp∼pi
[
pi > p
(t+1)
i
]
− Prp∼pi
[
pi > p
(t)
i
]
. In
this notation qt ≤ ∑ni=1 qt,i.
We now consider one fixed user i and bound q0,i. User i could always use power (Cpmax+
η)i instead of the powers between p
(1)
i and p
(0)
i = p
max. No matter which powers the other
users use, the transmission would still always be successful. Since pi is an e-equilibrium any
switching operation can at most provide an expected utility gain of e implying hi · q0,i ≤ e,
where hi = δ2 · si · ηi.
We relate this to the next interval between p(t+1)i and p
(t)
i in an inductive fashion. We
bound its probability mass given the probability mass previously bound. Thus, we basically
“cut off” mass and argue using the remaining probability mass.
For t > 0, we can adapt this observation with slight modification. We consider the
operation that always uses power (Cp(t)+ η)i instead of the powers between p
(t+1)
i and p
(t)
i .
Obviously this switching operation does not guarantee that user i stays successful. It can
indeed render transmissions unsuccessful. This only happens if a vector p with p 6≤ p(t) has
been chosen. That is, user i might lose all utility obtained by power vectors “cut off” before.
So we get hi · qt,i −∑t−1k=0 qk ≤ e, or equivalently
qt,i ≤ 1hi
(
e+
t−1
∑
k=0
qk
)
.
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Summing up over all users then leads to
qt ≤
n
∑
i=1
1
hi
(
e+
t−1
∑
k=0
qk
)
=
n
∑
i=1
2
δsiηi
(
e+
t−1
∑
k=0
qk
)
=
2n
δ
n
∑
i=1
max
i
1
siηi
(
e+
t−1
∑
k=0
qk
)
≤ n
mini hi
(
e+
t−1
∑
k=0
qk
)
.
Using Observation 5.1 here yields for all t ≥ 1
t
∑
k=0
qk ≤
n emini hi
n
mini hi
+ 1
(
n
mini hi
+ 2
)
t+1 ≤ e
(
n
mini hi
+ 2
)
t+1 .
The iteration given here only deviates from the FM iteration by changing the noise vector
accordingly. We can use the bound given in Theorem 5.2 to bound the number of iteration
steps T needed to reach a state p(T) ≤ p′′. This is
t ≥ T =
log δ4 − log maxi∈[n]
∣∣∣∣ pmaxi(1+ δ2 )p∗i
∣∣∣∣
log maxi∈[n]
∣∣∣1− ηip∗i ∣∣∣ .
Altogether we get a bound on the probability mass lying above (1− δ)p∗ based on the time
a certain FM iteration would need to reach p′′.
We will bound the probability that vectors below (1− δ)p∗ are chosen using similar tech-
niques as done in the proof of Lemma 5.2. We define r = mini ri, where ri is a lower bound
on the utility of user i for successful transmissions at (1+ δ)p∗, i.e., r ≤ mini∈[n] fi((1+ δ)p∗i ).
Lemma 5.2 actually assumes r ≥ 12 though most of the proof holds for general r and we only
use the assumption to apply a constant bound on r. In general, any constant bound on r
would do. This is easily justified by the fact that any successful transmission is strictly better
than not being successful and so the utility for a successful transmission is greater than 0.
Lemma 5.2. Given an e-correlated equilibrium and assuming fi((1+ δ)p∗i ) ≥ r = 12 for all i ∈ [n].
Then for every δ > 0 the probability Prp∼pi[p 6≥ (1− δ)p∗] is at most
e
(
2+
(
n
δ
max
i∈[n]
2
siηi
+ 2
)
T+1
)
(2n)T
′+1
with T′ = log δ
log maxi∈[n]
∣∣∣∣1− ηip∗i
∣∣∣∣ and T defined as in Lemma 5.1.
Proof. We will first of all bound Prp∼pi[p 6≥ (1− δ)p∗] depending on r and on the previously
bound Prp∼pi[p 6≤ (1+ δ)p∗].
Using the results from Lemma 5.1 we can then prove the claim. First we will show
Prp∼pi[p 6≥ (1− δ)p∗] ≤
(
e
1− r + Prp∼pi[p 6≤ (1+ δ)p
∗]
)(n
r
)
T′+1 .
We consider the same iteration steps as they are used in the FM iteration starting with
p(0) := 0, p(t+1) = C · p(t) + η. We now recursively “cut off” the probability mass for vectors
p 6≥ p(t) similarly as done in the proof of Lemma 5.1.
94 Chapter 5. Power Control for Capacity Maximization
In order to bound the probability mass qt := Pr
[
p 6≥ p(t)
]
− Pr
[
p 6≥ p(t−1)
]
in the t-th
step, we recursively bound qt and qt,i := Pr
[
pi < p
(t)
i
]
− Pr
[
pi < p
(t−1)
i
]
.
A user can gain at least ri · qt,i utility by shifting the probability mass lying on powers
lower than p(t) to (1 + δ)p∗. But he might lose utility up to 1− ri from states p 6≤ (1 + δ)p∗
and from states that where “cut off” before.
Let ρ = Prp∼pi[p 6≤ (1+ δ)p∗]. We can bound the possible gain in utility by
ri · qt,i − (1− ri)
(
ρ+
t−1
∑
k=0
qk
)
≤ e ,
and therefore
qt,i ≤
e+ (1− ri)ρ+∑t−1k=0(1− ri)qk
ri
.
Summing over all users i gives us
qt ≤
n
∑
i=1
e+ (1− ri)ρ+∑t−1k=0(1− ri)qk
ri
≤ n(e+ (1− r)ρ)
r
+
t−1
∑
k=0
n
(
1
r
− 1
)
qk .
Using Observation 5.1 again to solve the recursion, we can bound the sum of all qt for
t = 0, . . . , T′ by
T′
∑
t=0
qt ≤ 11− r (e+ ρ(1− r))
(n
r
(1− r) + 2
)
T′+1 ≤
(
e
1− r + ρ
)(n
r
)
T′+1 .
Having already found a bound for ρ = Prp∼pi[p 6≤ (1+ δ)p∗] in Lemma 5.1, we can di-
rectly conclude
T′
∑
t=0
qt ≤
(
e
1− r + e
(
n
δ
max
i∈[n]
2
siηi
+ 2
)
T+1
)(n
r
)
T′+1 .
Assuming r to be lower bounded by any constant suffices to get a bound depending on that
constant. For simplicity we consider r ≥ 12 here. This yields
T′
∑
t=0
qt ≤ e
(
2+
(
n
δ
max
i∈[n]
2
siηi
+ 2
)
T+1
)
(2n)T
′+1 .
We can again use Theorem 5.2 to bound T′ as needed in our analysis. With p(0) = 0 this is
T′ =
log δ
log maxi∈[n]
∣∣∣1− ηip∗i ∣∣∣ .
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Note that T and T′ in Lemma 5.1 and 5.2 cannot be identified with the time necessary
until a no-regret algorithm converges. Those two bounds are analytically due to the com-
parison between the e-correlated equilibrium and an FM iteration.
Combining Lemma 5.1 and 5.2, we get for an e-correlated equilibrium an upper bound on
the probability Prp∼pi[(1− δ)p∗ ≤ p ≤ (1+ δ)p∗]. For appropriately chosen δ, this bound to-
gether with Proposition 5.3 yields that the success probability converges to 1 as e approaches
zero. This also shows that in each no-swap-regret sequence for each user the limit of the
fraction of successful steps is 1. Furthermore, the chosen powers also converge to p∗. For
no-swap-regret learning algorithms the same holds when the regret converges to 0.
Considering an actual no-swap-regret algorithm, the time until the chosen powers are
close to p∗ with high probability can be bound by the time until the average swap regret e is
low enough to have a probability of 1n here. Assume that the average regret of the considered
no-swap-regret algorithm reduces in a polynomial way. In total, this shows that no-swap-
regret algorithms converge to the actual optimal power assignment in a time polynomial in
the number of links.
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CHAPTER 6
Conclusion and Further Work
In this thesis, we have considered the capacity-maximization problem in wireless networks.
We analyzed algorithms to decide which links in a wireless network should transmit. Wire-
less networks were assumed to consist of sender-receiver pairs called links and each sender
wants to transmit to the respective receiver. In most parts of this thesis links were assumed
to use uniform powers. The successful reception of transmissions was assumed to be subject
to interference from concurrent transmissions and ambient noise. This way, not all links can
be feasible in the same time step. The algorithmic goal considered throughout this thesis is
to find the largest set of links, such that they are feasible transmitting successfully.
The interference from other links is assumed to be represented by an interference model.
We have considered a rather general one based on weighted conflict graphs. This conflict-
graph model generalizes different other interference models like unit-disk graphs or the
more intricate SINR model.
Using this interference model we have identified properties, which were utilized to con-
struct a proof template. This proof was applied to analyse adaptive learning approaches
for capacity maximization. This way, it is possible to derive approximation guarantees for
no-regret learning algorithms under adversarial jamming. Besides this, we extended these
techniques to settings with multiple receivers and settings where the standard assumption
that links stay in the network indefinitely is omitted.
We introduced no-regret learning algorithms known from game theory for this setting
by defining suitable utility functions. These algorithms fulfill the conditions necessary to
apply our proof template. In simulations, this approach shows a favorable behavior against
stochastic jammers. It converges close to the optimum.
We also proved approximation guarantees for no-regret learning algorithms in settings
with multiple channels, which are subject to availabilities. The availabilities can be deter-
mined by primary users opening the licensed spectrum to other links.
In the second part of this thesis, we have considered the problem of power control, which
is highly related to capacity maximization. The task is to choose a power assignment such
that all links can conduct a successful transmission simultaneously. Adaptive no-regret se-
quences were shown to converge to an optimal power assignment. In contrast to previously
considered approaches like the FM iteration, we were even able to show that no-regret learn-
ing algorithms yield guarantees on the number of successful transmissions.
The results presented in this thesis show a favorable behavior of no-regret learning algo-
rithms. They can guarantee convergence to constant-factor approximations in many settings.
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Nevertheless, there are still some open problems, which we will consider in the remainder
of this chapter.
The two main topics taken into consideration in this thesis are different in their general
characteristics. While the first chapters considered the question which links should transmit,
Chapter 5 examined the question of which powers to use for transmission. For centralized al-
gorithms, there exist works analyzing combinations of both these tracks. For our distributed
setting, it is still unknown how to connect both tasks in one approach. The main problem
here is to enable links to decide whether to increase the power to be successful or to opt
out of transmission instead. This decision is necessary for capacity maximization combin-
ing scheduling and power control. Without additional information exceeding the restricted
feedback considered in this thesis, this seems impossible. It is an interesting future research
direction to see how much information links actually need and how the no-regret property
can still be algorithmically utilized.
Similar to the approaches analyzed in this thesis one can consider no-regret learning al-
gorithms for throughput maximization. Here, one does not strive to maximize the number
of successful transmissions but the sum of functions depending on the reached SINR. This
is related to Shannon capacity, which is often used to model throughput of a link in practi-
cal research [Har28, Tel99]. Analyzing flexible no-regret learning algorithms here is clearly
promising.
Although our approaches rely on very little feedback by only assuming links to know
whether previous transmissions were successful, our analyses do not incorporate how links
actually get this feedback. Other approaches with different assumptions already considered
this issue [KV10]. However, this was not considered in terms of no-regret learning until now.
It is very promising to consider a similar approach here for bidirectional connections, which
allow acknowledgments to be transmitted back to the original sender. Nevertheless, direct
application of this needs links to have more information about the network. So this topic
is still an open future direction, especially when assuming restricted information about the
network size and structure or when considering the usage of no-regret learning algorithms.
Answering these open questions would definitely bring the considered settings closer
to practical applications. There are also other considerations relevant to applied settings,
which should be introduced into theoretical research in the future. One such topic, which
was already discussed in related work [DHK12b], is Rayleigh fading. The known results
concerning Rayleigh fading indicate that a lot of our results can be tranferred to this more
realistic setting with only a small loss. Nevertheless, other even more challenging models
are yet to be considered and approximation guarantees can also be improved in already
considered ones.
For other more applied settings, it is still open how to incorporate robust no-regret learn-
ing or similar approaches. There are several aspects in which our theoretical model differs
from real-world networks. For example, in general, links do not have to transmit data in
every time step. Thus, assuming the distributed algorithm to decide whether to attempt a
transmission in every time step is not always feasible.
Another underlying assumption in our and many other works is that the network does
not change over time. Especially, mobile networks do not comply with this assumption.
Although, our no-regret learning approach is very flexible, performance bounds assuming
certain changing network characteristics are unknown. These extensions need to be included
directly into the theoretical model to determine whether no-regret learning still yields rea-
sonable approximation guarantees.
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Besides extending the theoretical wireless-network model to additional problem vari-
ants, there are still almost no practical results in terms of implementations of regret-learning
approaches. Implementations and further simulations would allow research to get more
insight into the behavior of wireless networks and it can show whether the results of our
simulations comply with reality.
Our simulations in Section 2.5 provide very promising results, which showed the con-
stant factors in our approximation guarantees to be almost negligible. It is not obvious
whether this holds in general. The theoretical approximation guarantees can be improved
in terms of these constants.
While the open problems stated above are rather general ones, there are also some further
research directions specifically targeting the settings considered in this thesis.
Concerning the jammer scenario, more intricate adversary models can be considered. In
particular, we want to mention the model considered in [ORS+13], where the constraints on
the jammer are subject to a power budget. This models jamming behavior somewhat more
realistically, as adversarial jammers and concurrent networks might be restricted in terms of
power. Assuming very restricted feedback utilizable by algorithms was not considered in
the link-centered scenarios with power-restricted jammers yet. It would be nice to see this
scenario being incorporated in our proof template. This would then provide the guarantees
proven in Chapter 2 and Chapter 3.
Besides this kind of jammer, other adversarial models can also be considered in the fu-
ture. The dual-graph model, which is frequently considered in graph-based interference
models [KLN+10], is not directly applicable under SINR interference. Thus, this dual-graph
model needs to be adapted to the SINR setting appropriately.
Improving approximation factors assuming links to be allowed to leave the network is
also a future research direction. The factor of log n proven in Section 3.3 seems to be an
analytical artifact. However, it is not clear whether this factor can actually be improved
further or whether it has to be part of the bound.
The multi-channel setting allows to consider primary and secondary users. Although our
approach provides rather general bounds depending on (C, D)-correlation independence,
we only prove bounds on the parameter D for laminar correlation. Thus, one could consider
more practical assumptions on the correlation among channel availabilities to get better in-
sight into applications of these multi-channel algorithms.
In total, the results presented in this thesis are a profound basis for the analysis of regret-
learning approaches for capacity maximization. They also offer a wide range of further
topics for future research. Especially, driving theoretical research of adaptive protocols fur-
ther into the direction of applied settings seems to be fruitful in the future. Combining the
scheduling and the power-control task also seem to be a very promising future research
direction.
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