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Abstract
We study a parabolic version of a system of Von Karman type on a compact Kähler manifold of arbitrary
dimension. We provide local in time regular solutions, which can be extended to global bounded ones if the
data of the problem are small.
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Résumé
On étudie un problème parabolique associé à un système elliptique de type Von Karman sur une variété
Kählérienne compacte. On prouve l’existence de solutions locales en temps admettant divers types de régu-
larité. On montre qu’on peut les prolonger en solutions globales bornées si les données sont suffisamment
petites.
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1.1. Summary
We consider an evolution problem of parabolic type, related to an elliptic system of Von
Karman’s equations on a compact Kähler manifold. In [4], we studied the stationary case, using
a variational method suggested by Berger’s paper [3]. Here, we prove the unique local solvability
of the initial value problem, corresponding to arbitrary data, in a class of sufficiently regular
functions. If the data are small enough, we prove that such local solutions can be extended to
global, bounded ones. Local solutions are obtained by a nontrivial application of a linearization
and fixed point technique, as e.g. in Kato [5]; global ones are obtained by a standard continuation
method, by means of a time-independent a priori estimate, which can be established on local
solutions if the data are sufficiently small. In a future paper, we will consider the existence of
global, weak solutions, as well as less regular ones, for which the limit case of the Sobolev
imbedding plays a more drastic role than in the present work.
1.2. The equations
All functions we consider are real valued. Let V = (V2m,g) denote a C∞ compact Kähler
manifold, of complex dimension m 2, without boundary. If u1, . . . , um ∈ C∞(V ), we define
N(u1, . . . , um) := δα1...αmβ1...βm∇β1α1 u1 · · ·∇βmαm um, (1.1)
M(u) := N(u, . . . , u) = m!det(∇βα u), (1.2)
where δα1...αmβ1...βm is the Kronecker tensor, and ∇
β
α := gβγ¯ ∂αγ¯ , in any local chart compatible with the
complex structure of V . We also set u := −∇αα u, and adopt the convention
N(u
(k1)
1 , . . . , u
(kp)
p ) := N(u1, . . . , u1︸ ︷︷ ︸
k1 factors
, . . . , up, . . . , up︸ ︷︷ ︸
kp factors
), (1.3)
with k1 + · · · + kp = m.
Given T ∈ ]0,+∞[, a source term ϕ defined on [0, T ]×V (or on [0,+∞[×V ), and an initial
value u0 defined on V , we seek to determine on [0, T ] × V (respectively, on [0,+∞[×V ), two
functions u and f , satisfying the system
ut +mu = N(f,u(m−1))+N(ϕ(m−1), u), (1.4)
mf = −M(u), (1.5)
with u subject to the initial condition
u(0, ·) = u0. (1.6)
We refer to problem (1.4)+(1.5)+(1.6) as “problem (P)”.
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For 1 p +∞, we set Lp := Lp(V ), and denote its norm by | · |p . For any integer k  0,
we denote by Wk,2(V ) the Sobolev space of the measurable functions on V , whose generalized
derivatives of order up to k are in L2, and set
Hk :=
{
u ∈ Wk,2(V )
∣∣∣ ∫
V
udx = 0
}
. (1.7)
The zero-average condition allows us to choose in Hk the norm
‖u‖k :=
{ |k/2u|2 if k even,
|∇(k−1)/2u|2 if k odd,
u ∈ Hk, (1.8)
and we denote by 〈·.·〉 the corresponding scalar product in H 0.
We shall need the following two properties of the spaces Hk , k  0 (see e.g. Adams [1], or
Aubin [2]).
(S1) The imbedding:
Hm−h ↪→ L2m/h, 1 hm; (1.9)
in particular, Hm−1 ↪→ L2m and Hm−2 ↪→ Lm. (1.9) means that the inequality
|u|2m/h  CS‖u‖m−h (1.10)
holds for all u ∈ Hm−h, with CS independent of u.
(S2) Interpolation inequalities. For 0 k1  k  k2, and u ∈ Hk2 ,
‖u‖k  CI ‖u‖1−θk1 ‖u‖θk2, θ :=
k − k1
k2 − k1 , (1.11)
with CI independent of u.
In the sequel, when we want to be precise, CH , CS or CI will denote constants related to
Hölder, Sobolev or interpolation inequalities.
Given T > 0 and a Banach space X, we denote by C([0, T ];X) the space of the continuous
functions from [0, T ] into X, endowed with the uniform convergence topology. We also denote
by L2(0, T ;X) the space of the functions from [0, T ] into X which are square integrable, with
norm (
∫ T
0 ‖u(t, ·)‖2X dt)1/2. The following results are proven, respectively, in Lions and Magenes
[7, Chapter 1] and Lions [6, Chapter 1]:
Lemma 1.1. Let k1  k2  0, k := (k1 + k2)/2, and set
Wk1,k2(T ) :=
{
u ∈ L2(0, T ;Hk1) | ut ∈ L2(0, T ;Hk2)
}
. (1.12)
Then, the injection Wk1,k2(T ) ↪→ C([0, T ];Hk) is continuous; moreover, there is C > 0, inde-
pendent of T , such that for all u ∈ Wk1,k2(T ),
max
0tT
∥∥u(t)∥∥2
k
 C
( T∫
0
‖u‖2k1 dt
)1/2( T∫
0
‖ut‖2k2 dt
)1/2
+ C
T
T∫
0
‖u‖2k2 dt. (1.13)
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which are continuous and bounded, endowed with the uniform convergence topology. A straight-
forward modification of Lemma 1.1 then holds, with (1.13) replaced by
sup
t0
∥∥u(t)∥∥2
k
 C
( +∞∫
0
‖u‖2k1 dt
)1/2( +∞∫
0
‖ut‖2k2 dt
)1/2
. (1.14)
Lemma 1.2. Let T > 0, k1 > k  k2  0, and Wk1,k2(T ) as in (1.12). Since V is compact, the
injection Wk1,k2(T ) ↪→ L2(0, T ;Hk) is compact.
Finally, for any integer k  0 and T > 0, we introduce the Banach spaces
Xk(T ) :=
{
u ∈ L2(0, T ;H 2m+k) | ut ∈ L2(0, T ;Hk)
}
, (1.15)
Yk(T ) := L2(0, T ;H 2m+k)∩L∞(0, T ;Hm+k), (1.16)
endowed with their natural norms, defined by
‖u‖2Xk(T ) :=
T∫
0
(‖u‖22m+k + ‖ut‖2k)dt, (1.17)
‖u‖2Yk(T ) :=
T∫
0
‖u‖22m+k dt + sup
0tT
∥∥u(t)∥∥2
m+k; (1.18)
we also set
σk,T (u) := sup
0tT
∥∥u(t)∥∥
m+k. (1.19)
Note that, by Lemma 1.1, Xk(T ) ↪→ Yk(T ), and, for all u ∈ Xk(T ),
σk,T (u) C ‖u‖Xk(T ), (1.20)
with C independent of u. We extend these definitions in the natural way when T = +∞.
1.4. Properties of N and M
From (1.1) we deduce that, if u1, . . . , um+1 ∈ C∞(V ), the quantity N(u1, . . . , um) is com-
pletely symmetric in all its arguments. Using integration by parts and recalling that the metric g
is Kähler, we see that the same is true for
I (u1, . . . , um+1) :=
〈
N(u1, . . . , um),um+1
〉
. (1.21)
Moreover, by Hölder’s inequality, (1.10) and (1.11),
∣∣N(u1, . . . , um)∣∣2  CH
m∏
k=1
|∇2uk|2m  CHCS
m∏
k=1
‖uk‖m+1
 CHCSCI
m∏
‖uk‖1−1/mm ‖uk‖1/m2m . (1.22)
k=1
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(
m∏
k=1
|∇2uk|pk
)
|um+1|pm+1 , (1.23)
with CH depending only on m. In fact, as we see by integration by parts, I also satisfies the
estimate∣∣I (u1, . . . , um+1)∣∣ CH m−1∏
k=1
|∇2uk|pk
m+1∏
k=m
|∇uk|pk . (1.24)
In particular, taking p1 = · · · = pm−1 = m and pm = pm+1 = 2m, by (1.24) and (1.10)
∣∣I (u1, . . . , um+1)∣∣ CHCS m+1∏
k=1
‖uk‖m. (1.25)
Finally, taking into account that, since g is Kähler, ∇λαβ¯v = ∇αβ¯λv for any function v, we have
that
∇λN(u1, . . . , um) =
m∑
k=1
N(u1, . . . ,∇λuk, . . . , um), (1.26)
from which it follows that
I (u1, . . . , um,um+1) =
m∑
k=1
〈
N(u1, . . . ,∇λuk, . . . , um),∇λum+1
〉
. (1.27)
We now turn to Eq. (1.5), and claim:
Lemma 1.3. Let h 0, and u ∈ Hm+h. There is a unique f ∈ Hm+h, solution of (1.5). Moreover,
there exists C, independent of u, such that
‖f ‖m+h  C‖u‖m−1m ‖u‖m+h. (1.28)
Proof. By (1.25), the inequality∣∣〈M(u),ϕ〉∣∣ C‖u‖mm‖ϕ‖m (1.29)
holds for all ϕ ∈ Hm, with C independent of u and ϕ. Hence, by Riesz’ representation theorem,
there exists a unique f ∈ Hm, such that
〈f,ϕ〉Hm = −
〈
M(u),ϕ
〉
for all ϕ ∈ Hm. Thus, (1.5) holds in distributional sense. Taking ϕ = f and using (1.29), we
obtain (1.28) when h = 0. If h 1, let k := h2 . Applying k to (1.5), then multiplying by kf
and integrating on V , we obtain
‖f ‖2m+2k = 〈k+mf,kf 〉 = −
〈
kM(u),kf
〉
= (−1)k+1
∑(
I (∇q1u, . . . ,∇qmu,kf )+ Jq1,...,qm(u)
)
, (1.30)
where the sum is taken over multiindices of orders q1, . . . , qm such that q1 + · · · + qm = 2k = h,
and Jq1,...,qm(u) has the following structure. By permutations of covariant derivatives, and induc-
tion, we see that, for all p  1, the difference
∇a ...a αβ¯u− ∇αβ¯a ...a u, a1 . . . ap ∈ {1, . . . ,m, 1¯, . . . , m¯},1 p 1 p
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curvature tensor, of order  p. Hence,
Jq1,...,qm(u) =
∫
V
Eq1,...,qm(u)dx,
where Eq1,...,qm(u) is a linear combination of terms like ∇ q˜1u · · ·∇ q˜mukf , with 0 q˜j  qj .
It follows that to estimate Jq1,...,qm(u), we have to bound terms like∫
V
hq1,...,qm∇q1u · · ·∇qmukf dx.
That is, recalling (1.25), the interpolation inequality (1.11), and that q1 + · · · + qm = 2k = h,
∣∣I (∇q1u, . . . ,∇qmu,kf )∣∣ CS
(
m∏
j=1
‖∇qj u‖m
)
‖kf ‖m
 CS
(
m∏
j=1
‖u‖m+qj
)
‖f ‖m+2k
 CSCI
(
m∏
j=1
‖u‖1−qj /2km ‖u‖qj /2km+2k
)
‖f ‖m+2k
= CSCI‖u‖m−1m ‖u‖m+h‖f ‖m+h. (1.31)
The term Jq1,...,qm(u) can be estimated in the same way; hence, (1.28) follows from (1.30) and
(1.31). This completes the proof of Lemma 1.3. 
Corollary 1.1. For all u ∈ L2(0, T ;H 2m) ∩ L∞(0, T ;Hm), there is a unique f ∈ L2(0, T ;
H 2m)∩L∞(0, T ;Hm), which satisfies (1.5) for almost all t ∈ [0, T ], and the estimates
T∫
0
‖f ‖22m dt  C sup
0tT
∥∥u(t)∥∥2(m−1)
m
T∫
0
‖u‖22m dt, (1.32)
sup
0tT
∥∥f (t)∥∥
m
 C sup
0tT
∥∥u(t)∥∥m
m
. (1.33)
Proof. (1.32) follows from (1.28), with h = m, after integration on [0, T ]. Likewise, (1.33) fol-
lows from (1.28), with h = 0. 
2. Well posedness
In this section we prove that if problem (P) has a solution u ∈ X0(T ) (the space defined in
(1.15)), for some T > 0, then u depends continuously on the data {ϕ,u0}.
Theorem 2.1. Let T > 0, u0, u˜0 ∈ Hm, and ϕ, ϕ˜ ∈ Y0(T ). Assume that problem (P) has solutions
{u,f }, {u˜, f˜ } ∈ X0(T ) × Y0(T ), corresponding respectively to the data {ϕ,u0} and {ϕ˜, u˜0}.
Then, the difference u− u˜ satisfies the estimate
‖u− u˜‖2X (T ) + ‖f − f˜ ‖2Y (T )  C∗
(‖u0 − u˜0‖2m +Q(ϕ − ϕ˜)), (2.1)0 0
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Q(χ) :=
(
sup
0tT
∥∥χ(t)∥∥2
m
)1−1/m( T∫
0
‖χ‖22m dt
)1/m
(2.2)
(which is quadratic in χ ), and C∗ depends on u, u˜, f , f˜ , ϕ and ϕ˜. In particular, there is at most
one solution of problem (P) in X0(T ).
Proof. Let z := u − u˜, g := f − f˜ , and ψ := ϕ − ϕ˜. By difference, and the symmetry of N , z
and g solve the system
zt +mz = A+B, (2.3)
mg = −C, (2.4)
with A = A(g, z,u, u˜, f˜ ), B = B(z,ψ, u˜, ϕ, ϕ˜) and C = C(z,u, u˜) defined by
A := N(g,u(m−1))+
m∑
k=2
N(f˜ , z, u(m−k), u˜(k−2)) =:
m∑
k=1
Ak, (2.5)
B := N(z,ϕ(m−1))+
m∑
k=2
N(u˜,ψ,ϕ(m−k), ϕ˜(k−2)) =:
m∑
k=1
Bk, (2.6)
C :=
m∑
k=1
N(z,u(m−k), u˜(k−1)) =:
m∑
k=1
Ck. (2.7)
We multiply (2.3) in H 0 by mz and zt , and (2.4) by mg; adding the resulting identities, we
obtain
d
dt
‖z‖2m + ‖z‖22m + ‖zt‖20 + ‖g‖22m = 〈A+B,mz + zt 〉 − 〈C,mg〉. (2.8)
Recalling (1.22), we start the estimate of A with
〈A1,mz + zt 〉C‖g‖
m−1
m
m ‖g‖
1
m
2m‖u‖
(m−1)2
m
m ‖u‖
m−1
m
2m
(‖z‖2m + ‖zt‖0)
 η
(‖z‖22m + ‖zt‖20)+Cη‖g‖ 2(m−1)mm ‖g‖ 2m2m‖u‖ 2(m−1)2mm ‖u‖ 2(m−1)m2m
 η
(‖z‖22m + ‖zt‖20)+ η′‖g‖22m +Cηη′ ‖g‖2m‖u‖2(m−1)m ‖u‖22m, (2.9)
having used the inequality
ab σam +Cσbm/(m−1), a, b 0, m > 1, σ > 0.
To estimate ‖g‖m, we first multiply (2.4) in H 0 by g, to obtain
‖g‖2m = 〈mg,g〉 = −
m∑
k=1
〈Ck,g〉; (2.10)
then, we simplify notations, denoting by uˆ either one of the functions u or u˜, and by uˆ(m−1) a
generic product (in N ) of k1 factors u and k2 factors u˜, with k1 + k2 = m− 1. Thus, by (1.25),
〈Ck,g〉 =
〈
N(z, uˆ(m−1)), g
〉
 CCS‖z‖m‖uˆ‖m−1m ‖g‖m, (2.11)
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‖g‖m  C
∑
∗‖z‖m‖uˆ‖m−1m , (2.12)
where
∑
∗ refers to all possible combinations of uˆ ∈ {u, u˜}. By (2.12), we deduce from (2.9)
(omitting the ∑∗ for simplicity)
〈A1,mz + zt 〉 η
(‖z‖22m + ‖zt‖20)+ η′‖g‖22m
+Cηη′ ‖uˆ‖2(m−1)m ‖u‖2(m−1)m ‖u‖22m‖z‖2m. (2.13)
The estimate of the other terms of 〈A,mz + zt 〉 is analogous. Because of the symmetry of N ,
and recalling estimate (1.28) for f˜ , if k  2,
〈Ak,mz + zt 〉 C‖uˆ‖
2(m−1)2
m
m ‖uˆ‖
m−2
m
2m ‖f˜ ‖
1
m
2m‖z‖
m−1
m
m ‖z‖
1
m
2m
(‖z‖2m + ‖zt‖0)
 η
(‖z‖22m + ‖zt‖20)+Cη‖uˆ‖4(m−1)m ‖uˆ‖ 2(m−2)m−12m ‖f˜ ‖ 2m−12m ‖z‖2m
 η
(‖z‖22m + ‖zt‖20)+Cη‖uˆ‖4(m−1)m (‖uˆ‖22m + ‖f˜ ‖22m)‖z‖2m. (2.14)
Likewise,
〈B,mz + zt 〉 η
(‖z‖22m + ‖zt‖20)+Cη‖ϕ‖2(m−1)m ‖ϕ‖22m‖z‖2m
+Cη‖u˜‖
2(m−1)
m
m ‖ϕˆ‖
2(m−2)(m−1)
m
m ‖ψ‖
2(m−1)
m
m ‖u˜‖
2
m
2m‖ϕˆ‖
2(m−2)
m
2m ‖ψ‖
2
m
2m, (2.15)
and
〈C,mg〉 η‖g‖22m + η′‖z‖22m +Cηη′ ‖u˜‖2(m−1)m ‖u˜‖22m‖z‖2m. (2.16)
We now note that uˆ, f˜ and ϕˆ ∈ L∞(0, T ;Hm): uˆ because u and u˜ ∈ X0(T ); f˜ by Lemma 1.3,
and ϕˆ by assumption. We abbreviate σ0,T (uˆ) =: σ(uˆ) (recall (1.19)), and analogously for σ(f˜ ),
σ(ϕ), σ(ϕˆ), σ(ψ); inserting (2.13), . . . , (2.16) into (2.8), and taking η and η′ sufficiently small,
we obtain
2
d
dt
‖z‖2m + ‖z‖22m + ‖zt‖20 + ‖g‖22m 
∑
∗D(uˆ, ϕˆ,ψ)
(‖uˆ‖ 2m2m‖ϕˆ‖ 2(m−2)m2m ‖ψ‖ 2m2m)
+
∑
∗E(uˆ,ϕ)
(‖uˆ‖22m + ‖f˜ ‖22m + ‖ϕ‖22m)‖z‖2m, (2.17)
where
D(uˆ, ϕˆ,ψ) := C(σ(uˆ)) 2(m−1)m (σ(ϕˆ)) 2(m−2)(m−1)m (σ(ψ)) 2(m−1)m , (2.18)
E(uˆ, ϕˆ) := C(1 + (σ(uˆ))4(m−1) + (σ(ϕ))2(m−1)). (2.19)
Integrating (2.17) on [0, t], with 0 < t  T , by Gronwall’s inequality,
∥∥z(t)∥∥2
m
+
t∫
0
(‖z‖22m + ‖zt‖20 + ‖g‖22m)dθ

(∥∥z(0)∥∥2
m
+
∑
∗D(uˆ, ϕˆ,ψ)
T∫
0
‖uˆ‖
2
m
2m‖ϕˆ‖
2(m−2)
m
2m ‖ψ‖
2
m
2m dt
)
× exp
(∑
∗E(uˆ,ϕ)
( T∫
‖uˆ‖22m + ‖f˜ ‖22m + ‖ϕ‖22m
)
dt
)
. (2.20)0
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T∫
0
(‖uˆ‖ 2m2m‖ϕˆ‖ 2(m−2)m2m ‖ψ‖ 2m2m)dt

( T∫
0
‖uˆ‖22m dt
) 1
m
( T∫
0
‖ϕˆ‖22m dt
)m−2
m
( T∫
0
‖ψ‖22m dt
) 1
m
; (2.21)
recalling then the definition (2.18) of D(uˆ, ϕˆ,ψ), (2.21) and (2.20) imply
∥∥z(t)∥∥2
m
+
t∫
0
(‖z‖22m + ‖zt‖20 + ‖g‖22m)dθ
 C∗
(∥∥z(0)∥∥2
m
+
(
sup
0tT
∥∥ψ(t)∥∥2
m
)1−1/m( T∫
0
‖ψ‖22m dt
)1/m)
, (2.22)
with C∗ as in the statement of Theorem 2.1. To conclude, we estimate ‖f (t)− f˜ (t)‖m by insert-
ing (2.22) into (2.12); adding the resulting estimate to (2.22), we obtain (2.1), and the proof of
Theorem 2.1 is complete. 
We remark that Theorem 2.1 can be extended, in a straightforward manner, to the case
T = +∞.
3. Local existence
In this section we prove that problem (P) has a local solution u ∈ X1(τ ), for some τ > 0; the
method we follow cannot be applied to obtain local existence in X0(τ ), unless the data {u0, ϕ}
are sufficiently small (see Theorem 4.1 below).
3.1. The main result of this section is
Theorem 3.1. Let T > 0, u0 ∈ Hm+1, and ϕ ∈ Y1(T ). Set
Q1(ϕ) :=
(
σ1,T (ϕ)
)2(m−1−1/m)( T∫
0
‖ϕ‖22m+1 dt
)1/m
+ (σ1,T (ϕ))2m (3.1)
(with σ1,T as in (1.19)), and
R := max{2√2‖u0‖m+1eQ1(ϕ),1}. (3.2)
There exists τ∗ ∈ ]0, T ], and a unique pair {u,f } ∈ X1(τ∗) × Y1(τ∗), solution of problem (P).
Moreover, u satisfies the estimate
sup
0tτ∗
∥∥u(t)∥∥2
m+1 +
τ∗∫
0
(‖u‖22m+1 + ‖ut‖21)dt R2. (3.3)
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any τ ∈ ]0, T ], and R as in (3.2), recalling definitions (1.17) and (1.19), we set
B1(τ ) :=
{
u ∈ X1(τ ) |
(
σ1,τ (u)
)2 + ‖u‖2X1(τ ) R2}. (3.4)
For fixed w ∈ B1(τ ), we consider the linearized problem
ut +mu = N(f,w(m−2), u)+N(ϕ(m−1), u), (3.5)
mf = −M(w), (3.6)
u(0, ·) = u0, (3.7)
which we refer to as “problem (LP)”. A solution to this linear problem can be found in several
ways; for example, resorting to a Galerkin approximation scheme, based on a priori estimates
similar to those we establish in the proof of Theorem 3.3 below. In particular, we have
Theorem 3.2. Let T > 0, u0 ∈ Hm+1, and ϕ ∈ Y1(T ). For all τ ∈ ]0, T ] and w ∈ X1(τ ), prob-
lem (LP) has a unique solution {u,f } ∈ X1(τ )× Y1(τ ).
Theorem 3.2 allows us to define a map Φ :X1(τ ) → X1(τ ), by
w → u =: Φ(w), (3.8)
where {u,f } is the solution of problem (LP). The next step is fundamental.
Theorem 3.3. There exists τ∗ ∈ ]0, T ], depending only on R of (3.2), such that the map Φ defined
in (3.8) maps the ball B1(τ∗) into itself.
We prove this theorem in Section 3.2 below. Assuming it true, consider the sequences (un)n0,
(f n)n0, defined iteratively by
u0 := u0, un+1 := Φ(un), mf n = −M(un) (3.9)
(the latter as per (3.6)). By Theorem 3.3, (un)n0 lies in a bounded set of L2(0, τ∗;H 2m+1), with
(unt )n0 in a bounded set of L2(0, τ∗;H 1). Hence, there is a subsequence, still denoted (un)n0,
and a function u ∈ B1(τ∗), such that
un → u weakly in L2(0, τ∗;H 2m+1), (3.10)
unt → ut weakly in L2(0, τ∗;H 1). (3.11)
In fact, the whole sequence converges, because of the uniqueness result proven in Theorem 2.1.
Now, since V is compact, by Lemma 1.2, the injection
X1(τ∗) ↪→ L2(0, τ∗;H 2m) (3.12)
is compact; hence, from (3.10) and (3.11), we deduce that
un → u in L2(0, τ∗;H 2m) (3.13)
(taking a further subsequence if necessary). By (1.13), (3.13) and (3.11) imply that
un → u in C([0, τ∗];Hm). (3.14)
We now show that
M(un) → M(u) in L2(0, τ∗;H 0). (3.15)
P. Cherrier, A. Milani / Bull. Sci. math. 131 (2007) 375–396 385Indeed, setting zn := un − u we compute, as in (2.7),
M(un)−M(u) =
m∑
k=1
N
(
u(k−1), zn, (un)(m−k)
)=: m∑
k=1
Dk. (3.16)
Recalling (1.22), and that un and u ∈ B1(τ∗) (recall (3.4)), we estimate
|Dk|2  CHCS‖u‖k−1m+1‖zn‖m+1‖un‖m−km+1  CHCSRm−1‖zn‖m+1. (3.17)
Thus, (3.15) follows from (3.13), which implies that un → u also in L2(0, τ∗;Hm+1).
Define now f ∈ Y1(τ∗) by (1.5), that is, mf = −M(u), where u is as in (3.10). Then, since
m(f n − f ) = M(u)−M(un), (3.18)
from (3.15) it follows that
f n → f in L2(0, τ∗;H 2m). (3.19)
Finally, we show that
N
(
f n, (un)(m−2), un+1
)→ N(f,u(m−1)) in L2(0, τ∗;H 0). (3.20)
Indeed, we compute that
N
(
f n, (un)(m−2), un+1
)−N(f,u(m−1)) = N(f n − f, (un)(m−2), un+1)︸ ︷︷ ︸
=:N(1)n
+
m−1∑
k=2
N
(
f,u(k−2), zn, (un)(m−k−1), un+1
)
︸ ︷︷ ︸
=:N(2)n
+N(f,u(m−2), zn+1)︸ ︷︷ ︸
=:N(3)n
. (3.21)
By (1.22), and since un, un+1 ∈ B1(τ∗),
‖N(1)n ‖0  CHCS‖f n − f ‖m+1‖un‖m−2m+1‖un+1‖m+1
 CHCSRm−1‖f n − f ‖m+1; (3.22)
consequently, N(1)n → 0 in L2(0, τ∗;H 0), because of (3.19). Acting likewise, we see that
‖N(2)n ‖0  CHCSRm−2‖f ‖m+1‖zn‖m+1, (3.23)
‖N(3)n ‖0  CHCSRm−2‖f ‖m+1‖zn+1‖m+1; (3.24)
since f ∈ Y1(τ∗) ↪→ L∞(0, τ∗;Hm+1), (3.13) implies that N(2)n → 0 and N(3)n → 0 in
L2(0, τ∗;H 0). Hence, (3.20) follows, by (3.21). From (3.13) and (3.20), it follows that also
un+1t = −mun+1 +N
(
f n, (un)(m−2), un+1
)+N(ϕ(m−1), un+1)
→ −mu+N(f,u(m−1))+N(ϕ(m−1), u) (3.25)
strongly in L2(0, τ∗;H 0). Since also unt → ut weakly in L2(0, τ∗;H 1) (by (3.11)), we deduce
from (3.25) that u satisfies Eq. (1.4). But then, (3.25) implies that unt → ut in L2(0, τ∗;H 0);
together with (3.13), this means that un → u in X0(τ∗), with respect to the norm defined in
(1.17). Moreover, u satisfies the initial condition (1.6), because, by (3.14), un(0) = u0 → u(0)
in Hm. Eq. (1.5) follows from (3.19) and (3.15); finally, estimate (3.3) follows from the fact that
u ∈ B1(τ∗). The proof of Theorem 3.1 is thus complete. 
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Let τ ∈ ]0, T ], fix w ∈ B1(τ ), and multiply Eq. (3.6) in H 0 by m+1u+ut . This procedure
is somewhat formal, since we do not know that m+1u + ut ∈ H 0; however, we can establish
our estimates for the Galerkin approximations of u, which we would use to solve problem (LP)
and are smooth, and then recover the desired estimates for u itself. We obtain
d
dt
‖u‖2m+1 + ‖u‖22m+1 + ‖ut‖21 = A+B, (3.26)
where
A := 〈N(f,w(m−2), u),m+1u+ut 〉, (3.27)
B := 〈N(ϕ(m−1), u),m+1u+ut 〉. (3.28)
Integrating by parts, and recalling (1.27),
A = 〈N(∇f,w(m−2), u),∇(mu+ ut )〉︸ ︷︷ ︸
=:A1
+ (m− 2) 〈N(f,w(m−3),∇w,u),∇(mu+ ut )〉︸ ︷︷ ︸
=:A2
+ 〈N(f,w(m−2),∇u),∇(mu+ ut )〉︸ ︷︷ ︸
=:A3
. (3.29)
We estimate the terms of A as before, starting with
|A1| CH |∇3f |2m|∇2w|m−22m |∇2u|2m
∣∣∇(mu+ ut )∣∣2
 CHCS‖f ‖m+2‖w‖m−2m+1‖u‖m+1
(‖u‖2m+1 + ‖ut‖1). (3.30)
From (3.6) and (1.22),
‖f ‖2m+2 = 〈mf,2f 〉 = −
〈
M(w),2f
〉
 CCS‖w‖mm+1‖f ‖4;
since m 2, this implies
‖f ‖m+2  C‖w‖mm+1. (3.31)
Inserting this into (3.30), and recalling that ‖w‖m+1  R because w ∈ B1(τ ), we obtain that for
all η > 0,
|A1| CR2(m−1)‖u‖m+1
(‖u‖2m+1 + ‖ut‖1)
 η
(‖u‖22m+1 + ‖ut‖21)+CηR4(m−1)‖u‖2m+1. (3.32)
Similarly,
|A2| C‖f ‖m+1‖w‖m−3m+1‖w‖m+2‖u‖m+1
(‖u‖2m+1 + ‖ut‖1). (3.33)
As in (3.31),
‖f ‖m+1  C‖w‖mm+1, (3.34)
and by (1.11),
‖w‖m+2  CI‖w‖1/m ‖w‖1−1/m. (3.35)2m+1 m+1
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|A2| η
(‖u‖22m+1 + ‖ut‖21)+CηR4(m−1)−2/m‖w‖2/m2m+1‖u‖2m+1. (3.36)
We proceed analogously for A3:
|A3| C‖f ‖m+1‖w‖m−2m+1‖u‖m+2
(‖u‖2m+1 + ‖ut‖1)
 CR2(m−1)‖u‖1−1/mm+1 ‖u‖1/m2m+1
(‖u‖2m+1 + ‖ut‖1)
 η
(‖u‖22m+1 + ‖ut‖21)+CηR4m‖u‖2m+1. (3.37)
We proceed now to estimate B . From (3.28) and (1.27),
B = (m− 1) 〈N(ϕ(m−2),∇ϕ,u),∇(mu+ ut )〉︸ ︷︷ ︸
=:B1
+ 〈N(ϕ(m−1),∇u),∇(mu+ ut )〉︸ ︷︷ ︸
=:B2
. (3.38)
By (3.35),
|B1| C‖ϕ‖m−2m+1‖ϕ‖m+2‖u‖m+1
(‖u‖2m+1 + ‖ut‖1)
 C‖ϕ‖m−1−1/mm+1 ‖ϕ‖1/m2m+1‖u‖m+1
(‖u‖2m+1 + ‖ut‖1)
 η
(‖u‖22m+1 + ‖ut‖21)+Cη‖ϕ‖2(m−1−1/m)m+1 ‖ϕ‖2/m2m+1‖u‖2m+1, (3.39)
|B2| C‖ϕ‖m−1m+1‖u‖m+2
(‖u‖2m+1 + ‖ut‖1)
 C‖ϕ‖m−1m+1‖u‖1−1/mm+1 ‖u‖1/m2m+1
(‖u‖2m+1 + ‖ut‖1)
 η
(‖u‖22m+1 + ‖ut‖21)+Cη‖ϕ‖2mm+1‖u‖2m+1. (3.40)
Choosing then η sufficiently small, and recalling that R  1, the above established bounds on
A1, A2, A3, B1 and B2, allow us to deduce from (3.26) that
d
dt
‖u‖2m+1 +
1
2
(‖u‖22m+1 + ‖ut‖21)
 C
(
R4m +R4(m−1)−2/m‖w‖2/m2m+1 +
(
σ1,T (ϕ)
)2m
+ (σ1,T (ϕ))2(m−1−1/m)‖ϕ‖2/m2m+1)‖u‖2m+1. (3.41)
Assume then that τ  1, and integrate (3.41) on [0, τ ]; by Gronwall’s and Hölder’s inequalities,
we obtain
∥∥u(t)∥∥2
m+1 +
t∫
0
(‖u‖22m+1 + ‖ut‖21)dt  2‖u0‖2m+1 exp(Cτ 1−1/mΛ), (3.42)
where, since w ∈ B1(τ ),
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( τ∫
0
‖w‖22m+1 dt
)1/m
+ (σ1,T (ϕ))2m
+ (σ1,T (ϕ))2(m−1−1/m)
( τ∫
0
‖ϕ‖22m+1 dt
)1/m
 R4m +R4(m−1) +Q1(ϕ), (3.43)
in accord to definition (3.1) of Q1(ϕ). Choosing then τ∗  1 such that also
Cτ
1−1/m∗ min
{
1,
ln 2
2R4m
}
, (3.44)
we deduce from (3.42), (3.43) and (3.2), that for all t ∈ ]0, τ∗],
∥∥u(t)∥∥2
m+1 +
t∫
0
(‖u‖22m+1 + ‖ut‖21)dt  2‖u0‖2m+1eQ1(ϕ) exp(2Cτ 1−1/m∗ R4m)
 4‖u0‖2m+1eQ1(ϕ) 
1
2
R2. (3.45)
This proves that u ∈ B1(τ∗), as claimed. This completes the proof of Theorem 3.3. 
4. Regularity
Regularity results for problem (P) are not difficult to establish; indeed, Theorem 3.1 can be
easily generalized, with analogous proof, into
Theorem 4.1. Let k  0, T > 0, u0 ∈ Hm+k+1, and ϕ ∈ Yk+1(T ). There exists τk+1 ∈ ]0, T ],
such that problem (P) has a unique solution u ∈ Xk+1(τk+1).
Thus, Theorem 3.1 corresponds to Theorem 4.1, with k = 0 and τ1 = τ∗. In this section we
show that the regularity result of Theorem 4.1 is in fact uniform in time, in the sense that if τk
is as in Theorem 4.1, then τk  τ1 for all k  1. This implies that, if the data {u0, ϕ} are more
regular, then the local solution u ∈ X1(τ∗) found by Theorem 3.1 is in fact in higher order spaces
Xk(τ∗), k > 1, with the same τ∗.
Theorem 4.2. Let k  0 and T > 0, and assume that problem (P) has a solution u ∈ Xk(τ), for
some τ ∈ ]0, T ], corresponding to data u0 ∈ Hm+k , ϕ ∈ Yk(T ). If in addition u0 ∈ Hm+k+1 and
ϕ ∈ Yk+1(T ), then u ∈ Xk+1(τ ).
We remark that Theorem 4.2 holds also for k = 0, even if we do not know whether problem (P)
has a solution in X0(τ ). Also, Theorems 4.1 and 4.2, with the appropriate modifications, hold for
T = +∞ as well.
Proof. By Theorem 4.1, problem (P) has a local solution u ∈ Xk+1(τk+1), for some τk+1 ∈
]0, T ]. If τk+1  τ , there is nothing to prove. Otherwise, let Tk+1 be the life-span of u with
respect to the Xk+1-norm; that is,
Tk+1 := sup
{
θ ∈ ]0, T ] | u ∈ Xk+1(θ)
}; (4.1)
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can be bounded only in terms of the norms of u in Xk(τ), u0 ∈ Hm+k+1, and ϕ ∈ Yk+1(T ); that
is, there is a number
Ψ = Ψ (‖u‖Xk(τ),‖u0‖m+k+1,‖ϕ‖Yk+1(T )),
such that
‖u‖Xk+1(τ )  Ψ. (4.2)
Indeed, if Tk+1  τ , (4.2) would contradict the fact that
lim sup
θ↗Tk+1
‖u‖Xk+1(θ) = +∞.
To show (4.2), we start by multiplying (1.4) in H 0 by m+k+1u+k+1ut , to obtain
d
dt
‖u‖2m+k+1 + ‖u‖22m+k+1 + ‖ut‖2k+1
= 〈∇k+1(N(f,u(m−1))+N(ϕ(m−1), u)),∇k+1(mu+ ut )〉

(∥∥N(f,u(m−1))∥∥
k+1 +
∥∥N(ϕ(m−1), u)∥∥
k+1
)(‖u‖2m+k+1 + ‖ut‖k+1). (4.3)
To estimate ‖N(f,u(m−1))‖k+1, it is sufficient to consider any m-tuple κ = (k1, . . . , km) ∈
N
m
, with k1 + · · · + km = k + 1, and estimate all products of the type
Aκ := ∇k1+2f · ∇k2+2u · · ·∇km+2u (4.4)
in L2. By the imbedding (1.9), with h = 1, and by (1.28), with h = k1 + 1,
|Aκ |2  |∇k1+2f |2m|∇k2+2u|2m · · · |∇km+2u|2m
 CS‖f ‖m+1+k1‖u‖m+1+k2 · · · ‖u‖m+1+km
 CSC‖u‖m−1m
m∏
j=1
‖u‖m+1+kj . (4.5)
If kj  k for all j , 1 j m, then, by (1.11),
‖u‖m+1+kj  ‖u‖m+1+k  CI‖u‖1−1/mm+k ‖u‖1/m2m+k,
so that, from (4.5),
|Aκ |2  C‖u‖m−1m ‖u‖m−1m+k‖u‖2m+k  C‖u‖2m−3m+k ‖u‖2m+k‖u‖m+k+1. (4.6)
If instead there is an index j such that kj = k + 1, then ki = 0 for all i = j , and from (4.5),
|Aκ |2  CSC‖u‖m−1m ‖u‖m−1m+1‖u‖m+k+2. (4.7)
If k = 0, using interpolation, we proceed with
|Aκ |2  C‖u‖m−1m ‖u‖m−2m+1‖u‖m+2‖u‖m+1
 CCI‖u‖m−1m ‖u‖
(m−2)(m−1)
m
m
‖u‖
m−2
m
2m ‖u‖
m−2
m
m
‖u‖
2
m
2m‖u‖m+1
= C‖u‖2m−3
m
‖u‖2m‖u‖m+1, (4.8)
and note that (4.8) agrees with (4.6) when k = 0. If k  1, we proceed from (4.7) with
|Aκ |2  C‖u‖m−1m ‖u‖m−1‖u‖2m+k  C‖u‖2m−3‖u‖m+k+1‖u‖2m+k, (4.9)m+1 m+k
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k+1  C‖u‖2m−3m+k ‖u‖2m+k‖u‖m+k+1. (4.10)
We estimate ‖N(ϕ(m−1), u)‖k+1 in a similar way, considering, as in (4.4), products of the type
Bκ := ∇k1+2ϕ · · ·∇km−1+2ϕ · ∇km+2u (4.11)
in L2. As in (4.5), since each kj  k + 1,
|Bκ |2  CS‖u‖m+1+km
m−1∏
j=1
‖ϕ‖m+1+kj
 CS‖u‖m+k+2‖ϕ‖m−1m+k+2
 CS‖u‖
m−1
m
m+k+1‖u‖
1
m
2m+k+1‖ϕ‖
(m−1)2
m
m+k+1‖ϕ‖
m−1
m
2m+k+1
 η‖u‖2m+k+1 +Cη‖ϕ‖m−1m+k+1‖ϕ‖2m+k+1‖u‖m+k+1, (4.12)
for η > 0. Choosing sufficiently small η, and combining (4.10) and (4.12) into (4.3), we obtain
d
dt
‖u‖2m+k+1 +
1
2
(‖u‖22m+k+1 + ‖ut‖2k+1)
 C
(‖u‖2(2m−3)m+k ‖u‖22m+k + ‖ϕ‖2(m−1)m+k+1‖ϕ‖22m+k+1)‖u‖2m+k+1;
thus, by Gronwall’s inequality, and recalling (1.19),
∥∥u(t)∥∥2
m+k+1 +
1
2
t∫
0
(‖u‖22m+k+1 + ‖ut‖2k+1)dt
 ‖u0‖2m+k+1 exp
(
C
(
σk,τ (u)
)2(2m−3) τ∫
0
‖u‖22m+k dt
+C(σk+1,T (ϕ))2(m−1)
T∫
0
‖ϕ‖22m+k+1 dt
)
. (4.13)
The right side of (4.13) defines the function Ψ required in (4.1), (4.2), showing that the norm
of u in Xk+1(τ ) can be bounded only in terms of the norms of u in Xk(τ), u0 ∈ Hm+k+1, and
ϕ ∈ Yk+1(T ), as claimed. 
Corollary 4.1. If the data {u0, ϕ} are smooth, i.e. u0 ∈ C∞(V ) and ϕ ∈ C∞([0, T ] × V ), then
problem (P) admits a solution u ∈ C∞([0, τ ] × V ), for some τ ∈ ]0, T ].
Proof. From Theorem 4.2, it follows that problem (P) has a local solution {u,f }, with, at least,
u, f ∈ C([0, τ ];Hs) for all s  0 (using Lemma 1.3 for f ). By Eq. (1.4), it follows that ut ∈
C([0, τ ];Hs) as well, for all s  0. We proceed then by induction: differentiating Eqs. (1.5) and
(1.4) successively with respect to t , we deduce that for all integer k  0,
∂kt u ∈ C
([0, τ ];Hs)⇒ ∂kt f ∈ C([0, τ ];Hs)⇒ ∂k+1t u ∈ C([0, τ ];Hs).
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⋂
s0 H
s = C∞(V ) because V is compact, we
can conclude that u ∈ C∞([0, τ ] × V ). To see this, fix k  0, a multiindex α ∈ N2m, and a point
(t0, x0) ∈ [0, τ ] × V . Let v := ∂kt ∇αu, set a := |α|, and choose any s > m. Then, recalling that
Hs(V ) ↪→ C0,λ(V ) for some λ ∈ ]0,1]:∣∣v(t, x)− v(t0, x0)∣∣ ∣∣v(t, x)− v(t, x0)∣∣+ ∣∣v(t, x0)− v(t0, x0)∣∣

∣∣v(t, x)− v(t, x0)∣∣+
∣∣∣∣∣
t∫
t0
vt (θ, x0)dθ
∣∣∣∣∣

∣∣v(t, x)− v(t, x0)∣∣+
∣∣∣∣∣
t∫
t0
∣∣vt (θ, ·)∣∣∞ dθ
∣∣∣∣∣
 C
∥∥v(t, ·)∥∥
s
|x − x0|λ +C
∣∣∣∣∣
t∫
t0
∥∥vt (θ, ·)∥∥s dθ
∣∣∣∣∣
 C
∥∥∂kt u(t, ·)∥∥s+a|x − x0|λ +C
∣∣∣∣∣
t∫
t0
∥∥∂k+1t u(θ, ·)∥∥s+a dθ
∣∣∣∣∣
 C max
0tτ
∥∥∂kt u(t, ·)∥∥s+a|x − x0|λ
+C max
0tτ
∥∥∂k+1t u(t, ·)∥∥s+a|t − t0|
 Cs,k
(|x − x0|λ + |t − t0|).
This shows the continuity of ∂kt ∇αu at (t0, x0); since (t0, x0), k and α are arbitrary, we conclude
that u ∈ C∞([0, τ ] × V ), as asserted. 
5. Global existence
In this section we prove a global existence result for solutions of problem (P) in X0(+∞),
corresponding to data (u0, ϕ) ∈ Hm × Y0(+∞) that are sufficiently small. This result is proven
by first showing that problem (P) has a solution u ∈ X0(T ), for arbitrary T > 0, and then by
showing that u satisfies an estimate independent of T . By a standard continuation argument,
this estimate allows us to extend u to a global, bounded solution of problem (P). Together with
the regularity Theorem 4.2, the time-independent estimate also implies that, if k  1 and the
data (u0, ϕ) are in Hm+k × Yk(+∞) and have sufficiently small norm in Hm × Y0(+∞), local
solutions u ∈ X0(τ ) of problem (P) can be extended to global, bounded ones in Xk(+∞). In fact,
arguing as in Corollary 4.1, if u0 ∈ C∞(V ), ϕ ∈ C∞([0,+∞[×V ), and ‖u0‖m + ‖ϕ‖Y0(+∞) is
sufficiently small, then problem (P) admits a global solution u ∈ C∞([0,+∞[×V ).
Given ϕ ∈ Y0(+∞) and u0 ∈ Hm, we set
Q0(ϕ) :=
(
σ0,∞(ϕ)
)2(m−1) +∞∫ ‖ϕ‖22m dt, (5.1)
0
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Λ(u0, ϕ) := 2‖u0‖2m exp
(
C0Q0(ϕ)
)
. (5.2)
Theorem 5.1. Let u0 ∈ Hm and ϕ ∈ Y0(+∞), and define Λ(u0, ϕ) by (5.2). There exist Λ0 and
R0 > 0 such that, if Λ(u0, ϕ)  Λ0, problem (P) has a unique solution u ∈ X0(+∞), which
satisfies the bound
‖u‖2X0(+∞) =
+∞∫
0
(‖u‖22m + ‖ut‖20)dt R20 . (5.3)
In addition, there is Λ1 Λ0 such that, if Λ(u0, ϕ)Λ1,
2
∥∥u(t)∥∥2
m
Λ(u0, ϕ)e−t/4. (5.4)
Proof. Uniqueness of solutions in X0(T ), for arbitrary T > 0, was proven in Theorem 2.1. To
prove existence, we proceed in three steps, as follows. We consider again the linearized prob-
lem (LP), with
w ∈ B0(T ,R) :=
{
u ∈ X0(T ) |
(
σ0,T (u)
)2 + ‖u‖2X0(T ) R2}, (5.5)
where R is now to be determined, but T > 0 is arbitrary. Referring to the map Φ :w → u defined
by (3.8), our first step is to prove
Theorem 5.2. There exists Λ0 > 0 such that if Λ(u0, ϕ)Λ0, there is R0 > 0 such that, for all
T > 0, Φ maps the ball B0(T ,R0) into itself.
Our second step is to deduce from Theorem 5.2 that problem (P) has a solution u ∈ X0(T ),
satisfying the bound(
σ0,T (u)
)2 + ‖u‖2X0(T ) R20 . (5.6)
Since R0 is independent of T , (5.6) implies that u can be extended to all of [0,+∞[, into a
solution u ∈ X0(+∞) which satisfies the global bound (5.3). Our last step is then to prove the
decay estimate (5.4).
Step 1: Proof of Theorem 5.2. Multiplying Eq. (3.5) in H 0 by mu+ ut ,
d
dt
‖u‖2m + ‖u‖22m + ‖ut‖20 =
〈
N(f,w(m−2), u)+N(ϕ(m−1), u),mu+ ut
〉
. (5.7)
As in Section 3.2, recalling (1.22) and Lemma 1.3, we start to estimate
A := 〈N(f,w(m−2), u),mu+ ut 〉
 CHCS‖f ‖m+1‖w‖m−2m+1‖u‖m+1
(‖u‖2m + ‖ut‖0)
 CHCS‖w‖m−1m ‖w‖m−1m+1‖u‖m+1
(‖u‖2m + ‖ut‖0)
 CHCSCI‖w‖am‖w‖(m−1)/m2m ‖u‖(m−1)/mm ‖u‖1/m2m
(‖u‖2m + ‖ut‖0), (5.8)
with a = (m−1)(2m−1)/m. Since w ∈ B0(T ,R), by Hölder’s inequality we deduce from (5.8)
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(‖u‖2m + ‖ut‖0)
 η
(‖u‖22m + ‖ut‖20)+CηR2(2m−1)‖w‖22m‖u‖2m. (5.9)
Similarly,
B := 〈N(ϕ(m−1), u),mu+ ut 〉
 CCS‖ϕ‖m−1m+1‖u‖m+1
(‖u‖2m + ‖ut‖0)
 CCSCI‖ϕ‖
(m−1)2
m
m ‖ϕ‖
m−1
m
2m ‖u‖
m−1
m
m ‖u‖1/m2m
(‖u‖2m + ‖ut‖0)
 η
(‖u‖22m + ‖ut‖20)+Cη(σ0,∞(ϕ))2(m−1)‖ϕ‖22m‖u‖2m. (5.10)
Choosing η small, and setting Cη =: C0, we deduce from (5.7)
d
dt
‖u‖2m +
1
2
(‖u‖22m + ‖ut‖20)
 C0
(
R2(2m−1)‖w‖22m +
(
σ0,∞(ϕ)
)2(m−1)‖ϕ‖22m)‖u‖2m. (5.11)
By Gronwall’s inequality, for 0 t  T , with T arbitrary,
∥∥u(t)∥∥2
m
+ 1
2
t∫
0
(‖u‖22m + ‖ut‖20)dθ
 ‖u0‖2m exp
(
C0
(
R2(2m−1)
T∫
0
‖w‖22m dθ +
(
σ0,∞(ϕ)
)2(m−1) ∞∫
0
‖ϕ‖22m dθ
))
 ‖u0‖2m exp
(
C0Q0(ϕ)
)
exp(C0R4m),
having kept in mind that w ∈ B0(T ,R), and the definition (5.1) of Q0(ϕ). Consequently, recall-
ing (5.2),
∥∥u(t)∥∥2
m
+
t∫
0
(‖u‖22m + ‖ut‖20)dθ Λ(u0, ϕ)eC0R4m. (5.12)
Thus, to prove Theorem 5.2, it is sufficient to find R0 > 0 such that
Λ(u0, ϕ)e
C0R4m0 R20 . (5.13)
Abbreviating Λ(u0, ϕ) =: Λ, and setting R2 =: r , we need to solve the inequality
h(r) := r −ΛeC0r2m  0. (5.14)
Since
h′(r) = 1 − 2mC0Λr2m−1eC0r2m,
h has a maximum at rμ > 0, solution of the equation
2mC0Λr2m−1eC0r
2m = 1. (5.15)
We wish to show that h(rμ) > 0 if Λ is sufficiently small. From (5.14) and (5.15),
h(rμ) = rμ − 1
2mC r2m−1
; (5.16)
0 μ
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1 = 2mC0Λr2m−1μ eC0r
2m
μ  (2mC0e)1/2mΛ.
This leads to a contradiction as Λ → 0; consequently, there is Λ0 > 0 such that the corresponding
rμ, defined by (5.15) with Λ = Λ0, satisfies h(rμ) > 0. Hence, (5.13) holds for all Λ  Λ0, if
R0 := √rμ. This concludes the proof of Theorem 5.2. 
Step 2: Proof of Theorem 5.1, I. We follow an argument similar to the proof of Theorem 3.1.
Indeed, since the sequence (un)n0 defined by (3.9) is contained in B0(T ,R0), there is u ∈
B0(T ,R0) such that, just as in (3.10), (3.11), (3.13) and (3.14),
un → u weakly in L2(0, T ;H 2m), (5.17)
unt → ut weakly in L2(0, T ;H 0), (5.18)
un → u strongly in L2(0, T ;H 2m−1), (5.19)
un → u strongly in C([0, T ];Hm−1). (5.20)
We now show that (3.15) can be replaced by
M(un) → M(u) in L2(0, T ;Lp), p := 2m
2m− 1 . (5.21)
Indeed, recalling (3.16), since k−1
m
+ 12m + m−km = 1p we can modify estimate (3.17) into
|Dk|p  CH |∇2u|k−1m |∇2zn|2m|∇2un|m−km
 CHCS‖u‖k−1m ‖zn‖m+1‖un‖m−km
 CHCSRm−10 ‖zn‖m+1; (5.22)
thus, (5.21) follows from (5.19), which implies that un → u also in L2(0, T ;Hm+1). Defining
again f ∈ Y0(T ) by (1.5), we can then deduce from (3.18) and (5.21) that
f n → f in L2(0, T ;Hm+1); (5.23)
in fact, we compute that
‖f n − f ‖2m+1 =
〈
m(f n − f ),(f n − f )〉= 〈M(u)−M(un),(f n − f )〉

∣∣M(u)−M(un)∣∣
p
∣∣(f n − f )∣∣2m  ∣∣M(u)−M(un)∣∣p‖f n − f ‖m+1;
thus,
‖f n − f ‖m+1  C
∣∣M(u)−M(un)∣∣
p
,
and (5.23) follows from (5.21). Finally, we show that
N
(
f n, (un)(m−2), un+1
)→ N(f,u(m−1)) in L2(0, T ;Lp). (5.24)
Indeed, defining N(j)n as in (3.21), j = 1,2,3, we can replace (3.22) by
|N(1)n |p  CHCS‖f n − f ‖m+1‖un‖m−2m ‖un+1‖m
 CHCSRm−1‖f n − f ‖m+1; (5.25)0
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m
 C
∥∥un(t)∥∥m
m
 CRm0 (5.26)
for all t ∈ [0, T ], we can also replace (3.23) and (3.24) by
|N(2)n |p  CCHCSR2m−20 ‖zn‖m+1, (5.27)
|N(3)n |p  CCHCSR2m−20 ‖zn+1‖m+1. (5.28)
Hence, (5.24) follows, by (5.19). Since 1 <p < 2, (5.17) implies that
mun → mu weakly in L2(0, T ;Lp); (5.29)
thus, as in (3.25) and by (5.24),
unt → −mu+N(f,u(m−1))+N(ϕ(m−1), u) weakly in L2(0, T ;Lp) (5.30)
as well. Comparing this to (5.18), we conclude that u satisfies Eq. (1.4); moreover, u satisfies the
initial condition (1.6), because, by (5.20), un(0) = u0 → u(0) in Hm−1. Finally, (5.6) follows
from the fact that u ∈ B0(T ;R0). This completes the proof of Theorem 5.1, up to (5.3). 
Step 3: Proof of Theorem 5.1, II. To prove the decay estimate (5.4), we consider the function
h defined in (5.14). Since h(0) = −Λ< 0, and h is strictly increasing on [0, rμ], there is a unique
r0 ∈ ]0, rμ] such that h(r0) = 0. We claim that r0 → 0 as Λ → 0. Indeed, if there were ε0 > 0
such that r0  ε0 for some sequence (Λn)n1, with Λn → 0, then from (5.14) and (5.15),
ε0  r0 = ΛneC0r2m0 ΛneC0r2mμ = (2mC0r2m−1μ )−1. (5.31)
However, (5.15) implies that rμ → +∞ as Λ → 0, which is in contradiction with (5.31). Thus,
there is Λ1 ∈ ]0,Λ0] such that the corresponding r0 verifies
4C0r2m0  1. (5.32)
Choosing then R := √r0 in (5.5), we deduce from (5.12), and the definition of r0, that if ΛΛ1,
then for all t  0,∥∥u(t)∥∥2
m
ΛeC0R4m = R2  (4C0)−1/2m. (5.33)
Next, we note that u satisfies estimate (5.11), with w = u; thus, by (5.33) and (5.32),
d
dt
‖u‖2m +
1
2
(‖u‖22m + ‖ut‖20)
 C0R4m‖u‖22m +C0
(
σ0,∞(ϕ)
)2(m−1)‖ϕ‖22m‖u‖2m
 1
4
‖u‖22m +C0
(
σ0,∞(ϕ)
)2(m−1)‖ϕ‖22m‖u‖2m, (5.34)
from which, since ‖u‖m  ‖u‖2m,
d
dt
‖u‖2m +
1
4
‖u‖2m  C0
(
σ0,∞(ϕ)
)2(m−1)‖ϕ‖22m‖u‖2m.
This implies
et/4
∥∥u(t)∥∥2
m
 ‖u0‖2meC0Q0(ϕ),
and (5.4) follows. The proof of Theorem 5.1 is now complete. 
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