Abstract. We generalize the methods of Pierce for counting solutions to the congruence X a ≡ Y b mod D and the square sieve method for counting squares in the sequence f (X) + g(Y ) to the function field setting.
Introduction and statement of results
Several recent papers by Pierce [8] , [7] and Helfgott and Venkatesh [4] have made advances to the problem of bounding the 3-torsion of class groups of imaginary quadratic fields Q(
√ −D). Consider the quadratic field Q( √ D) with class group CL(D) and class number h(D) for a nonzero integer D. Let h 3 (D) represent the size of the 3-torsion in CL(D). It is conjectured that h 3 (D)
|D| for any > 0. Until recently, the only known bound on h 3 The problem of p-torsion in class groups is discussed further in the more recent related work by Ellenberg and Venkatesh [1] .
These methods can be considered over function fields. Let p > 3 be a fixed prime, q = p n a prime power, and set K = F q (t) and A = F q [t] . for any > 0 (the proof due to Soundararajan is outlined in [4] ). This is the best known result on this subject; the conjectured result is h 3 (D) |D| for all . Although the methods developed by Pierce do not give optimal bounds for the 3-torsion over function fields, we can generalize her methods for counting solutions to Diophantine equations, which are of independent interest. The following theorem is an analog of [8, Theorem 3] and bounds the number of solutions to a congruence. 
. Let D be square-free (i.e., a product of relatively prime irreducibles). Define
The implied constant depends only on a, b, and .
The next theorem generalizes the square sieve methods of [7] . 
Removing the restriction
In both cases the implied constant depends only on a, b, e 1 , e 2 , and .
In Section 2 we prove Theorem 1.1, and in Section 3 we prove Theorem 1.2. In the last section we briefly derive the 3-torsion bounds which follow from these results.
Proof of Theorem 1.1
In this section we will bound
We now set up some notation for additive characters on A/(D) for some D ∈ A.
d , corresponding to each coefficient of the minimal representative for each polynomial. For ψ 0 , . . . , ψ d−1 characters on F q , write
The trivial character on F q will be denoted χ 0 ; by abuse of notation it may also stand for the trivial character on A/(D). Finally, we write ψ = ψ(k) to mean that
(that is, ψ acts trivially on the last k terms of the decomposition).
For k < d let δ k (F ) := 1, F is the reduction modD of a polynomial of degree ≤ k; 0, otherwise.
ψ=ψ(k) ψ, where the sum is over all characters ψ(k).
Using the above,
Proof. By the canonical ring isomorphism
induces an isomorphism of their dual groups of characters, so we can write χ(
We can therefore consider S P for a prime modulus, in which case
Since χ and ψ are additive characters on a finite field F = A/(P ), we may write them as
where α and β denote multiplication by α, β ∈ F respectively, and φ is some nontrivial additive character. Therefore,
When at least one of α and β is nonzero, the Weil bound [10, Chapter II] gives
For nonprincipal characters (α = β = 0) the Weil bound does not apply, and we have only the trivial bound
By (2) , 
concluding the proof of Theorem 1.1.
Proof of Theorem 1.2
Let f and g be polynomials with coefficients in A, deg f = e 1 , and deg g = e 2 . We are interested in the number of squares of the form f (X)+g(Y ) with deg X ≤ x, deg Y ≤ y. We will be using Lilian Pierce's modification of the square sieve method, originally used by Hooley [5] and Heath-Brown [3] . Some intermediate results will require the following technical conditions on the degrees of f and g: e 1 odd; (e 1 , e 2 ) = 1; e 2 < e 1 < p, e 2 (e 1 − 1) < p.
Furthermore, we will be considering reductions of f and g modulo elements of A and will want their degrees to stay the same. Therefore, let D be the lcm of the leading coefficients of f and g, and let d = deg D. Our results will concern the case where y < d and x < 2d.
First, we quote the following lemma from Pierce [7, Lemma 2.1]; the proof in the function field case is identical to the number field case. The lemma is a modification of the square sieve, developed by Heath-Brown [3] to determine the number of squares in a sequence of integers using only information about the distribution of the integers with respect to a set of moduli. Instead of sieving over primes, we sieve over products of pairs of primes of different sizes. The original square sieve method does not give a sufficiently strong bound to improve on the trivial h 3 (D) |D| 1 2 + ; this will be addressed later. 
Here

N M is the Jacobi symbol (defined over function fields as over number rings), and the error terms are defined by
and similarly for V.
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The summation over F = G ∈ W will be called the main sieve term; the sums over elements of U and of V are the prime sieve terms.
For our application, we will let
We write d = deg D. Fix an integer Q to be determined later; for the moment, we require only that log d < Q < d. Let α and β be real numbers with α + β = 1 such that αQ and βQ are integers. Define
and let W = UV, so that elements of W have degree Q.
The condition that u, v D is equivalent to the requirement that for a ∈ W the reductions of f and g modulo a have full degree.
The first term in the bound of the lemma is therefore bounded by
To evaluate the main and the prime sieve terms, we will be interested in estimating sums of the form
Our primary estimate for the size of such a sum will be the Weil bound [10, Chapter II], which generally states that the size of a character sum over a full residue set modM is O( √ M ). Note that the character sum in C(a, b) does not run over a full residue set mod ab. Expanding to a full character set will only give an improvement on the trivial bound if the number of terms in the sum is √ ab; this consideration will recur later.
The use of the modified square sieve will allow us to consider character sums over a smaller modulus and therefore to pass beyond the √ ab bound. This, ultimately, is what accounts for the improved exponent 27/56 < 1 2 in the last section. In the main sieve term, we have deg ab = deg F G = 2Q. If we extend the sum over both X and Y to a complete residue set mod F G, the square root bound on the character sum will be of the form |C(a, b)| q Q(2+ ) (we have two variables running through a full residue set mod F G, and therefore the size of the sum is |F G|
2
). The main term is q x+y−Q(1− ) , so the sieve term is smaller than the main term only if 3Q < x + y. However, since our upper bound on Q is only Q < d and we know x + y < 3d, we can do better than this.
Set Q so that 2Q ≥ x > Q > y. It makes sense to extend X to the full residue set modulo F G, since |X| = q x > q Q = |F G|; it does not, however, make sense to extend Y yet, since |Y | < |F G| and the trivial bound would be better than the one coming from the Weil method. Therefore, we rewrite:
S(F G; ψ, y).
We are interested in nontrivial bounds on |S|. 
We now use the q-analogue of Van der Corput's method [2] . Let
By Cauchy's inequality we have
,
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We rewrite the second sum as follows:
The sums 1 and 2A will be easier to bound. In 2B we will be able to extend Y to a complete set of residues modulo R 0 . This will be advantageous when y ≥ 1 2 deg R 0 = βQ, i.e., in the first case of the theorem. First, we estimate 1 and 2A . By the multiplicativity of S, it suffices to work modulo a prime modulus P (recall that in our case R 0 = u 0 u 1 for some u 0 = u 1 ∈ U, and similarly for R 1 ). As a result of the technical restrictions on f , g, and U, the polynomial f (L) + g(Y ) has odd degree when reduced modulo u i , v i , for any choice of L modulo F G. Therefore, when ψ = χ 0 (the trivial character), we have the Weil bound [10, Theorem 2G]
In the case of ψ = χ 0 we have an even slightly better bound [10, Theorem 2E],
so the bound e 1 |P | 1/2 is always valid. These bounds immediately give Lemma 3.2.
the implicit constants depending only on f and g.
To estimate 2B , we write
Expanding Y to the full residue set will be advantageous when deg R 0 = 2βQ ≤ 2y (i.e., βQ ≤ y), i.e., in the first case of Theorem 1.2.
Defining
we see that T is multiplicative in the modulus R 0 . In particular, for R 0 = u 0 u 1 with (u 0 , u 1 ) = 1 we have
for some additive characters
To bound a sum of the form T (P ; H, ψ, φ), where φ, ψ are additive characters modulo P , we use the result of Katz [6] on exponential sums in several variables. If ψ = χ 0 , we can write φ = ψ • α where α is multiplication by some element of A/(P ) (since A/(P ) is a field). In that case,
when either φ is nontrivial (i.e., α = 0) or HR 1 = 0 mod P (cases (1) and (2) In the exceptional case we have ψ = φ = χ 0 and P | HR 1 . Since we started out with disjoint set of primes U , V , we will be concerned only with primes P R 1 . Therefore, the condition P | HR 1 is equivalent to P | H. Then,
By the Weil bound for the inner sums, the sum is bounded by e
Therefore, uniformly
From this, using the multiplicativity of T and (14), (15), (16), we derive the bound Lemma 3.3.
is the number of divisors of R 0 (equal to 4 in our case).
Using (12), Lemma 3.2, Lemma 3.3, and recalling that
Using (10), the main sieve term is bounded by
.
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Recalling that deg R 0 + deg R 1 = 2Q, we see that to equalize the contributions of the two error terms we need to set deg R 0 = which is better than the trivial bound q 2Q since we assumed y < Q. We move on to the contributions of the prime sieves. The computations will be identical for U and V, so for brevity we consider only U. We will be interested in
Set h U = y − deg u for u ∈ U; then analogously to (12) we have
Analogous to the case of the main sieve,
Recalling that |u| = |u |, the prime sieves satisfy
Since |u| = q αQ = q 2 3 Q and |v| = q βQ = q 1 3 Q , the prime sieve terms are smaller than the main sieve term.
Finally, we estimate |E(U)| and |E(V)|. Again, we go through the calculations only for E(U). Rewrite
uu .
Since v is prime, given Y there are ≤ e 1 values of X mod v that satisfy the criterion of the inner sum. For these values X 0 , write X = X 0 + vF with deg F ≤ x − deg v = k, and write
uu . . We handle the case k < deg uu first. Expanding the sum D to a complete sum modulo uu and using the Weil bound for the resulting sum, we see that |D| |u|, from which the error term is bounded by
Q . Since y < Q, this is smaller than the main sieve term.
If k ≥ deg uu , then F runs through a full residue set modulo uu , and it does so q k / |uu | times. Applying the Weil bound, we obtain
from which the error term is bounded by
which is also smaller than the main sieve term. In the corresponding estimates for
Q , which is again smaller than the main sieve term.
We are ready to put the bounds together. As we showed, the prime sieve terms as well as the error terms are dominated by the main sieve term. Therefore, as a result of (8) and (18) we have
Equating the contributions of the two terms, we see that for the optimal bound we must set
However, in order for us to attain 2Q > x, we need to bound y from below: y ≥ Otherwise, we set Q = 
Corollaries on the 3-torsion
Here we derive bounds on the 3-torsion of the ideal class groups of imaginary quadratic extensions of function fields as corollaries of the above theorems. A field extension L/K will be called (purely) imaginary if the infinite valuation v(f ) = − deg f is totally ramified in the extension. For a polynomial D, L = K( √ D) is an imaginary quadratic extension when deg D = 2n + 1 is odd. We will concern ourselves only with D square-free. Given an ideal a we will let the norm N (a) be the unique monic generator of the ideal {N (F )|F ∈ a} (as an ideal of A, this is principal). It is easily verified that this norm is multiplicative and, moreover, the degree valuation on L coincides with taking the K-degree of the norm.
Let D be square-free of degree 2n + 1. The analog of the Minkowski bound for function fields asserts that every ideal class in Cl(D) has a representative whose norm has degree ≤ n. Let b be the minimal representative for an ideal class of order 3; then equating the norms we obtain N (b) 3 = N ((a)) 2 for some fractional ideal (a) = (A + B √ D). Now, the norm of (a) is A 2 − DB 2 . Note that here deg A 2 is even and deg DB 2 is odd, so no cancellation can occur, and we can bound the degrees of A and B as follows:
To every solution of this equation there correspond D ideal classes [b] , so it suffices to bound the number of solutions to this equation. ( [1] , [4] ).
