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Abstract
We present a new strategy for gap estimation in randomized algorithms for multiarmed bandits
and combine it with the EXP3++ algorithm of Seldin and Slivkins (2014). In the stochastic regime
the strategy reduces dependence of regret on a time horizon from (ln t)3 to (ln t)2 and eliminates
an additive factor of order ∆e1/∆
2
, where ∆ is the minimal gap of a problem instance. In the
adversarial regime regret guarantee remains unchanged.
1. Introduction
Stochastic (i.i.d.) and adversarial multiarmed bandits are two of the most basic problems in on-
line learning (Thompson, 1933; Robbins, 1952; Lai and Robbins, 1985; Auer et al., 2002a, 1995,
2002b). In recent years there has been an increased interest in algorithms that can be applied in both
settings (Bubeck and Slivkins, 2012; Seldin and Slivkins, 2014; Auer and Chiang, 2016). This line
of work can be seen as part of a growing area of “general-purpose” algorithms that are applicable to
multiple online learning settings simultaneously (Seldin, 2015). The advantage of such algorithms
is in their ability to exploit problem simplicity (such as i.i.d. environment) without compromising
on the worst case guarantees.
There exist two basic approaches to deriving algorithms applicable to both stochastic and ad-
versarial multiarmed bandits. The first starts with an algorithm for stochastic bandits and equips
it with a mechanism for detecting deviations from the i.i.d. assumption. If such a deviation is
detected, the algorithm switches into an adversarial operation mode (Bubeck and Slivkins, 2012;
Auer and Chiang, 2016). The switch is irreversible and, therefore, this approach relies on a knowl-
edge of time horizon. It allows to achieve O
(∑
a:∆(a)>0
lnT
∆(a)
)
regret guarantee in the stochastic
regime and O
(√
KT lnT
)
regret guarantee in the adversarial regime, where a indexes the arms,
∆(a) is the suboptimality gap of arm a, T is the number of game rounds, and K is the number of
arms (Auer and Chiang, 2016). We note that in absence of the knowledge of time horizon the ap-
proach has to be combined with the doubling trick, which leads to deterioration of regret guarantee
in the stochastic regime to O
(∑
a:∆(a)>0
(ln t)2
∆(a)
)
(we use capital T in results that assume a known
time horizon and small t otherwise).
The second approach is to start with an algorithm for adversarial bandits and modify its explo-
ration strategy to allow for gap detection. This approach has a number of advantages and disadvan-
tages. On the positive side it has a single operation mode that naturally takes care of both regimes; it
c© 2017 Y. Seldin & G. Lugosi.
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does not rely on the knowledge of time horizon; it has a better regret guarantee ofO
(√
Kt lnK
)
in
the adversarial regime; and it can handle additional intermediate regimes, such as moderately con-
taminated stochastic regime and adversarial regime with a gap (Seldin and Slivkins, 2014). On the
negative side its current regret guarantee in the stochastic regime is weaker, O
(∑
a:∆(a)>0
(ln t)3
∆(a)
)
with an exponentially large additive constant, and it does not provide high-probability regret guar-
antee in the adversarial regime, but only a guarantee on the expected regret. In our contribution we
modify the second approach and improve its regret guarantee in the stochastic regime by a multi-
plicative factor of ln t, as well as eliminate the exponentially large additive constant.
The work of Seldin and Slivkins (2014) is based on an observation that the EXP3 algorithm
with losses for adversarial multiarmed bandits (Auer et al., 2002b; Bubeck and Cesa-Bianchi, 2012)
has a degree of freedom in the choice of exploration strategy. Seldin and Slivkins have proposed
a generalized EXP3++ algorithm based on a combination of two independent mechanisms. The
first mechanism controls the performance of the algorithm in adversarial environments through a
standard EXP3-like playing strategy in the form of a Gibbs distribution over actions. The sec-
ond mechanism exploits the residual degree of exploration freedom for detection and exploitation
of suboptimality gaps. The two mechanisms operate in parallel with almost no interference and
achieve improved regret guarantee in the stochastic regime without impairing the adversarial regret
guarantee.
We propose a new generic strategy for gap estimation in the stochastic regime that can be com-
bined with almost any randomized playing strategy, including the EXP3++ algorithm. The new
strategy is based on unweighted losses, as opposed to importance-weighted losses used in the main
result of Seldin and Slivkins (2014, Theorem 3). It improves over the attempt of Seldin and Slivkins
to use unweighted losses for gap estimation (Seldin and Slivkins, 2014, Theorem 4), both in terms
of regret bound and in terms of underlying assumptions (the regret bound is improved by a multi-
plicative factor of order ln t∆ and the assumption on known time horizon is eliminated).
The proposed approach is modular: we provide an algorithm for gap estimation in the i.i.d.
regime and then combine it with the EXP3++ algorithm, which provides protection against an ad-
versary. The key features of the contribution are summarized below:
+ We propose a novel generic strategy for gap estimation by randomized algorithms in i.i.d.
regimes. Our strategy can be combined with any randomized algorithm that has the necessary
freedom in the choice of exploration distribution.
+ In combination with the EXP3++ the regret of the combined algorithm in the i.i.d. regime
is of order O
(∑
a:∆(a)>0
(ln t)2
∆(a)
)
, which is an improvement by a multiplicative factor of ln t
compared to Seldin and Slivkins (2014). In the adversarial regime the regret guarantee is
unchanged, O
(√
Kt lnK
)
.
− The new approach does not provide an improved regret guarantee in the moderately con-
taminated stochastic regime and adversarial regime with a gap defined in Seldin and Slivkins
(2014). For both regimes only the worst-case adversarial regret guarantee holds.
• Without the assumption on known time horizon the regret guarantee in the stochastic regime
is of the same order as Auer and Chiang (2016) and the regret guarantee in the adversar-
ial regime is stronger by a factor of
√
ln t. However, our approach does not provide high-
probability guarantee in the adversarial regime, as do Auer and Chiang (2016). But on the
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positive side our approach is modular, it does not depend on the time horizon, and has a sin-
gle operation mode for both stochastic and adversarial regimes, which makes it a bit more
elegant.
In the following we start with outlining the problem setting in Section 2 and cite the EXP3++ al-
gorithm and known results about it in Section 3. We present our gap estimation strategy in Section 4
and its combination with EXP3++ in Section 5. The corresponding proofs are given in Sections 6
and 7 and we finish with a discussion in Section 8.
2. Problem Setting
The problem setting follows Seldin and Slivkins (2014). We study the multiarmed bandit game. At
round t of the game the algorithm chooses an action At amongK possible actions (a.k.a. arms) and
observes the corresponding loss ℓAtt . The losses of other arms are not observed. There is a large
number of loss generation models two of which, stochastic and adversarial, are considered below.
In this work we restrict ourselves to loss sequences {ℓat }t,a that are generated independently of the
algorithm’s actions (the so called oblivious learning model). Under this assumption we can assume
that the loss sequences are determined before the game starts (but not revealed to the algorithm).
We also make the standard assumption that the losses are bounded in the [0, 1] interval.
The performance of an algorithm is quantified by the expected regret, defined as the difference
between the expected loss of the algorithm up to round t and the expected loss of the best arm up to
round t:
R(t) =
t∑
s=1
E
[
ℓAss
]−min
a
{
E
[
t∑
s=1
ℓas
]}
. (1)
The expectation is taken over the possible randomness of the algorithm and the loss generation
model. In the i.i.d. setting the ℓas-s are random variables and the definition coincides with the
definition of pseudo regret (Bubeck and Cesa-Bianchi, 2012). In the adversarial setting the ℓas-s
are considered deterministic and the second expectation can be omitted. In some literature R(t) is
termed excess of cumulative predictive risk (Wintenberger, 2017). Since R(t) is the only notion of
regret considered in the paper we will often call it simply regret (omitting the word “expected”).
The goal of the algorithm is to minimize R(t).
We consider two standard loss generation models, the adversarial regime and the stochastic
regime.
Adversarial regime In this regime the loss sequences are generated by an unrestricted adversary
(who is oblivious to the algorithm’s actions). An arm a ∈ argmina′
(∑t
s=1 ℓ
a′
s
)
is known as a best
arm in hindsight for the first t rounds.
Stochastic regime In this regime the losses ℓat are sampled independently from an unknown dis-
tribution that depends on a, but not on t. We use µ(a) = E [ℓat ] to denote the expected loss of an
arm a. An arm a is called a best arm if µ(a) = mina′ {µ(a′)} and suboptimal otherwise; let a∗
denote some best arm. For each arm a, define the gap ∆(a) = µ(a)− µ(a∗).
Letting Nt(a) be the number of times arm a was played up to (and including) round t, in the
stochastic regime the regret can be rewritten as
R(t) =
∑
a
E [Nt(a)]∆(a).
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3. Known Results
In our work we are using the EXP3++ algorithm of Seldin and Slivkins (2014), which is provided
in Algorithm 1.
Algorithm 1 EXP3++.
1: Remark: See text for definition of ηt and ξt(a); 1{·} is used to denote the indicator function
2: ∀a: L˜0(a) = 0
3: for t = 1, 2, ... do
4: ∀a: εt(a) = min
{
1
2K ,
1
2
√
lnK
tK , ξt(a)
}
5: ∀a: ρt(a) = e−ηtL˜t−1(a)
/∑
a′ e
−ηtL˜t−1(a′)
6: ∀a: ρ˜t(a) = (1−
∑
a′ εt(a
′)) ρt(a) + εt(a)
7: Draw action At according to ρ˜t and play it
8: Observe and suffer the loss ℓAtt
9: ∀a : ℓ˜at = ℓ
At
t
ρ˜t(a)
1{At = a}
10: ∀a : L˜t(a) = L˜t−1(a) + ℓ˜at
11: end for
We note that since we are not changing the EXP3++ algorithm, but only modify the definition
of the exploration parameters ξt(a), the following result of Seldin and Slivkins (2014) is valid.
Theorem 1 (Seldin and Slivkins, 2014) For ηt =
1
2
√
lnK
tK and any ξt(a) ≥ 0 the regret of the
EXP3++ in the adversarial regime for any t satisfies:
R(t) ≤ 4
√
Kt lnK.
Note that the regret bound in Theorem 1 is just a factor of 2 worse than the regret of EXP3 with
losses (Bubeck and Cesa-Bianchi, 2012).
4. Gap Estimation in Randomized Playing Strategies
Our first contribution is a generic algorithm for gap estimation in stochastic environments. The
algorithm can be combined with any randomized playing strategy, including the EXP3++. It is
detailed in Algorithm 2. Line 8 is the “plug-in” point, where the algorithm can be combined with any
randomized playing strategy. In combination with the EXP3++ we replace Line 8 in Algorithm 2
with Line 5 from Algorithm 1. (Note that lines 9-11 in Algorithm 2 are identical to lines 6-8 in
Algorithm 1 and thus the two mechanisms can operate in parallel without interfering with each
other.)
We use Lˆt(a) to denote unweighted cumulative loss of arm a up to (and including) round t.
(It should not be confused with L˜t(a), which denotes cumulative importance-weighted loss and
defined in Lines 9-10 of Algorithm 1.)
We provide the following guarantee for empirical gap estimates ∆ˆLCBt (a) in Line 6 of Algo-
rithm 2.
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Algorithm 2 Gap Estimation in Randomized Playing Strategies.
1: Remark: see text for definition of ξt(a)
2: Play each arm once and update LˆK(a) and NK(a)
3: for t = K + 1,K + 2, ... do
4: ∀a: UCBt(a) = min
{
1, Lˆt−1(a)Nt−1(a) +
√
α ln(tK1/α)
2Nt−1(a)
}
5: ∀a: LCBt(a) = max
{
0, Lˆt−1(a)Nt−1(a) −
√
α ln(tK1/α)
2Nt−1(a)
}
6: ∀a: ∆ˆLCBt (a) = max
{
0,LCBt(a)−min
a′
UCBt(a
′)
}
// Note that 0 ≤ ∆ˆLCBt (a) ≤ 1
7: ∀a: εt(a) = min
{
1
2K ,
1
2
√
lnK
tK , ξt(a)
}
8: Let ρt(a) be any distribution over {1, . . . ,K} // The plug-in point for other algorithms
9: ∀a: ρ˜t(a) = (1−
∑
a′ εt(a
′)) ρt(a) + εt(a)
10: Draw action At according to ρ˜t and play it
11: Observe and suffer the loss ℓAtt
12: ∀a : Lˆt(a) = Lˆt−1(a) + ℓat1{At = a}
13: ∀a : Nt(a) = Nt−1(a) + 1{At = a}
14: end for
Proposition 2 For any a and t, the gap estimates ∆ˆLCBt (a) of Algorithm 2 in the i.i.d. regime
satisfy:
P
{
∆ˆLCBt (a) ≥ ∆(a)
}
≤ 1
tα−1
.
Furthermore, for any choice of ξt(a), such that ξt(a) ≥ β ln tt∆ˆLCBt (a)2 , for α ≥ 3, for β ≥ 64(α + 1) ≥
256, and t ≥ tmin(a) := min
{
t : t ≥ 4Kβ(ln t)2
∆(a)4 lnK
}
(this is the first time when
β ln t
t∆(a)2
≤ 12
√
lnK
tK ) the
gap estimates satisfy
P
{
∆ˆLCBt (a) ≤
1
2
∆(a)
}
≤
(
ln t
t∆(a)2
)α−2
+
2
Ktα−1
+ 2
(
1
t
)β
8
.
A proof of this proposition is provided in Section 6. The main message of Proposition 2 is that for
an appropriate choice of ξt(a) the gap estimates ∆ˆ
LCB
t (a) satisfy
1
2∆(a) ≤ ∆ˆLCBt (a) ≤ ∆(a) with
high probability. Thus, ∆ˆLCBt (a) can be used as a reliable estimate of ∆(a) for any higher level
purpose.
5. Reparametrization and Improved Regret Guarantee for EXP3++
We combine Algorithm 2 with the EXP3++ algorithm to achieve an improved regret guarantee in
the stochastic regime.
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Theorem 3 Let ξt(a) =
β ln t
t∆ˆLCBt (a)
2
, where ∆ˆLCBt (a) is the empirical gap estimate from Algorithm 2.
Then for α = 3 and β = 256 the expected regret of EXP3++ in the stochastic regime satisfies
Rt = O

 ∑
a:∆(a)>0
(ln t)2
∆(a)

+ O˜

 ∑
a:∆(a)>0
K
∆(a)3

 ,
where the O˜ notation hides logarithmic factors.
A proof of this theorem is provided in Section 7. We note that the regret guarantee of EXP3++ in
the adversarial regime scales with
√
t. Therefore, the “logarithmic” regret guarantee in the stochas-
tic regime becomes interesting when
(ln t)2
∆(a) <
√
t or t ≥ Ω˜
(
1
∆(a)2
)
(where the tilde notation hides
logarithmic factors). The second term in the regret bound in Theorem 3 comes from the initial pe-
riod of the game, where reliable estimate of the gaps cannot be achieved. The value of this term is
only slightly suboptimal.
Theorem 3 improves the regret bound of Seldin and Slivkins (2014, Theorem 3) by a multiplica-
tive factor of ln t and eliminates an exponentially large additive constant of order ∆e1/∆
2
. We note
that asymptotically the regret bound in Theorem 3 matches the oracle bound in Seldin and Slivkins
(2014, Theorem 2), where knowledge of the gaps ∆(a) is assumed.
6. Proof of Proposition 2
The proof is based on four steps. In the first step we show that ∆ˆLCBt (a) ≤ ∆(a) with high prob-
ability. In the second step we derive a high-probability lower bound on the exploration parameters
εt(a). In the third step we derive a high-probability lower bound on the number of timesNt(a) each
arm is played. Finally, in the last step we show that ∆ˆLCBt (a) ≥ 12∆(a) with high probability.
Step 1: An upper bound for ∆ˆLCBt (a). The following property of upper and lower confidence
bounds follows by standard arguments, as in Auer et al. (2002a). (The proof is standard and pro-
vided in the appendix for completeness.)
Lemma 4 For any a and t ≥ K:
P {UCBt(a) ≤ µ(a)} ≤ 1
Ktα−1
,
P {LCBt(a) ≥ µ(a)} ≤ 1
Ktα−1
.
Corollary 5 For any a and t ≥ K:
P
{
∆ˆLCBt (a) ≥ ∆(a)
}
≤ 1
tα−1
.
Proof
P
{
∆ˆLCBt (a) ≥ ∆(a)
}
≤ P {LCBt(a) ≥ µ(a)} +
∑
a′ 6=a
P
{
UCBt(a
′) ≤ µ(a′)} ≤ 1
tα−1
.
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Step 2: A lower bound for εt(a). We have ρ˜t(a) ≥ εt(a) = min
{
1
2K ,
1
2
√
lnK
tK , ξt(a)
}
≥
min
{
1
2K ,
1
2
√
lnK
tK ,
β ln t
t∆ˆLCBt (a)
2
}
, where the last inequality is by the choice of ξt(a). Note that ∆ˆ
LCB
t (a)
is a random variable. We derive a high-probability lower bound on the exploration probabilities.
Definition 6 We define the following events:
E(a, t) =
{
∀s ∈ {1, . . . , t} : εs(a) ≥ β ln t
t∆(a)2
}
E(a∗, a, t) =
{
∀s ∈ {1, . . . , t} : εs(a∗) ≥ β ln t
t∆(a)2
}
.
By using Corollary 5 we get control over the probability of E(a, t) and E(a∗, a, t).
Lemma 7 For t ≥ tmin(a) (where tmin(a) is defined in Proposition 2) and α ≥ 3
P
{
E(a, t)
}
≤
(
ln t
t∆(a)2
)α−2
,
P
{
E(a∗, a, t)
}
≤
(
ln t
t∆(a)2
)α−2
.
Proof We start with the proof of the first inequality. Note that by definition ∆ˆLCBs (a) ≤ 1 and thus
β ln s
s∆ˆLCBs (a)
≥ β ln ss . For s ≤ t∆(a)2/ ln t we have β ln ss ≥ β(ln s) ln tt∆(a)2 ≥ β ln tt∆(a)2 and thus εs(a) ≥
β ln t
t∆(a)2
. Therefore, we have:
P
{
E(a, t)
}
= P
{
∃s ∈
[
t∆(a)2
ln t
, t
]
: εs(a) ≤ β ln t
t∆(a)2
}
= P
{
∃s ∈
[
t∆(a)2
ln t
, t
]
: ∆ˆLCBt (a) ≥ ∆(a)
}
≤
t∑
s=
t∆(a)2
ln t
1
sα−1
≤ 1
2
(
ln t
t∆(a)2
)α−2
.
(The summation is bounded by using Lemma 11 in the appendix.) The bound for P
{
E(a∗, a, t)
}
follows the same lines using the fact that ∆(a∗) = 0 ≤ ∆(a).
Step 3: A lower bound for Nt(a). We use the following concentration inequality.
Theorem 8 Let X1, . . . ,Xn be Bernoulli random variables adapted to filtration F1, . . . ,Fn (in
particular, Xi may depend on X1, . . . ,Xi−1). Let Eγ be the event Eγ = {∀i : E [Xi|Fi−1] ≥ γ}.
Then
P
{(
n∑
i=1
Xi ≤ 1
2
nγ
)
∧ Eγ
}
≤ e−nγ/8.
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The result is based on quite standard techniques and its proof is provided in the appendix.
By Theorem 8, for t ≥ tmin(a) we have:
P
{
Nt(a) ≤ β ln t
2∆(a)2
}
≤ P
{
E(a, t) ∧
(
Nt(a) ≤ β ln t
2∆(a)2
)}
+ P
{
E(a, t)
}
≤ e−
β ln t
8∆(a)2 +
1
2
(
ln t
t∆(a)2
)α−2
≤
(
1
t
) β
8∆(a)2
+
1
2
(
ln t
t∆(a)2
)α−2
≤
(
1
t
)β
8
+
1
2
(
ln t
t∆(a)2
)α−2
.
In the same way we have P
{
Nt(a
∗) ≤ β ln t
2∆(a)2
}
≤ (1t )β8 + 12 ( ln tt∆(a)2)α−2.
Step 4: A lower bound for ∆ˆLCBt (a). By Lemma 4 upper and lower confidence bounds satisfy
P {(UCBt(a∗) ≤ µ(a∗)) ∨ (LCBt(a) ≥ µ(a))} ≤ 2Ktα−1 . Assuming that UCBt(a∗) ≥ µ(a∗) and
LCBt(a) ≤ µ(a), we have:
∆ˆLCBt (a) ≥ LCBt(a)−min
a′
UCBt(a)
≥ LCBt(a)−UCBt(a∗)
=
Lˆt−1(a)
Nt−1(a)
−
√
α ln
(
tK1/α
)
2Nt(a)
− Lˆt−1(a
∗)
Nt−1(a∗)
−
√
α ln
(
tK1/α
)
2Nt(a∗)
=
Lˆt−1(a)
Nt−1(a)
+
√
α ln
(
tK1/α
)
2Nt(a)
− 2
√
α ln
(
tK1/α
)
2Nt(a)
−

 Lˆt−1(a∗)
Nt−1(a∗)
−
√
α ln
(
tK1/α
)
2Nt(a∗)

− 2
√
α ln
(
tK1/α
)
2Nt(a∗)
= UCBt(a)− LCBt(a∗)− 2
√
α ln
(
tK1/α
)
2Nt(a)
− 2
√
α ln
(
tK1/α
)
2Nt(a∗)
≥ ∆(a)− 2
√
α ln
(
tK1/α
)
2Nt(a)
− 2
√
α ln
(
tK1/α
)
2Nt(a∗)
.
8
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By Step 3, for t ≥ tmin(a)we have t ≥ K and P
{(
Nt(a) ≤ β ln t2∆(a)2
)
∨
(
Nt(a
∗) ≤ β ln t2∆(a)2
)}
≤(
ln t
t∆(a)2
)α−2
+ 2
(
1
t
)β
8 . Assuming that Nt(a) >
β ln t
2∆(a)2
and Nt(a
∗) > β ln t
2∆(a)2
we have:
∆ˆLCBt (a) ≥ ∆(a)− 2
√
α ln
(
tK1/α
)
2Nt(a)
− 2
√
α ln
(
tK1/α
)
2Nt(a∗)
≥ ∆(a)− 4
√
2∆(a)2α ln
(
tK1/α
)
2β ln t
≥ ∆(a)− 4
√
∆(a)2(α + 1) ln t
β ln t
= ∆(a)
(
1− 4
√
α+ 1
β
)
.
Taking everything together we obtain that for t ≥ tmin(a) and β ≥ 64(α + 1) we have
P
{
∆ˆLCBt (a) ≤
1
2
∆(a)
}
≤
(
ln t
t∆(a)2
)α−2
+
2
Ktα−1
+ 2
(
1
t
)β
8
.
7. Proof of Theorem 3
In order to obtain a regret bound, for each suboptimal arm a we have to bound
∑t
s=1 E [ρs(a)] and∑t
s=1 E [εs(a)]. For the former we have:
ρt(a) =
e−ηtL˜t−1(a)∑
a′ e
−ηtL˜t−1(a′)
=
e−ηt(L˜t−1(a)−L˜t−1(a
∗))∑
a′ e
−ηt(L˜t−1(a′)−L˜t−1(a∗))
≤ e−ηt(L˜t−1(a)−L˜t−1(a∗)) = e−ηt∆˜t(a),
where ∆˜t(a) = L˜t−1(a)− L˜t−1(a∗) is the gap between cumulative importance-weighted estimates
of the losses. Unfortunately, the bound on unweighted gap estimates ∆ˆLCBt (a) provided by Propo-
sition 2 does not directly lead to a bound on the weighted gap estimates ∆˜t(a) and, therefore, does
not provide a bound on ρt(a). We use the following form on Bernstein’s inequality for martin-
gales to achieve this goal. Theorem 9 is a minor variation of a classical Bernstein’s inequality for
martingales (Freedman, 1975), where we relax the assumption on boundedness of the martingale
difference sequence. The theorem follows by a simple adaptation of the proof by McDiarmid (1998,
Theorem 3.15), which is sketched in the appendix.
Theorem 9 (Bernstein’s inequality for martingales) Let X1, . . . ,Xn be a martingale difference
sequence with respect to filtration F1, . . . ,Fn, where each Xj is bounded from above, and let Si =∑i
j=1Xj be the associated martingale. Let νn =
∑n
j=1 E
[
(Xj)
2
∣∣∣Fj−1] and cn = max
1≤j≤n
{Xj}.
Then for any δ > 0:
P
{(
Sn ≥
√
2ν ln
1
δ
+
c ln 1δ
3
)
∧ (νn ≤ ν) ∧ (cn ≤ c)
}
≤ δ.
9
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We apply this theorem to martingale difference sequence Xs = ∆(a)−
(
ℓ˜as − ℓ˜a
∗
s
)
with respect
to filtration F1,F2, . . . in order to bound the martingale t∆(a) − ∆˜t(a) =
∑t
s=1Xs. We start by
bounding the magnitude ofXs-es and the sum of their conditional variances and then use Bernstein’s
inequality to bound ∆˜t(a). The bound on ∆˜t(a) is then used to bound ρt(a). At the end we treat
the second term of the regret bound,
∑t
s=1 E [εs(a)].
Control of the magnitude of max
1≤s≤t
{Xs}. We start by bounding the magnitude of the martingale
difference sequence Xs = ∆(a)−
(
ℓ˜as − ℓ˜a
∗
s
)
. We have:
∆(a)−
(
ℓ˜as − ℓ˜a
∗
s
)
≤ 1 + ℓ˜a∗s
≤ 1 + 1
εs(a∗)
= 1 + max
{
2K, 2
√
sK
lnK
,
s∆ˆLCBs (a
∗)2
β ln s
}
≤ 1.25max
{
2K, 2
√
sK
lnK
,
s∆ˆLCBs (a
∗)2
β ln s
}
.
Note that ∆ˆLCBs (a
∗) ≤ 1 and thus for t ≥ tmin(a) and s ≤ t∆(a)2/ ln t we have 1εs(a∗) ≤
t∆(a)2
β ln t
(we have a∗ on the left-hand side and a on the right-hand side). Furthermore, by Proposition 2 we
have that P
{
∆ˆLCBs (a
∗) ≥ ∆(a∗)
}
≤ 1
sα−1
, where ∆(a∗) = 0. Thus,
P
{
∃s ∈
[
t∆(a)2
ln t
, t
]
: ∆ˆLCBs (a
∗) ≥ 0
}
≤
t∑
s=t∆(a)2/ ln t
1
sα−1
≤ 1
2
(
ln t
t∆(a)2
)α−2
.
Let ct = max
1≤s≤t
{Xs}. We obtain that for t ≥ tmin(a)
P
{
ct ≥ 1.25t∆(a)
2
β ln t
}
≤ 1
2
(
ln t
t∆(a)2
)
.
Control of the sum of conditional variances
∑t
s=1 E
[
(Xs)
2
∣∣∣Fs−1]. We start by looking at
individual terms in the sum. We have:
E
[(
∆(a)−
(
ℓ˜as − ℓ˜a
∗
s
))2∣∣∣∣Fs−1
]
≤ E
[(
ℓ˜as − ℓ˜a
∗
s
)2∣∣∣∣Fs−1
]
= E
[(
ℓ˜as
)2∣∣∣∣Fs−1
]
+ E
[(
ℓ˜a
∗
s
)2∣∣∣∣Fs−1
]
,
where the equality is due to the fact that by the way importance-weighted samples are defined we
have ℓ˜as ℓ˜
a∗
s = 0 and thus
(
ℓ˜as − ℓ˜a
∗
s
)2
=
(
ℓ˜as
)2
+
(
ℓ˜a
∗
s
)2
. Further,
E
[(
ℓ˜as
)2∣∣∣∣Fs−1
]
= ρ˜s(a)
(
ℓas
ρ˜s(a)
)2
≤ 1
ρ˜s(a)
≤ 1
εs(a)
= max
{
2K, 2
√
sK
lnK
,
s∆ˆLCBs (a)
2
β ln s
}
.
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Note that ∆ˆLCBs (a) ≤ 1 and thus for t ≥ tmin(a) and s ≤ t∆(a)2/ ln t we have 1εs(a) ≤
t∆(a)2
β ln t .
Furthermore,
P
{
∃s ∈
[
t∆(a)2
ln t
, t
]
: ∆ˆLCBs (a) ≥ ∆(a)
}
≤
t∑
s=
t∆(a)2
ln t
1
sα−1
≤ 1
2
(
ln t
t∆(a)2
)α−2
.
We define νt =
∑t
s=1 E
[(
∆(a)−
(
ℓ˜as − ℓ˜a
∗
s
))2∣∣∣∣Fs−1
]
and we have that for t ≥ tmin(a)
P
{
νt ≥ 2t
2∆(a)2
β ln t
}
≤ P
{
∃s ∈
[
t∆(a)2
ln t
, t
]
: ∆ˆLCBs (a) ≥ ∆(a)
}
+ P
{
∃s ∈
[
t∆(a)2
ln t
, t
]
: ∆ˆLCBs (a
∗) ≥ 0
}
≤
(
ln t
t∆(a)2
)α−2
.
Note that the random event involving ∆ˆLCBs (a
∗) is the same as the one we have considered in Step 1.
Thus, in total P
{
ct ≥ 1.25t∆(a)
2
β ln t
}
+ P
{
νt ≥ 2t
2∆(a)2
β ln t
}
≤
(
ln t
t∆(a)2
)α−2
.
Control of ∆˜t(a). We have that
P
{
∆˜t(a) ≤ 1
2
t∆(a)
}
= P
{
t∆(a)− ∆˜t(a) ≥ 1
2
t∆(a)
}
≤ P
{
ct ≥ 1.25t∆(a)
2
β ln t
}
+ P
{
νt ≥ 2t
2∆(a)2
β ln t
}
+ P
{(
t∆(a)− ∆˜t(a) ≥ 1
2
t∆(a)
)
∧
(
νt ≤ 2t
2∆(a)2
β ln t
)
∧
(
ct ≤ 1.25t∆(a)
2
β ln t
)}
.
Taking ν = 2t
2∆(a)2
β ln t , c =
1.25t∆(a)2
β ln t , and δ =
1
t , for β ≥ 256 we have
√
2ν ln
1
δ
+
c ln 1δ
3
=
√
4t2∆(a)2 ln t
β ln t
+
1.25t∆(a)2 ln t
3β ln t
≤ t∆(a)
(
2√
β
+
1.25
3β
)
≤ 1
2
t∆(a)
and by Bernstein’s inequality the last term is bounded by 1t . Overall, for t ≥ tmin(a):
P
{
∆˜t(a) ≤ 1
2
t∆(a)
}
≤
(
ln t
t∆(a)2
)α−2
+
1
t
.
11
SELDIN LUGOSI
Control of
∑t
s=1 E [ρs(a)]. From here we have for ηt ≥ 12
√
lnK
tK and α ≥ 3:
t∑
s=1
E [ρs(a)] ≤
t∑
s=1
E
[
e−ηs∆˜s(a)
]
≤ tmin(a) +
t∑
s=tmin(a)
(
e−
1
2
ηss∆(a) +
(
ln s
s∆(a)2
)α−2
+
1
s
)
≤ tmin(a) +
(
(ln t)2 + ln t
)
∆(a)2
+ ln t+ 1 +
t∑
s=tmin(a)
e
− 1
4
√
s lnK
K
∆(a)
≤
(
(ln t)2 + ln t
)
∆(a)2
+ ln t+ 1 +
16K
∆(a)2 lnK
+ 1 + tmin(a).
Control of
∑t
s=1 E [εs(a)]. By Proposition 2, for t ≥ tmin(a)we have that P
{
∆ˆLCBt (a) ≤ 12∆(a)
}
≤(
ln t
t∆(a)2
)α−2
+ 2
Ktα−1
+ 2
(
1
t
)β
8 . Thus, for α = 3 and β = 256 we have
t∑
s=1
E [εs(a)] =
t∑
s=1
E
[
min
{
1
2K
,
1
2
√
ln s
sK
,
β ln s
s∆ˆLCBs (a)
2
}]
≤
t∑
s=1
E
[
β ln s
s∆ˆLCBs (a)
2
]
≤ tmin(a) +
4β
(
(ln t)2 + ln t
)
∆(a)2
+
t∑
s=tmin(a)
((
ln s
s∆(a)2
)α−2
+
2
Ksα−1
+
(
1
s
)β
8
)
≤ tmin(a) +
4β
(
(ln t)2 + ln t
)
∆(a)2
+
(ln t)2 + ln t
∆(a)2
+
2
K
(ln t+ 1) +
2π2
3
.
By combining the bounds on
∑t
s=1 E [ρs(a)] and
∑t
s=1 E [εs(a)] we obtain that E [Nt(a)] =
O
(∑
a:∆(a)>0
(ln t)2
∆(a)2
)
+ O˜
(
K
∆(a)4
)
, which leads to the statement of the theorem.
8. Discussion
We have proposed a new algorithm for gap estimation in stochastic environments that can be com-
bined with other randomized algorithms in a modular fashion. The algorithm provides a gap esti-
mate ∆ˆLCBt (a) that satisfies
1
2∆(a) ≤ ∆ˆLCBt (a) ≤ ∆(a) with high probability. We have shown that
the algorithm can be combined with the EXP3++ algorithm, leading toO
(√
Kt lnK
)
regret in the
adversarial regime and O
(∑
a:∆(a)>0
(ln t)2
∆(a)
)
regret in the stochastic regime, where the latter is an
improvement by a multiplicative factor of ln t over Seldin and Slivkins (2014).
Our work leads to a number of interesting directions for future research. First, there is a ques-
tion whether the dependence of the regret guarantee on time horizon in the stochastic regime can be
12
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reduced down to ln t. We note that Auer and Chiang (2016) have a lower bound on achievable regret
guarantees in the stochastic regime when simultaneously certain expected regret guarantees against
an adaptive adversary or high-probability regret guarantees against an oblivious adversary are re-
quired. However, it is still unknown whether ln t regret in the stochastic regime can be achieved
simultaneously with
√
t expected regret against an oblivious adversary. While it does not seem pos-
sible to achieve it with the EXP3++ algorithm, some modifications of the playing rule, such as the
one used in BOA (Wintenberger, 2017), could potentially do better.
A second question is whether improved regret guarantees can be achieved in the moderately
contaminated stochastic regime and adversarial regime with a gap. We believe that it might not be
possible with gap estimation strategies based on unweighted rewards and that in order to achieve that
we should improve gap estimation based on importance-weighted rewards. The analysis technique
suggested in our paper could potentially be useful for that.
There are also a number of more technical questions. For example, can we achieve high-
probability regret guarantees by turning to modifications of the EXP3 algorithm, such as EXP3-IX
(Neu, 2015)? Or could we replace 1∆(a) factors with more refined measures of complexity, such as
those in kl-UCB-type algorithms (Cappe´ et al., 2013)?
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Appendix A. Proof of Lemma 4
The proof is based on Hoeffding’s inequality (Hoeffding, 1963).
Theorem 10 (Hoeffding’s inequality) Let X1, . . . ,Xn be i.i.d. random variables, such that 0 ≤
Xi ≤ 1 and E [Xi] = µ for all i. Then
P

 1n
n∑
i=1
Xi − µ ≥
√
ln 1δ
2n

 ≤ δ,
P

µ− 1n
n∑
i=1
Xi ≥
√
ln 1δ
2n

 ≤ δ.
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Proof of Lemma 4 The proof directly follows the analysis of confidence bounds in Auer et al.
(2002a). Note that Nt−1(a) is a random variable dependent on Lˆt−1(a) and we cannot apply Ho-
effding’s inequality directly. Let X1, . . . ,Xt be i.i.d. random variables with the same distribution
as ℓa1 and let Mˆs =
∑s
r=1Xr. Then
P {UCBt(a) ≤ µ(a)} = P

 Lˆt−1(a)Nt−1(a) +
√
α ln
(
tK1/α
)
2Nt−1(a)
≤ µ(a)


≤ P

∃s ∈ {1, . . . , t− 1} : Mˆss +
√
α ln
(
tK1/α
)
2s
≤ µ(a)


≤
t−1∑
s=1
P
{
µ(a)− Mˆs
s
≥
√
ln (tαK)
2s
}
≤
t−1∑
s=1
1
Ktα
≤ 1
Ktα−1
.
The proof of the second inequality in the lemma is analogous.
Appendix B. Partial Sum of Reciprocals of Powers of Natural Numbers
Lemma 11 For α ≥ 2 andm ≥ 1:
n∑
k=m
1
kα
≤ 1
2mα−1
.
Proof We have 2k2 ≥ k(k + 1) and∑nk=m 1k(k+1) ≤ 1m (which is obtained by writing 1k(k+1) =
1
k − 1k+1). Thus:
n∑
k=m
1
kα
≤ 1
2
n∑
k=m
1
k(k + 1)kα−2
≤ 1
2mα−2
n∑
k=m
1
k(k + 1)
≤ 1
2mα−1
.
Appendix C. Proof of Theorem 8
Proof We start with a bound on a moment generating function of a single Bernoulli random variable
X. For any λ > 0 we have
E
[
e−λX
]
≤ E
[
1− λX + λ
2X2
2
]
= 1−
(
λ− λ
2
2
)
E [X] ≤ e−
(
λ−λ
2
2
)
E[X]
.
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And, as a consequence,
E
[
e
(
λ−λ
2
2
)
E[X]−λX
]
≤ 1.
For λ ∈ (0, 2] we have λ − λ22 ≥ 0. Therefore, if E [X] ≥ γ then E
[
e
(
λ−λ
2
2
)
γ−λX
]
≤
E
[
e
(
λ−λ
2
2
)
E[X]−λX
]
≤ 1.
Let Z = 1{Eγ} denote the indicator random variable of the event Eγ . Then for λ ∈ (0, 2] we
have
E
[
Ze
(
λ−λ
2
2
)
nγ−λ
∑n
i=1Xi
]
= E
[
Ze
(
λ−λ
2
2
)
(n−1)γ−λ
∑n−1
i=1 XiE
[
Ze
(
λ−λ
2
2
)
γ−λXn
∣∣∣∣Fn−1
]]
≤ E
[
Ze
(
λ−λ
2
2
)
(n−1)γ−λ
∑n−1
i=1 XiE
[
e
(
λ−λ
2
2
)
E[Xn|Fn−1]−λXn
∣∣∣∣Fn−1
]]
≤ E
[
e
(
λ−λ
2
2
)
(n−1)γ−λ
∑n−1
i=1 Xi
]
≤ · · ·
≤ 1.
By combining this result with Markov’s inequality we have that for any λ ∈ (0, 2]
P
{(
n∑
i=1
Xi ≤ nγ − λ
2
nγ − ln
1
δ
λ
)
∧ Eγ
}
= P
{((
λ− λ
2
2
)
nγ − λ
n∑
i=1
Xi ≥ ln 1
δ
)
∧ Eγ
}
= P
{
Ze
(
λ+λ
2
2
)
nγ−λ
∑n
i=1Xi ≥ 1
δ
}
≤ δE
[
Ze
(
λ+λ
2
2
)
nγ−λ
∑n
i=1Xi
]
≤ δ.
By taking λ =
√
nγ
2 ln 1
δ
we obtain
P
{(
n∑
i=1
Xi ≤ nγ −
√
2nγ ln
1
δ
)
∧ Eγ
}
≤ δ.
Finally, taking δ = e−nγ/8 leads to λ = 2 and completes the proof.
Appendix D. Proof sketch of Theorem 9 (Bernstein’s inequality)
The proof is analogous to the proof of McDiarmid (1998, Theorem 3.15). McDiarmid assumes
that Xj-s are bounded by c and the proof is based on defining an indicator random variable Z =
1{νn ≤ ν} and bounding P {(Sn ≥ α) ∧ (νn ≤ ν)} = P
{
ZeλSn ≥ eλα} for λ > 0. We remove
the assumption and define an indicator random variable Z ′ = 1{(νn ≤ ν) ∧ (cn ≤ c)}. Then
16
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P {(Sn ≥ α) ∧ (νn ≤ ν) ∧ (cn ≤ c)} = P
{
Z ′eλSn ≥ eλα} for λ > 0 and the rest of the proof
is identical.
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