Let F θ be a family of distributions with support on the set of nonnegative integers Z0. In this paper we derive the M-estimators with smallest gross error sensitivity (GES). We start by defining the uniform median of a distribution F with support on Z0 (umed(F )) as the median of x + u, where x and u are independent variables with distributions F and uniform in [-0.5,0.5] respectively. Under some general conditions we prove that the estimator with smallest GES satisfies umed(Fn) =umed(F θ ), where Fn is the empirical distribution. The asymptotic distribution of these estimators is found. This distribution is normal except when there is a positive integer k so that F θ (k) = 0.5. In this last case, the asymptotic distribution behaves as normal at each side of 0, but with different variances. A simulation Monte Carlo study compares, for the Poisson distribution, the efficiency and robustness for finite sample sizes of this estimator with those of other robust estimators.
Introduction
Consider a one-parameter family of distributions F θ . An important problem in the theory of robust estimation is the study of estimators which in some sense optimize their bias under contamination. The gross-error sensitivity (GES) is defined as the maximum of the absolute values of the influence function. It gives an approximation to the maximum bias produced by an outlier contamination of rate ε, when ε is "small". Hampel (1974) dealt with M-estimators defined as solutions of equations of the form n i=1 ψ (x i , θ) = 0, and considered the problem of minimizing the asymptotic variance among Fisherconsistent M-estimators which satisfy a bound on the GES. Alternatively, this problem can be stated as minimizing the GES under a bound on the asymptotic variance. Details are given in Section 3.1.
In this paper we consider minimizing the GES without any restrictions on the asymptotic variance. Let F θ be a family of continuous distributions with densities p(x, θ) and score function ψ 0 (x, θ) = ∂ log p(x, θ) ∂θ .
(1) Maronna et al. (2019, p. 68) show that if ψ 0 (x, θ) is strictly monotone on x, the M-estimator with smallest GES is obtained by solving
where "med" stands for the median and F n denotes the empirical distribution. This result does not hold when F θ has support on a discrete set, such as the integers, since med(F θ ) is in general not uniquely defined and therefore (2) does not identify θ.
To overcome this problem, we introduce in Section 2 the concept of the uniform median of a distribution F with support on the set of nonnegative integers Z 0 . In Section 3 we prove that the estimator with smallest GES can be obtained by solving an equation similar to (2) but replacing the median by the uniform median. Section 4 deals with the asymptotic distribution of this estimator. Section 5 shows an application to the family of Poisson distributions. Finally Section 6 is an appendix containing proofs of the main results.
The uniform median
We shall deal with distributions concentrated on a finite or infinite interval of the integers, such as the Poisson distribution. To avoid notational complications it will henceforth be assumed that this interval is the set Z 0 of the nonnegative integers. Let F be a distribution with support on Z 0 and call p the corresponding probability density. The uniform median of F (umed(F )) is defined as the median of the distribution that distributes the mass p(k) uniformly on the interval [k − 0.5, k + 0.5]. This is equivalent to define umed(F ) as the median of x + u where x and u are independent with distributions F and uniform in [−0.5, 0.5] respectively. To give an explicit formula for umed(F ), define
It is easy to verify that
where p 0 = p(k 0 (F )).
Note that by definition p 0 > 0, and therefore umed(F ) is well defined. Ma et al. (2011) define quantiles of discrete distributions based on what they call "mid-distribution functions". In the case of the median, their definition is similar to that of the umedian but is not exactly equal, nor can any of the two medians be expressed as a function of the other one.
The following property is immediate
Therefore for two distributions F 1 and F 2 we have
Recall that the median of F is the solution µ of
Similarly umed(F ) can be defined as the solution µ of
where ψ H m is the Huber family of score functions given by
Note that ψ H 0.5 (x) = 0.5sign(x) for |x| ≥ 0.5 and ψ H 0.5 (x) = x for |x| < 0.5.
3 Estimators with smallest GES
The Hampel approach
Before dealing with the unrestricted minimization of the GES we need to consider Hampel's (1974) approach to robust optimality. These optimal estimators are defined by minimizing the asymptotic variance among the class of Mestimators which are Fisher-consistent and have their GES bounded by a given constant. If x 1 , ..., x n is a a random sample from F θ , the Hampel-optimal estimator θ is defined as the solution of the estimating equation
where m depends on the given bound on the GES, ψ 0 and ψ H m are defined in (1) and (7), respectively, and c(m, θ) is defined by
where F θ denotes the expectation with respect to F θ .
The dual Hampel problem consists of minimizing the GES under a bound V on the asymptotic variance. It is known that the solution has again the form (8), where m is a decreasing function of V.
The optimal estimator
Let F θ be a family of distribution functions with θ ∈ Θ ⊂ R, with support on Z 0 and probability densities p(x, θ). Given a random sample x 1 , ...x n of F θ , denote by F n the corresponding empirical distribution function, with density p n (k) = #{i : x i = k} n .
Then we have:
Theorem 1 Assume that ψ 0 (x, θ) is continuous and strictly monotone in x and θ. Then the estimator with smallest GES is θ n defined by umed(F n ) = umed(F θn ).
The proof is given in Section 6.1 Before showing the existence and uniqueness of the solution to (10) we state some properties of the uniform median.
It will henceforth be assumed that
is a continuous function of θ for all x A3 Call Θ the range of θ (e.g., [0, ∞) for the Poisson distribution) and let θ 1 = inf (Θ) and θ 2 = sup (Θ) . Then lim θ→θ1 F θ (x) = 0 for x = 0 and lim θ→θ2 F θ (x) = 0 for all x These assumptions are satisfied by the standard discrete families such as the Poisson family. A1 implies that the family is "stochastically increasing" in the sense that θ 1 > θ 2 implies that F θ1 is strictly stochastically larger than F θ2 .
The proof is given in Section 6.2.
Corollary 1 Let x 1 , ..., x n be i.i.d random variables with distribution F with support at Z 0 and call F n the empirical distribution. Then umed(F n ) →umed(F ) a.s..
Proof:
The result follows from Lemma 1 and the fact that F n → w F by the Glivenko-Cantelli Theorem.
Lemma 2 Put for brevity g (θ) =umed(F θ ) . If A1-A2-A3 hold, then g (θ) is a continuous increasing function of θ, and lim θ→θ1 g (θ) = 0 and lim θ→θ2 g (θ) = ∞.
Proof: A1 implies that g is increasing; its continuity follows from A2 and Lemma 1, and A3 implies the last statement.
Corollary 2 (10) has a unique solution.
Asymptotics
4.1 Consistency.
The following result proves the strong consistency of the optimal estimator θ n defined by (10).
Theorem 2 Let F θ satisfy A1-A2-A3 and let x 1 , ..., x n be i.i.d. random variables with distribution F θ . Then θ n → θ a.s.
Proof. Call F n the empirical distribution. and put g (θ) =umed(F θ ) . Since θ n = g −1 (umed(F n )), and g −1 is continuous, we have
This proves the Theorem.
Asymptotic distribution
The following Theorem states that when F (k 0 (F )) > 0.5, umed(F n ) is asymptotically normal, while when F (k 0 (F )) = 0.5, its left and right tails are asymptotically normal but with different variances.
Theorem 3 Let x 1 , ..., x n be i.i.d. random variables with distribution F with support at Z 0 , p its probability density and F n the empirical distribution. Put for brevity K = k 0 (F ) , p 0 = p (K) , F 1 = F (K − 1) and Z n = n 1/2 (umed(F n )−umed(F )).
Then,
where → d stands for convergence in distribution and
where Φ is the standard normal distribution function. The proof is given in Section 6.3. Remark: Note that the phenomenon of an asymptotic distribution with two different normal tails also occurs with the ordinary median of samples from a continuous distribution if the density has different side derivatives at the population median.
The following Theorem deals with the asymptotic distribution of the GESoptimal estimator.
Theorem 4 Let x 1 , ..., x n be a random sample of F θ . Assume that the density p(x, θ) is continuously differentiable in θ. Let θ n be the estimator defined by (10). Let
(a) If F θ (k 0 (F θ )) > 0.5, then
with σ defined in (12).
(b ) If F (k 0 (F )) = 0.5 then.
where
The proof is given in Section 6.4. 
Application to the Poisson distribution
In this section we compute the maximum asymptotic bias of the GES-optimal estimator and compare it to those of two robust estimators: the MT estimator of (Valdora and Yohai 1974) and the Quasi-Likelihood (Q-L) estimator of (Cantoni and Ronchetti 2001) . Note that the GES is only a rough measure of the bias, and therefore minimizing the GES does not ensure any optimal properties of the actual bias. For the Poisson distribution with parameter λ we contaminate the data with a point mass with probability ε located at x 0 . For each estimator λ the absolute bias | λ − λ| is computed, and the maximum over all x 0 is reported in Table 1 . Table 2 gives the asymptotic efficiencies of the three estimators.
These results show that the optimal estimator has a comparatively good bias behavior not only for "small" ε. At the same time, the price for such a low bias is a relatively low efficiency.
To study the small sample behavior of the estimator a simulation with n = 20 and 50 was run, with 500 replications. Table 3 shows the estimator's efficiencies, which are seen to differ little from the asymptotic ones.
To study the estimators' robustness, in each sample a proportion ε of the values was replaced by a value x 0 , and the estimators' means squared error (MSE) was computed. This was done for x 0 = 0, 1, ..., 3λ. Table 4 displays the maximum MSE of each estimator over all x 0 's, for ε = 0.1 and 0.2. The MSEs of the Optimal estimator are slightly higher than the other two for ε = 0.1, and lower for ε = 0.2. This can be explained by the fact that for small ε, the bias is less important than the variability, and viceversa.
6 Appendix: Proofs of results
Proof of Theorem 1
For the purposes of this proof it will be more convenient to state Hampel's problem in its equivalent dual form, namely, to minimize the GES under a bound K on the asymptotic variance. It is known that the solution is again given by (8), where now m is a decreasing function of the bound K.
For given m call θ m the Hampel-optimal estimator given by (8). In this case (9) takes on the form
When the bound K tends to infinity, m → 0 and the GES of θ m tends to its lower bound. Then to prove the Theorem it is enough to show that there exists m 0 such that for m ≤ m 0 , this estimator coincides with the estimator given by (10). We will suppose that ψ 0 (k, θ) is strictly increasing in k. The proof when it is strictly decreasing is similar. Put k * 0 (θ) = k 0 (F θ ) and let m 0 = 1 2 min(ψ 0 (k * 0 (θ), θ) − ψ 0 (k * 0 (θ) − 1, θ), ψ 0 (k * 0 (θ) + 1, θ) − ψ 0 (k * 0 , θ)). (17) It will be shown that if m ≤ m 0 then
Suppose that c(m, θ) < ψ 0 (k * 0 (θ), θ)−m 0 . Then we have ψ 0 (k, θ)−c(m, θ) > m 0 for all k ≥ k * 0 (θ), and hence
We also have
contradicting ( 16 ), Similarly it can be proved that we can not have c(m, θ) > ψ 0 (k * 0 (θ), θ) − m 0 . Then from (18) and (17) we get that ψ H m (ψ 0 (k, θ) − c(m, θ)) ≤ −m for k < k * 0 (θ) and ψ H m (ψ 0 (k, θ) − c(m, θ)) ≥ m for k > k * 0 (θ). Then it follows from (16) that
From (20) we derive
and note that according to (21) for m ≤ m 0 , G m does not depend on m. Then (21) and (4) imply that for m ≤ m 0
If m ≤ m 0 , (8) is equivalent to −mF n (k * 0 ( θ m )−1)+m(1−F n (k * 0 ( θ m )))+(ψ 0 (k * 0 ( θ m ), θ m )−c(m, θ m ))p n (k * 0 ( θ m )) = 0, (23) and using the same arguments that lead to (22), we can prove that (23) is equivalent to
Consider the estimator θ defined by umed( θ) =umed(F n ). By (6) we have k 0 (F n ) = k * 0 ( θ) and by (22) we get umed(F n ) = umed(F θ ) = G m (k * 0 ( θ), θ).
Then (24) holds and this implies that (8) holds too. This proves the Theorem.
Proof of Lemma1
Let X n ∼ F (n) and X ∼ F, and call G (n) and G the distributions of X n + u and X+u, respectively, where u has a uniform distribution on [−0.5, 0.5] independent of X n or of X. Then G (n) and G have a positive density, and G (n) → w G. Since umed(F (n) ) = med G (n) and umed(F ) = med (G) , and the median is a weakly continuous functional, the result is shown.
Proof of Theorem 3
(a) If F (K) > 0.5, then then for large n we have k 0 (F n ) = K, and therefore
To derive the asymptotic distribution of Z n we need first to calculate that of the vector
The vector d n converges in distribution to a bivariate normal distribution with mean (0, 0) and covariance matrix a c c b
Then since for large n Z n ⋍ −n 1/2 F n (K − 1) − F 1 p 0 − n 1/2 (0.5 − F 1 )(p n (K) − p 0 ) p 2 (K) , the delta method yields that Z n → D N (0, σ 2 ) where
, and a straightforward calculation yields (12). (b) If F (K) = 0.5 it is easy to verify that umed(F ) = K. Therefore for large n we have
We are going to calculate Z n in both cases. If F n (K) ≥ 0.5 we have umed(F n ) = K − 0.5 + 0.5 − F n (K − 1) p n (K) = K + 0.5 + 0.5 − F n (K) p n (K) , and therefore Z n = n 1/2 (0.5 − F n (K) p n (K) ≤ 0.
If F n (K) < 0.5 it follows in the same way that Z n = n 1/2 (0.5 − F n (K) p n (K + 1) > 0.
Note that, conversely, Z n ≤ 0 implies F n (K) ≥ 0.5 and Z n > 0 implies F n (K) < 0.5. Since n 1/2 (0.5−F n (K) → d N (0, 0.25), the Central Limit Theorem and Slutsky's Lemma yield (13).
Proof of Theorem 4
Recall that θ n = g −1 (umed(F n )) and θ = g −1 (umed(F θ )) , Put for brevity K = k 0 (F θ ) .
(a) If F θ (K) > 0.5 there exists an interval I containing θ such that t ∈ I implies that F t (K) > 0.5 and F t (K − 1) < 0.5, and therefore k 0 (F t ) = K. Therefore g is differentiable at θ, and rhe result follows from Theorem 2, part (a), Theorem 3, and Slutsky's Lemma.
(b) Assume now F θ (K) = 0.5. Then t < θ implies that F t (K) > 0.5, and therefore for sufficiently small δ we have k 0 (F θ−δ ) = K and k 0 (F θ+δ ) = K + 1. Then the left-and right side derivatives of g at θ are g ′ − and g ′ + given by (15), and therefore the left-and right side derivatives of g −1 are 1/g ′ − and g ′ + , respectively.
We have n 1/2 ( θ n − θ) = n 1/2 g −1 (umed(F n )) − g −1 (umed(F θ )) .
Note that for τ < 0 we have g (t) − g (θ) = (t − θ) g ′ − + o (t − θ) , and that P n 1/2 (umed(F n ) − umed(F θ )) < t → H (t) ,
with H defined in (13). The result follows by applying the delta method.
