Artificial Neural Network Model to Prediction of Eutrophication and Microcystis Aeruginosa Bloom by Srisuksomwong, Pawalee & Pekkoh, Jeeraporn
 Available online at www.ijournalse.org 
Emerging Science Journal 
Vol. 4, No. 2, April, 2020 
 
  
Page | 129 
 
Artificial Neural Network Model to Prediction of Eutrophication 
and Microcystis Aeruginosa Bloom  
Pawalee Srisuksomwong 
a*
, Jeeraporn Pekkoh 
b 
a Faculty of Science and Technology, Phuket Rajabhat University, Phuket, Thailand 
b Department of Biology, Faculty of Science, Chiang Mai University, Chiangmai, Thailand 
 
 
Abstract 
Maekuang reservoir is one of the water resources which provides water supply, livestock, and 
recreational in Chiangmai city, Thailand. The water quality and Microcystis aeruginosa are a severe 
problem in many reservoirs. M. aeruginosa is the most widespread toxic cyanobacteria in Thailand. 
Difficulty prediction for planning protects Maekuang reservoirs, the artificial Neural Network 
(ANN) model is a powerful tool that can be used to machine learning and prediction by observation 
data. ANN is able to learn from previous data and has been used to predict the value in the future . 
ANN consists of three layers as input, hidden, and output layer. Water quality data is collected 
biweekly at Maekuang reservoir (1999-2000). Input data for training, including nutrients 
(ammonium, nitrate, and phosphorus), Secchi depth, BOD, temperature, conductivity, pH, and 
output data for testing as Chlorophyll a and M. aeruginosa cells. The model was evaluated using 
four performances, namely; mean squared error (MSE), root mean square error (RMSE), sum of 
square error (SSE), and percentage error. It was found that the model prediction agreed with 
experimental data. C01-C08 scenarios focused on M. aeruginosa bloom prediction, and ANN tested 
for prediction of Chlorophyll a bloom shown on M01-M09 scenarios. The findings showed, this 
model has been validated for prediction of Chlorophyll a and shows strong agreement for nitrate, 
Log cell, and Chlorophyll a. Results indicate that the ANN can be predicted eutrophication 
indicators during the summer season, and ANN has efficient for providing the new data set and 
predict the behavior of M. aeruginosa bloom process. 
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1- Introduction 
Reservoirs provide essential ecosystem services such as water for irrigation, drinking, food supply for many people 
around the world, and sites for recreation and tourism. Eutrophication and algal blooms have been recognized as a 
severe environmental [1]. These phenomena are caused by green algae, euglenoids, and dinoflagellate but are mostly 
caused by cyanobacteria, and this competitive dominance of cyanobacteria is fostered by their resistance to grazing, 
buoyancy regulation and massive accumulation of nutrients [2-3]. Algal blooms are the process whereby water 
resources become enriched by nutrients from external (e.g., municipal and industrial effluent, livestock processing, and 
agricultural runoff from fertilized topsoil) and internal source. Algal blooms can occasionally grow so dense, which 
they cause, not only often lead to water discoloration but also invertebrate and fish mortality due to oxygen depletion. 
Many cyanobacterial species are able to produce toxins and off-flavors [4-5]. Microcystis aeruginosa is one of the 
cyanobacteria, can produce a family of hepatotoxins called microcystins, which are the most frequently encountered 
cyanotoxins in freshwater [6-8].   
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In the present time, research on preventive technologies, control, and monitoring methods of algal bloom have 
received worldwide attention. The artificial neural network model (ANN) is the most useful for perdition in many 
problems [9-12], and the artificial neural network is one of the soft computing techniques, have been applied in the 
prediction of algal bloom [13-16]. Tian Wenchong [17] emphasized species of algae, chlorophyll dynamics model by 
using an artificial neural network for algal bloom forecasting. The artificial neural networks are easy to set up and can 
provide quick response and thus are suitable for real-time operation. Also, artificial neural networks can model 
dynamic, non-linear, and noisy data [18]. In this paper, the most common computation algorithm, back-propagation, 
was used in the ANN model to determine the nonlinear relationship between each input data. Finally, the prediction of 
eutrophication and M. aeruginosa bloom.  
2- Theory 
Artificial neural network (ANN) is predicted for species abundance and succession of algae by feedforward 
architecture characteristic with back-propagation for training. Back-propagation neural network is suitable for 
predicting because of training to learn the relationship with data. The model consisted of three layers, input, hidden, 
and output layer. The number of the hidden layers was generated by iteration, where consider a mean squared error 
value and a correlation coefficient. The sum of weighted each input (
1, , kx x ) and output is obtained by Equation 1. 
𝑦(𝑘) = 𝐹 (∑𝑤𝑖(𝑘) ∙ 𝑥𝑖(𝑘) + 𝑏
𝑚
𝑖=1
) (1) 
Where xi(k) is the input variable, wi(k) is weight value, b is biased, F is a transfer function, and yi(k) is output value.  
The sigmoid function or activation function is the limits the amplitude of the output shows as: 
𝑓(𝑧) =
1
1 + exp⁡(−𝑧)
 (2) 
The multilayer feed-forward networks (Multilayer perceptrons) have a different number of nodes and different 
activation functions. In the feed-forward network, information flows along the connecting pathway, from the input 
layer vis the hidden layers to the output layer. The ANN has input (nI), hidden neuron (nH), and output neuron (no), the 
hidden layer (
1, , nIh h ) was calculated from the input layer ( 1, , nIx x ). Finally, the output 1, , Ony y  was calculated 
from the hidden layer shown processing on Equations 3 and 4. 
ℎ𝑗(𝑥) = 𝐹 (∑𝑤𝑗𝑙
𝐼 𝑥𝑖 + 𝑏𝑗
𝐼
𝑛𝑗
𝑖=1
) (3) 
𝑦𝑗(𝑥) = 𝐹 (∑𝑤𝑗𝑙
0𝑥𝑖 + 𝑏𝑗
0
𝑛0
𝑖=1
) (4) 
The artificial neural network was calculated by error measure. Given N case are available to evaluate the model, 
where y is the actual output and is the output from ANN.  
The sum of squared errors is defined 𝑆𝑆𝐸 =∑(𝑦𝑖 − ?̂?𝑖)
2
𝑁
𝑖=1
 (5) 
And the mean sum of square error (MSE) 𝑀𝑆𝐸 = 1
𝑁
∑(𝑦𝑖 − ?̂?𝑖)
2
𝑁
𝑖=1
 (6) 
The root mean sum of square error (RMSE) 𝑅𝑀𝑆𝐸 = √𝑀𝑆𝐸 (7) 
The percentage error is a good indicator of the performance of the model as %𝐸𝑟𝑟𝑜𝑟 = ⁡𝑅𝑀𝑆𝐸
𝑤𝑖𝑑𝑡ℎ
× 100 
3- Methodology 
3-1- Study Area 
Maekuang Reservoir is the lake in the northern part of Thailand. The Maekuang Dam, which was built in 1977, is 
located at latitude 18°55'35.4"N and longitude 99°07'31.4"E (Figure 1). The dam is one of the water resources which 
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provides water supply, livestock, and recreational in some parts of Chiangmai and Lamphun province, Thailand. At 
average water elevation of 390 m above sea level, the dam withholds a reservoir of 15 km3.  
The water quality data were used in this study were collected biweekly from April 1999 to September 2000, consist 
of nutrients (ammonium, nitrate, soluble reactive phosphorus (SRP), Secchi depth, biochemical oxygen demand 
(BOD), temperature, conductivity pH, chlorophyll a and M. aeruginosa cells. 
Microcystis blooms in Maekuang Reservoir have been reported every summer. They observed that concentrations 
of toxic microcystin released by Microcystis cells varied from month to month and year to year depending on the 
composition of Microcystis species. Concentrations of both intra- and extra-cellular microcystin were measured 
complementary to water quality conditions and phytoplankton abundances two to three times per month. These data 
were linearly interpolated to produce daily values required for modeling by ANN. 
In this paper, the Neural Network Toolbook in the MATLAB (License, 40512555, MathtWorks, Inc., 2018) is 
making an artificial neural network. 
 
 
 
 
 
 
 
 
 
Figure 1. Map of Maekuang Dam. 
3-2- The parameters of ANNs 
The number of parameters in the artificial neural network. First, the input including ammonium (mg/L), nitrate 
(mg/L), SRP (mg/L), Secchi depth (m), BOD (mg/L), temperature (ºC), conductivity (µs/cm), pH, Chl-a (µg/L), Log 
cell (cell/mL), respectively. The change of M. aeruginosa at the same time point was presented as the output of the 
model. The total amount of Chlorophyll a was presented as the output (Figure 2). The initial weight value was 
assigned randomly based on input data. All the networks had ten nodes in the input layer and two nodes in the output 
layer. 
 
 
 
 
 
 
 
 
 
 
Figure 2. An ANN model between input data and output data in Maekuang Reservoir. (     ) represent the input layer; (     ) 
represent the hidden layer; (     ) represent the output layer. 
Station no.1 
Station no.2 
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4- Results and Discussion 
The minimum, mean, maximum, and standard deviation (SD) values of the input layer (ammonium, nitrate, SRP, 
Secchi depth, BOD, temperature, conductivity, pH, Chl-a, and Log cell) showed in Table 1. The ANN model was 
trained by using the scenarios. However, two outputs (M. aeruginosa and Chlorophyll a) in Maekuang Reservoir was 
considered and shown in Tables 2 and 3.  
Table 1. Maximum, minimum, average and Standard deviation (SD) of each parameter measured in 17 months period 
(biweekly). 
Variables Maximum Minimum Mean SD 
Ammonium (mg/L) 0.24 0.00 0.06 0.08 
Nitrate (mg/L) 1.60 0.30 0.76 0.31 
SRP (mg/L) 0.30 0.01 0.13 0.08 
Secchi depth (m) 3.59 1.10 2.34 0.54 
BOD (mg/L) 5.20 0.10 1.31 1.05 
Temperature (ºC) 31.30 22.20 28.40 2.67 
Conductivity (µs/cm) 149.70 68.00 83.24 16.23 
pH 9.43 6.61 8.00 0.64 
Chl-a (µg/L) 23.09 0.01 4.37 5.30 
Log cell (cell/mL) 4.68 0.00 1.98 1.57 
* SRP: Soluble reactive phosphorus; BOD: Biochemical oxygen demand; Chl-a: Chlorophyll 
a; Log cell: Log M. aeruginosa cell 
For each neural network, the correlation coefficient for the model prediction during training and testing and root 
mean square error (RMSE) of M. aeruginosa blooms in Maekuang Reservoir are given in Table 2. It can be seen that 
scenario M04-M07 shows similar performance during training and testing. Also, the neural networks shown in Table 3 
that provided scenario M08 are suitable for prediction of Chlorophyll a. It is challenging to decide which neural 
network is excellent. However, there is the advantage of the network consist of nitrate, Log cell, and Chlorophyll a. 
Thailand was located in the tropical area, divided the climate to three seasons as a rainy season (mid-May to mid-
October), winter season (mid-October to mid-February), and summer season (mid-February to mid-May). According 
to Thailand Meteorology Department (TMD) data, the northern part of Thailand has to maximum temperature as 
winter (31.1Co), summer (36.2Co), and rainy (27.8Co). Through the process of photosynthesis, the main factors that 
affect the reproduction of the algae can be analyzed, such as the nutrient content of water body, temperature, and other 
physical and chemical factors. Water temperature and nutrients levels, including total nitrogen (TN) and total 
phosphorus (TP) were reported to be positively correlated with the abundance of total Microcystis and cyanobacterial 
blooms [19-22]. Consequently, these environmental factors can be used to predict the formation of Microcystis and 
cyanobacterial blooms. 
Table 2. Different tested neural networks for prediction of M. aeruginosa blooms in Maekuang Reservoir. 
Scenario Inputs 
Root mean square error 
(RMSE) 
Correlation 
coefficient 
Output Training Testing 
M01 
Ammonium, Nitrate, SRP, Secchi depth, BOD, 
Temperature, Conductivity, pH, Log cell 
2.1594 1.0000 0.9537 
M02 
Ammonium, Nitrate, SRP, Secchi depth, BOD, 
Temperature, Conductivity, Log cell 
2.1399 1.0000 0.9756 
M03 
Ammonium, Nitrate, SRP, Secchi depth, BOD, 
Temperature, Log cell 
2.0962 0.9941 0.9708 
M04 
Ammonium, Nitrate, SRP, Secchi depth, 
Temperature, Log cell 
2.1136 0.9265 0.9957 
M05 Ammonium, Nitrate, SRP, Temperature, Log cell 2.1254 0.9941 0.9914 
M06 Ammonium, Nitrate, SRP, Log cell 2.1722 0.9977 0.9982 
M07 Ammonium, Nitrate, Log cell 2.0821 0.9833 0.9935 
M08 Nitrate,  Log cell 2.0788 0.9499 0.9637 
M09 Log cell 2.1189 0.9360 0.9905 
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Table 3. Different tested neural networks for prediction of Chlorophyll a bloom in Maekuang Reservoir. 
Scenario Inputs 
Root mean square error 
(RMSE) 
Correlation 
coefficient 
Output Training Testing 
C01 
Ammonium, Nitrate, SRP, Secchi depth, BOD, 
Temperature, Conductivity, pH, Chl-a 
1.2104 0.9959 0.9695 
C02 
Ammonium, Nitrate, SRP, Secchi depth, BOD, 
Temperature, Conductivity, Chl-a 
1.1362 0.9913 0.9720 
C03 
Ammonium, Nitrate, SRP, Secchi depth, BOD, 
Temperature, Chl-a 
1.3590 0.9850 0.9466 
C04 
Ammonium, Nitrate, SRP, Secchi depth, 
Temperature, Chl-a 
1.1984 0.9734 0.9380 
C05 Ammonium, Nitrate, SRP, Temperature, Chl-a 1.8101 0.9762 0.6826 
C06 Ammonium, Nitrate, SRP, Chl-a 2.0765 0.9322 0.9661 
C07 Ammonium, Nitrate, Chl-a 1.5222 0.9451 0.6312 
C08 Nitrate,  Chl-a 2.1608 0.8599 0.9981 
Figure 3 and Figure 4 represented a comparison between ANN predicted and observation data during 17 months 
period (biweekly). Figure 3 showed that the M. aeruginosa almost highly from April to May, which is the summer 
season due to more sunlight available, lower water, temperature, and limited nutrient concentration. Moreover, the 
summer of 1999 is higher than in summer 2000 because of the Thailand drought in 1999. However, the scenario M05 
– M09 provided the good of ANN predicted when compared with actual data. Figure 4 shown the ANN neural 
networks for the prediction of Chlorophyll a in Maekuang Reservoir. The scenario C08 is suitable for predicting. It is 
more error in October 1999, January 2000, and July 2000 because of the value of data closed to zero, and then 
prediction has an error. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. The ANN neural networks for prediction of M. aeruginosa blooms in Maekuang Reservoir. 
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Figure 4. The ANN neural networks for prediction of Chlorophyll a bloom in Maekuang Reservoir. 
5- Conclusion 
The artificial neural network is excellent machine learning. It was learned from input data. The multilayer feed-
forward networks were discussed. Water quality data is collected biweekly at the Maekuang reservoir (1999-2000) in 
the 17 months. Input data for training, including nutrients (ammonium, nitrate, and phosphorus), Secchi depth, BOD, 
temperature, conductivity, pH, and output data for testing as Chlorophyll a and M. aeruginosa cells. The statistical is 
the sum of square error, the mean sum of square error, the root mean square error and the percentage error.  In 17 
months period, shown maximum temperature 31.3 ºC, maximum Chlorophyll a 23.09 µg/L, and maximum Nitrate 
1.60 mg/L. Results show that the scenario M05 – M09 provided the good of ANN prediction data, and M08 is suitable 
for prediction Chlorophyll a. The ANN has the relationship between nitrate and log cell with Chlorophyll a. The 
nitrate and log cell is an indicator of water quality in Maekuang reservoirs. The M. aeruginosa almost highly in the 
summer season. Thus, finding the relation between nitrate and Chlorophyll with the ANN, the scenario C08 is suitable 
for predicting of Chlorophyll a in Maekuang Reservoir. M. aeruginosa and Chlorophyll a almost highly from April to 
May, which is the summer season due to more sunlight available, lower water, temperature, and limited nutrient 
concentration. Moreover, the summer of 1999 is higher than in summer 2000 because of the Thailand drought in 1999 
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