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Introduction
Les systèmes d’information mais aussi Internet, le réseau mondial qui intercon-
necte nombre d’entre eux, jouent un rôle grandissant dans la vie quotidienne et dans
notre société en général. En eﬀet, des domaines relevant de la vie privée tels que l’en-
voi de courrier ou bien le paiement à distance, mais aussi des domaines stratégiques
comme le secteur bancaire ou encore les communications militaires, reposent de nos
jours massivement sur les systèmes d’information. De ce fait, des attaques réalisées
par des utilisateurs malveillants et visant à exploiter les vulnérabilités de ces sys-
tèmes d’information sont de plus en plus fréquentes. De telles attaques peuvent par
exemple nuire à l’image du propriétaire du système d’information ou causer d’im-
portants dommages ﬁnanciers. La problématique de la sécurité devient donc une
question essentielle aussi bien pour les utilisateurs que pour les administrateurs de
ces systèmes d’information.
Tout appareil destiné à traiter de manière automatique de l’information peut
être qualiﬁé de système informatique. Les systèmes d’information reposent sur un
ensemble organisé de systèmes informatiques et de système de télécommunications
pour gérer de l’information dans un contexte précis. Cette gestion comprend par
exemple les tâches d’élaboration, de modiﬁcation, de stockage ou encore de transport
de l’information. Ces systèmes sont par nature en proie à des menaces vis-à-vis
de l’information qu’ils traitent. En eﬀet, pour un système d’information donné, un
utilisateur malveillant pourrait chercher à altérer ou à détruire des données (on parle
alors de perte d’intégrité de l’information), à révéler illégitimement des données à
un tiers (on parle alors de perte de conﬁdentialité de l’information), ou encore à
empêcher un accès légitime à des données (on parle alors de perte de disponibilité
de l’information).
Pour répondre à la problématique de la sécurité, une politique doit être déﬁnie
en fonction du système d’information que l’on souhaite sécuriser et des objectifs de
sécurité que l’on souhaite atteindre. Cette politique exprime les propriétés de conﬁ-
dentialité, d’intégrité et de disponibilité que doit respecter le système d’information
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aﬁn de garantir sa sécurité. Pour faire respecter ces propriétés, des mécanismes
préventifs, notamment de contrôle d’accès, sont mis en œuvre sur les systèmes d’in-
formation. Ces mécanismes ont accès à tout ou partie de la politique de sécurité et
devraient être capables d’empêcher de manière préventive toute action qui aboutirait
à une violation d’une des propriétés qu’elle exprime.
Cependant, la conception des systèmes d’information et de leurs diﬀérents com-
posants est une tâche complexe. Cela implique que le risque qu’une faute de con-
ception ou de conﬁguration soit présente dans le système d’information n’est pas
nul. Ces fautes sont autant de vulnérabilités potentielles que pourraient chercher
à exploiter un utilisateur malveillant pour contourner les mécanismes préventifs et
eﬀectuer des opérations proscrites par la politique de sécurité. On désigne alors par
le terme intrusion toute violation intentionnelle d’une des propriétés exprimées par
la politique de sécurité.
Tenant compte de l’éventualité d’une intrusion malgré la présence de mécanismes
préventifs, des mécanismes capables de détecter une violation de la politique de sécu-
rité une fois que celle-ci a eﬀectivement eu lieu ont été mis en place. On appelle ce
type de mécanismes des systèmes de détection d’intrusion. L’objectif de ces mécan-
ismes et de lever une alerte en cas d’intrusion aﬁn de la signaler à l’administrateur du
système. Ce dernier devra alors procéder à l’analyse du rapport d’alerte pour remet-
tre le système d’information dans un état opérationnel mais aussi pour identiﬁer la
vulnérabilité à l’origine de l’intrusion aﬁn de pouvoir la corriger. Eventuellement,
l’administrateur pourra également juger de la sévérité de la compromission. Par ex-
emple, une compromission qui a permis à l’utilisateur malveillant d’obtenir sur le
système d’information ciblé des droits administrateur est plus sévère que si des droits
restreints ont seulement pu être obtenus.
Les systèmes de détection d’intrusion peuvent être classés en deux catégories :
ceux qui cherchent à détecter des malveillances (on parle alors d’approches par sig-
nature) et ceux qui cherchent à détecter des anomalies (on parle alors d’approches
comportementale). Dans le premier cas, le modèle de détection repose sur la con-
naissance que l’on a des attaques tandis que dans le second cas, celui-ci repose sur la
connaissance que l’on a de l’entité surveillée en situation de fonctionnement normal.
Une approche comportementale présente l’avantage de pouvoir détecter des attaques
encore inconnues au moment de la modélisation. Toutefois, la construction d’un tel
modèle de détection peut être une tâche diﬃcile. En eﬀet, il n’est pas simple de
déﬁnir ce qui est caractéristique du comportement normal de l’entité surveillé et
toute erreur de modélisation risque d’entraîner la levée de fausses alertes. Le modèle
de détection d’intrusion que nous proposons dans cette thèse est de type comporte-
mental.
Au niveau logiciel, on distingue parmi les vulnérabilités à l’origine des intrusions
les fautes de conception préalablement présentes dans les programmes et les fautes
de conﬁguration de ces derniers. Les attaques qui exploitent les fautes de conception
peuvent également être classées en deux catégories : les attaques contre les données
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de contrôle et les attaques contre les données de calcul. Les données de contrôle sont
utilisées par le programme pour gérer son ﬂot d’exécution tandis que les données
de calcul sont utilisées pour contenir la valeur des variables présentes dans le code
source du programme. Dans le premier cas, une attaque va chercher à faire dévier
illégalement le ﬂot d’exécution du programme vers des instructions invalides (par
exemple, vers du code injecté). Dans le second cas, elle va chercher à modiﬁer le ﬂux
d’information du programme pour utiliser de manière illégale des instructions valides
(par exemple, au travers d’un chemin incorrect). Les travaux que nous présentons
dans cette thèse s’inscrivent dans le domaine de la détection d’intrusion au niveau
logiciel. Nous ciblons donc les intrusions qui exploitent les vulnérabilités présentes
dans les applications. Plus précisément, nous ciblons les intrusions qui exploitent les
vulnérabilités présentes dans les applications pour réaliser des attaques contre les
données de calcul.
Il se trouve que ce type d’attaque est capable de mettre en échec une grande partie
des systèmes de détection d’intrusion proposés jusqu’à maintenant. Pour les rares
d’entre eux qui seraient capable de les détecter, le mécanisme de détection implique
une surcharge à l’exécution qui est élevée et donc un coût important pour la mise en
production. C’est pourquoi nous proposons, dans ces travaux de thèse, un modèle de
détection d’intrusion qui se concentre en particulier sur ce type bien précis d’attaque,
et ce avec pour objectif d’obtenir une surcharge à l’exécution qui soit plus faible que
celle des autres mécanismes auxquels il peut se comparer. De plus, aﬁn de tester
notre modèle de détection dans un contexte où les vulnérabilités et les diﬀérentes
manières de les exploiter ne sont pas connues à l’avance, nous proposons aussi un
modèle d’injection de fautes pour évaluer les systèmes de détection d’intrusion face
aux attaques contre les données de calcul.
Pour comprendre notre démarche vis-à-vis des intrusions qui résultent d’une at-
taque contre les données de calcul, nous devons tout d’abord caractériser de manière
générale une intrusion du point de vue de la sûreté de fonctionnement. Pour un sys-
tème d’information donné et la politique de sécurité qui lui est associée, une intrusion
est une défaillance de ce système. En eﬀet, une intrusion est le résultat d’une erreur
de fonctionnement au sein de ce système et cette erreur est elle-même le résultat
d’une faute activée par un utilisateur malveillant. La faute à l’origine d’une intru-
sion n’est donc possible que par la présence d’une vulnérabilité dans le système. Pour
détecter une attaque contre les données de calcul, nous allons construire un modèle
de comportement normal qui permet de détecter au sein des applications les erreurs
engendrées par ce type d’attaque. Pour évaluer notre mécanisme de détection, nous
allons construire un modèle de faute qui permet de simuler, par injection, l’état er-
roné dans lequel se trouve le programme après avoir été la cible d’une attaque contre
les données de calcul.
La construction d’un modèle de comportement normal, y compris au niveau
applicatif, peut être réalisée de deux manières diﬀérentes : par analyse du comporte-
ment de l’entité surveillée durant une phase d’apprentissage (on considère alors que
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le programme est dans un état de fonctionnement normal, c’est-à-dire sans présence
d’intrusion) ou bien par analyse du programme lui-même ou de sa spéciﬁcation (on
parle alors de modèles construits statiquement). De plus, les modèles construits sta-
tiquement peuvent être classés en trois catégories suivant que la source de l’analyse
permette une connaissance nulle, une connaissance partielle ou bien une connaissance
complète du fonctionnement interne de l’entité surveillée. Il s’agit respectivement des
méthodes dîtes en boîte noire, en boîte grise et en boîte blanche. La méthode de con-
struction que nous proposons dans ces travaux de thèse aﬁn d’obtenir notre modèle
de détection pour un logiciel donné repose sur l’analyse de son code source. Il s’agit
donc d’une méthode construite statiquement par une analyse en boîte blanche de
l’entité surveillée.
La construction d’un modèle de faute peut avoir deux objectifs : assister la dé-
couverte de fautes de conception et automatiser l’évaluation des mécanismes de dé-
tection ou de tolérance aux fautes. Tout d’abord, le cas où le modèle de faute permet
d’assister la découverte de fautes de conception. Il s’agit ici de mettre en évidence et
ce de manière automatisée des fautes de conception que pourraient déclencher inten-
tionnellement ou non un utilisateur. Dans cette situation, le mécanisme d’injection
se place au même niveau qu’un utilisateur normal du système. Le programme ne
peut alors être mis dans un état erroné que si celui-ci contient bien au moins une
faute de conception et que si le modèle de faute permet bien de générer au moins un
scénario d’exécution capable d’en déclencher une. Si le programme à tester est un
service réseau et si on admet l’hypothèse que l’utilisateur, malveillant ou non, utilise
nécessairement un client distant, alors la connaissance du protocole de communica-
tion peut être utilisée pour générer automatiquement de nombreux comportements
potentiellement malveillants.
Ensuite, le cas où le modèle de faute permet d’évaluer des mécanismes de détec-
tion ou de tolérance aux fautes. Il s’agit ici de mettre le programme dans un état
interne erroné aﬁn de tester les capacités de détection ou de tolérance des mécan-
ismes à évaluer. Dans cette situation, le mécanisme d’injection se place au même
niveau que le système d’exploitation. Le mécanisme d’injection a par exemple ainsi
la capacité de modiﬁer directement l’espace mémoire des processus. Le programme
peut alors être mis dans un état interne erroné sans avoir besoin d’activer une faute
de conception existante. Ce que nous proposons dans ces travaux de thèse pour éval-
uer les détecteurs d’intrusion logiciels vis-à-vis des attaques contre les données de
calcul, c’est d’utiliser le second type de mécanismes d’injection pour simuler (c’est-
à-dire sans connaissance a priori de vulnérabilités existantes) ce type particulier
d’attaques.
Dans ces travaux de thèse, nos contributions sont les suivantes :
– Un modèle de détection d’intrusion ciblant les attaques contre les données de
calcul et présentant un très faible surcoût à l’exécution ainsi qu’un taux de
faux positif nul.
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– Un modèle d’injection de fautes reproduisant le résultat d’une attaque contre
les données de calcul et permettant d’évaluer les mécanismes de détection face
à ce type particulier d’attaque.
– Une implémentation de ces modèles de détection et d’injection fondés sur un
analyseur statique de code dédié au programme écrit en langage C et utilisable
sur des programmes réels.
– Un protocole automatisé d’évaluation des détecteurs d’intrusion de niveau ap-
plicatif dans le cas d’une application réseau et reposant sur notre modèle d’in-
jection de fautes.
Ces contributions ont donné lieu aux publications suivantes :
– SIDAN : a tool dedicated to Software Instrumentation for Detecting Attacks on
Non-control-data, publié à CRISIS 2009 [DTT09a] présente en détails notre
modèle de détection ainsi que l’outil que nous avons développé. Cet article
correspond aux travaux abordés dans les chapitres 2 et 4.
– Automatic Software Instrumentation for the Detection of Non-control-data At-
tacks, publié à RAID 2009 [DTT09b], est une version préliminaire des travaux
précédemment cités.
– Detecting illegal system calls using a data-oriented detection model, publié à
IFIPSEC 2011 [DMTT11], présente notre modèle de simulation d’attaque ainsi
que la plateforme d’évaluation que nous avons développé. Cet article corre-
spond aux travaux abordés dans les chapitres 3 et 4.
– Génération et évaluation de mécanismes de détection d’intrusion au niveau
applicatif, publié à SAR-SSI 2010 [DTT10], est une version initiale en français
des travaux précédemment cités.
Le mémoire est organisé de la manière suivante :
Le premier chapitre est consacré à l’état de l’art. Il présente les travaux antérieurs
par rapport auxquels situer nos contributions mais aussi les domaines liés à l’ap-
proche que nous proposons dans ces travaux de thèse. Nous commençons par abor-
der les travaux antérieurs par rapport auxquels nous situons notre approche pour la
détection. La première section de ce chapitre est consacrée au domaine de la détec-
tion d’intrusion hôte ainsi qu’aux diﬀérentes approches utilisées dans ce domaine.
L’approche pour la détection que nous proposons dans ces travaux de thèse repose
sur un modèle comportemental au niveau applicatif. La seconde section aborde donc
plus en détails ce type de modélisation. Nous abordons ensuite les travaux issus de
la sûreté de fonctionnement sur lesquels reposent nos approches. Notre approche
pour la détection d’intrusion repose sur un modèle de détection d’erreurs au sein des
logiciels, nous présentons donc ce domaine dans la troisième section. Notre approche
pour l’évaluation repose sur un modèle d’injection de fautes, nous présentons enﬁn
ce domaine dans la quatrième et dernière section.
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Le second chapitre est consacré à la première partie importante de notre travail :
la détection d’intrusion. Il présente d’abord les catégories d’attaques qui peuvent
cibler les applications et comment les informations contenues dans le code source des
programmes peuvent nous permettre de les détecter. Pour cela, nous commençons
par aborder dans la première section les diﬀérents types de données que peut cibler
une attaque contre un programme et pour chacun d’entre eux la manière de cor-
rompre ces données pour réaliser une intrusion. Puis, nous expliquons dans la deux-
ième section comment il est possible à partir de certaines informations contenues
dans le code source de détecter une catégorie d’attaques bien précise, les attaques
contre les données de calcul. Le second chapitre présente ensuite comment il est pos-
sible de construire de manière entièrement automatisée un modèle de détection sur
ce principe et comment nous avons implémenté ce type de modèle dans le cas des
programmes écrits en langage C. Pour cela, nous commençons par expliquer dans la
troisième section que notre modèle de détection est orienté autour des variables dont
dépendent les appels de fonctions et quelles techniques d’analyse statique peuvent
être utilisées pour le construire. Puis, nous présentons dans la quatrième section
l’outil que nous avons développé pour tester notre approche et comment nous avons
répondu aux problèmes posés par la construction du modèle de détection dans le cas
particulier de notre implémentation.
Le troisième chapitre est consacré à la seconde partie importante de ces travaux
de thèse : l’évaluation des mécanismes de détection des intrusions vis-à-vis des at-
taques contre les données de calcul. Dans la première section, nous commençons par
aborder la problématique de la simulation de l’état interne erronée d’un programme
suite à une attaque de ce type. Pour cela, nous présentons d’abord le modèle de faute
que nous proposons aﬁn d’arriver à ce résultat. Puis, nous discutons de l’utilisation
du modèle ainsi proposé dans le cadre de l’évaluation du taux de détection pour
un programme donné. Nous abordons ensuite dans la seconde section le mécanisme
d’injection de fautes que nous avons implémenté pour appliquer ce modèle de faute
dans le cas des programmes écrits en langage C. Pour cela, nous expliquons d’abord
que nous avons choisi d’avoir à nouveau recours à l’analyse statique de code et à
l’instrumentation. Puis, nous présentons comment ce mécanisme d’injection doit être
utilisé dans le cadre d’une campagne de tests.
Le quatrième chapitre est consacré aux résultats de l’évaluation de notre mécan-
isme de détection d’intrusion ciblant les attaques contre les données de calcul à l’aide
du mécanisme d’injection de fautes que nous avons proposé au chapitre précédent.
Dans la première section, nous commençons par présenter la plateforme de tests que
nous avons développée. Pour cela, nous abordons tout d’abord la problématique de
la génération de scénarios d’exécution qui permettent pour un programme donné
d’obtenir un taux de couverture de code acceptable. Puis, nous présentons les dif-
férentes informations qui doivent nécessairement être collectées par la plateforme de
tests aﬁn de réaliser l’évaluation des mécanismes de détection suite à une campagne
d’injections. Dans la deuxième section, nous présentons ensuite les résultats de l’é-
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valuation de notre approche pour la détection. Pour cela, nous détaillons d’abord
les performances du mécanisme d’analyse et de génération des invariants ainsi que
l’impact de l’instrumentation sur l’exécution des programmes ainsi analysés. Puis,
nous détaillons les performances de la détection suite à l’utilisation de la plateforme
de tests ainsi que l’utilisation, à titre de comparaison, d’un autre mécanisme de
détection basé sur libanomaly [KMVV03, KMRV03].
Le dernier chapitre conclut cette thèse par un récapitulatif des travaux que nous
avons menés et des résultats que nous avons obtenus. Pour ﬁnir, nous donnons
quelques perspectives pour des travaux futurs dans la continuité de ces travaux de
thèse.
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Chapitre 1
État de l’art
Cette thèse est liée aux domaines de la détection d’intrusion hôte, des modèles de
détection comportementaux, de la détection d’erreur et de l’injection de fautes. En ef-
fet, nous y proposons un mécanisme de détection d’intrusion hôte basé sur un modèle
comportemental et reposant sur la détection d’erreur au sein des programmes. Nous
proposons également de l’évaluer à l’aide d’un mécanisme d’injection de fautes, et ce
de manière entièrement automatisée. Ce chapitre présente les travaux de recherche
antérieurs issus de ces domaines.
La première section de ce chapitre porte sur la détection d’intrusion hôte. Nous
présentons d’abord brièvement la diﬀérence entre les systèmes de détection réseaux
et les systèmes de détection hôtes. Puis, le mécanisme de détection que nous pro-
posons relevant de la seconde catégorie, nous abordons ensuite dans le cadre des
mécanismes hôtes les deux grandes approches pour la détection, à savoir les modèles
de détection par signature et les modèles de détection comportementaux. Puis, pour
chacun d’entre eux nous présentons les diﬀérentes méthodes qui ont été proposées
pour construire ces modèles.
La seconde section de ce chapitre se concentre sur les modèles comportementaux
au niveau applicatif. En eﬀet, le modèle de détection d’intrusion que nous proposons
dans cette thèse, de type comportemental, cible uniquement et individuellement les
applications. Nous abordons alors pour ce type d’approche des travaux antérieurs
suivant le niveau de connaissance qu’ils possèdent sur le fonctionnement interne
des applications. Dans chacun des cas, nous présentons les diﬀérentes méthodes
proposées pour construire et vériﬁer ces modèles.
La troisième section de ce chapitre aborde la problématique de la détection d’er-
reur. En eﬀet, le mécanisme de détection d’intrusion que nous proposons dans cette
thèse est inspiré d’un certain nombre de travaux antérieurs issus de ce domaine.
Tout d’abord, nous présentons brièvement la notion de sûreté de fonctionnement
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avant d’aborder les notions de base que sont les notions de faute, d’erreur et de
défaillance. Par la suite, nous présentons les mécanismes permettant de détecter ou
de tolérer des erreurs au sein des applications. Plus précisément, le système de dé-
tection d’intrusion que nous proposons repose sur un mécanisme de niveau logiciel
et embarqué dans les programmes. Ce type particulier de mécanisme et donc abordé
plus en détails dans cette dernière partie.
La quatrième et dernière section de ce chapitre porte sur l’injection de fautes.
Les mécanismes d’injection de fautes ont été initialement utilisés pour assister la dé-
couverte d’erreurs de conception et dans l’évaluation des mécanismes de détection et
de tolérance aux erreurs d’exécution. Nous présentons d’abord le fonctionnement de
la procédure d’injection puis les diﬀérents modèles utilisés pour générer les données
qui lui sont nécessaires. En eﬀet, pour évaluer le système de détection d’intrusion
que nous proposons, nous voulons simuler des attaques contre les applications. Pour
cela, la méthode que nous proposons repose sur un mécanisme d’injection de fautes
au niveau logiciel.
1.1 La détection d’intrusion hôte
La politique de sécurité d’un système d’information déﬁnit les propriétés de con-
ﬁdentialité, d’intégrité et de disponibilité que ce dernier doit respecter. Le respect
de la conﬁdentialité implique que seules les personnes autorisées ont accès en lecture
aux éléments considérés. De même, le respect de l’intégrité implique que seules les
personnes autorisées ont accès en écriture aux éléments considérés et que ces derniers
sont modiﬁés de manière correcte. Enﬁn, le respect de la disponibilité implique que
ces éléments considérés puissent être accessibles par les personnes autorisées au mo-
ment voulu. Une attaque contre un système d’information a pour but de violer ces
propriétés. Si une telle attaque réussit alors l’intrusion est eﬀective. Une intrusion
dans un système d’information peut donc être déﬁni comme une violation de sa
politique de sécurité [And80].
Les systèmes de détection d’intrusion sont des outils permettant aux administra-
teurs de systèmes d’information d’être alertés en cas d’intrusion ou même de tenta-
tive d’intrusion aﬁn de pouvoir réagir de manière adéquate. Certains outils, nommés
systèmes de réaction, permettent d’aller plus loin dans l’automatisme [Tho07]. En
eﬀet, en plus de lever une alerte lorsqu’une intrusion est détectée, ces mécanismes
prennent des mesures pouvant aboutir au blocage de l’intrusion (exemple : bannir
l’adresse IP de l’attaquant).
Les mécanismes de détection d’intrusion reposent sur l’utilisation de sondes.
Celles-ci ont la capacité de collecter des informations qui, par une analyse ultérieure
vont permettre de mettre en évidence la présence d’une attaque connue ou l’absence
de comportement normal (voir section 1.1.2). Ces sondes peuvent être naturellement
présentes sur le système d’information (par exemple, les diﬀérents ﬁchiers journaux
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maintenus par le système d’exploitation ou par les applications). Elles peuvent aussi
être fournies par le mécanisme de détection (par exemple, un reniﬂeur de paquets
réseaux ou encore un module spéciﬁque à charger par le système d’exploitation ou
par une application).
En fonction du placement de ces sondes, on distingue deux grandes catégories
de système de détection d’intrusion : les systèmes de détection réseaux et les sys-
tèmes de détection hôtes. Dans le premier cas, les sondes sont placées au niveau des
équipement réseaux et collectent les informations qui transitent sur le réseau. Dans
le second cas, les sondes sont placées sur les machines qui exploitent le réseau et
collectent les informations qui transitent au niveau du système d’exploitation ou au
niveau des applications. Suivant le type de système de détection d’intrusion utilisé,
il est plus ou moins facile de détecter certaines intrusions (par exemple, une attaque
de type déni de service par syn flooding est plus facilement détectable au niveau
réseau [Edd07]).
Dans les deux cas, les informations collectées par les sondes peuvent être util-
isées par le mécanisme de détection de deux manières diﬀérentes : pour détecter des
malveillances ou pour détecter des anomalies. Il s’agit respectivement des approches
par signature et des approches comportementales. Le premier type d’approche re-
pose sur la connaissance que l’on a des attaques tandis que dans le second sur la
connaissance que l’on a du comportement de l’entité surveillée en situation de fonc-
tionnement normal. Dans cette thèse, c’est un mécanisme de détection hôte que nous
proposons. Nous allons donc maintenant présenter plus en détails ces deux approches
dans le cadre de la détection hôte.
1.1.1 Modèles de détection par signature
Les détecteurs d’intrusion par signature reposent sur la création a priori d’une
base de motifs représentant des scénarios d’attaque connus au préalable. Cette base
de signature est ensuite utilisée, le plus souvent en temps réel, sur les informations
fournies par les sondes de détection. C’est un système de reconnaissance de motifs
qui permet de mettre en évidence dans ces informations la présence d’une intrusion
connue de la base de signature.
Ces mécanismes de reconnaissance sont souvent peu consommateur de ressources
et la pertinence de la détection de ce type d’approche est élevée. C’est pour ces
deux raisons que ce type de système est souvent choisi pour être utilisé en produc-
tion [PREL]. Cette démarche est similaire à celle employée par les mécanismes de
détection des programmes malveillants. Par exemple, l’outil Hancock [GSHC09] pro-
pose d’extraire automatiquement à partir d’un ensemble de programmes malveillants
des séquences d’octets ayant une très faible probabilité d’apparaître dans d’autres
programmes.
Dans le cas des intrusions, les signatures sont créées à l’aide de langage de de-
scription d’attaque [lLWJ98, PD01, EVK02]. Leur création relève le plus souvent
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d’une tâche manuelle. Toutefois, des méthodes ont été proposées pour générer ces
signatures de manière automatique [NS05, MG00]. Ces deux approches sont présen-
tées plus en détails dans la suite de cette section. Le taux de couverture de ce type
d’approche repose principalement sur la complétude de la base de signature ainsi
que sur la qualité des motifs qui y sont contenus. En eﬀet, le plus souvent une sig-
nature est associée à une attaque particulière. De ce fait, seules les attaques dont
la signature est présente dans la base sont détectées. Cette approche présente donc
deux inconvénients majeurs.
D’une part, elle ne permet pas de détecter des attaques inconnues. Cela signiﬁe
qu’entre le moment où une nouvelle attaque est conçue et le moment où celle-ci est
connue, le système d’information est vulnérable malgré la présence d’un mécanisme
de détection. Notons qu’il est possible de chercher à généraliser les signatures aﬁn
qu’il ne suﬃse pas de légèrement modiﬁer une attaque pour réussir à contourner le
mécanisme de détection. Toutefois, cette généralisation des signatures risque de faire
augmenter le taux de faux positifs [PD00]. Notons aussi qu’une autre manière de
généraliser une signature n’est pas de décrire l’exploitation de la vulnérabilité mais
la vulnérabilité elle même [BNS+06].
D’autre part, la base de signature doit être régulièrement mise à jour. Comme
pour les mécanismes de détection des programmes malveillants, cette tâche est con-
sommatrice en ressources. En eﬀet, cela nécessite de la part des personnes chargées
de la maintenance de la base de veiller en permanence à l’apparition de nouvelles
attaques puis de prendre le temps d’écrire les signatures correspondantes. Cette fois,
cela signiﬁe qu’entre le moment où une nouvelle attaque est connue et le moment
où la base est mise à jour, là encore le système d’information est vulnérable malgré
la présence d’un mécanisme de détection.
1.1.1.1 Langages de description d’attaques
L’approche par signature se base sur la connaissance a priori du mode opéra-
toire des attaques et par conséquent sur la connaissance d’activités caractéristiques
à chacune de ces attaques. Ces activités caractéristiques se traduisent sur le système
ciblé par des évènements observables eux aussi potentiellement caractéristiques de
ces attaques. Pour décrire précisément une attaque, il faut pouvoir décrire ces dif-
férents évènements observables. Pour cela, il est nécessaire de disposer de langages
adaptés à cette tâche.
Des langages ont été proposés avec pour objectif de se concentrer sur l’exploita-
tion des failles. Ils permettent de décrire une à une les étapes nécessaires à l’ex-
ploitation d’une faille particulière [VEK00, EVK00]. Certains de ces langages ont
d’ailleurs été proposés originalement pour automatiser l’exploitation des failles dans
le cadre des tests d’intrusions [Sec98, Der99]. Cependant, il est important de pou-
voir préciser l’état du système avant la réalisation de l’attaque. En eﬀet, pour être
réalisées, certaines attaques nécessitent qu’un certain nombre de conditions soit réu-
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nies (type de matériel ciblé, version du système d’exploitation, version de l’appli-
cation, etc.). Des langages permettent explicitement d’exprimer ce genre de condi-
tions [LMPT98, CO00, MM01].
D’autre langages choisissent de se concentrer sur les évènements observables au
niveau du système. Par exemple, c’est notamment le cas des signatures des projets
ORCHIDS [OGl05, GO08] et GnG [TVM04]. Des évènements tels que les appels
système ou l’activation de certaines fonctions du noyau sont utilisés pour décrire
les attaques. Ces évènements sont utilisés pour créer des automates décrivant les
états et les transitions du système qui permettent de reconnaître la présence d’une
intrusion en cours de réalisation. De plus, pour les évènements qui possèdent des
paramètres, il est possible d’utiliser des opérateurs sur ces paramètres pour simpliﬁer
la description de l’attaque mais aussi pour exprimer des contraintes complexes sur
ces derniers [PD00].
1.1.1.2 Découverte de signature d’attaques
Des travaux ont cherché à découvrir de manière automatique des signatures d’at-
taques [MG00]. Ces derniers se basent sur l’exploration de données. L’objectif de ces
travaux est de réussir à caractériser un type de comportement bien précis pour les
applications. Concrètement, cette approche repose sur l’utilisation d’une machine à
états ﬁnis pour apprendre le type de comportement d’un groupe d’applications simi-
laires dans le but de pouvoir ensuite reconnaître si une application donnée appartient
ou non à ce groupe.
Par exemple, en eﬀectuant la phase d’apprentissage sur un ensemble de traces
d’exécution de diﬀérents navigateurs web, l’automate est ensuite capable de recon-
naître la présence d’un navigateur web (qui ne faisait pas partie de la phase d’ap-
prentissage) parmi un ensemble quelconque de traces d’exécution. En utilisant cette
méthode d’apprentissage sur un ensemble de traces d’exécution d’applications dif-
férentes mais toutes compromises par un même type d’attaque, l’automate est alors
capable de détecter sur d’autres applications une attaque similaire bien que celle-ci
soit encore inconnue au moment de l’apprentissage.
1.1.2 Modèles de détection comportementaux
Les détecteurs d’intrusion comportementaux reposent sur la création d’un mod-
èle de référence représentant le comportement de l’entité surveillée en situation de
fonctionnement normal. Ce modèle est ensuite utilisé durant la phase de détection
aﬁn de pouvoir mettre en évidence d’éventuelles déviations comportementales. Pour
cela, le comportement de l’entité surveillée est comparé à son modèle de référence.
Une alerte est levée lorsqu’une déviation trop importante (notion de seuil) vis-à-vis
de ce modèle de comportement normal est détectée. Le principe de cette approche
est de considérer tout comportement n’appartenant pas au modèle de comportement
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normal comme une anomalie symptomatique d’une intrusion ou d’une tentative d’in-
trusion. Deux caractéristiques permettent alors de qualiﬁer la précision d’un modèle
de détection : son caractère correct et son caractère complet (voir ﬁgure 1.1).
Comportementdu systèmeModèle decomportement
Faux positifs
Faux négatifs
IncorrectionIncomplétude
Figure 1.1 – Précision d’un modèle de comportement normal
Nous déﬁnissons comme correct un modèle de comportement normal si celui-ci
modélise, du point de vue de la politique de sécurité, tout ou partie du comporte-
ment légitime de l’entité surveillée. Un tel modèle détecte toutes les intrusions et
ne présente pas de faux-négatif (absence d’alerte en présence d’attaques). Toute-
fois, bien que correct, le modèle de comportement normal peut contenir une part de
sous-approximation. Dans ce cas, celui-ci peut par contre présenter des faux-positifs
(levée d’alertes sans présence d’attaques).
De manière duale, nous déﬁnissons comme complet un modèle de comportement
normal si celui-ci modélise, du point de vue de la politique de sécurité, l’intégralité du
comportement de l’entité surveillée. Un tel modèle ne détecte que des intrusions et ne
présente pas de faux-positif. Toutefois, bien que complet, le modèle de comportement
normal peut contenir une part de sur-approximation. Dans ce cas, celui-ci peut par
contre présenter des faux-négatifs. Pour évaluer un modèle de détection, il faut
donc évaluer son caractère correct et son caractère complet. Bien souvent, seule une
estimation est obtenue à partir d’une mesure de son taux de faux positifs et de son
taux de faux négatifs lors d’une ou plusieurs campagnes de tests.
Le principal avantage des approches comportementales par rapport aux ap-
proches par signature est que celles-ci permettent de détecter des attaques encore
inconnues au moment de la modélisation. En eﬀet, le modèle de détection est con-
struit non pas dans le but de caractériser les attaques à l’origine des intrusions
mais dans le but de caractériser les déviations comportementales engendrées par les
intrusions. De ce fait, une intrusion inconnue au moment de la création du mod-
èle de référence est tout de même détectée tant que celle-ci produit une déviation
observable par rapport au modèle de référence.
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Une approche de type comportementale est donc caractérisée par la méthode
employée pour construire le modèle de référence mais aussi par celle utilisée pour
évaluer la diﬀérence entre le comportement de référence et celui observé durant la
phase de détection. Le plus souvent, ces deux points sont liés : l’évaluation de la
déviation est adaptée au type de modélisation sur lequel repose le mécanisme de
détection. La précision du comportement de référence, c’est-à-dire sa propension à
présenter des faux-négatifs ou à émettre des faux-positifs, va donc dépendre de la
méthode choisie pour la phase de construction du modèle.
Dans les travaux antérieurs, plusieurs approches ont été proposées pour constru-
ire ce modèle de référence. On peut les classer suivant que celles-ci reposent sur une
phase d’apprentissage (durant laquelle on suppose que le système ne subit pas d’at-
taque) ou sur une déﬁnition préalable du modèle de comportement (une spéciﬁcation
par exemple).
Dans le premier cas, il s’agit d’observer l’entité surveillée durant une période
où l’on considère qu’il n’y a pas d’attaque. Le modèle est ainsi construit sur la
base des informations récoltées durant la phase d’observation. Ce type d’approche
présente le risque que les informations ainsi obtenues ne permettent pas de modéliser
complètement le comportement de l’entité surveillée. En eﬀet, il existe un risque que
la phase d’observation n’ait pas permis de couvrir l’ensemble des comportements
attendus de l’entité surveillée. Pour pallier ce problème, certaines méthodes de ce
type proposent soit un mécanisme de modélisation capable de généraliser soit un
mécanisme de détection capable de tolérer un seuil de déviation avant de lever une
alerte. Cela diminue eﬀectivement le risque de faux positifs mais en contre-partie
augmente celui de faux-négatifs. De plus, la détermination du seuil de généralisation
ou du seuil de détection vient alors s’ajouter à la diﬃculté de conﬁguration du
mécanisme de détection considéré.
Dans le second cas, il s’agit d’analyser une description formelle du comportement
de l’entité surveillé. Celle-ci peut être obtenue par exemple à partir de la spéciﬁca-
tion du système, de son code source ou de sa conﬁguration. La diﬃculté de ce type
d’approche repose dans la capacité à extraire de manière automatique les informa-
tions nécessaires à la construction du modèle de référence. En eﬀet, la diﬃculté de
construction du modèle peut venir de la complexité d’analyse de la la description
formelle (c’est par exemple le cas du code source) ou du fait que celle-ci n’est pas
toujours complète (cela peut arriver avec un ﬁchier de spéciﬁcation ou de conﬁgura-
tion). Nous présentons maintenant ces deux types d’approches pour la construction
du modèle de détection.
1.1.2.1 Méthodes construite par une phase d’apprentissage
Les méthodes par apprentissage reposent sur une phase d’observation de l’entité
surveillée. Les données récoltées durant la phase d’observation sont ensuite utilisées
pour construire le modèle de comportement normal de l’entité considérée. Pour cela,
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l’hypothèse est faite qu’aucune intrusion ou tentative d’intrusion n’a lieu pendant la
phase d’observation. Aﬁn d’exploiter durant la phase de détection les données ainsi
récoltées durant la phase d’observation, plusieurs approches ont été proposées pour
caractériser à partir de ces données récoltées le comportement normal de l’entité
surveillée. Dans la suite de cette section ces approches sont présentées dans le cadre
de la détection d’intrusion hôte.
Système expert De manière générale, un système expert est un mécanisme ca-
pable de répondre à une question sur un ensemble de faits. L’objectif de ce type
d’outil est de simuler le raisonnement d’un expert du domaine auquel se rapporte
la question. Pour cela, le mécanisme travaille à partir d’un ensemble de règles spé-
ciﬁquement écrites pour une question donnée. Ces règles sont ensuite vériﬁées sur le
jeu de faits fourni à l’aide d’un moteur d’inférence. Répondre à la question revient
donc à vériﬁer si le jeu de faits fourni respecte ou non les règles. Notons qu’il est
possible de déduire automatiquement un jeu de règles, pour une question donnée, à
partir d’un jeu de faits initial.
Ce type d’approche peut être utilisé pour analyser automatiquement de l’infor-
mation. Il peut par exemple servir à classiﬁer les comportements chez les utilisateurs
d’un système informatique [VL89]. Dans ces travaux, les sondes du système informa-
tique sont utilisées pour collecter un ensemble d’informations sur les comportements
des utilisateurs normaux. Puis, l’ensemble de ces informations est utilisé comme jeu
de donnée initial pour la déduction des règles. Enﬁn, durant la phase de détection,
le système expert ainsi obtenu est utilisé sur les informations fournies par les sondes
du système informatique. Ce dernier permet ainsi de détecter les comportements
inhabituels d’un utilisateur alors jugé comme malveillant.
Modèle statistique Un modèle statistique peut être utilisé pour décrire mathé-
matiquement un mécanisme observé. Généralement, les observations ne permettent
que d’obtenir une description approximative. Pour cela, la valeur de certaines ob-
servations sont considérées comme des variables aléatoires. Pour chacune de ses ob-
servations, un modèle statistique est utilisé pour décrire l’ensemble de distributions
de la variable aléatoire correspondante.
Si on applique cette approche aux observations eﬀectuées par les sondes d’un sys-
tème informatique durant une période de fonctionnement supposé normal, il est pos-
sible d’établir un modèle de comportement normal de ce système. Une fois le modèle
de référence ainsi établi, on a la capacité de détecter une anomalie en mesurant la dis-
tance entre ce modèle et de nouvelles observations provenant des sondes du système.
Cette approche statistique a été appliquée notamment à la détection de comporte-
ments anormaux chez les utilisateurs d’un système informatique [And80, LTG+90].
Ces mécanismes de détection ciblent des paramètres du système aussi variés que les
tentatives d’authentiﬁcation, la durée des sessions, le temps processeur utilisé, etc.
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Algorithme génétique Il s’agit d’algorithmes évolutionnistes dont le but est
d’obtenir, pour un problème qui ne possède pas de méthode exacte, une solution
approchée. Ce type d’algorithme repose sur la notion de sélection naturelle. Pour
cela, une population initiale est générée aléatoirement. Puis, pour chaque génération,
une métrique permet de déterminer quel sous-ensemble de la population actuelle sera
utilisé pour engendrer la génération suivante. La solution approchée est obtenue par
améliorations successives.
Ce type de mécanisme a été utilisé pour apprendre le comportement des utilisa-
teurs d’un système informatique [BR01]. L’utilisation d’algorithmes génétiques dans
ce contexte permet de prédire le comportement d’un utilisateur à partir d’un ensem-
ble de ses actions passées. Par exemple, dans [BR01], l’historique des commandes
exécutées par l’utilisateur est utilisé pour caractériser son comportement passé.
Réseau de neurones artificiel De manière générale, les réseaux de neurones
artiﬁciels permettent de traiter de l’information selon une modélisation mathéma-
tique qui s’inspire du fonctionnement des réseaux de neurones biologiques. Ils sont
composés de modèles simpliﬁés du neurone biologique appelés neurones formels. Ces
derniers sont conçus comme des automates dotés d’une fonction de transfert qui
calcule une valeur de sortie en fonction de ses entrées. Ils sont organisés en couche
et s’interconnectent selon une topologie variable. Les paramètres des fonctions de
transfert ainsi que la topologie d’interconnexion sont évolutifs, ils sont modiﬁables
selon un procédé d’apprentissage.
Ce type de modélisation peut être utilisé entre autre pour classiﬁer automatique-
ment de l’information. En eﬀet, si le jeu de données utilisé pour l’apprentissage est
suﬃsamment grand, ces derniers présentent une capacité de généralisation. Cela né-
cessite toutefois de posséder a priori des informations déjà classiﬁées pour la phase
d’apprentissage. De plus, si le réseau de neurones artiﬁciels présente plusieurs entrées
ou bien des connexions récurrentes, celui-ci a la capacité de traiter les informations
en tant que série temporelle. Ce type de mécanisme a justement été utilisé pour mod-
éliser le comportement des utilisateurs d’un système informatique [DBS92]. Après
un entraînement par les utilisateurs normaux du système, le réseau de neurones
artiﬁciels est capable de détecter la présence d’un utilisateur malveillant.
Approche immunologique Le système immunologique est un mécanisme bi-
ologique qui permet de faire la diﬀérence entre ce qui est normal (le soi) et ce qui ne
l’est pas (le non-soi). Pour cela, ce mécanisme repose sur la reconnaissance de ce qui
est normal (le soi). Il s’agit donc bien par analogie d’une approche comportementale.
La phase d’apprentissage de ce mécanisme biologique se fait en le confrontant à un
large échantillon d’éléments entrant dans la composition du soi. Du point de vue de
la détection d’intrusion, cela revient à générer à partir des informations renvoyées par
les sondes d’observation une base des séquences d’évènements à reconnaître comme
normaux.
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Durant la phase de détection, les séquences d’évènements observés sont com-
parées à cette base de référence. Toute séquence étrangère à cet ensemble est con-
sidérée comme anormale et donc comme une potentielle exploitation d’une vulnéra-
bilité. La capacité de généralisation de cette approche repose dans le fait que même
si l’ensemble des comportements possibles de l’entité surveillée n’ont pas été ob-
servés par les sondes durant la phase d’apprentissage, les séquences d’évènements
générées à partir de ces derniers couvrent l’ensemble des séquences possibles. Cette
méthode a été utilisée sur les séquences de commandes exécutées par un utilisa-
teur sur un système informatique aﬁn de déterminer si ce dernier est malveillant
ou non [LB97b, LB97c, LB97a]. Dans ce cas, la base de référence est constituée de
séquences de taille ﬁxe générées à partir de l’historique des commandes. Ce type
d’approche est étudié plus en détails dans la section 1.2.1.2 où nous présentons
un mécanisme de niveau applicatif fonctionnant sur ce principe avec les séquences
d’appels système.
Graphe de contrôle Un graphe est un ensemble de nœuds liés entre eux par des
arcs. Un graphe peut être utilisé pour modéliser le comportement d’un système à
partir du moment où celui-ci peut être décrit à l’aide d’un automate. Les nœuds
du graphe représentent alors les diﬀérents états possibles du système et les arcs
l’ensemble des transitions autorisées entre ces états. Le graphe est ensuite utilisé
durant la phase de détection pour contrôler que le programme est toujours dans un
état valide et que celui a été atteint au travers d’un chemin autorisé.
Ce type d’approche a par exemple été appliquée sur des journaux conservant
l’ensemble des connexions à un système d’information particulier [NC03]. Dans ces
travaux il s’agit d’organiser sous forme de graphes les données contenues dans les
journaux de connexions. Par exemple, dans le cadre de connexions à un service de
banque en ligne, le montant des transactions pour un utilisateur donné, le nombre
de ses transactions pour une période de temps donnée ou le type de transaction
sont utilisés pour déterminer des motifs de graphes représentant le comportement
d’un utilisateur normal. Les graphes qui s’éloignent le plus des graphes de référence
sont alors considérés comme des anomalies et une alerte est levée par le système de
détection d’intrusion.
Ce type d’approche a également été appliquée dans le cadre des systèmes diver-
siﬁés [MTMS07, MTMS08]. Dans ces travaux, les graphes de ﬂux d’information pro-
duits par plusieurs serveurs web diﬀérents mais répondant à une même requête sont
comparés. La diﬃculté de cette approche réside dans la comparaison des graphes.
En eﬀet, il faut être capable de masquer le non-déterminisme propre à ce type d’in-
formation mais aussi être capable de masquer les diﬀérences entres les diﬀérents
serveurs web. Par exemple, la séquence d’appel système système nécessaire à l’envoi
des données aux clients peut diﬀérer entre les serveurs web si ces derniers s’exécutent
sur des systèmes d’exploitation diﬀérents.
De manière générale, ce type de mécanisme présente l’avantage de traiter eﬃcace-
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ment des évènements qui se produisent rarement sur le système mais qui néanmoins
sont valides vis-à-vis du comportement de l’entité surveillée. De nombreuses autres
modélisations comportementales qui reposent sur l’utilisation d’un graphe de con-
trôle sont mises en œuvre par des mécanismes de détection de niveau applicatif. Ce
type bien particulier de système de détection d’intrusion hôte est abordé par la suite
en détails dans la section 1.2.
1.1.2.2 Méthodes paramétrées par la politique de sécurité
La politique de sécurité comprend bien sûr la spéciﬁcation du système auquel elle
est associée. Au niveau hôte, celle-ci comprend également la politique de contrôle
d’accès. Ce contrôle d’accès a pour objectif de garantir deux des propriétés de la
sûreté de fonctionnement : la conﬁdentialité et l’intégrité. Concrètement, lorsqu’une
ressource est sollicitée, c’est cette politique qui en autorise ou non l’accès au sujet
du système qui en a fait la demande. Une politique de contrôle d’accès implique
des restrictions sur les ﬂux d’informations : les informations contenues par un ob-
jet sont accessibles aux sujets du système qui peuvent lire cette ressource et celle
dernière peut être modiﬁée par les sujets du système qui peuvent écrire dedans aﬁn de
propager des informations. Un mécanisme de détection d’intrusion peut donc utiliser
cette politique de contrôle d’accès pour lever une alerte lorsqu’un ﬂux d’information
illégal est observé. Plusieurs familles de modèles de contrôle d’accès existent, nous
les présentons maintenant ainsi que les mécanismes de détection associés.
Le contrôle d’accès discrétionnaire Ce type de contrôle d’accès permet de
restreindre l’accès aux objets en fonction du sujet ou du groupe auxquels ils appar-
tiennent. L’aspect discrétionnaire s’explique par le fait que c’est le sujet qui gère les
contrôles d’accès de l’objet en fonction des droits qu’il possède sur l’objet en ques-
tion. Concrètement, ce sont les utilisateurs du système qui attribuent les permissions
sur les ressources dont ils sont propriétaires. La gestion de la politique de contrôle
d’accès est donc déléguée aux propriétaires des ressources du système. Par exemple,
pour les ﬁchiers, ce sont les utilisateurs et les groupes propriétaires. La principale
limitation de ce type de modèle réside dans la diﬃculté à l’administrer. En eﬀet, si la
granularité est grossière, l’administration sera simple mais il ne sera pas possible de
gérer précisément la politique de contrôle d’accès. De même, si la granularité est ﬁne,
la gestion de la politique de contrôle d’accès sera précise mais l’administration sera
une tâche complexe. Sur les systèmes UNIX, la gestion des permissions fonctionne
sur un modèle grossier. Toutefois, des listes de contrôle d’accès peuvent être utilisées
pour permettre une gestion plus ﬁne que le système traditionnel de permissions.
Dans les deux cas, il s’agit de spéciﬁer quels utilisateurs peuvent avoir accès
aux objets ainsi que les diﬀérentes manipulations autorisées pour chacun d’eux. Une
autorisation est exprimée par un couple contenant un sujet et une opération. Un
exemple qui peut être exprimé dans les deux cas : si un ﬁchier est associé au couple
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(user1, read), alors l’utilisateur user1 à l’autorisation de lire le contenu du ﬁchier.
Blare est un IDS paramétré par la politique de contrôle d’accès d’un système
Linux [ZMB02, ZMB03a, ZMB03b, GTM09]. Celui-ci interprète les droits d’accès
exprimés par la politique de contrôle d’accès pour en déduire des restrictions sur les
ﬂux d’information. Pour cela, Blare repose sur la diﬀérenciation entre les transferts
d’information directs et indirects. Un transfert d’information réalisé par une seule
entité est un transfert direct. Un transfert d’information nécessitant la collaboration
de plusieurs entités est un transfert indirect. Un transfert indirect d’information est
jugé dangereux si un transfert direct équivalent n’est pas autorisé.
Pour illustrer cela, prenons comme exemple un système qui possède deux util-
isateurs, a et b. Soit x, y et z trois ﬁchiers de ce même système. Posons que a est
autorisé à accéder en lecture au ﬁchier x et en écriture au ﬁchier y. Alors, le trans-
fert du contenu initial du ﬁchier x dans le ﬁchier y est un ﬂux d’information direct
explicitement autorisé par la politique de contrôle d’accès. De même, posons que b
est autorisé à accéder en lecture au ﬁchier y et en écriture au ﬁchier z. Alors, le
transfert du contenu initial du ﬁchier y dans le ﬁchier z est un ﬂux d’information
direct explicitement autorisé par la politique de contrôle d’accès. Cependant, en col-
laborant, a et b peuvent transférer le contenu initial du ﬁchier x dans le ﬁchier z par
l’intermédiaire du ﬁchier y.
La politique de contrôle d’accès permet d’eﬀectuer cette opération mais celle-ci
n’autorise pas explicitement ce ﬂux d’information. Cette opération potentiellement
dangereuse est détectée par Blare.
Le contrôle d’accès obligatoire Il impose que les restrictions soient spéciﬁées
par l’administrateur du système considéré et non par les utilisateurs. Ce type de
modèle a d’abord été proposé pour répondre à des problématiques précises telle que
la conﬁdentialité pour l’accès à des documents classiﬁés [BL73, BL76]. Toutefois, un
modèle de ce type a été proposé aﬁn de pouvoir spéciﬁer une politique de sécurité
dans le cas général. Il s’agit du modèle DTE (pour Domain and Type Enforce-
ment) [BK85]. En eﬀet, le langage de spéciﬁcation fourni par DTE est suﬃsamment
général pour être utilisé pour de nombreuses problématiques. En contrepartie, cette
généralité implique que le travail de spéciﬁcation peut être fastidieux.
Le contrôle d’accès de SELinux [SELIN] implémente sous la forme d’un module
de sécurité pour le noyau linux [LSM] un modèle de type DTE. Ce dernier permet
de faire du conﬁnement de processus [WSB+96] (donc de faire de la prévention)
mais peut aussi être utilisé pour simplement lever des alertes (donc pour faire de la
détection). La politique de sécurité est alors exprimée en spéciﬁant pour chaque pro-
gramme (ou pour un sous-ensemble de ceux-ci) les actions autorisées. Les propriétés
exprimées par la politique de sécurité vont dont permettre de décrire les restrictions
d’accès aux ressources du système qui s’appliquent aux processus en cours d’exécu-
tion. Par exemple, dans le cas d’un serveur web s’exécutant sous le compte root, on
peut restreindre son accès en lecture aux seuls ﬁchiers contenant les pages web, et
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ce malgré un niveau de privilèges permettant, via le contrôle d’accès discrétionnaire,
de lire et de modiﬁer l’ensemble des ﬁchiers du système.
1.1.3 Positionnement des travaux
L’approche que nous proposons dans ces travaux est une approche de niveau hôte
reposant sur un modèle comportemental. Ce que nous voulons avec cette approche,
c’est détecter des attaques encore inconnues au moment de la création de notre
modèle de comportement normal, et ce sans connaissance a priori des vulnérabil-
ités exploitées par ces attaques. Plus précisément, ce sont les applications que nous
ciblons et l’objectif de notre approche est de se concentrer sur un type bien particulier
d’attaques, les attaques contre les données de calcul (voir section 2.1). Pour arriver
à un résultat de détection qui ne présente jamais de faux positifs, nous utilisons un
modèle construit statiquement et non un modèle construit par apprentissage. De
plus, contrairement aux approches reposant sur une politique de contrôle d’accès,
qui imposent une construction manuelle du modèle, nous voulons que notre modèle
de détection soit construit de manière automatique. Pour cela nous avons choisi de
nous reposer sur l’analyse statique du code source des programmes auxquels nous
allons appliquer notre méthode de détection.
1.2 Les modèles comportementaux applicatifs
Au sein d’un programme, les informations sont contenues dans des données en
mémoire. Ces dernières peuvent être classées suivant quelles contiennent des informa-
tions utilisées par le programme pour contrôler son ﬂot d’exécution (par exemple,
une adresse de retour sur la pile) ou pour eﬀectuer ses calculs (par exemple, une
valeur nécessaire à l’évaluation d’un branchement conditionnel). On parle respec-
tivement de données de contrôle et de données de calcul. Ceci est abordé plus en
détails à la section 2.1 à propos des attaques contre les applications.
Un mécanisme de détection d’intrusion peut adopter diﬀérents points de vue
aﬁn de récolter les informations nécessaires pour caractériser le comportement d’une
application. Ceci est vrai quelque soit leur conteneur, données de contrôle ou bien
données de calcul, ou encore la manière dont celles-ci sont récoltées, par une phase
d’apprentissage ou bien par une analyse statique. Ce point de vue peut être complète-
ment extérieur, à savoir que les processus sont considérés comme des boîtes noires et
que seules les informations accessibles au niveau de l’interface entre les applications
et le système d’exploitation sont utilisées pour caractériser le comportement. Ces
modèles ne sont que peu eﬃcaces contre les attaques visant les données de calcul et
il est possible d’utiliser des techniques de contournement [KKMR05, PSJ07] sur les
attaques visant les données de contrôle pour mettre en échec ce type de mécanisme
de détection.
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Des approches dîtes boîtes grises ont été proposées pour remédier à ce prob-
lème. Le mécanisme de détection possède un point de vue toujours principalement
extérieur, néanmoins il accède à un certain nombre d’informations provenant de l’in-
térieur du processus et qui sont facilement accessibles de l’extérieur, notamment les
structures de données utilisées par les appels système ou même les appels vers des
bibliothèques de fonctions. Ces modèles améliorent la détection en terme de précision
et de complétude puisqu’ils permettent de détecter des attaques contre les données
de calcul et rendent plus diﬃcile l’utilisation de techniques de contournement sur
les attaques contre les données de contrôle. Toutefois, ces modèles n’ayant pas accès
à l’ensemble des données internes des processus, ils sont toujours susceptibles de
produire des fausses alertes ou de manquer des intrusions.
Pour pouvoir encore améliorer la détection il faut pouvoir aller encore plus loin
dans la connaissance du fonctionnement interne des processus. C’est-à-dire qu’il
faut adopter cette fois un point de vue intérieur et ainsi avoir accès à l’ensemble
des algorithmes et des structures de données internes utilisées par l’application.
C’est ce qu’on appelle les approches dîtes boîtes blanches. Ces approches ont la
particularité de se concentrer respectivement sur un type bien précis d’attaque, soit
contre les données de contrôle, soit contre les données de calcul. Ces trois perspectives
d’approches sont détaillées dans la suite de cette section.
1.2.1 Les approches de type boîte noire
Les principales données accessibles au niveau de l’interface entre les processus et
le système d’exploitation est la nature des appels système exécutés. Une approche qui
surveille uniquement ce type d’information, et ce quelque soit le modèle de détection
employé (voir section 1.1.2.1), est donc une approche de type boîte noire. Un utilisa-
teur malveillant est capable de modiﬁer l’enchaînement des appels système soit par
une attaque contre les données de contrôle (par exemple en injectant du code) soit
par une attaque contre les données calcul (par exemple en exécutant du code valide
au travers d’un chemin incorrect). Une approche de type boîte noire ne pourra donc
détecter une intrusion, et ce quelque soit le type des données attaquées, que si la dévi-
ation comportementale est visible au niveau des appels système. Ce type d’approche
est donc vulnérable aux attaques par mimétisme [KKMR05, PSJ07]. Nous allons
maintenant présenter plusieurs méthodes de modélisation comportementale qui ne
reposent que sur la connaissance des appels système exécutés par les programmes.
1.2.1.1 Réseau de neurones artificiel
L’approche qui consiste à utiliser un réseau de neurones artiﬁciels pour apprendre
le comportement de l’entité surveillée (voir section 1.1.2.1 pour son application aux
comportements utilisateurs d’un système informatique) peut être utilisée au niveau
applicatif pour modéliser le comportement des applications [GSS99b, GSS99a]. Dans
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ces travaux, les informations utilisées pour la détection sont les appels système eﬀec-
tués par les processus. Ces informations sont fournies par un ensemble de traces des
précédentes exécutions des programmes obtenus grâce aux outils d’audit du système
tel que BSM (Basic Security Module) sur Solaris. Les appels système ainsi obtenus
sont fournis au réseau de neurones artiﬁciels ainsi que l’ordre dans lequel ces derniers
ont été observés.
Plus précisément, c’est un réseau de neurones artiﬁciels de type récurrent qui est
utilisé dans ces travaux. Un réseau de ce type possède des interconnections créant
au moins un cycle dans le graphe représentant le réseau de neurones. Cela permet
ainsi au réseau de pouvoir traiter l’information de manière non-linéaire. L’utilisation
d’un réseau récurrent permet alors de tenir compte de l’ordre des informations dans
l’apprentissage du comportement. De ce fait, les propriétés de généralisation des
réseaux de neurones artiﬁciels permettent ainsi de reconnaître des séquences d’appels
système valides bien que ces dernières ne soient pas présentes dans les données
d’apprentissage.
Durant la phase de détection, le réseau de neurones artiﬁciels va fournir pour
chaque séquence qu’il reçoit en entrée une mesure de l’anormalité de cette dernière.
Ces mesures sont accumulées au ﬁl des séquences jusqu’à ce qu’un certain seuil
soit dépassé auquel cas une alerte est levée. Aﬁn de pouvoir utiliser cette approche
sur de longues exécutions des programmes, le cumul des mesures d’anormalité est
régulièrement rabaissé. Le taux d’abaissement est conﬁgurable. Cette approche a été
testée sur le jeu de données d’évaluation des systèmes de détection d’intrusion fourni
par le DARPA. Avec un taux d’abaissement qui permet de ne produire aucun faux
positif, le taux de détection est de 77.3%. Avec un taux d’abaissement plus faible et
donc un taux de faux positifs non-négligeable, il est possible d’atteindre un taux de
détection de 100%.
1.2.1.2 Approche immunologique
Le contrôle des séquences d’appels système eﬀectuées par les processus est une
approche simple initialement proposée par Forrest et al. [FHSL96, HFS98]. Dans
ces travaux, le comportement normal d’un processus est caractérisé par un ensem-
ble de traces d’exécution enregistrées durant la phase d’apprentissage. Ces traces
contiennent de manière ordonnée l’ensemble des appels système eﬀectués par le pro-
cessus durant toute la durée de son exécution. Durant la phase de détection, les n
derniers appels système eﬀectués par le processus sont comparés à l’ensemble des
sous-séquences de n éléments contenues dans les traces caractérisant le comporte-
ment de référence de ce processus. En pratique, la détection se fait à partir de la
liste des séquences d’appels système de taille ﬁxe n construites statiquement à partir
des traces de référence.
La capacité de détection de ce mécanisme repose sur le choix du paramètre n.
En eﬀet, prenons pour exemple les deux situations extrêmes : lorsque le paramètre
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n vaut 1 et lorsque celui-ci vaut ∞ (c’est-à-dire lorsque la séquence à comparer
contient tous les appels systèmes eﬀectués par le processus depuis son lancement).
Dans le premier cas, si l’ensemble des appels système eﬀectués par le processus lors
d’une intrusion existent dans les traces de référence, alors le mécanisme de détection
présentera un faux négatif en cas d’intrusion. Dans le second cas, si les traces de
référence ne couvrent pas l’ensemble des comportements possibles du processus sans
intrusion, alors le mécanisme de détection présentera un faux positif. La diﬃculté
de conﬁguration de ce type de mécanisme réside donc dans le choix de la valeur du
paramètre n.
Wespi et al. [WDD00] ont proposé d’améliorer cette approche par l’utilisation
d’une liste contenant des séquences d’appels système de taille variable. Dans ces
travaux, la liste des séquences d’appels système est extraite des traces de référence
à l’aide d’un algorithme de découverte de motif. Cette approche permet d’une part
d’inclure dans le modèle de référence, des séquences d’appels système parfois très
longues, mais néanmoins caractéristiques du comportement normal du processus
quelle que soit la situation hors intrusion. D’autre part, en plus d’améliorer la pré-
cision et la complétude du mécanisme de détection, la variabilité de la taille des
séquences d’appel système permet de réduire le nombre de séquences nécessaires
pour caractériser le comportement normal du processus.
Une autre proposition pour améliorer l’approche de Forrest et al. est de tenir
compte de l’information temporelle [JL01]. En eﬀet, ces travaux partent du constat
que les écarts de temps entre chaque appel système sont relativement stables au
sein des séquences d’appels système issues des mêmes portions de code. De ce fait,
il est donc possible d’enrichir la signature comportementale d’un programme au
niveau de ses appels système en tenant compte de cette information temporelle.
Pour cela, durant la phase d’apprentissage, pour chaque instance observée d’une
même séquence d’appel système, sa signature temporelle est sauvegardée dans la
base des séquences d’appels système pour la séquence qui lui est associée. Puis, une
fois la phase d’apprentissage terminée, pour chaque séquence d’appel système, un
modèle statistique considérant chacun des appels de la séquence comme une variable
aléatoire est utilisé pour en décrire l’ensemble de distributions. Au ﬁnal, c’est une
base contenant l’ensemble des séquences d’appels système avec pour chacune d’entre
elles l’ensemble de distributions des appels qui la composent qui est utilisé durant la
phase de détection. À noter qu’aﬁn de limiter le taux de faux positifs, il est nécessaire
d’exclure l’information temporelle lorsque sa variance est trop élevée.
1.2.1.3 Machine à états finis
Une machine à états ﬁnis est un graphe orienté et étiqueté dont les sommets
représentent des états et les arêtes les transitions entre ces états. On les appelle
aussi parfois automates à états ﬁnis. Il existe un type bien particulier de machine
à états ﬁnis appelé automate accepteurs. Ces derniers sont utilisés pour déterminer
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si l’entrée qui leur est fournie est correcte ou non. Il est donc possible de modéliser
un ﬂot d’exécution à l’aide d’un automate de ce type, celui-ci pouvant ensuite être
utilisé durant une phase de détection pour déterminer si le ﬂot d’exécution observé
est correct ou non.
Ce type de modélisation a été utilisé au niveau des appels système des proces-
sus [SBDB01]. Chaque état de l’automate représente le couple (numéro de l’appel
système, adresse de l’appel). La phase d’apprentissage se fait à l’aide de traces d’exé-
cution obtenues en utilisant l’outil strace qui permet notamment de connaître pour
chaque appel le compteur ordinal du processus. C’est ce dernier qui contient l’adresse
à partir de laquelle l’appel système a été eﬀectué. Durant la phase de détection, à
chaque fois qu’un appel système est eﬀectué, on récupère le compteur ordinal du
processus aﬁn de construire un nouvel état. Puis, on regarde s’il existe au sein de
l’automate à états ﬁni une transition possible depuis l’état courant vers ce nouvel
état. Si ce n’est pas le cas une alerte est alors levée. Enﬁn, le nouvel état construit
devient le dernier état connu. Si celui-ci n’est pas présent dans l’automate, alors il est
remplacé par un nœud initial à partir duquel tous les états valides sont atteignables.
Ainsi, le processus normal de vériﬁcation reprendra au prochain état valide.
1.2.1.4 Modèle statistique
Un modèle de Markov caché est un modèle statistique décrivant l’évolution d’une
variable aléatoire selon un processus de paramètres inconnus où il n’est pas néces-
saire de connaître l’ensemble des états passés de la variable pour prédire probabilis-
tiquement son prochain état. Il est donc possible d’utiliser un modèle de Markov
caché pour modéliser l’enchaînement des appels système exécutés. Pour réaliser la
modélisation, on analyse un grand nombre de traces d’exécution des programmes
durant une fenêtre de temps où l’on considère que ces derniers sont en situation de
fonctionnement normal. Le modèle ainsi créé est ensuite utilisé à l’exécution durant
la phase de détection aﬁn de lever une alerte lorsque qu’un appel système observé
n’a pas été prédit. Notons que puisqu’il s’agit d’un modèle statistique, un seuil doit
donc être déﬁni pour savoir à partir de quelle probabilité une alerte doit être levée.
Ce paramètre inﬂuence donc le taux de faux positifs et de faux négatifs de ce type
d’approche.
Les travaux en détection d’intrusion qui reposent sur les modèles de Markov
cachés [GRS06] ont montré que ce type de modélisation permet d’obtenir un taux
de détection comparable à celui obtenu par les approches précédentes mais avec
une surcharge à l’exécution plus faible. Notons également que des travaux ont cher-
ché à utiliser ce type de modélisation pour détecter spéciﬁquement des élévations
illégales du niveau de privilèges [CP03]. Le niveau de privilèges fait eﬀectivement
partie des informations connues du système d’exploitation à propos d’un processus.
Ce mécanisme de détection cible les programmes capables d’élever eux-même leur
niveau de privilèges. Comme les autres mécanismes de détection en boîte noire, il ne
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détecte donc que les intrusions qui modiﬁent l’enchaînement des appels système exé-
cutés. Toutefois, le taux de détection des intrusions est bien meilleur en comparaison
lorsque celles-ci aboutissent à une élévation illégale du niveau de privilèges.
1.2.2 Les approches de type boîte grise
Les approches de type boîte grise consistent à compléter les informations ac-
cessibles au niveau de l’interface entre les processus et le système d’exploitation
par l’adjonction d’informations issues du fonctionnement interne des processus mais
néanmoins aisément accessible au niveau du système. C’est par exemple le cas du
contexte d’exécution ou encore des arguments passés en paramètres aux appels sys-
tème. Par rapport aux approches de type boîte noire, ce type d’information va rendre
plus diﬃcile l’utilisation de mécanisme de contournement mais aussi permettre de
détecter des attaques qui ne modiﬁent pas l’enchaînement des appels système exé-
cutés. L’amélioration de la détection va bien sûr dépendre du type d’information
utilisé pour compléter le modèle de référence.
En pratique, la plupart des approches en boîte grise cherchent à compléter le con-
trôle des séquences d’appels système présenté par Forrest et al. [FHSL96, HFS98].
En eﬀet, cette approche s’est déjà vu proposer des améliorations mais celles-ci con-
stituaient toujours en une approche de type boîte noire (voir section 1.2.1.2). C’est
pourquoi, même améliorés, ces modèles de détection restent peu eﬃcaces contre les
attaques qui ne modiﬁent pas l’enchaînement des appels système exécutés et peuvent
toujours être attaqués via des mécanismes de contournement, notamment par des
attaques de type mimétisme [KKMR05, PSJ07]. Nous allons maintenant présenter
plusieurs méthodes de modélisation comportementale en boîte grise et leurs apports
respectifs en terme de détection.
1.2.2.1 Contrôle des appels aux bibliothèques
Une première manière d’appliquer en boîte grise le modèle de détection par con-
trôle des séquences est de déplacer ce contrôle des appels systèmes aux appels aux
bibliothèques de fonctions [LJ01]. En eﬀet, les appels aux bibliothèques de fonctions
peuvent permettre de modéliser plus justement le comportement du programme que
les appels système. Il est par exemple possible de trouver deux séquences diﬀérentes
d’appels aux bibliothèques de fonctions qui produisent la même séquence d’appels
système (on ne tient compte ici que du numéro des appels système). De plus, les
bibliothèques de fonctions, contrairement aux appels système ne dépendent pas du
système d’exploitation et permettent donc de créer des modèles de comportement
portables.
Le mécanisme de construction de la base des séquences est identique à celui
proposé par Forrest et al. (voir section 1.2.1.2). De même pour le mécanisme de
détection. En pratique, la diﬀérence réside dans l’utilisation de la table d’importa-
tion des processus et de la table d’exportation des bibliothèques de fonctions liées
1.2. LES MODÈLES COMPORTEMENTAUX APPLICATIFS 39
dynamiquement pour intercepter les appels de fonctions. Bien sûr cette approche
n’est pas valable pour les bibliothèques de fonctions liées statiquement. Bien que
cette première amélioration du modèle de Forrest et al. ne permet pas de détecter
d’autres types d’attaques que ceux qui modiﬁent le ﬂot d’exécution du programme,
le taux détection pour ces derniers est amélioré. Cependant, les mécanismes de con-
tournement utilisables au niveau des appels systèmes le restent au niveau des appels
aux bibliothèques de fonctions.
1.2.2.2 Contrôle des paramètres
Une autre manière d’améliorer la détection par le contrôle des séquences d’appels
système via l’apport d’informations issues du fonctionnement interne des processus
est de compléter le modèle de séquences par les arguments qui leurs sont passés en
paramètre [KMVV03]. Pour cela, un proﬁl des paramètres est construit pour chaque
appel système présent dans les séquences. La diﬃculté de construction de ces proﬁls
réside dans la gestion du non-déterminisme. En eﬀet, certains paramètres des appels
systèmes peuvent systématiquement varier d’une exécution à une autre. Il n’existe
donc pas de jeu de données qui permet de modéliser l’ensemble de valeurs de ce type
de paramètre.
Pour répondre à ce problème, deux mécanismes sont employés suivant qu’il
s’agisse d’entiers ou de chaînes de caractères. D’abord, dans le cas d’entiers, on
renseigne manuellement pour chaque appel système quels paramètres ne doivent pas
être utilisés pour créer le proﬁl (par exemple, le numéro de port local lors d’une con-
nexion TCP). Puis, dans le cas des chaînes de caractères, on utilise un algorithme
de découverte de motifs pour caractériser le paramètre en question (par exemple,
celui-ci doit toujours commencer par /var/www/html).
Des travaux proposent d’aller plus loin et de tenir compte de la temporalité dans
l’analyse des arguments des appels système aﬁn de mettre en évidence certains ﬂux
d’information [BCS06]. Par exemple, si l’appel système n est un appel à open et que
le descripteur de ﬁchier retourné possède l’indice x, alors le paramètre du prochain
appel à close doit être égal à x. L’analyse proposée est également capable de détecter
des liens de dépendances au niveau des chaînes de caractères et notamment des
chemins de ﬁchiers. Par exemple, si l’appel à opendir avant une boucle se fait avec
la chaîne de caractères /var/www, alors tous les appels à open dans cette boucle
auront comme paramètre un accès en lecture à des ﬁchiers dont le chemin d’accès
commence par /var/www.
D’une part, l’ajout dans le modèle des arguments passés en paramètre des appels
système permet alors d’améliorer la détection lorsque l’enchaînement des appels
système exécutés est modiﬁé. Il est par exemple plus diﬃcile d’avoir recours à un
mécanisme de contournement tel qu’une attaque par mimétisme qui devra alors
aussi déjouer le contrôle des paramètres. D’autre part, la détection est maintenant
possible lorsque seulement le ﬂux des informations est modiﬁé. En eﬀet, le contrôle
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des arguments passés en paramètre des appels système rend possible la détection
des attaques contre les données de calcul qui ne modiﬁent par le ﬂot d’exécution du
programme.
1.2.2.3 Contrôle du contexte d’exécution
Une autre manière de compléter un modèle de détection basé sur le contrôle des
séquences d’appels système est d’y ajouter comme information issue du fonction-
nement interne du programme le contexte d’exécution des appels système eﬀectués.
Ces informations sont extraites de la pile au moment de l’appel système. C’est par
exemple le cas de la pile d’appels internes qui a mené à un appel système en par-
ticulier. Pour cela, lors de la phase d’apprentissage ainsi que lors de la phase de
détection, la pile du processus est analysée pour déterminer les adresses internes
des précédents appels de fonction dans la pile d’appel ayant mené à l’appel système
observé. À noter toutefois que certains appels de fonction n’apparaissent pas dans
ce modèle : ceux qui ne conduisent à aucun appel système.
Une fois ces informations extraites, des travaux proposent d’améliorer l’approche
présentée à la section précédente [MRVK07]. Pour cela, le proﬁl des arguments passés
en paramètre des appels système n’est plus construit uniquement pour chaque appel,
mais pour chaque contexte d’exécution de chaque appel système. Avant amélioration,
ce modèle permettait déjà de détecter des intrusions qui modiﬁent le ﬂot d’exécution
et des intrusions qui modiﬁent le ﬂux d’information. L’ajout de ce type d’informa-
tions permet d’améliorer le taux de détection et de rendre beaucoup plus diﬃcile
l’utilisation de techniques de contournement de type mimétisme.
À noter que d’autres travaux proposent d’utiliser les informations de la pile
d’appel pour créer un graphe de contrôle dont les états ne modélisent pas seulement
les appels système mais également les appels de fonction internes dans le proces-
sus [GRS04]. Il s’agit d’une amélioration de l’approche en boîte noire reposant sur
un automate à états ﬁnis (voir section 1.2.1.3). Là encore, le type d’attaque détec-
tée par l’approche améliorée ne change pas, mais le taux de détection ainsi que la
diﬃculté pour contourner le mécanisme augmentent.
1.2.3 Les approches de type boîte blanche
Les approches de type boîte blanche sont celles qui permettent d’utiliser pour
la phase de modélisation du comportement du programme l’ensemble des informa-
tions utilisées en interne par les processus. C’est par exemple le cas des algorithmes
utilisés ou encore des structures de données internes qu’ils manipulent. Cette infor-
mation peut provenir de la spéciﬁcation de l’application ou être extraite de manière
automatique de son code source. Nous présentons dans la suite de cette section ces
deux approches pour la modélisation.
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1.2.3.1 Analyse de la spécification
Il est juste de considérer que la spéciﬁcation d’un programme fait partie de sa
politique de sécurité. En eﬀet, une intrusion réussie au sein d’un programme constitue
nécessairement une déviation par rapport à sa spéciﬁcation. BMSL est un langage de
spéciﬁcation conçu pour être utiliser pour la détection d’intrusion [US01]. Il repose
sur l’utilisation d’expressions régulières pour décrire des suites d’évènements. Plus
précisément, cette approche se concentre sur les appels système. Pour un programme
donné, grâce à la connaissance de la spéciﬁcation de ce dernier vis-à-vis du système
d’exploitation, ces travaux utilisent le langage BMSL pour décrire les suites possibles
d’appels système pour ce programme. Cela permet par exemple de spéciﬁer que le
programme ne peut pas ouvrir puis fermer un ﬁchier sans au moins avoir eﬀectué une
opération de lecture ou d’écriture sur ce dernier. Des restrictions supplémentaires
peuvent porter sur les paramètres des appels système aﬁn de coller au mieux à la
spéciﬁcation réelle du programme. Par exemple, si le premier paramètre de open est
le ﬁchier /etc/passwd, alors le mode d’accès ne peut que être O_RDONLY.
Cette approche a été testée sur le jeu de données du DARPA [LHF+96]. Les
résultats ont montré que celle-ci permet de détecter de nombreuses attaques sans
connaissance a priori du mode opératoire. Une approche similaire a été proposée
dans le cadre des systèmes distribués [KRL97]. À nouveau, cette approche se con-
centre sur les opérations de base d’un programme (lecture, écriture, modiﬁcation des
propriétés, création de processus et intervention sur les processus existants) en per-
mettant de décrire toute les contraintes possibles liant ces opérations. Cependant,
ces travaux ajoutent la possibilité de décrire des contraintes liant deux processus
diﬀérents. Par exemple, un processus B ne peut ouvrir en lecture le ﬁchier X qu’une
fois que le processus A a ouvert ce même ﬁchier en écriture, eﬀectuer au moins une
opération d’écriture dessus puis l’a refermé. Cette approche a été testée hors ligne
sur les traces d’exécution de programmes se synchronisant entre eux. Celle-ci a per-
mis de mettre en évidence des attaques qui n’auraient pas pu être détectées sans
tenir compte de la problématique de la synchronisation.
Ces deux travaux on montré que les approches reposant sur la connaissance de la
spéciﬁcation permettent d’obtenir de très bon taux de détection, avec peu de faux
positifs levés et une faible surcharge à l’exécution. Toutefois, la phase de rédaction
de la spéciﬁcation n’est que rarement faite par les développeurs eux-même. Cette
phase doit alors être eﬀectuée pour l’ensemble des programmes du système que l’on
cherche à surveiller. Il s’agit d’une part d’une tâche fastidieuse pour l’administrateur
du système. D’autre part, l’aspect manuel de cette étape implique que celle-ci est
donc susceptible d’introduire des informations erronées dans la spéciﬁcation.
1.2.3.2 Analyse du code source
Si l’on ne dispose pas de la spéciﬁcation ou que celle-ci n’est pas exploitable
de manière automatisée, on peut se tourner vers le code source de l’application
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pour essayer d’obtenir une approximation de sa spéciﬁcation. L’objectif est donc
d’analyser le code source du programme pour en dériver une spéciﬁcation plus ou
moins précise. Bien sûr, si le programme est vulnérable, alors son code source contient
des erreurs et celles-ci sont susceptibles de se retrouver dans cette spéciﬁcation.
Une première analyse facile à réaliser et facile à contrôler à l’exécution repose sur
le contrôle des appels système [WD01]. Cette approche consiste à créer un graphe
des appels système présent dans le code source puis à vériﬁer durant l’exécution du
programme que les séquences d’appels système correspondent bien à ce graphe de
référence. La ﬁgure 1.2 présente à gauche un exemple simple de code C et à droite
le graphe des appels système correspondant. L’analyse réalisée est simple, on ne
tient pas compte des valeurs des variables pour réduire les chemins possibles dans
le graphe (dans l’exemple précédent, getuid et geteuid sont nécessairement appelés
dans cet ordre).
Cette approche ne permet de détecter que des intrusions qui modiﬁent l’enchaîne-
ment des appels système exécutés. En cela elle est similaire aux approches en boîte
noire et basées sur le modèle de Forrest et al. (voir section 1.2.1.2). Cependant, le
code source donné à analyser peut ne pas contenir tous les appels système que le
processus va être amené à exécuter. C’est par exemple le cas si des appels système
sont eﬀectués par des fonctions dont le code n’est pas fourni car celles-ci sont implé-
mentées dans des bibliothèques de fonctions. Toutefois, si le code donné à analyser
contient bien tous les appels système que peut exécuter le processus, alors cette
approche aura l’avantage de ne jamais lever de faux positifs.
Des travaux proposent de reprendre ce principe en augmentant la précision de
l’analyse aux appels aux bibliothèque de fonctions [GSV05]. En eﬀet, en pratique,
peu de codes source utilisent directement les appels système. La plupart reposent sur
l’utilisation de bibliothèques de fonctions qui, elles, eﬀectuent des appels système.
Cependant, même à ce niveau, il est possible de recourir à des mécanismes de con-
tournement pour mettre en échec le système de détection d’intrusion. Concrètement,
l’attaquant conduit la même analyse que celle utilisée pour construire le modèle de
détection et modiﬁe son attaque en conséquence aﬁn que cette dernière corresponde
au modèle [KKMR05, PSJ07].
Pour répondre à ce problème, le contrôle de l’intégrité du ﬂot d’exécution (ou
CFI, Control-Flow Integrity), bien que reposant sur le même principe, propose de
maintenant contrôler l’ensemble des branchements dans le programme [ABEL05].
Cette fois, le graphe de contrôle permet de vériﬁer par exemple qu’un appel de
fonction ou un appel système est bien eﬀectué à partir d’une adresse source valide et
que suite au retour de l’appel, l’adresse de destination est aussi valide. Concrètement,
il n’est plus possible pour le programme de dévier vers un chemin d’exécution qui
n’existe pas d’après son code source sans qu’une alerte ne soit levée. Cependant,
il est toujours possible d’exploiter une vulnérabilité dans un programme au travers
d’un chemin d’exécution valide (voir section 2.1). Pour cela, l’attaquant ne va pas
cibler les données qui permettent de modiﬁer le ﬂot d’exécution du programme, mais
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01. int f(int x){
02.
03. if(x == 0){
04.
05. return getuid();
06. }
07. else{
08.
09. return geteuid();
10. }
11. }
12.
13. void g(){
14.
15. int fd;
16. int id;
17.
18. fd = open("/tmp/file", O_RDONLY);
19. id = f(0);
20.
21. close(fd);
22. id = f(1);
23.
24. exit(0);
25. }
getuid
geteuid
open
close
exit
Figure 1.2 – Exemple de graphe des appels système
celles qui permettent d’en modiﬁer son ﬂux d’information. C’est par exemple le cas
des données qui inﬂuencent la valeur des paramètres des appels de fonction sensibles
tels que les appels système ou les appels aux bibliothèques de fonctions.
Pour détecter ce type de compromission durant l’exécution d’un programme, des
travaux proposent d’eﬀectuer un type particulier de suivi des ﬂux d’information,
le contrôle de pollution des données ou tainted analysis. Ce type d’approche va
eﬀectuer une forme de contrôle d’intégrité des données sensibles en vériﬁant que
les opérations utilisées pour générer la valeur de ces données sensibles ne reposent
que sur des données sûres. Ce n’est par exemple pas le cas si des données brutes
fournies par un utilisateur non-privilégié sont utilisées par ces opérations. S’il s’agit
par contre de données fournies par le programme, par l’administrateur ou par un
utilisateur non-privilégié lorsque ces dernières sont vériﬁées par un mécanisme de
contrôle, alors le résultat de l’opération est considéré comme intègre.
Dans sa forme la plus simple, le contrôle de pollution des données déﬁnit les
niveaux de sécurité de manière binaire : seules les données provenant de sources
considérées comme non-intègres sont marquées comme étant polluées, les autres don-
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nées ne sont pas marquées car considérées comme intègres. Notons que des travaux
ont exploré le positive tainting [HOM06]. Cette fois, seules les données considérées
comme intègres sont marquées comme sûres, les autres données ne sont pas marquées
car considérées comme polluées. Ces approches sont le plus souvent obtenues par in-
strumentation des programmes à surveiller. Celles-ci se prêtent donc bien aux appli-
cations web. Il est en eﬀet facile dans ce cas d’identiﬁer les information non-intègres
(les données envoyées par le client web) et les information sensibles (les données
retournées au client web mais par exemple aussi l’exécution de requêtes SQL). Des
implémentations ont ainsi été proposées pour Perl [Sch00], pour PHP [NTGG+05],
pour Ruby [TH05] ou encore pour Java [HCF05]. Notons que des travaux ont cherché
à généraliser ce type d’approche au niveau des systèmes d’exploitation [Mad00].
La principale limitation de ce type d’approche réside dans le fait que dans le cas
général, la procédure d’instrumentation ne peut se faire sans intervention humaine.
En eﬀet, dans le cadre du fonctionnement normal d’une application, même de type
web, non seulement il n’est pas toujours possible d’identiﬁer de manière automatique
les opérations sensibles, mais de plus un certain nombre de ces opérations dépend de
données fournies par des utilisateurs non-privilégiés. Comme il n’est pas envisageable
de lever une alerte à chacune de ces opérations, la procédure d’instrumentation ne
peut être entièrement automatisée. Ces données non-intègres devront être contrôlées
par l’application et l’administrateur précisera au système de détection d’intrusion
que celles-ci ne doivent pas être considérées comme polluées.
Une manière de contrôler les ﬂux d’information de manière automatique con-
siste à se concentrer sur les opérations plutôt que sur les données. En eﬀet, par
exemple lors d’une attaque exploitant un dépassement de tampon, certes il y a un
ﬂux d’information invalide entre deux données qui normalement ne dépendent pas
l’une de l’autre. Mais, bien souvent, l’opération à l’origine de ce ﬂux d’information
invalide n’est pas censée modiﬁer la donnée ciblée d’après la spéciﬁcation du pro-
gramme. Pour détecter cela, une méthode analogue au contrôle de l’intégrité du
ﬂot d’exécution abordée précédemment a été proposée. Il s’agit du contrôle de l’in-
tégrité du ﬂux d’information (ou DFI, Data-Flow Integrity). Cette approche repose
sur la création d’un graphe des ﬂux d’informations autorisés durant l’exécution du
programme [CCH06]. Concrètement, à un instant donné, lorsqu’une donnée est lue,
d’après le graphe, seul un petit nombre d’instructions peut avoir été responsable
de l’écriture de cette donnée. En vériﬁant la validité de l’instruction qui a écrit en
dernier la donnée en cours de lecture, il n’est plus possible, sans lever une alerte, de
détourner une instruction valide pour lui faire corrompre une donnée qu’elle n’est
pas censée modiﬁer.
1.2.4 Positionnement des travaux
L’approche que nous proposons dans ces travaux utilise un modèle de comporte-
ment normal pour détecter les intrusions qui ciblent les applications. Cependant,
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nous avons pour objectif de nous concentrer sur les attaques qui ne forcent pas le
ﬂot d’exécution du programme vers un chemin invalide (voir section 2.1). En eﬀet,
il existe déjà des approches eﬃcaces et avec un bon rapport entre le taux de détec-
tion et la surcharge à l’exécution pour les autres attaques, celles qui forcent le ﬂot
d’exécution du programme à dévier de tout chemin valide.
Le contrôle de l’intégrité du ﬂux d’information [CCH06] est une approche eﬃcace
contre le type d’attaques qui nous intéresse. À l’instar de cette dernière, l’approche
que nous proposons adopte un point de vue de type boîte blanche et repose sur
l’analyse statique du code source pour construire son modèle de détection. Toutefois,
il reste possible de contourner le mécanisme de détection DFI en utilisant de manière
illégale une des instructions autorisées dans la liste des instructions associées à une
opération de lecture.
L’approche que nous proposons ne se concentre pas sur les ﬂux d’information
mais sur la valeur des données utilisées par le processus. Ceci permet de cibler les
attaques que ne pourrait détecter le mécanisme de détection DFI. De plus, bien que
ce dernier soit capable de cibler aussi bien les attaques qui ciblent les données de
calcul que celles qui ciblent les données de contrôle, celui-ci induit une surcharge
importante à l’exécution. Nous avons choisi de ne cibler que les attaques contre les
données de calcul avec pour objectif d’obtenir une surcharge faible à l’exécution
aﬁn de pouvoir compléter d’autres approches qui elles aussi induisent une surcharge
faible à l’exécution mais qui ciblent principalement les attaques contre les données
de contrôle.
1.3 La détection d’erreur
L’approche que nous proposons dans ces travaux de thèse consiste en la détection
des états erronés des applications lorsque ceux-ci sont provoqués par des attaques.
Or, la détection d’erreurs est un problème déjà traité par de nombreux travaux an-
térieurs dans le domaine de la sûreté de fonctionnement. Dans cette section, nous
présentons d’abord ce qui susceptible de constituer des entraves à la sûreté de fonc-
tionnement et qui correspond donc à des concepts fondamentaux de ce domaine, à
savoir les notions de faute, d’erreur et de défaillance. Des travaux issus du domaine
de la sûreté de fonctionnement ont également proposé des techniques de détection
d’erreur. Le mécanisme de détection des intrusions que nous proposons dans cette
thèse s’inspire de ces travaux. C’est pourquoi dans la suite de cette section nous
présentons la technique issue de ce domaine qui a inspiré notre mécanisme de détec-
tion.
1.3.1 Définitions de la sûreté de fonctionnement
La sûreté de fonctionnement d’un système informatique est la propriété qui per-
met à ses utilisateurs de placer une conﬁance justiﬁée dans le service qu’il leur
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délivre [ABC+95]. Le service délivré par le système informatique est son comporte-
ment tel que perçu par ses utilisateurs. Notons que l’on appelle utilisateur d’un
système informatique tout autre système qui interagit directement avec lui. Celui-
ci n’est pas nécessairement humain, il peut s’agir par exemple d’un autre système
informatique. La sûreté de fonctionnement d’un système informatique peut être car-
actérisée par un certain nombre d’attributs.
On trouve d’abord les notions de conﬁdentialité, d’intégrité et de disponibilité
précédemment utilisées pour décrire une politique de sécurité dans la section 1.1. La
notion de sécurité fait donc partie intégrante de la sûreté de fonctionnement. À cela
on ajoute la notion de ﬁabilité, qui est l’aptitude à respecter la continuité de service,
et la notion de maintenabilité, qui est l’aptitude aux réparations et aux évolutions.
Ces attributs permettent d’exprimer les propriétés qui sont attendues du système et
d’apprécier les moyens mis en œuvre pour assurer leur respect.
Ces attributs peuvent être mis en défaut par des entraves au sein du système
informatique considéré. Bien qu’indésirables, ces entraves ne sont pas inattendues et
sont la cause ou le résultat de la perte de la conﬁance placée par les utilisateurs du
système informatique dans le service délivré. Ces entraves à la sûreté de fonction-
nement peuvent être décrites à l’aide de trois concepts nécessaires et suﬃsants, à
savoir les notions de faute, d’erreur et de défaillance. Nous abordons plus en détails
ces trois concepts un peu plus loin dans la suite de cette section.
Ces entraves forment au sein d’un composant du système considéré une chaîne
causale : une défaillance est causée par un état erroné du système qui lui-même a
pour origine l’activation d’une faute. De plus, cette chaîne causale est susceptible
de se propager à d’autres composants. Par exemple, la défaillance d’un composant
peut activer une faute dans un autre composant qui dépend de lui. Cette chaîne
causale peut également être étendue aux menaces vis-à-vis de la sécurité des systèmes
d’information. On parle alors du trio : vulnérabilité - attaque - intrusion.
En eﬀet, une intrusion dans un système d’information implique nécessairement
que celui-ci est défaillant. Cette intrusion a été causée par une attaque contre le sys-
tème qui a ainsi placé ce dernier dans un état erroné. Une vulnérabilité présente dans
le système est ce qui a rendu possible cette attaque. De même, une intrusion dans un
composant d’un système d’information peut permettre d’exploiter une vulnérabilité
présente dans un autre composant et qu’il n’est pas possible d’exploiter directement.
Par exemple, une intrusion dans un service distant s’exécutant avec peu de privilèges
va permettre à l’utilisateur malveillant d’exploiter une vulnérabilité présente dans
un service local s’exécutant avec des droits administrateur.
1.3.1.1 Faute
Dans ces travaux de thèse, nous ne considérons que les fautes des composants logi-
ciels des systèmes d’information. Une faute logicielle peut avoir une origine matérielle
(par exemple, la défaillance d’un composant matériel sur lequel repose le composant
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logiciel concerné) ou bien une origine humaine (par exemple, une défaillance du
processus de conﬁguration du composant logiciel concerné). Dans le premier cas, la
faute est introduite par l’environnement du composant logiciel pendant sa phase de
fonctionnement. Dans le second cas, la faute est présente dès le début de la phase
de fonctionnement car introduite en amont.
Une faute correspond à ce qui est susceptible de créer une erreur au sein du
système considéré. Mais ceci n’est pas systématique. C’est par exemple le cas d’une
faute présente dès le début de la phase de fonctionnement mais qui n’a pas encore
eu l’occasion de mettre le système d’information dans un état erroné. On dit alors
que la faute est dans un état dormant. Une faute donnée possède donc deux états
possibles : dormant ou actif. Une faute est dite active lorsque celle-ci a eﬀectivement
engendré une erreur au sein du système considéré. Cette situation ne se produit
que si la faute est introduite par l’environnement du composant logiciel durant son
exécution ou bien si une faute dormante préalablement présente dans le composant
est activée durant l’exécution.
L’activation d’une faute dormante peut être déclenchée par un utilisateur du sys-
tème. Cette activation peut être accidentelle ou bien intentionnelle. Dans ces travaux
de thèse portant sur la détection d’intrusion, nous nous intéressons donc uniquement
aux activations intentionnelles. Prenons comme exemple le cas d’une vulnérabilité
présente dans un programme particulier. Cette vulnérabilité provient d’une défail-
lance du processus de développement du programme considéré. Dans cet exemple,
la faute est dans un état dormant jusqu’à ce qu’un utilisateur malveillant exploite
la vulnérabilité. L’attaque contre le programme correspond bien a une activation
intentionnelle.
1.3.1.2 Erreur
Une erreur est donc provoquée par l’activation d’une faute et celle-ci correspond
à un état du système susceptible d’entraîner une défaillance. Là encore, cela n’est
pas quelque chose de systématique. Tant que le système considéré est dans un état
erroné mais que toutefois aucune défaillance n’a encore été provoquée, on parle
alors d’erreur latente. Toutefois, si le système possède des mécanismes de détection
d’erreur, une erreur ne sera plus considérée comme latente si celle-ci est détectée
bien qu’elle n’ait pas encore provoqué de défaillance. La capacité d’une erreur à
engendrer une défaillance dépend bien sûr de la déﬁnition des propriétés attendues
du système à l’aide des attributs présentés précédemment. Mais elle dépend aussi
de la composition du système lui-même ainsi que de ses activités.
En eﬀet, ces deux paramètres peuvent inﬂuencer la capacité d’une erreur latente
à provoquer ﬁnalement une défaillance. Première situation, un système d’informa-
tion donné peut dans sa composition avoir recours à des mécanismes de détection et
de tolérance aux erreurs. Dans ce cas, il est possible qu’une erreur latente soit détec-
tée puis corrigée avant de pouvoir engendrer une défaillance. Deuxième situation, les
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activités nécessaires au bon fonctionnement des services rendus par le système peu-
vent aussi avoir pour eﬀet de neutraliser involontairement une erreur latente avant
que celle-ci n’ait pu engendrer une défaillance.
Prenons par exemple le cas d’un système d’information qui réalise régulièrement
des tâches courtes à l’aide de processus légers. Supposons que l’un des processus ait
été mis dans un état erroné latent. Si la tâche à réaliser est ﬁnie avant que l’erreur
n’ait pu engendrer une défaillance, alors l’activité normale du système d’information
va remettre ce dernier dans un état correct en terminant le processus léger correspon-
dant. Bien sûr, il est possible qu’une erreur latente se propage avant d’être corrigée
et puisse ainsi créer de nouvelles erreurs latentes. Le système d’information ne peut
alors se trouver à nouveau dans un état correct que si les éventuels mécanismes de
détection et de tolérance aux erreurs ou son activité normale arrivent à remettre le
système dans l’état attendu d’après sa spéciﬁcation.
1.3.1.3 Défaillance
Une défaillance du système est donc provoquée par une erreur et correspond au
moment où le service délivré par le système dévie du service attendu. Autrement
dit, on considère un système informatique défaillant lorsqu’un ou plusieurs des at-
tributs utilisés pour exprimer les propriétés qui sont attendues du système ne sont
plus respectées. Une défaillance est donc une erreur observable par un utilisateur du
système. La défaillance est l’aboutissement de la chaîne causale abordée précédem-
ment : la défaillance est le résultat d’un état erroné du système lui-même provoqué
par l’activation d’une faute. Une défaillance peut se propager : la défaillance d’un
composant du système est une faute pour le système considéré ou pour tout autre
composant qui dépend de lui.
On peut diﬀérencier les défaillances d’un système selon plusieurs caractéristiques.
Le choix de ces caractéristiques va dépendre de la perception de la criticité pour le
système considéré. Par exemple, on peut choisir de considérer qu’un système peut
être dans un état de défaillance transitoire ou durable. Dans le cas d’un système
durablement défaillant, les services rendus seront erronés de manière persistante.
Autre exemple, on peut choisir de considérer qu’un système peut être dans un état
de défaillance cohérent ou incohérent. Dans le cas d’un système qui est dans un état
de défaillance cohérent, la perception des erreurs par les utilisateurs du système est
identique pour tous.
Les défaillances peuvent être évitées grâce à des mécanismes de prévention ou de
tolérance aux fautes. Dans ce cas, un mécanisme de détection des erreurs est bien
souvent préalablement nécessaire. On peut alors envisager d’utiliser un mécanisme
de ce type pour chercher à détecter les erreurs à l’origine des intrusions. En eﬀet,
dans le contexte qui nous intéresse, à savoir la détection d’intrusion, la chaîne causale
se manifeste de la manière suivante : d’abord, une faute logicielle dormante dans un
programme, la vulnérabilité, va être activée par un utilisateur malveillant exploitant
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cette vulnérabilité au travers d’une attaque. Puis, l’état erroné du processus en
cours d’exécution va permettre une intrusion au sein du système sur lequel celui-ci
s’exécute, le plaçant ainsi dans un état de défaillance intentionnel.
Dans le cadre des systèmes distribués, le projet MAFTIA [AAC+03, VNC03,
WWRS03, SWWR04] présente une approche pour la tolérance aux fautes qui est
adaptée aux contraintes de la sécurité. En eﬀet, le modèle de fautes ainsi proposé
permet de prendre en compte les fautes accidentelles mais aussi les fautes inten-
tionnelles. Dans ces travaux, nous proposons de détecter les erreurs à l’origine des
intrusions. Plus précisément, pour détecter une intrusion, ou une tentative d’intru-
sion, nous proposons de détecter l’état erroné du programme suite à l’exploitation
de la vulnérabilité par un utilisateur malveillant. À l’instar des travaux du projet
MAFTIA, nous allons donc nous reposer sur un mécanisme de détection d’erreurs.
Nous présentons donc dans la section suivante un mécanisme de détection d’erreur
issu du domaine de la sûreté de fonctionnement et qui a inspiré le mécanisme de
détection que nous proposons ici.
1.3.2 Contrôles de vraisemblance
Les contrôles de vraisemblance consistent en l’évaluation des objets manipulés
en interne par le programme. Ces évaluations sont eﬀectuées pendant l’exécution du
programme et ont pour objectif de vériﬁer une expression logique. Si l’expression
logique n’est pas vériﬁée, alors le programme est considéré comme étant dans un
état erroné et une alerte est émise.
Le principal avantage des contrôles de vraisemblance est de ne générer qu’un
faible sur-coût à l’exécution. Ceci est dû au fait que le nombre d’instructions néces-
saires pour vériﬁer l’ensemble des expressions logiques d’un composant est le plus
souvent faible par rapport au nombre total d’instructions de ce même composant.
Ils peuvent être utilisés pour détecter un grand nombre de types de fautes diﬀérents
mais leur couverture est généralement faible.
Les contrôles de vraisemblance peuvent être implémentés à diﬀérents niveaux,
soit par des composants matériels, soit par des composants logiciels. Dans les com-
posants matériels, ces contrôles permettent de détecter des erreurs dans les données
utilisées à bas niveau, tel que le code d’une instruction ou une adresse mémoire,
ou des violations de la segmentation des espaces mémoires mis en œuvre par des
composants tels qu’une unité de gestion de mémoire. Dans les composants logiciels,
ces contrôles permettent de détecter des erreurs dans les données utilisées à plus
haut niveau, telles que les données de calcul, par exemple en vériﬁant la conformité
de ces dernières vis-à-vis d’invariants.
1.3.2.1 Utilisation d’un moniteur externe
Au niveau matériel, les contrôles de vraisemblance sont eﬀectués par un com-
posant externe appelé moniteur. Des travaux ont cherché à adapter cette technique
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pour l’utiliser également au niveau logiciel. C’est par exemple le cas des violations
de la segmentation de l’espace mémoire qui peuvent être détectées sans aucune mod-
iﬁcation du processus [KKA95].
Pour s’assurer que le code exécuté est correct, des moniteurs capables de con-
trôler le ﬂot d’exécution des processus ont été proposés [MM88, SM90, BCNP03].
Dans ce cas le programme est modiﬁé pour embarquer des sommes de contrôle. Ces
sommes de contrôle sont des données passives et ne modiﬁent pas le comportement
du programme. Chaque bloc de code (c’est-à-dire chaque groupe d’instructions sans
branchement) possède une somme de contrôle. Celle-ci est contrôlée par le moniteur
avant d’exécuter le bloc de code correspondant. Une somme de contrôle permet de
vériﬁer que les blocs de code s’enchaînent dans le bon ordre. Le moniteur contrôle
ainsi que le ﬂot d’exécution se déroule sur un chemin valide.
1.3.2.2 Programmation défensive
La programmation défensive est une approche de développement où l’on sup-
pose que le code peut contenir des fautes non détectées ou des incohérences. Ces
fautes, initialement introduites dans le code de manière non-intentionnelle, peuvent
être détectées par l’ajout de code supplémentaire. Ce dernier a pour but de vériﬁer
l’état du système à des moments précis aﬁn d’en vériﬁer la cohérence. Lorsqu’une
incohérence est détectée, ces mécanismes peuvent essayer de remettre le programme
dans un état cohérent ou bien simplement lever une alerte. Dans le premier cas, le
code ajouté est un mécanisme de tolérance aux fautes.
La programmation défensive est une manière d’implémenter au niveau des com-
posants logiciels les contrôles de vraisemblance (voir section 1.3.2). Bien sûr, ces
vériﬁcations sont redondantes du point de vue de la spéciﬁcation, mais elles per-
mettent de détecter lorsque le programme a dévié de sa spéciﬁcation, par exemple
après qu’une défaillance ait eu lieu. Ces contrôles peuvent être utilisés pour vériﬁer
l’exactitude des instructions en cours d’exécution par le programme ou pour véri-
ﬁer la valeur des données manipulées par ces instructions. De tels contrôles peuvent
alors être utilisés pour alerter l’administrateur d’un système d’information lorsque
des processus voient leur ﬂot d’exécution détourné ou leurs données corrompues.
Lorsque ces contrôles sont ajoutés au niveau du code source, on les appelle des as-
sertions exécutables. Ces assertions sont déduites de la spéciﬁcation du programme
et permettent durant son exécution de s’assurer que son fonctionnement est nor-
mal. À noter qu’elles peuvent également être utilisées par un vériﬁcateur de code
pour s’assurer a priori que les conditions spéciﬁées par les assertions sont satis-
faites pour toute exécution du système [Cap75, RCK05]. Des mécanismes à base
d’assertions exécutables ont été proposés pour contrôler le ﬂot d’exécution des pro-
grammes [MN95, ROSM02, GRRV03, VHM03]. Ces approches sont similaires aux
mécanismes de contrôle du ﬂot d’exécution reposant sur l’utilisation d’un moniteur
externe. Cependant, cette fois le programme n’embarque pas uniquement les sommes
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de contrôle mais également les instructions de vériﬁcation. Ce type d’approche re-
quiert donc une phase d’instrumentation des programmes à surveiller. De plus, la
vériﬁcation étant située dans les blocs de code à exécuter, ce type de mécanisme ne
peut détecter une déviation du ﬂot d’exécution qu’à destination d’un bloc valide.
En eﬀet, un code injecté par un utilisateur malveillant ne contient bien sûr pas
d’instructions de vériﬁcation et une déviation du ﬂot d’exécution à destination de
ce dernier n’est donc pas détecté par ce type de mécanisme. L’utilisation d’asser-
tions exécutables peut être étendue à la vériﬁcation du ﬂot de données [YWZK09].
Toutefois, dans ce cas les propriétés à vériﬁer ne sont pas déduites automatique-
ment du code source mais doivent être spéciﬁées par le développeur de l’application
considérée.
1.3.3 Positionnement des travaux
Une intrusion dans un programme provoque une déviation comportementale de
ce dernier. Il s’agit donc du point de vue de la sûreté de fonctionnement d’une défail-
lance du programme. L’état erroné du processus à l’origine de cette intrusion a été
provoqué par une attaque qui peut donc à son tour être vue du point de la sûreté de
fonctionnement comme l’activation d’une faute au sein du programme. Dans cette
thèse, aﬁn de détecter une intrusion, nous ne cherchons pas à la détecter une fois
que cette dernière est eﬀective (c’est-à-dire une fois que le programme présente une
défaillance). Ce que nous proposons c’est de détecter les états erronés du proces-
sus susceptibles de conduire à une intrusion. Contrairement aux travaux du projet
MAFTIA [AAC+03, VNC03, WWRS03, SWWR04], nous ne faisons pas de tolérance.
Nous nous limitons à la phase de détection suivie de la levée d’une alerte.
Pour cela, nous déduisons par analyse statique du code source du programme
des propriétés sur les données manipulées par le processus que pourrait violer une
tentative d’intrusion. En eﬀet, lorsqu’une telle violation est détectée, c’est que le pro-
cessus est nécessairement dans un état erroné. À l’aide de contrôles de vraisemblance
pour vériﬁer ces propriétés, il est alors possible de détecter une attaque au sein du
programme durant son exécution. Puisque que nous disposons du code source du
programme, ces derniers sont implémentés, à l’instar des techniques de programma-
tion défensive, à l’aide d’assertions exécutables ajoutées au code source.
1.4 L’injection de fautes logicielle
L’injection de fautes logicielle est utilisée dans le domaine de la sécurité pour dé-
couvrir de nouvelles vulnérabilités et dans le domaine de la sûreté de fonctionnement
pour évaluer et valider les mécanismes de détection et de tolérance aux fautes. Con-
trairement aux fautes matérielles qui peuvent être simulées logiciellement mais aussi
matériellement (par exemple en allant perturber les signaux électriques directement
au niveau des circuits et des composants), les fautes logicielles, elles, ne peuvent être
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simulées que logiciellement. Dans tous les cas, la pertinence de l’approche réside
dans la qualité de la modélisation du type de faute que l’on cherche à simuler.
Au niveau logiciel, une approche utilisée pour injecter de manière automatique
des fautes au niveau des entrées d’un programme se nomme fuzzing. Dérivé du terme
anglais fuzzy qui signiﬁe confus, cette méthode consiste à fournir au programme des
données confuses (c’est-à-dire en partie erronées). Il s’agit d’une méthode de test
logiciel qui permet d’automatiser la découverte de fautes de conception dans des
applications [SGA07] en essayant de trouver des jeux de données erronés que pour-
rait rencontrer un utilisateur du programme. Cela permet ainsi de tester la ﬁabilité
du programme au niveau de ses points d’entrée et donc de tester les fonctions qui
réceptionnent les données. En eﬀet, bien qu’un programme puisse légitimement s’at-
tendre à ce que les données qu’on lui envoie soient correctement formatées, ceci n’est
aucunement garanti et la source émettrice ne doit pas être considérée comme de con-
ﬁance. Cette approche peut s’appliquer à tous les points d’entrée du programme. Les
plus ciblés sont en général ceux utilisés pour la lecture de ﬁchiers formatés [FFUZZ]
et le traitement des données reçues d’une autre application [COMR]. Toutefois,
d’autres cibles telles que les entrées utilisateur [MFS90] ou les variables d’environ-
nement [SFUZZ] peuvent être également testées par ce procédé. Cette approche
facilite ainsi notamment l’identiﬁcation de nouvelles vulnérabilités.
Cependant, cette approche pour l’injection de fautes présente des limites, no-
tamment dans le cadre des applications réseau (par exemple, le chiﬀrement des
communications rend diﬃcile la génération de jeux de données erronés par mutation
de jeux de données réels). C’est pourquoi, d’autres mécanismes plus sophistiqués, al-
lant jusqu’à l’injection de fautes directement en mémoire ont été proposés. D’autres
mécanismes choisissent de se restreindre à une classe de programme en incorpo-
rant certaines connaissances communes à un ensemble d’applications (par exemple,
la connaissance d’un protocole réseau particulier). Dans tous les cas, les erreurs qui
peuvent être découvertes par ces procédés entièrement automatiques doivent pouvoir
être déclenchées par la corruption de certaines données et doivent nécessairement
provoquer une défaillance observable de l’application.
Le mécanisme d’évaluation que nous proposons pour tester, de manière automa-
tique, notre mécanisme de détection d’intrusion, repose sur un mécanisme d’injection
en mémoire de fautes logicielles pour simuler le résultat d’une attaque contre une
application donnée. Aﬁn de situer l’approche pour l’injection de fautes que nous pro-
posons, nous présentons donc dans la suite de cette section la procédure d’injection
utilisée par diﬀérents outils d’injection de fautes ainsi que les diﬀérents modèles de
fautes logicielles proposées jusqu’alors.
1.4.1 Procédure d’injection
Une procédure d’injection entièrement automatique, bien que moins précise, per-
met d’identiﬁer des erreurs de conception plus rapidement que les approches tradi-
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tionnelles qui consistent à auditer manuellement le code source ou à écrire des tests
unitaires spéciﬁques. Bien sûr, le caractère automatique de la procédure implique
que moins d’erreurs de conception seront détectées. Il s’agit donc en général d’une
première étape avant de passer aux approches plus coûteuses en temps. Ce manque
de précision est la conséquence du fait que l’utilisateur d’un outil d’injection de
fautes entièrement automatique n’a besoin d’avoir aucune connaissance sur le fonc-
tionnement interne du programme qu’il souhaite tester.
Tout au plus, seule la connaissance de ses interfaces peut éventuellement être
nécessaire (voir section 1.4.2). Le programme à tester est alors vu comme une boîte
noire par le mécanisme d’injection de fautes. Il est alors possible d’appliquer cette
méthode sur des applications dont on ne dispose pas du code source. La recherche de
vulnérabilité grâce à ce type d’approches, notamment par des mécanismes de fuzzing,
est par conséquent de plus en plus utilisée par les développeurs et les chercheurs en
sécurité mais aussi par les utilisateurs malveillants.
La procédure d’injection comprend deux phases importantes : la phase d’injec-
tion, c’est-à-dire le moment où la corruption des données utilisées par le programme
en cours de test a lieu, et la phase de surveillance, c’est-à-dire tout le temps suite
à l’injection où le mécanisme va collecter les informations nécessaires à l’analyse du
résultat de l’injection. Nous allons maintenant détailler ces deux phases.
1.4.1.1 Phase d’injection
On peut distinguer deux catégories d’outil d’injection de fautes. Tout d’abord,
il y a les outils conçus pour tester un programme en particulier. Ils peuvent par
exemple être utilisés pour valider la phase de développement d’une application. C’est
notamment le cas des outils de fuzzing qui peuvent être utilisés avant la phase de
tests unitaires pour un logiciel particulier. Ces derniers sont en général capables de
cibler un grand nombre de points d’entrée du programme en cours de test (et des
points d’entrée de types diﬀérents).
Enﬁn, il y a les outils conçus pour tester toute une catégorie de programmes.
Ils peuvent par exemple être utilisés pour évaluer la sécurité d’un ensemble d’ap-
plications implémentant toutes un même protocole réseau. Ce type de mécanisme
d’injection de fautes se concentre le plus souvent sur un nombre restreint de points
d’entrée. C’est par exemple le cas des outils de fuzzing utilisés pour tester les appli-
cations web.
Dans tous les cas, le mécanisme d’injection de fautes va répéter la phase d’injec-
tion un grand nombre de fois et ce jusqu’à obtenir le taux de couverture souhaité.
Celui-ci peut dépendre en partie du modèle utilisé pour générer les données à in-
jecter (voir section 1.4.2). Toutefois, on trouve notamment parmi les critères d’arrêt
les plus simples la couverture du code ou la couverture du temps d’exécution. Il
est toutefois possible de chercher à couvrir des critères plus complexes comme les
chemins d’exécution possibles.
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1.4.1.2 Phase de surveillance
Pour chaque phase d’injection, il y a en parallèle une phase d’observation. En
eﬀet, la surveillance du comportement du programme suite à l’envoi de données
erronées est nécessaire pour pouvoir déterminer si l’injection a permis de mettre
en évidence une faute de conception. Cette surveillance se réalise en deux étapes.
Dans un premier temps, un certain nombre d’informations sur l’exécution du pro-
gramme sont collectées. Puis, dans un second temps, ces informations sont analysées
aﬁn de détecter une éventuelle défaillance du programme. L’analyse peut également
essayer de fournir des informations sur l’erreur à l’origine de la défaillance. Par ex-
emple, l’analyse peut utiliser une trace d’exécution du programme sans injection
pour déterminer si les traces observées durant la phase de tests représentent ou non
un état de défaillance.
La première information qu’il est important de sauvegarder est bien sûr le jeu de
données utilisé pour réaliser l’injection. En eﬀet, aﬁn de pouvoir localiser et corriger
une erreur de conception mise en évidence par une injection, il est important de pou-
voir reproduire la défaillance engendrée par une injection. À noter que pour faciliter
la localisation de l’erreur de conception, il est peut être intéressant de chercher à re-
produire la défaillance à l’aide d’un jeu de données minimal. Des outils de réduction
des jeux de données permettent de faire cela de manière automatique à partir d’un
jeu de données initial [DELTA, LITH].
La seconde information qu’il est important de sauvegarder est l’état du pro-
gramme suite à l’injection. C’est ce type d’information qui permet de déterminer si
une défaillance a eu lieu durant l’exécution du processus. En eﬀet, si par exemple le
programme s’arrête de manière inattendue ou bien au contraire se bloque, cela met
en évidence le fait que l’injection a eﬀectivement engendré une erreur à l’exécution.
Notons qu’aﬁn de détecter le blocage d’un programme, le mécanisme d’injection de
fautes doit pouvoir déterminer que celui-ci ne répond plus. Notons également qu’il
est possible d’avoir recours à un débogueur pour la collecte d’information. Cela per-
met de détecter des erreurs qui ne mettent pas en péril l’exécution du processus,
telles que des fuites de mémoire.
1.4.2 Génération des données
Pour eﬀectuer la phase d’injection, l’outil d’injection de fautes doit être capable
de générer des données erronées à fournir au mécanisme d’injection. La qualité d’une
campagne d’injection dépend d’ailleurs essentiellement de la pertinence et de la
diversité des jeux de données générés. Diﬀérents modèles ont été proposés pour
générer ces jeux de données erronées. Suivant l’approche sur laquelle ils reposent,
ils nécessitent plus ou moins d’interventions de la part de l’utilisateur de l’outil
d’injection de fautes. Les modèles qui requièrent le moins d’information de la part
de l’utilisateur sont également ceux qui produisent le moins de résultats. Autrement
dit, la qualité d’une campagne d’injection se fait au dépend de son automatisation.
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Nous présentons dans la suite de cette section les diﬀérents modèles qui ont été
proposés pour générer ces jeux de données erronées.
1.4.2.1 Modèle aveugle
Ce type de modélisation n’a aucune connaissance des formats de données atten-
dus. L’approche la plus simple pour la réaliser consiste à envoyer aux entrées ciblées
du programme en cours de test des données complètement aléatoires. Si bien sûr
cette approche ne requiert aucune intervention de l’utilisateur, celle-ci ne permet
qu’un champ d’actions limité. En eﬀet, cette approche peut suﬃre pour des points
d’entrée simples, par exemple gérant des chaînes de caractères, telles que l’entrée
standard ou les arguments d’un programme en ligne de commande [MFS90]. Cepen-
dant, celle-ci n’aurait que peu d’utilité sur des points d’entrée plus complexes telle
qu’une connexion réseau qui s’attend à réceptionner des données selon un protocole
spéciﬁque.
Pour pallier cet inconvénient, une approche plus élaborée consiste à rejouer des
jeux de données valides après les avoir mutés. Pour réaliser cela, cette approche se
déroule en deux temps. D’abord, une phase d’observation durant laquelle les données
arrivant aux points d’entrée ciblés sont interceptées puis enregistrées avant d’être
ﬁnalement transmises à l’application en cours de test. Puis, à partir de ces données
interceptées, l’outil d’injection de fautes va générer par mutation de nouveaux jeux
de données. L’opération de mutation peut être complètement aléatoire [PXFZ] ou
bien réalisée à l’aide d’heuristiques [TAOF, GPF].
Toutefois, de tels mécanismes sont principalement limités aux interfaces de com-
munication. En eﬀet, sans aucune connaissance a priori du fonctionnement interne
du programme, seules ces interfaces permettent d’enregistrer suﬃsamment d’infor-
mations pour ensuite générer par mutation des jeux de données erronées. De plus,
même dans ce cas, cette approche reste encore limitée face à de nombreux proto-
coles de communication. Par exemple, ceux qui incluent des sommes de contrôle
dans leurs communications ou bien qui nécessitent de répondre à un challenge pour
l’authentiﬁcation.
Notons que les modèles aveugles sont également utilisés pour simuler logicielle-
ment des fautes matérielles. C’est par exemple le cas d’une faute de type corruption
mémoire. En eﬀet, il suﬃt de disposer d’un mécanisme ayant un accès direct à la
mémoire du système informatique pour pouvoir reproduire le résultat d’une cor-
ruption mémoire. L’avantage de simuler ce type de faute au niveau logiciel est que
cela permet de cibler la plage d’adresses d’un composant précis (par exemple, un
programme) aﬁn de tester ce dernier en particulier.
Le système d’injection FERRARI proposé par Kanawati et al. [KKA95] est un
exemple de mécanisme permettant de reproduire ce type de faute pour un pro-
gramme donné. Celui-ci permet également d’évaluer l’impact de l’injection sur le
programme. Pour cela il commence par analyser le ﬁchier exécutable aﬁn de déter-
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miner l’emplacement des sections de code et de données. Il eﬀectue ensuite une
première exécution du processus sans réaliser d’injection aﬁn d’enregistrer une trace
d’exécution du programme en situation de fonctionnement normal. Enﬁn, il procède
à une série d’injections et observe le comportement du programme. La mesure de la
couverture des injections est préalablement choisie. Elle est soit spatiale (couverture
de l’espace mémoire) soit temporelle (couverture de la durée d’exécution). Pour ef-
fectuer une injection, le mécanisme choisit aléatoirement le moment de l’injection
ainsi que l’emplacement mémoire. Le type de corruption est également préalable-
ment choisi. Cinq modèles de fautes sont proposés : inverser un bit, forcer un bit à
1, forcer un bit à 0, forcer un octet à 1 et forcer un octet à 0.
1.4.2.2 Modèle spécifique
Dans de nombreux protocoles de communication, un paquet de données peut
posséder des champs dont la valeur dépend d’un ou plusieurs autres champs de ce
paquet. Par exemple une longueur de chaîne ou bien encore une somme de contrôle.
De même, un paquet de données peut posséder des champs dont la valeur dépend
d’un ou plusieurs autres paquets déjà échangés. Par exemple un compteur de paquets
ou bien encore une réponse à un challenge d’authentiﬁcation. C’est pour ces raisons
que des mécanismes d’injection de fautes fondés sur la spéciﬁcation attendue par le
programme à tester ont été proposés.
Ce type d’approche va donc utiliser cette spéciﬁcation pour générer les jeux de
données erronées. Les modèles spéciﬁques sont principalement utilisés par des ap-
proches de type fuzzing. Par exemple, cette spéciﬁcation peut être obtenue à partir
de la documentation d’un protocole de communication [COMR] ou d’un format de
ﬁchier [FFUZZ]. Cette connaissance supplémentaire permet ainsi à ce type d’ap-
proche d’ajouter des erreurs à tous les niveaux des jeux de données. Cela permet
donc de générer des jeux de données couvrant un large spectre des erreurs possibles
et d’atteindre des portions de code du programme en cours de test que n’atteignent
pas les mécanismes aveugles.
À noter que dans le cas d’un audit de sécurité, les erreurs introduites par ce
type de mécanisme peuvent être générées de manière aléatoires mais aussi à l’aide
de vecteurs d’attaques [OWASP]. C’est par exemple le cas de l’injection d’attaque
réseau proposée par Neves et al. [NAC+06]. Le mécanisme proposé repose sur deux
informations : la connaissance du protocole réseau utilisé par l’application que l’on
désire tester et un vecteur d’attaques propre à la famille de protocole auquel celui-ci
appartient.
Bien sûr, la contre-partie de disposer d’autant d’information est que cela aug-
mente grandement le temps demandé pour le déploiement du mécanisme d’injection
de fautes. En eﬀet, il est nécessaire de renseigner ces informations dans la conﬁgu-
ration de la plateforme [SPIKE, PEACH]. Cela implique que celles-ci doivent être
correctement formatées pour pouvoir être utilisées par le mécanisme de génération
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des jeux de données erronées. Le plus souvent cette tâche ne peut être faite que
manuellement. On peut noter qu’il existe cependant des outils de fuzzing qui es-
saient d’automatiser cette tâche ou tout du moins de la faciliter en fournissant des
mécanismes de reconnaissance automatique des protocoles [ADAFE].
1.4.2.3 Modèle en mémoire
Il arrive que la spéciﬁcation d’un programme ne soit pas connue. Par exemple
dans le cas d’une application fermée ou ne disposant pas d’une documentation libre-
ment accessible. Pour répondre à ce problème, plutôt que de revenir à des mécanismes
aveugles, des approches dites en mémoire ont été proposées. Ce type d’approche
permet, tout comme les modèles spéciﬁques, d’atteindre des états du programme en
cours de test que n’atteignent pas les mécanismes aveugles, mais sans pour autant
avoir connaissance de sa spéciﬁcation. À noter que ce type d’approche permet égale-
ment de répondre au problème d’automatisation du traitement de la spéciﬁcation
posé par les modèles spéciﬁques.
Pour cela, les mécanismes d’injection en mémoire cherchent à déplacer le prob-
lème de l’injection des erreurs, des points entrée du programme aux données directe-
ment manipulées en mémoire par ce dernier. Cela signiﬁe qu’à l’instar des mécan-
ismes logiciels de simulation de faute matérielle (voir section 1.4.2.1), les mécanismes
d’injection en mémoire doivent avoir un accès direct à l’espace mémoire du proces-
sus de l’application. Cependant, le modèle de faute à simuler étant bien plus élaboré
qu’une simple corruption aléatoire de la mémoire, le mécanisme d’injection doit
pour être pertinent extraire un certain nombre d’informations du code exécuté par
le processus. Ce modèle s’apparente donc plus à une approche en boîte grise.
Une première possibilité pour réaliser cela est l’interception des appels sys-
tème [DM98, DM00]. Les erreurs peuvent alors être introduites directement dans
les données retournées par ces appels système. Cette approche, bien que ﬁnale-
ment proche des mécanismes de rejeu de données mutées (voir section 1.4.2.1), peut
mettre en évidence l’existence d’un plus grand nombre d’erreurs de conception. En
eﬀet, grâce à l’apport d’informations sur le fonctionnement interne du programme,
à savoir les appels système ainsi que les données qu’ils retournent, la génération des
données erronées peut cibler un plus grand nombre de points d’entrée (par exemple,
un ﬁchier de conﬁguration). Cependant, ce type de mécanisme reste encore limité
face à certains types de données. C’est par exemple le cas des ﬁchiers compressés ou
des connexions réseaux chiﬀrées.
Pour répondre à ce problème, il est nécessaire d’être capable de modiﬁer des
données plus en profondeur dans la pile d’appels menant aux appels système. Pour
réaliser cela, il est possible de reposer sur des outils de couverture de code. Ces
outils sont originalement utilisés dans la phase de développement d’une application
aﬁn de s’assurer que celle-ci ne contient pas de code mort et donc que toutes ses
branches sont exécutables. Dans le cas d’une campagne d’injections en mémoire,
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ce type d’outil permet d’identiﬁer la trace d’exécution des fonctions internes pour
chaque appel système eﬀectué par le programme [EFS]. Ces outils de couverture de
code reposent sur des débogueurs ou des bibliothèques d’instrumentation, ils sont
donc utilisés par la suite pour procéder à l’injection des données erronées. À noter
que dans le cas d’un audit de sécurité, aﬁn de se concentrer sur les fautes poten-
tiellement capables de générer une intrusion, il est possible de donner la priorité,
via un mécanisme de retour, aux jeux de données permettant d’atteindre des appels
système potentiellement dangereux [ADAFE].
1.4.3 Positionnement des travaux
Dans cette thèse, nous voulons évaluer un mécanisme de détection des intrusions
de niveau applicatif. Or nous avons vu à la section 1.3.3 que l’attaque à l’origine
d’une intrusion peut être vue comme faute au sein du programme. Nous proposons
donc de simuler le résultat d’une attaque en forçant le processus dans un état erroné.
Pour cela, nos travaux reposent sur l’utilisation d’un mécanisme d’injection de fautes.
Cependant, aﬁn de reproduire les possibles états erronés d’un programme provoqués
par une attaque, le mécanisme d’injection que nous proposons est capable de cibler
les données qui inﬂuencent l’exécution des appels système.
Dans ce but, à la manière des mécanismes de simulation logicielle d’erreurs
matérielles au niveau de la mémoire, notre mécanisme d’injection agit directement
dans l’espace mémoire du processus. Toutefois, la simulation d’une attaque contre
une application requiert un modèle de faute bien plus compliqué que la simple simu-
lation d’une erreur au niveau de la mémoire. De plus, notre objectif étant de simuler
un type d’attaque bien particulier, les modèles de fautes au niveau des points d’en-
trée du programme ne sont pas non plus suﬃsants. C’est pourquoi, à l’instar des
mécanismes d’injection en mémoire, nous injectons les erreurs directement dans les
données manipulées par le programme.
Cependant, tout comme ces derniers, nous avons besoin d’informations sur le
fonctionnement interne du programme pour construire notre modèle de faute. C’est
ce modèle qui permet à notre mécanisme d’injection de déterminer quels emplace-
ments mémoire doivent subir une injection et à quel moment celle-ci doit avoir
lieu. Toutefois, contrairement aux mécanismes d’injection en mémoire, nous ne nous
limitons pas à l’interception des appels système ou à l’utilisation d’outils de couver-
ture de code pour construire notre modèle. Nous proposons une approche par boîte
blanche, reposant sur l’analyse statique du code source du programme à tester, pour
déterminer les données qui pourraient être la cible d’une attaque.
De plus, aﬁn d’améliorer la pertinence de notre mécanisme d’évaluation, nous
proposons de déterminer quels états erronés parmi ceux que nous avons injectés
sont les plus susceptibles d’être représentatifs d’une véritable intrusion. Une intru-
sion n’étant eﬀective que lorsque des appels système illégaux ont été exécutés, nous
utilisons pour cela une méthode d’apprentissage du comportement d’un programme
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au niveau de ses appels système. Le modèle de comportement appris tient compte
à la fois des séquences des appels systèmes mais aussi des arguments qui leurs sont
passés en paramètre. Ce type de modélisation nous permet de déterminer quels états
erronés ont eﬀectivement permis de faire exécuter au programme des appels système
illégaux.
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Chapitre 2
Modèle de détection d’intrusion
Pour détecter une intrusion au sein d’un programme, nous proposons dans ces
travaux de thèse une approche de type comportementale. Située au niveau appli-
catif, ce type d’approche requiert donc la construction préalable d’un modèle du
comportement normal des programmes à surveiller et ceci aﬁn de pouvoir mettre
en évidence, pour chacun d’eux, les éventuelles déviations comportementales engen-
drées par une intrusion ou une tentative d’intrusion. Dans le cadre de l’approche que
nous proposons, la construction de ce modèle est eﬀectuée à partir du code source
des applications concernées et celle-ci repose sur des techniques issues du domaine
de l’analyse statique.
Notons que les techniques d’analyse statique sur lesquelles nous avons choisi de
nous reposer nous assurent que les résultats obtenus sont des sur-approximations.
Cette méthode de construction permet donc de générer un modèle qui est complet,
c’est-à-dire un modèle qui inclut tous les comportements possibles du programme.
Par conséquent, notre approche ne peut pas générer de fausse alerte. Cependant,
si le modèle ainsi obtenu est complet celui-ci n’est pas correct. En eﬀet, ce dernier
représente une sur-approximation du comportement normal des programmes consid-
érés. Par conséquent, il y a un risque avec notre approche que certaines intrusions
ne soient pas détectées.
Dans ce chapitre, nous présentons l’approche comportementale que nous pro-
posons pour détecter une intrusion dans un programme. Pour cela, nous abordons
d’abord les diﬀérents types d’attaques dont peut être la cible un programme partic-
ulier et parmi celles-ci lesquelles notre approche cherche spéciﬁquement à détecter.
Nous abordons ensuite en détails la méthode que nous proposons pour détecter le
type d’attaques que nous avons identiﬁé comme étant la cible de notre approche.
Nous verrons notamment comment nous pouvons construire le modèle de comporte-
ment normal associé à notre approche pour la détection. Enﬁn, nous présentons aussi
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l’outil que nous avons développé pour valider et tester notre approche ainsi que les
outils d’analyse statique sur lesquels nous avons fondé notre implémentation.
2.1 Les attaques contre les applications
Une intrusion est le résultat d’une attaque réalisée avec succès sur le système
d’information ciblé. Si l’attaque échoue, on dit alors qu’une tentative d’intrusion a
eu lieu. Au niveau d’un hôte appartenant au système d’information, une attaque peut
viser son système d’exploitation ou bien les applications qui s’exécutent au dessus
de ce dernier. Quelle que soit la cible, une attaque peut chercher soit à épuiser les
ressources du composant ciblé soit à exploiter une vulnérabilité dans sa conception.
Dans le premier cas, l’attaque a nécessairement pour but de violer la propriété de
disponibilité (on parle alors d’attaque par déni de service [Gli84, Ove99, Cri00]).
Au niveau du système d’exploitation, un déluge de paquet réseau est un exemple de
déni de service par épuisement de ressource [Edd07].
Dans le second cas, l’attaque cherche en priorité à violer les contraintes de con-
ﬁdentialité et d’intégrité. Au niveau du système d’exploitation, la corruption des
données d’un pilote de périphérique mal conçu est un exemple d’exploitation de vul-
nérabilité permettant de violer l’intégrité du système [But07, Bul07]. Dans le cas où
un utilisateur malveillant cherche à attenter à l’intégrité d’une application, l’attaque
peut être réalisée à un moment donné en corrompant une ou plusieurs données dans
l’espace mémoire du processus en cours d’exécution. Ceci est vrai quelle que soit la
vulnérabilité exploitée par l’attaque : dépassement de tampon sur la pile ou sur le
tas, dépassement de la capacité d’un entier, dépassement de chaîne formatée, etc.
Ces données peuvent être classées en deux catégorie : les données de contrôle et
les données de calcul. Une attaque contre les données de contrôle cherche à corrompre
les données utilisées par le processus pour contrôler son ﬂot d’exécution. Une adresse
de retour sur la pile ou un pointeur de fonction dans le gestionnaire d’exception sont
des exemples de données prises pour cible par de telles attaques. En modiﬁant ces
données, il est possible de forcer l’exécution du processus vers du code injecté ou hors
contexte. Dans les deux cas, le code exécuté est illégal et se trouve sur un chemin
invalide.
Une attaque contre les données de calcul cherche à corrompre les données utilisées
par le processus pour eﬀectuer les tâches qui lui incombent. Les variables contenant
les valeurs nécessaires à l’évaluation des branchements conditionnels ou au calcul
des arguments d’un appel système sont des exemples de données prises pour cible
par de telles attaques. En modiﬁant ces données, il est possible d’utiliser de manière
invalide du code légalement exécutable. Par exemple, il est possible d’eﬀectuer un
appel système illégal bien que ce dernier soit situé dans du code valide en l’exécutant
au travers d’un chemin invalide ou en lui fournissant des arguments incorrects. Nous
allons détailler pour ces deux types d’attaques diﬀérentes techniques d’exploitation.
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2.1.1 Les attaques ciblant les données de contrôle
Ce type d’attaque cherche à corrompre les données utilisées par le système pour
contrôler le ﬂot d’exécution de l’application. La corruption de ce type de données
peut permettre de détourner le ﬂot d’exécution d’un processus vers des emplacements
mémoire contenant du code qui ne peut en aucune circonstance être valide à exécuter.
Le code exécuté est donc illégal et les appels systèmes eﬀectués par ce dernier sont
donc bien sûr tout aussi illégaux.
Il peut s’agir de code injecté, c’est-à-dire de code introduit en mémoire par l’at-
taquant, ou bien de code hors contexte, c’est-à-dire de code présent dans l’espace
mémoire du processus mais hors contexte vis-à-vis de l’application (par exemple, le
code des fonctions inutilisées d’une bibliothèque de fonctions chargée en mémoire
par le programme). Dans la suite de cette section, nous allons détailler certaines
méthodes permettant ces deux types d’exploitation.
2.1.1.1 Exécution de code injecté
Le détail des techniques permettant l’injection de code exécutable au sein d’un
programme en cours d’exécution dépend fortement de l’architecture du processeur
sur lequel le programme vulnérable est exécuté. Toutefois, le principe général varie
peu, notamment pour l’exploitation d’un dépassement de tampon sur la pile. En
eﬀet, chaque processus possède une pile d’exécution qui contient les variables locales
et les arguments passés en paramètre lors des appels de fonction, mais aussi un
certain nombre de données utilisées par le système pour contrôler le ﬂot d’exécution
du processus considéré.
C’est notamment le cas des adresses de retour suite à l’appel d’une fonction ou
encore des adresses des fonctions du gestionnaire d’exception. Lorsque l’instruction
de retour de la fonction est exécutée ou bien qu’une exception est levée, ce sont ces
adresses mémoire contenues sur la pile qui sont utilisées comme adresse de destina-
tion lors de la redirection du ﬂot d’exécution à la ﬁn de l’appel de fonction. Or les
données reçues par le programme sont placées dans des tampons alloués préalable-
ment qui sont eux aussi situés sur la pile du processus (à proximité de l’adresse de
retour).
Si par exemple le programme n’est pas correctement conçu et qu’il ne vériﬁe pas
que la taille des données reçues ne dépasse pas la taille maximale du tampon utilisé
pour les contenir, alors un utilisateur malveillant aura la possibilité de modiﬁer les
adresses mémoire situées sur la pile. Si parmi les données envoyées par l’attaquant
se trouve du code exécutable, il pourra alors le faire exécuter par la machine ciblée
en s’assurant que l’adresse de retour une fois modiﬁée correspond bien à l’adresse
de son code sur la pile. La ﬁgure 2.1 illustre les diﬀérents états de la mémoire
du processus lors d’une attaque de type corruption de l’adresse de retour. On y
voit successivement l’état de la mémoire avant l’appel de fonction, après l’appel de
fonction et après l’attaque.
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Figure 2.1 – Corruption de l’adresse de retour
2.1.1.2 Exécution de code hors contexte
Lorsque le système d’information ciblé possède un mécanisme qui détecte ou
prévient l’exécution de code injecté (par exemple par la protection en exécution de
la pile), un attaquant peut chercher à contourner ce mécanisme en détournant le ﬂot
d’exécution vers du code déjà présent en mémoire mais néanmoins utilisable pour
réussir une attaque.
La technique consiste en l’injection non pas de code exécutable malveillant mais
d’arguments malveillants qui seront passés en paramètre d’un ou plusieurs appels
de fonction chargées en mémoire par les bibliothèques de fonctions partagées. En
eﬀet, même si le programme ne fait appel qu’à un petit nombre de fonctions d’une
bibliothèque donnée, c’est toute la bibliothèque qui est chargée en mémoire lors
du lancement du programme et l’ensemble de ses fonctions sont potentiellement
activables par un attaquant.
Sur les système de type UNIX, il existe une bibliothèque de fonctions partagée qui
est toujours présente dans l’espace mémoire du processus quelle que soit l’application
exécutée, c’est la bibliothèque des fonctions standards du C (libc). De plus, cette
dernière possède une fonction permettant d’exécuter des commandes sur le système
ciblé à l’aide d’un seul argument, la fonction system. C’est donc bien souvent vers
cette bibliothèque qu’un attaquant va chercher à détourner le ﬂot d’exécution.
La réalisation d’une attaque via un retour dans une bibliothèque de fonctions
partagée est très proche de la réalisation d’une attaque par injection de code. En
eﬀet, dans les deux cas on modiﬁe une donnée de contrôle pour forcer la valeur
du pointeur de code. Par exemple, dans le cas d’un dépassement de tampon sur la
pile permettant de modiﬁer l’adresse de retour, un attaquant peut forcer la fonction
vulnérable à retourner au point d’entrée de la fonction system dans la bibliothèque
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partagée libc. Cette fois, ce qui est contenu par la pile après l’adresse de retour, ce
n’est pas du code machine comme dans la ﬁgure 2.1, mais la chaîne de caractère à
passer en paramètre de la fonction system. On peut par exemple lui fournir comme
argument la chaîne de caractère /bin/sh pour obtenir illégalement un accès distant
à la machine.
2.1.2 Les attaques ciblant les données de calcul
Ce type d’attaque cherche à corrompre les données utilisées par le processus
pour eﬀectuer ses calculs. La corruption de ce type de données peut permettre de
détourner l’utilisation de code exécutable valide pour lui faire eﬀectuer des appels
système illégaux. Un attaquant peut par exemple chercher à corrompre des données
utilisées dans le calcul des arguments passés en paramètre des appels système ou bien
utilisées dans le calcul des évaluations conditionnelles qui mènent à l’exécution de
ces appels. Il est bien sûr envisageable de modiﬁer le comportement d’un processus
en combinant ces deux types de corruption.
L’étude de ce type bien particulier d’attaque a été le sujet d’un article séminal
dû à Chen et al. [CXS+05]. Dans ces travaux, plusieurs points sont mis en évidence à
propos de ce type d’attaque. Tout d’abord, puisque ce type d’attaque n’injecte pas de
code malveillant, mais cherche à détourner de manière malveillante du code valide,
il nécessite une connaissance plus ﬁne du fonctionnement interne des programmes
ciblés. Parmi les mécanismes de détection et de prévention des intrusions les plus
déployés, un grand nombre d’entre eux ne sont eﬃcaces que contre les attaques
ciblant les données de contrôle.
C’est pourquoi, malgré la plus grande complexité de réalisation que requièrent
les attaques ciblant les données de calcul, ces dernières pourraient être utilisées par
un attaquant pour contourner les mécanismes de détection en place sur sa cible.
De plus, ces travaux montrent également que des vulnérabilités qui jusque là ont
été exploitées uniquement pour réaliser des attaques contre les données de contrôle,
peuvent aussi être exploitées pour réaliser des attaques contre les données de calcul.
Enﬁn, ces travaux ont également montré que dans ce cas, la sévérité des compromis-
sions obtenues peut être équivalente à celle résultant d’attaques contre les données de
contrôle. Au ﬁnal, l’ensemble de ces points suggère que ce type d’attaque représente
bien une menace réelle.
Le nombre de données de calcul est grand au sein d’un programme et l’analyse
complexe que requiert ce type d’exploitation peut diﬃcilement être conduite pour
chacune d’entre elles. Un utilisateur malveillant va donc utiliser la connaissance
générale qu’il a du programme pour analyser ﬁnement en priorité les données qui
contiennent les informations les plus susceptibles d’être utiles pour détourner le com-
portement de l’application. Nous allons maintenant détailler certaines informations
que pourrait ainsi chercher à corrompre ce type d’exploitation.
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2.1.2.1 Corruption des informations d’authentification
Les applications de type serveur, dans de nombreux cas, imposent à leurs utilisa-
teurs de s’authentiﬁer. Une application de ce type a donc besoin, lorsqu’elle reçoit
une demande d’authentiﬁcation, de charger en mémoire les données correspondant
à l’utilisateur telles que son identiﬁant ou son mot de passe. Ces données sont alors
conservées en mémoire jusqu’à ce que la phase d’authentiﬁcation soit validée ou au
contraire échoue.
La corruption de ces données durant l’exécution du programme peut permettre
à un utilisateur malveillant de réussir la phase d’authentiﬁcation ou d’usurper l’i-
dentité d’un autre utilisateur. Par exemple, dans le cas du serveur OpenSSH [OSSH]
(pour les versions 2.2 ou antérieures), ce type de corruption donne à un attaquant
la possibilité de forcer à vide le mot de passe de l’utilisateur ou encore de forcer
l’identiﬁant (uid) de l’utilisateur à 0 (root).
2.1.2.2 Corruption des informations de configuration
L’utilisation de ﬁchiers de conﬁguration qui leurs sont propres est très répan-
due parmi les applications réseaux. Par exemple, ils sont utilisés par le serveur
Apache [ASF] pour spéciﬁer l’emplacement des interpréteurs de script, ou encore
par le serveur Netkit Telnetd pour autoriser ou non le compte root à s’authentiﬁer
à distance. Un grand nombre de paramètres similaires peuvent être conﬁgurés de la
sorte pour de nombreuses applications. Le plus souvent, ce type de ﬁchier n’est lu
qu’une fois, à l’initialisation du serveur. Les informations qui y sont contenues, une
fois chargées en mémoire, sont conservées durant toute la durée de vie des processus
et ne changent pas. Ces données en mémoire sont alors utilisées par le programme
pour faire en sorte que durant son exécution son comportement est en conformité
avec le ﬁchier de conﬁguration.
La corruption de ces données donne à un attaquant la capacité de modiﬁer la
conﬁguration de l’application et donc la capacité d’altérer son comportement. Par
exemple, dans le cas du serveur Apache [ASF], en modiﬁant le chemin d’accès qui
spéciﬁe l’un des interpréteurs de scripts, il est possible de faire exécuter à l’appli-
cation n’importe quel binaire exécutable présent sur le système. Si le serveur, au
travers de ses pages web, donne à ses utilisateurs la possibilité d’envoyer des ﬁchiers
personnels, alors l’attaquant a même la possibilité de fournir ses propres binaires
pour l’attaque.
Un autre exemple concerne le cas du serveur OpenSSH [OSSH] (mêmes ver-
sions que précédemment). Posons à nouveau l’hypothèse vu précédemment, à savoir
qu’une vulnérabilité permet de s’authentiﬁer sur la machine ciblée avec n’importe
quel compte connu sans en détenir le mot de passe. Si la conﬁguration du serveur
ne permet pas au compte root de s’authentiﬁer à distance, alors la gravité de l’in-
trusion sera moindre puisque l’utilisateur malveillant ne pourra avoir que des droits
limités. Cependant, si cette donnée de conﬁguration peut à son tour être corrompue,
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il est alors possible de contourner cette limitation et donc d’augmenter le niveau de
gravité de l’intrusion.
En eﬀet, si le compte root n’est pas autorisé à s’authentiﬁer à distance, l’at-
taquant peut tout d’abord exploiter la vulnérabilité pour modiﬁer la variable util-
isée pour contrôler cette option de conﬁguration. Il lui suﬃt pour cela de corrompre
les données qui correspondent à la conﬁguration chargée en mémoire par le pro-
gramme de la même manière qu’il peut corrompre les données qui correspondent à
l’utilisateur avec lequel il cherche à s’authentiﬁer. Ceci peut se faire avec n’importe
qu’elle compte existant autre que root. Il ne lui reste plus qu’à réaliser une seconde
exploitation de la vulnérabilité, celle qui permet de s’authentiﬁer sans connaître le
mot de passe correct. Au ﬁnal, grâce à cette réalisation en deux temps de l’attaque,
le niveau de compromission de l’intrusion reste le même malgré la mesure préventive
qui consiste à interdire l’accès distant au compte root.
2.1.2.3 Corruption des informations de vérification
Une application, aﬁn de garantir son intégrité, ne doit pas faire conﬁance à
l’émetteur des données qu’elle reçoit, mais au contraire vériﬁer que ces dernières
correspondent bien au format de données attendu. Ce type de vériﬁcation peut être
contourné de deux manières. Tout d’abord, posons l’hypothèse que l’application
considérée est sujette à une vulnérabilité qui ne permet de corrompre qu’un nombre
restreint de données. Il suﬃt que parmi celles-ci certaines soient utilisées dans la véri-
ﬁcation des données d’entrées pour donner à un utilisateur malveillant la possibilité
d’injecter des données invalides et potentiellement de modiﬁer le comportement du
programme.
Une autre manière de contourner le mécanisme de vériﬁcation est de provoquer
une situation de compétition (race condition) de type TOCTTOU (Time Of Check
To Time Of Use) [BDBD96]. Cela est possible si la vulnérabilité est située dans
le programme entre le moment de la vériﬁcation des données et le moment où ces
données sont utilisées. Un attaquant peut alors fournir en entrée des données qui
passent l’étape de la vériﬁcation, puis, avant que ces dernières ne soient utilisées,
les altérer aﬁn d’injecter des données invalides et donc potentiellement modiﬁer le
comportement du programme.
Prenons par exemple le cas d’une application qui utilise pour sa phase d’authen-
tiﬁcation une base de données SQL. Aﬁn de se prémunir contre une attaque qui
injecterait du code SQL [SQLI], l’application en question doit prendre certaines pré-
cautions quand elle reçoit des données de l’utilisateur. Par exemple, avant d’exécuter
la phase d’authentiﬁcation, l’application prend le soin de dupliquer ces données en
échappant les caractères spéciaux d’une commande SQL. En remplaçant, avant l’au-
thentiﬁcation, la donnée qui contient l’adresse des données nettoyées par celle des
données originelles, un attaquant peut contourner la vériﬁcation et donc réussir à
injecter du code SQL.
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2.1.2.4 Corruption des informations de branchement
Les applications utilisent des évaluations conditionnelles (dont les résultats sont
des booléens), pour décider des branchements à eﬀectuer dans le code durant l’exé-
cution. Si une application présente une phase d’authentiﬁcation, alors cette phase
possède nécessairement une ou plusieurs évaluations conditionnelles aﬁn de déter-
miner si l’accès doit être autorisé ou non. La corruption des informations utilisées
par ces évaluations conditionnelles peut permettre à un attaquant de s’authentiﬁer
de manière frauduleuse auprès de l’application. De manière générale, ces évaluations
inﬂuencent la possibilité d’exécuter ou non des appels système mais aussi la valeur
des paramètres de ces appels système.
Prenons à nouveau pour exemple le cas du serveur OpenSSH [OSSH]. Lorsque
celui-ci reçoit une demande d’authentiﬁcation, il commence par charger les don-
nées de l’utilisateur correspondant. Si le mot de passe de l’utilisateur est vide, alors
la demande d’authentiﬁcation est immédiatement validée. Dans le cas contraire, le
serveur exécute une boucle qui ne se terminera qu’une fois le bon mot de passe
fourni par l’utilisateur. Supposons qu’une vulnérabilité existe entre le chargement
des données de l’utilisateur et le test s’assurant que le mot de passe fourni est correct.
Imaginons également que celle-ci permette de corrompre n’importe quelles données
du programme. Il est donc possible d’attaquer ce dernier en forçant le mot de passe
à vide au sein des données chargées pour l’utilisateur qui réalise la demande d’au-
thentiﬁcation. Si l’attaque est réalisée avant le test qui détermine l’entrée dans la
boucle d’authentiﬁcation, alors l’utilisateur malveillant peut directement s’authen-
tiﬁer. Sinon, il lui suﬃt de répondre par une chaîne de caractère vide à la demande
de vériﬁcation de la boucle d’authentiﬁcation.
Dans les deux cas, l’attaquant est capable de forcer l’authentiﬁcation bien que
le mot de passe ne soit pas vide et qu’il ne le connaisse pas. Si la vulnérabilité est
spéciﬁquement située dans la boucle de vériﬁcation du mot de passe reçu, il est
possible de l’exploiter autrement pour s’authentiﬁer illégalement sur le système. En
eﬀet, un attaquant peut chercher à forcer la validité de l’évaluation de la condition de
sortie de la boucle alors qu’il n’a à aucun moment fourni le mot de passe correct. À
nouveau, un utilisateur malveillant peut donc obtenir de manière frauduleuse accès
au serveur. Nous détaillerons le cas du serveur OpenSSH [OSSH] dans la section 2.3
pour illustrer l’approche que nous proposons.
2.2 Un modèle de détection déduit du code source
Contrairement aux attaques contre les données de contrôle dont le but est de faire
exécuter au programme vulnérable du code invalide, les attaques contre les données
de calcul cherchent à utiliser de manière illégale du code valide par la corruption des
données qu’il manipule. Nous présentons ici le modèle orienté autour des variables
que nous proposons aﬁn de détecter ce type d’attaque.
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Pour cela, nous verrons que la logique de Hoare [Hoa69], qui permet de raisonner
sur la correction des programmes informatiques, peut également être utilisée pour
détecter des attaques contre les données de calcul. C’est pourquoi nous commençons
par présenter la logique de Hoare avant d’expliquer à l’aide d’un exemple comment
se déroule une attaque contre les données de calcul et comment il est envisageable de
la détecter à l’aide de cette logique. Nous présentons ensuite sur un autre exemple
le modèle que nous proposons dans ces travaux pour eﬀectivement détecter ce type
d’attaque ainsi qu’une méthode pour construire ce modèle de manière automatisée
grâce à l’analyse statique.
2.2.1 La logique de Hoare
Un programme est considéré correct s’il eﬀectue sans erreur et ce dans les situ-
ations spéciﬁées les tâches qui lui sont conﬁées. Aﬁn de pouvoir vériﬁer cela il est
nécessaire de décrire précisément et sans ambiguïté l’ensemble de ces tâches ainsi
que ce que ces dernières sont autorisées ou non à faire. C’est cette description qui
constitue la spéciﬁcation du programme.
Idéalement, le programme est la traduction exacte de cette spéciﬁcation dans un
langage de programmation. En pratique, il s’agit souvent d’une approximation de
celle-ci. En eﬀet, de nombreux programmes déployés sont en réalité incorrects car il
subsiste des situations rares mais possibles où l’exécution des tâches provoquent des
erreurs. C’est également le cas s’il existe des situations possibles mais non prévues
par la spéciﬁcation car le programme ne vériﬁe pas que les tâches qui s’exécutent
sont strictement limitées à ce qu’elles sont autorisées à faire.
La logique de Hoare [Hoa69] a pour but de formaliser la relation entre langage
de programmation et langage de spéciﬁcation aﬁn de permettre de raisonner sur
la correction des programmes informatiques. L’utilisation de la logique de Hoare
permet alors pour un programme donné d’obtenir une preuve de programme et
donc de vériﬁer à l’aide de sa spéciﬁcation que ce dernier se comporte bien comme
il est censé le faire.
2.2.1.1 Les triplets de Hoare
Pour cela, la logique de Hoare considère que le programme est un transforma-
teur d’états. En eﬀet, chaque instruction exécutable du programme considéré fait
évoluer son état, à savoir la valeur de l’ensemble constitué de toutes les variables du
programme. La logique de Hoare exprime donc pour chaque évolution de cet état,
des propriétés sur l’état ﬁnal à partir des propriétés de l’état initial. Chacune de ses
propriétés ne portent que sur les variables du programme que modiﬁe l’instruction
exécutée correspondante. La formulation de l’ensemble de ces propriétés constitue
la spéciﬁcation exacte implémentée par le programme (et qui peut diﬀérer de la
spéciﬁcation théorique).
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L’expression de ces propriétés est fondée sur la notion de triplet de Hoare, de la
forme {P} C {Q}. Un triplet de Hoare est composé de l’instruction C qui fait évoluer
l’état du programme, de la pré-condition {P} et de la post-condition {Q}. Plus
précisément, {P} et {Q} sont des assertions, c’est-à-dire des formules logiques du
langage de spéciﬁcation représentant des propriétés sur les variables du programme.
Le plus souvent, ces formules sont exprimées à l’aide de la logique des prédicats. La
notation {P} C {Q} exprime donc que suite à l’exécution de l’instruction C, l’état
du programme vériﬁe la propriété exprimée par {Q} si l’état initial du programme
vériﬁait la propriété exprimée par {P}.
2.2.1.2 Les règles d’inférence
Pour le cas de la programmation impérative, la logique de Hoare déﬁnit des
règles d’inférence pour toutes les instructions de base de cette famille de langage.
Les notations utilisées pour exprimer ces règles d’inférence sont les suivantes :
– La négation de P est notée ¬P .
– La conjonction de P et de Q est notée P ∧Q.
– La disjonction de P et de Q est notée P ∨Q.
– L’implication de Q par P est notée P ⇒ Q.
– P [x← E] désigne l’expression P dans laquelle les occurrences de la variable x
ont été remplacées par l’expression E.
Une règle d’inférence est une fraction de la forme P0,...,Pn
C
où le numérateur est un n-
uplet de prémisses et le dénominateur une conclusion. Une règle d’inférence donnée
exprime donc la relation de déduction liant la conclusion à l’ensemble des prémisses
correspondantes. Une règle d’inférence qui ne possède aucun prémisse est appelée
axiome. Dans le cas de la logique de Hoare, les prémisses et la conclusion sont
exprimées à l’aide de triplet de Hoare. Ce type de règles d’inférence exprime donc
le fait que si l’ensemble des prémisses sont vraies, alors la conclusion est vraie. Les
règles d’inférence utilisées par la logique de Hoare pour modéliser l’évolution des
états sont les suivantes :
–
{P} skip {P}
Il s’agit de la règle vide. L’état du programme ne change pas, ce qui était vrai
à l’état initial est toujours vrai à l’état ﬁnal.
–
{P [x← E]} x := E {P}
Il s’agit de la règle d’aﬀectation. Si la propriété était vraie à l’état initial pour
P [x ← E], alors elle est aussi vrai pour x à l’état ﬁnal puisque x := E. Par
exemple, {x+ 1 = 3} y := x+ 1 {y = 3}.
–
{P} Ci {T} , {T} Ci+1 {Q}
{P} Ci;Ci+1 {Q}
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Il s’agit de la règle de composition. Elle permet de modéliser une séquence
d’instructions. L’exécution séquentielle de Ci puis de Ci+1 est notée Ci;Ci+1.
par exemple, si on considère les deux triplets {x + 1 = 3} y := x + 1 {y = 3}
et {y = 3} z := y {z = 3}, alors on peut en conclure que {x + 1 = 3} y :=
x+ 1; z := y {z = 3}.
–
P ′ ⇒ P , {P} C {Q} , Q⇒ Q′
{P ′ } C {Q′}
Il s’agit de la règle de conséquence. Elle permet de déduire des propriétés
précédentes d’autres propriétés plus complexes. Prenons comme exemple le
triplet suivant : {x+1 = 3} y := x+1 {y = 3}. Posons la relation d’équivalence
suivante : x + 1 = 3 ⇔ x = 2. On peut alors en déduire que {x = 2} y :=
x+ 1 {y = 3}.
–
{B ∧ P} CT {Q} , {¬B ∧ P} CF {Q}
{P} if B then CT else CF endif {Q}
Il s’agit de la règle de condition. Dans la branche CT la pré-condition P est
vériﬁée et B est vraie tandis que dans la branche CF la pré-condition P est
aussi vériﬁée et B est faux. Par exemple, si on considère les deux triplets
{true ∧ x = 0} y := x {y = 0} et {true ∧ x 6= 0} y := 0 {y = 0} alors on peut
en conclure que {true} if x = 0 then y := x else y := 0 {y = 0}.
–
{P ∧ B} C {P}
{P} while B do C done {¬B ∧ P}
Il s’agit de la règle de boucle. Lorsque C s’exécute, la précondition est vériﬁée
et B est vraie tandis que la post-condition implique la pré-condition et qu’en
sortie B est faux. P est appelé invariant de boucle. Par exemple, si on considère
le triplet suivant {x ≥ 0∧x < y} x := x+1 {x ≥ 0}, alors on peut en conclure
que {x ≥ 0} while x < y do x := x+ 1 done {x ≥ 0 ∧ ¬(x < y)}.
2.2.2 Détection des attaques contre les données de calcul
Les attaques ciblant les données de calcul peuvent engendrer des compromissions
aussi sévères que les attaques ciblant les données de contrôle pour divers schémas
de vulnérabilités existants (voir section 2.1.2). Parmi les vulnérabilités utilisées en
exemple, on trouve notamment une vulnérabilité qui touche le très déployé serveur
FTP libreWU-FTPD [WUFTP] (pour les versions 2.6.0 ou antérieures). Cette faille
est due à la portion de code responsable de la journalisation [C0133]. En eﬀet, ce
code ajoute des entrées dans le journal sans utiliser de chaînes de formatage. Là
encore, il s’agit d’un schéma de vulnérabilité bien connu. Si une entrée contient des
données contrôlables par le client, alors un utilisateur malveillant peut utiliser cela
pour modiﬁer directement la mémoire du processus.
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2.2.2.1 Exploitation de la vulnérabilité
La ﬁgure 2.2 (colonne de gauche) est un exemple de code contenant une vulnéra-
bilité similaire à celle décrite précédemment. Dans cet exemple, la vulnérabilité se
situe à la ligne 10. Cette ligne de code aﬃche sans utiliser de chaînes de formatage
l’entrée utilisateur reçue à la ligne 07. En conséquence, un utilisateur malveillant
peut fournir en entrée du programme une chaîne de formatage lui permettant d’avoir
un accès direct en écriture à la mémoire du processus. Dans ce cas précis, c’est la
variable uid qui se trouve être une cible de choix.
01 int main(int argc, char **argv)
02 {
03 char buf[64];
04 uid_t uid;
05 uid = atoi(argv[1]);
06 seteuid(uid);
07 while(fgets(buf, 64, stdin))
08 {
09 seteuid(0);
10 printf(buf);
11 seteuid(uid);
12 }
13 }
01 int main(int argc, char **argv)
02 {
03 char buf[64];
04 uid_t uid;
//@ {true}
05 uid = atoi(argv[1]);
//@ {uid==atoi(argv[1])}
06 seteuid(uid);
//@ {uid==atoi(argv[1])}
07 while(fgets(buf, 64, stdin))
08 {
//@ {uid==atoi(argv[1])}
//@ AND {s}
//@ AND {s -> buf[0] != ’\0’}
//@ {uid==atoi(argv[1])}
//@ AND {buf[0] != ’\0’}
09 seteuid(0);
//@ {uid==atoi(argv[1])}
//@ AND {buf[0] != ’\0’}
10 printf(buf);
//@ {uid==atoi(argv[1])}
//@ AND {buf[0] != ’\0’}
11 seteuid(uid);
12 }
//@ {uid==atoi(argv[1])}
//@ AND {buf[0]==’\0’}
13 }
Figure 2.2 – Exemple d’annotations de Hoare dans un programme en langage C
contenant une vulnérabilité de type string format
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Eﬀectivement, en forçant sa valeur à zéro par exemple (root), un attaquant peut
élever son niveau de privilèges, sans corrompre le ﬂot d’exécution, lors de l’appel
à la fonction seteuid à la ligne 11. Cet exemple montre bien comment une attaque
contre les données de calcul peut violer des contraintes que les variables devraient
normalement respecter. Ainsi, la variable uid devrait être constante durant toute
l’exécution de la boucle (de la ligne 07 à la ligne 12) et être égale à la valeur qui
lui a été assignée à la ligne 05. Aﬁn de pouvoir détecter ce type d’attaque à l’exé-
cution du programme, nous souhaitons construire ce type de contraintes de manière
automatique.
2.2.2.2 Application de la logique de Hoare
Nous allons maintenant appliquer la logique de Hoare à l’exemple précédent pour
déterminer s’il est possible de détecter ce type d’attaque grâce au code source. L’anal-
yse statique du code source d’un programme aﬁn travailler avec des prédicats Hoare
est une approche déjà utilisée par les outils de vériﬁcation de programme. Cepen-
dant, dans notre cas, nous ne pas voulons vériﬁer que le programme respecte bien
les propriétés exprimées par des prédicats fournis en entrée. Ce que nous voulons,
c’est déduire de manière automatique des propriétés.
Pour illustrer cette approche, nous avons construit les diﬀérents prédicats qui
peuvent être déduits du code source en exemple dans la ﬁgure 2.2 (colonne de droite).
Dans cet exemple, on suppose que l’appel à la fonction printf à la ligne 10 ne
peut modiﬁer aucune donnée interne au programme mais uniquement écrire sur la
sortie standard. En reposant sur cette hypothèse, on obtient ainsi sur la valeur de
la variable uid, utilisée à la ligne 11, la pré-condition suivant : uid == atoi(argv[1])
AND buf [0]! =′ 0′. Ce prédicat correspond exactement à la contrainte que nous
souhaiterions vériﬁer à cet endroit précis du code aﬁn de détecter une attaque sur
la variable uid.
En eﬀet, si nous vériﬁons durant l’exécution du programme que cette contrainte
est bien respectée juste avant l’appel à la fonction setuid à la ligne 11, alors nous
pouvons détecter une élévation de privilèges illégale par corruption de la variable
uid. Cet exemple illustre bien le fait que des contraintes permettant de détecter
des attaques contre les données de calcul peuvent être déduites du code source
de l’application. Toutefois, les approches traditionnelles qui utilisent la logique de
Hoare reposent sur la génération manuelle de prédicats qui sont ensuite vériﬁés par
un assistant de preuve.
De plus, il faut savoir que construire de manière automatique la spéciﬁcation
implémentée par un programme en utilisant les règles d’inférence de Hoare peut être
très diﬃcile voire impossible dans le cas général. C’est particulièrement le cas pour
certains programmes complexes mettant en œuvre des règles d’implication complexes
ou reposant sur des résultats mathématiques diﬃciles dont la démonstration est déjà
hors de portée des assistants de vériﬁcation.
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C’est pourquoi nous nous concentrons dans la section qui suit sur les techniques
d’analyse statique qui sont utilisables pour construire de manière automatique notre
modèle de comportement normal orienté autour des variables.
2.3 Un modèle orienté autour des variables
Nous avons vu que les données de calcul, qui par leur corruption permettent
d’utiliser de manière illégale du code valide et donc de détourner le programme de
son comportement normal, sont utilisées pour contenir la valeur des variables issues
du code source. Le modèle que nous voulons construire repose sur la vériﬁcation,
au sein du programme, des variables qui inﬂuencent l’exécution des appels système
eﬀectués par ce dernier.
Pour présenter et expliquer l’approche que nous proposons aﬁn de détecter ce
type d’attaque, nous allons détailler un autre cas issu des exemples de l’article de
Chen et al [CXS+05]. Nous présentons d’abord comment il est possible de détecter
des attaques qui ont réellement été mises en œuvre contre le programme vulnérable
et quelles contraintes peuvent les détecter. Nous expliquons ensuite comment il est
possible de construire de manière automatique le modèle de détection que nous
proposons en traitant les problèmes d’analyse statique que pose ce modèle orienté
autour des variables.
2.3.1 Présentation du modèle sur un exemple
Le très déployé serveur SSH libreOpenSSH [OSSH] fut sujet en 2001 (versions 2.2
ou antérieures) à une vulnérabilité de type dépassement de capacité d’un entier. En
eﬀet, dans une fonction utilisée par ce dernier pour calculer une somme de contrôle,
un entier d’une taille de 2 octets reçoit comme valeur le résultat d’un calcul utilisant
des données envoyées par le client et qui peut atteindre une taille de 4 octets [Zal01].
Le code de la ﬁgure 2.3 (colonne de gauche) est inspiré de cette version particulière
de OpenSSH et reproduit la structure de base de la partie du véritable code qui nous
intéresse. Nous utiliserons dans la suite de cette section cet exemple pour présenter
et illustrer notre approche.
2.3.1.1 Description de la vulnérabilité
Le code de la ﬁgure 2.3 reproduit la dernière partie de la phase d’authentiﬁcation
du server SSH. Lorsqu’une demande d’authentiﬁcation est reçue par le programme,
celui-ci charge en mémoire la structure de données associée à l’utilisateur corre-
spondant à la demande d’authentiﬁcation. C’est cette structure qui contient entre
autres son mot de passe et son uid. Si le mot de passe de l’utilisateur est vide, alors
l’authentiﬁcation est immédiatement validée par le programme (l’exécution du code
passe directement la ligne 22).
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00. void do_authentication()
01.{
02. int ok = 0;
...
03. if(!strcmp(pwd, ""))
04. /* users with no password */
05. else
06. /* do_authloop(); */
07. while(ok != 1) {
08.
09. type = packet_read(buf);
10.
11. switch (type) {
...
12. case CMSG_AUTH_PWD:
13.
14.
15. ok = auth_pwd(pwd, buf);
16. break;
...
17. }
18. }
19.
20.
21.
22. do_authenticated(user);
23. }
00. void do_authentication()
01. {
02. int ok = 0;
...
03. if(pwd[0] != ’\0’)
04. /* users with no password */
05. else
06. /* do_authloop(); */
07. while(ok != 1) {
08.
09. type = packet_read(buf);
10.
11. switch (type) {
...
12. case CMSG_AUTH_PWD:
13.
14. assert(pwd[0] != ’\0’);
15. ok = auth_pwd(pwd, buf);
16. break;
...
17. }
18. }
19.
20. assert(ok==0 OR (ok==1
21. AND type==CMSG_AUTH_PWD));
22. do_authenticated(user);
23. }
Figure 2.3 – Exemple d’attaques contre les données de calcul inspiré de la version
vulnérable de OpenSSH
Dans le cas contraire, le serveur va exécuter en boucle des instructions qui vont
recevoir d’autres informations de la part de l’utilisateur distant. Ce qui nous intéresse
dans cet exemple, c’est le cas où le serveur reçoit une demande d’authentiﬁcation
par mot de passe (il existe d’autres méthodes d’authentiﬁcation, par clé RSA par
exemple). Si le mot de passe fourni par l’utilisateur qui demande à s’authentiﬁer est
correct, alors l’exécution de la boucle se termine (et le programme exécute main-
tenant le code à partir de la ligne 22).
Il faut savoir que, durant cette phase d’authentiﬁcation, la fonction responsable
de la réception des données envoyées par l’utilisateur distant (appelée à la ligne 09
(packet_read)) fait appel à la fonction de calcul de somme de contrôle alors que
cette dernière présente une vulnérabilité. Dans cette fonction vulnérable, la don-
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née concernée par le dépassement d’entier est utilisée pour calculer un masque qui
est lui-même utilisé pour empêcher une opération d’écriture de sortir des limites
d’un tableau. Un utilisateur malveillant peut dès lors utiliser cette faute dans le pro-
gramme pour modiﬁer de manière non prévue le masque aﬁn de pouvoir modiﬁer des
données à n’importe quel emplacement mémoire. Pekka et Kalle [PK02] fournissent
une analyse détaillée de cette vulnérabilité.
2.3.1.2 Les scénarios d’attaque
Cette vulnérabilité peut par exemple être utilisée durant l’exécution de la boucle
do_authloop de manière à forcer la variable pwd à présenter comme valeur une
chaîne de caractère vide. Ainsi, un utilisateur malveillant aura la possibilité de s’au-
thentiﬁer sur le système avec en se faisant passer pour l’utilisateur de son choix (par
exemple, root) sans avoir à fournir le bon mot de passe. Une explication détaillée
d’une telle exploitation de la faille a été réalisée par Starzetz [Sta01]. Notons que le
nom d’utilisateur utilisé pour réaliser l’attaque doit nécessairement correspondre à
un compte existant sur le système ciblé. En eﬀet, un nom d’utilisateur inexistant ne
permet pas d’atteindre cette portion de code.
Une autre manière permettant de forcer la réussite de la phase d’authentiﬁcation
est de forcer la valeur de la variable de boucle ok. Il s’agit de la variable qui permet
de quitter la boucle d’authentiﬁcation. Celle-ci ne peut normalement être égale à 1
que si l’authentiﬁcation de l’utilisateur est réussie. Pour contourner cela, il faut que
l’utilisateur malveillant envoie des informations dont le traitement ne modiﬁe pas
cette variable (c’est-à-dire tout sauf une demande d’authentiﬁcation, on peut par
exemple demander un nouvel échange de clés de chiﬀrement). Il est alors possible
de forcer la valeur de ok à 1 en reposant sur la même vulnérabilité que celle utilisée
précédemment. À nouveau, on peut ainsi s’authentiﬁer sur le système avec n’importe
quel compte connu.
2.3.1.3 La détection de l’intrusion
Cependant, dans les deux cas l’exploitation de la vulnérabilité met l’espace mé-
moire du processus dans un état incohérent. En eﬀet, dans le cas de l’attaque qui
modiﬁe la variable pwd, si le mot de passe de l’utilisateur concerné était eﬀective-
ment vide en premier lieu, alors jamais le serveur n’aurait dû exécuter la boucle
d’authentiﬁcation. Autrement dit, si le ﬂot d’exécution atteint cette boucle d’au-
thentiﬁcation, alors le mot de passe ne peut pas être une chaîne de caractères vide.
Si on vériﬁe cette contrainte avant l’utilisation de la variable pwd alors cette pre-
mière attaque est détectée. Notons que la vériﬁcation est placée juste avant l’appel
de fonction concernée. Ceci nous permet d’être sûr que si attaque il y a, alors celle-
ci ne peut avoir lieu après la vériﬁcation (on suppose que le code qui eﬀectue la
vériﬁcation n’est pas attaquable).
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Dans le cas de l’attaque qui modiﬁe la variable de boucle ok, celle-ci ne peut
valoir 1 que si le dernier message reçu est une demande d’authentiﬁcation. Si on
vériﬁe cette contrainte avant l’appel à la fonction qui autorise l’accès au système
(do_authenticated), alors cette seconde attaque est aussi détectée. À nouveau et
pour les mêmes raisons, la vériﬁcation est placée juste avant l’appel de fonction
concernée.
L’objectif de notre approche pour la détection est donc de déduire du code source
ce type de contraintes puis de les traduire sous forme d’assertions exécutables à
insérer dans ce code source. La ﬁgure 2.3 (colonne de droite) présente les assertions
nécessaires à la détection de ces attaques dans le cas de notre exemple. Dans le
cas de la première attaque, l’invariant à vériﬁer est le suivant : pwd[0]! = ′\0′.
Dans le cas de la seconde attaque, l’invariant à vériﬁer est le suivant : ok ==
0 OR (ok == 1 AND type == CMSG_AUTH_PWD). Le modèle de détection
que nous proposons dans ces travaux de thèse repose sur le calcul automatisé de ce
type de contraintes.
2.3.1.4 Formalisation du modèle
Les données de calcul sont utilisées par le programme pour contenir la valeur des
variables présentes dans son code source. Nous déﬁnissons l’état interne d’un pro-
gramme comme l’ensemble des éléments mémoire utilisés pour contenir ces variables.
Ces dernières peuvent être liées entre elles (par exemple, deux variables particulières
doivent être égales), ou posséder des propriétés qui leur sont propres (par exemple,
une variable ne peut prendre qu’un nombre restreint de valeurs). Ces propriétés sont
des invariants et constituent la base de notre modèle. Notre objectif est de compléter
les mécanismes de détection eﬃcaces vis-à-vis des attaques contre les données de con-
trôle (basés sur la vériﬁcation des séquences d’appels système) en se concentrant sur
l’exactitude des données de calcul. Notre approche consiste donc en la recherche
d’invariants au sein d’un programme aﬁn de détecter des corruptions de variables
induites par une anomalie.
Cependant, contrairement aux autres méthodes et ce dans un souci de perfor-
mance, nous ne voulons pas vériﬁer de telles propriétés en tout point du programme
et pour l’ensemble des variables. Ce que nous voulons, c’est seulement les vériﬁer
sur les chemins menant aux appels système et seulement pour le sous-ensemble
de variables dont dépendent ces appels. Cet ensemble constitue en eﬀet l’ensemble
des cibles potentielles pour un attaquant. Un appel système dépend de deux types
de variables : les variables utilisées pour calculer les arguments qui lui sont passés
en paramètre et les variables utilisées pour atteindre cet appel (par exemple, les
variables utilisées lors d’une évaluation conditionnelle sur un chemin menant à cet
appel).
Nous pouvons donc déﬁnir pour un appel système donné ASi son modèle de com-
portement par le triplet (ASi, Vi, Ci) où Vi est l’ensemble des variables dont dépend
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l’appel système et Ci l’ensemble des contraintes que ces dernières doivent respecter.
Nous déﬁnissons alors le modèle de comportement normal du programme MCN
comme l’ensemble des ASi , soit MCN = {∀i, (ASi, Vi, Ci)}. Une attaque contre
les données de calcul consiste alors à modiﬁer la valeur d’une ou plusieurs variables
appartenant à Vi. Une ou plusieurs des contraintes appartenant à Ci peuvent alors
être violées. Un programme est donc considéré dans un état correct tant que toutes
ses contraintes sont vériﬁées durant son exécution. Une intrusion est détectée dès
lors qu’au moins une seule des contraintes devient fausse.
Pour pouvoir construire de manière automatique un tel modèle, deux problèmes
doivent être résolus par des techniques d’analyse statique : comment déterminer
les variables sur lesquelles doivent porter les contrôles et comment déterminer les
contraintes que doivent vériﬁer ces contrôles. Nous répondons à ces questions dans
les deux sections suivantes.
2.3.2 Découverte des variables à surveiller
Nous allons aborder dans cette section la question des variables que l’on souhaite
contrôler durant l’exécution du programme et pour chacune d’entre elles à quels
moments il est utile d’eﬀectuer un contrôle. En eﬀet, comme nous allons le voir, les
mécanismes de contrôle que nous proposons sont embarqués dans le programme et
la manière dont on va déterminer les ensembles de variables dont on veut vériﬁer
la valeur va dépendre de l’emplacement de ces contrôles dans le programme. Pour
cela, nous expliquons d’abord quels sont les points du programme qu’il est utile de
contrôler aﬁn de pouvoir détecter des attaques contre les données de calcul. Puis
nous présentons une méthode permettant de déterminer les ensembles de variables
qui nous intéressent ainsi qu’une technique d’analyse statique particulière qui permet
d’obtenir ce résultat.
2.3.2.1 Localisation des contrôles
Comme nous l’avons vu dans la section 2.1, l’objectif d’une attaque contre une
application est d’exécuter sur le système ciblé des appels système illégaux. Dans le
cas d’une attaque qui cible les données de calcul, celle-ci va chercher à détourner les
appels système eﬀectués par du code valide appartenant néanmoins au programme
(voir la section 2.1.2). Idéalement, on voudrait donc pouvoir contrôler pour chaque
appel système l’ensemble des variables dont il dépend. Seulement, cela n’est pas
toujours possible.
En eﬀet, les appels système ne sont pas nécessairement tous présents dans le
code source de l’application. C’est par exemple le cas des appels système eﬀectués au
travers d’appels à des fonctions fournies par des bibliothèques de fonctions partagées.
De plus, l’ensemble des variables dont dépend un appel système donné ne sont pas
nécessairement toutes accessibles dans le code source au moment de l’exécution de
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l’appel. C’est par exemple le cas des variables locales déclarées dans les fonctions
situées en amont dans la pile d’appel.
Pour résoudre ces deux problèmes, il est nécessaire plutôt que de contrôler di-
rectement les appels système de distribuer ces contrôles tout au long du code source,
sur les chemins d’exécution menant aux appels système. Pour distribuer ainsi les con-
trôles, nous avons choisi de contrôler les appels de fonction (y compris les appels
système si cela est possible). De cette façon, l’ensemble des fonctions présentes dans
la pile d’appel menant à un appel système sont contrôlées pour les appels présents
dans le code source et pour chaque contrôle, seules les variables accessibles au mo-
ment de l’appel sont contrôlées.
2.3.2.2 La coupe de programme
Si on possède le code source d’un programme, alors il est possible, pour un
appel de fonction donnée, de connaître l’ensemble des variables dont il dépend. Ceci
peut notamment être obtenu grâce à la réalisation d’une coupe de programme. En
analyse statique, on appelle coupe de programme le sous-ensemble du programme
qui contient toutes les instructions dont dépend une instruction particulière choisie
appelée point d’intérêt ou encore critère de coupe. Le résultat de cette coupe est
un nouveau programme, sous-ensemble du programme d’origine, et qui se comporte
exactement comme ce dernier pour un ensemble de scénarios d’exécution donnés et
jusqu’au point d’intérêt choisi.
00. unsigned int i = 0;
01.
02. unsigned int somme = 0;
03. unsigned int produit = 1;
04.
05. unsigned int N = lire_entier();
06.
07. while(i != N)
08. {
09. somme = somme + i;
10. produit = produit * i;
11.
12. i++;
13. }
14.
15. afficher_entier(somme);
16. afficher_entier(produit);
00. unsigned int i = 0;
01.
02. unsigned int somme = 0;
03.
04.
05. unsigned int N = lire_entier();
06.
07. while(i != N)
08. {
09. somme = somme + i;
10.
11.
12. i++;
13. }
14.
15. afficher_entier(somme);
16.
Figure 2.4 – Exemple d’une coupe de programme
Cependant, obtenir une coupe de programme minimale est un problème indécid-
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able : c’est pourquoi les outils permettant de calculer de manière automatique des
coupes de programme produisent des sur-approximations. Il est possible de calculer
une coupe de programme avec pour critère de coupe plusieurs instructions. Il s’agit
simplement de l’union des coupes de programme ayant pour point d’intérêt chacune
de ces instructions.
L’utilisation de la coupe de programme permet par exemple de faciliter la local-
isation d’erreurs dans le code source. En eﬀet, une fois que l’on connaît la portion
de code à l’origine d’une défaillance, en calculant la coupe de programme ayant
pour critère de coupe cette portion de code, le programmeur peut concentrer ses
recherches sur un sous-ensemble d’instructions réduit mais qui contient toutefois
nécessairement le code erroné. Le calcul de coupes de programme peut également
être utilisé pour faciliter l’optimisation d’un programme ou de manière générale pour
faciliter l’analyse d’un code source (dans les deux cas, en permettant au développeur
de se concentrer sur une partie critique et ses dépendances). Dans ces travaux de
thèse, cette méthode d’analyse statique est utilisée pour déterminer l’ensemble de
variables dont dépend un appel de fonction donné.
La coupe de programme a été déﬁnie en 1981 par Weiser [Wei81] et depuis de
nombreuses méthodes pour la calculer ont été proposées [Tip95]. La plupart sont des
méthodes statiques, c’est-à-dire que la méthode de calcul d’une coupe de programme
s’applique au code source et ne nécessite aucune autre information. Des variations de
ces approches statiques ont été proposées, notamment pour répondre à des besoins
spéciﬁques, comme la coupe de chemin [JM05] ou la coupe de programme préservant
la conﬁdentialité de l’information [MS08]. Cette dernière variation permet d’utiliser
des coupes de programme pour faciliter la réalisation d’un audit de sécurité d’une
application. Bogdan Korel and Janusz Laski ont également proposé une méthode
dynamique de coupe de programme qui s’applique à une exécution spéciﬁque du
programme fournie sous forme de trace d’exécution [KL88]. Cette dernière approche
permet de prendre en compte les valeurs de variables qui n’auraient pu être déter-
minées statiquement.
La ﬁgure 2.4 montre un exemple simple de coupe de programme. Le programme
original est situé dans la colonne de gauche. Celui-ci reçoit une valeur entière N
puis calcule et aﬃche la somme et le produit des N premiers nombres entiers. On
choisit d’eﬀectuer une coupe de programme avec pour point d’intérêt l’instruction
ligne 15 (afficher_entier(somme) ;). Le résultat est situé dans la colonne de droite.
On obtient bien un programme réduit qui calcule et aﬃche maintenant uniquement
la somme des N premiers nombres entiers. On note que l’instruction ligne 15 qui
constitue le critère de coupe est présente dans la coupe de programme bien que
celle-ci ne dépende pas d’elle-même.
Dans cet exemple, le point d’intérêt n’a pas été choisi au hasard. En eﬀet, il
s’agit d’un appel de fonction. Ce dont nous avons besoin pour construire notre mod-
èle de détection, c’est de déterminer pour un appel de fonction donné, l’ensemble
des variables dont il dépend, en valeur ou en contrôle. Or dans le cas de l’appel à la
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fonction afficher_entier à la ligne 15, il s’agit précisément de l’ensemble des vari-
ables utilisées par les instructions du sous-programme obtenu. Au ﬁnal, l’ensemble
des variables dont dépend un appel de fonction peut être déterminé en calculant
l’ensemble des variables présentes dans la coupe de programme ayant pour point
d’intérêt cet appel.
2.3.2.3 Le graphe de dépendance du programme
unsigned int somme = 0 ; unsigned int produit = 1 ;
aﬃcher_entier(somme) ;
unsigned int i = 0 ;
while(i != N)
aﬃcher_entier(produit) ;
unsigned int N = lire_entier() ;i = i + 1 ;
somme = somme + i ; produit = produit * i ;
Figure 2.5 – Graphe de dépendance du programme
Le premier article parlant de coupe de programme [Wei81] propose une méthode
de calcul reposant sur l’analyse du ﬂot de contrôle du programme et des ﬂots d’infor-
mation dans ce programme. Une autre méthode proposée pour calculer une coupe de
programme repose sur le calcul du graphe de dépendances du programme [KKP+81,
FOW87] considéré. Il s’agit d’un graphe orienté dont les sommets représentent les
instructions du programme et les contrôles de prédicat tandis que les arcs représen-
tent les dépendances en contrôle et en valeur. Le calcul d’une coupe de programme
peut alors être formulé sous la forme d’un problème d’accessibilité. Ce graphe per-
met également de connaître l’ensemble des variables dont dépend une instruction
particulière et pour chacune d’entre elles s’il s’agit d’une dépendance en contrôle ou
bien d’une dépendance en valeur.
Pour illustrer cette approche, nous avons créé le graphe de dépendances du pro-
gramme en exemple dans la ﬁgure 2.4 (colonne de gauche). Le graphe est représenté
dans la ﬁgure 2.5. Les arcs pleins représentent les dépendances en valeur et les arcs en
pointillé les dépendances en contrôle. Le point d’intérêt est situé en haut à droite du
graphe 2.5 (afficher_entier(somme) ;). Pour calculer la coupe de programme, nous
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unsigned int somme = 0 ;
i = i + 1 ;
aﬃcher_entier(somme) ;
unsigned int i = 0 ;
while(i != N)
unsigned int N = lire_entier() ;
somme = somme + i ;
Figure 2.6 – Sous-graphe des noeuds accessibles
devons déterminé le sous-graphe contenant tous les noeuds accessibles à partir de ce
dernier. Ceci peut-être fait à l’aide d’un algorithme de parcours de graphe. Une telle
méthode consiste à explorer les sommets du graphe de proche en proche à partir du
sommet initialement choisi. Il en existe plusieurs dont les plus couramment utilisés
sont le parcours en profondeur, le parcours en largeur, les algorithmes gloutons et
l’algorithme de Dijkstra [Dij59]. Le sous-graphe obtenu en résultat est représenté
dans la ﬁgure 2.6.
Si maintenant on ne conserve du code source original que les instructions qui
sont présentes dans ce sous-graphe et uniquement celles-ci, on obtient alors bien le
programme réduit donné dans la ﬁgure 2.4 (colonne de droite). En conséquence, si le
graphe de dépendance du programme permet de calculer une coupe de programme,
il peut aussi permettre de déterminer l’ensemble des variables dont dépend un appel
de fonction donné. En eﬀet, il s’agit de l’ensemble des variables utilisées par les
instructions présentes dans le sous-graphe des noeuds accessibles à partir de l’appel
de fonction considéré.
2.3.3 Découverte des contraintes à vérifier
Maintenant que nous savons déterminer les ensembles de variables que l’on
souhaiterait contrôler, il nous faut essayer de déterminer pour celles-ci des con-
traintes à vériﬁer. Il existe plusieurs types de propriétés qui peuvent aﬀecter une
variable (par exemple, un entier doit rester constant sur une certaine portion de
code). Nous avons choisi de nous limiter dans ces travaux au domaine de variation
des variables. Nous présentons dans les sections suivantes ce que nous voulons obtenir
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exactement comme domaine de variation et comment ils peuvent être calculés par
analyse statique du code source.
2.3.3.1 Les domaines de variation
Le domaine de variation d’une variable représente, à un point donné du pro-
gramme, l’ensemble des valeurs qu’elle peut prendre. Nous avons vu dans la sec-
tion 2.3.1 qu’une attaque contre les données de calcul peut forcer la valeur d’une
variable hors de son domaine de variation. La connaissance de ces domaines de vari-
ation peut donc nous permettre de détecter des attaques de ce type. Cependant,
nous avons également vu dans la section 2.3.1 que certaines de ces attaques pou-
vaient modiﬁer illégalement une variable tout en respectant son domaine de variation
mais que celles-ci pouvaient tout de même être détectées grâce à la connaissance des
relations entre les variables. Nous allons voir dans cette section comment nous pou-
vons calculer statiquement, à partir du code source, des domaines de variation qui
tiennent compte des relations entre les variables.
00. extern int a, b;
01.
02. void f(int);
03.
04. void g(){
05.
06. if (b==0)
07. a = 1;
08. else
09. if (b==1)
10. a = 2;
11. else
12. return;
13.
14.
15.
16. f(a);
17. }
00. extern int a, b;
01.
02. void f(int);
03.
04. void g(){
05.
06. if (b==0)
07. a = 1;
08. else
09. if (b==1)
10. a = 2;
11. else
12. return;
13.
14. assert((a==1 && b==0)
15. || (a==2 && b==1))
16. f(a);
17. }
Figure 2.7 – Exemple de code C
Pour cela, considérons maintenant comme exemple le code situé dans la ﬁgure 2.7
(colonne de gauche). Plus précisément, considérons l’appel à la fonction f de la ligne
16. Les variables dont dépend cet appel sont les entiers a et b. Notons que la variable
a est une dépendance en valeur de l’appel à la fonction f, il s’agit en eﬀet de son
unique argument passé en paramètre. Notons également que la variable b est une
dépendance en contrôle de l’appel à la fonction f, c’est sa valeur qui détermine si le
chemin d’exécution va atteindre ou non cet appel. Si nous déterminons les domaines
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de variation de ces deux variables, nous obtenons comme résultat que a ∈ {1, 2} et
que b ∈ {0, 1}.
Cependant, ceci n’est pas un résultat satisfaisant. En eﬀet, nous avons perdu
le lien de dépendance entre les variables a et b. Nous savons qu’il existe dans ce
code plusieurs chemins possibles qui permettent d’atteindre l’appel à la fonction f
considéré. Dans le cas général, chaque chemin possible peut présenter des propriétés
diﬀérentes à l’exécution. Le schéma de la ﬁgure 2.8 représente le graphe des chemins
d’exécution possibles pour le cas qui nous intéresse. On voit qu’il existe un chemin
par lequel la variable a vaut 1, et que sur ce chemin la valeur de la variable b est
nécessairement égale à 0.
De même, on voit qu’il existe un autre chemin par lequel la variable a vaut
2, et que sur ce chemin la valeur de la variable b est nécessairement égale à 1.
Cette relation entre le chemin d’exécution et la valeur des variables a et b exprime
la propriété de dépendance qu’il existe entre ces deux variables. C’est ce type de
relation que l’on souhaite conserver aﬁn d’exprimer des contraintes qui permettent
de vériﬁer durant l’exécution du programme que les propriétés de dépendances que
nous avons pu déterminer sont bien respectées.
return ;
if (b == 0)
point d’entrée
a = 2 ;
f(a) ;
a = 1 ;
if (b == 1)else
Figure 2.8 – Graphe des chemins d’exécution
En eﬀet, considérons dans cet exemple la contrainte qui porte sur l’ensemble des
variables dont dépend l’appel à la fonction f de la ligne 16. À partir du premier
résultat, à savoir que a ∈ {1, 2} et b ∈ {0, 1}, la contrainte que l’on peut déduire
correspond au produit cartésien des domaines de variation de chacune des variables
considérée séparément. Une telle contrainte permet de détecter une attaque qui
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modiﬁe la valeur d’une variable hors de son domaine de variation (comme l’attaque
par corruption du mot de passe à la section 2.3.1.2), mais elle ne permet pas de
détecter une attaque qui viole la relation de dépendance entre plusieurs variables
(comme l’attaque par corruption de la variable de boucle à la section 2.3.1.2). La
vériﬁcation des propriétés de dépendance entre les variables permet de détecter ce
second type d’attaque.
Aﬁn de permettre une meilleure détection, il nous faut déterminer des contraintes
qui conservent les propriétés liant les variables entre elles. Pour cela, nous choisissons
d’évaluer le domaine de variation de l’ensemble des variables non pas prises séparé-
ment, mais en tant que t-uplet. Si nous appliquons cela à l’exemple que nous utilisons
dans cette section, nous obtenons comme résultat que (a, b) ∈ {(0, 1), (1, 2)}. Le lien
de dépendance entre les variables a et b est bien conservé. L’assertion qui vériﬁe la
valeur des variables a et b en tenant compte du lien de dépendance est présentée
dans la ﬁgure 2.7 (colonne de droite, lignes 14 et 15). Comme nous l’avons illustré
avec cet exemple, pour obtenir ce résultat pour un appel de fonction donné, nous
devons d’abord déterminer l’ensemble des chemins qui permettent d’atteindre cet
appel. Puis, idéalement, nous devons pour chacun de ces chemins pris séparément,
déterminer le domaine de variation de chacune des variables dont dépend l’appel de
fonction considéré.
2.3.3.2 L’interprétation abstraite
Une analyse statique exhaustive d’un programme doit permettre de prédire l’état
du programme en tout point de son exécution et pour tous les scénarios d’exécution
possibles. Cela revient à produire par le calcul l’ensemble des traces d’exécution
possibles du programme. Les résultats de cette analyse permettent de vériﬁer que
le programme respecte ou non une ou plusieurs contraintes données (par exemple,
le programme ne doit jamais eﬀectuer de division par zéro). Toutefois, réaliser une
telle analyse pour un programme quelconque et dans un temps ﬁni n’est pas possible
dans le cas général.
En eﬀet, il s’agit d’un problème indécidable (voir le théorème de Rice [Ric53]
ainsi que le problème de l’arrêt [BM82]). Cependant, ce type d’analyse est pourtant
nécessaire pour pouvoir connaître exactement le domaine de variation de chacune
des variables manipulées par le programme jusqu’à un point donné de son exécution.
Le calcul de ces domaines de variation souﬀre donc aussi de cette indécidabilité.
Pour contourner ce problème, de nombreuses techniques ont été proposées parmi
lesquelles l’interprétation abstraite [CC76, CC77a, CC77b, Cou02] est l’une des plus
performantes et l’une des plus utilisées.
Cette approche repose sur une approximation de la sémantique du programme
analysé. En eﬀet, contrairement à la sémantique concrète qui décrit ﬁdèlement l’exé-
cution du programme, une sémantique abstraite ne raisonne plus en terme de valeurs
mais en terme de propriétés (par exemple, suite à l’exécution d’une instruction,
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plutôt que de déduire que x = 1, on se contente de savoir que x ≥ 0). Ce qui per-
met de déﬁnir une sémantique abstraite, c’est l’ensemble des propriétés que celle-ci
peut exhiber. C’est donc en limitant le nombre de propriétés que l’on s’assure de
la calculabilité de cette sémantique. Cependant, cela implique également que les
propriétés utilisées pour décrire les domaines de variation des variables sont des sur-
approximations des propriétés concrètes. Les propriétés ainsi obtenues sont donc
aussi dites abstraites.
Toute la diﬃculté de l’interprétation abstraite est de trouver le niveau d’abstrac-
tion qui permet à la fois de résoudre le problème de calculabilité de la sémantique
du programme et de fournir en résultat des propriétés suﬃsamment précises pour
que la vériﬁcation du respect des contraintes données ait un sens. En fait, il faut
diminuer la précision de l’analyse pour rendre celle-ci réalisable mais pas trop au
risque de ne pas être capable de répondre au problème posé. Une fois que ce niveau
d’abstraction est déﬁni, le calcul de la sémantique d’un programme revient de nou-
veau à calculer l’ensemble des traces d’exécution possibles du programme mais cette
fois en raisonnant à l’aide des seules propriétés abstraites en lieu et place des pro-
priétés réelles. Une fois l’analyse eﬀectuée, les propriétés abstraites sont traduites
en propriétés réelles (par exemple, x ≥ 0 devient x ∈ {0, ..., 127} si x est un entier
codé sur 1 octet). Notons que cela implique que l’on doit être capable de traduire
des propriétés concrètes en propriétés abstraites et réciproquement.
Un exemple simple d’abstraction pour les variables de type entier consiste à
raisonner sur leur parité. Si nous limitons les opérations sur les entiers à petit nom-
bre, par exemple à l’addition, à la soustraction, et à la multiplication, alors il est
toujours possible de déterminer si le résultat est pair ou impair. Cette propriété
abstraite, certes triviale et peu utile en pratique, permet d’illustrer sur un exemple
l’interprétation abstraite.
En eﬀet, durant le processus d’analyse, il est important de maintenir la correction
de l’abstraction de chaque instruction du programme. Autrement dit, le processus
d’abstraction doit préserver les propriétés de la sémantique concrète (par exemple,
si une instruction change la parité d’une variable, cette propriété est conservée par
la sémantique abstraite). Il est possible de garantir cette correction en utilisant une
méthode formelle basée sur les fonctions monotones pour ensembles partiellement
ordonnés et plus particulièrement les treillis [CC77a].
Plus précisément, déﬁnissons C comme étant l’ensemble des valeurs concrètes et
P(C) comme l’ensemble des parties de C partiellement ordonnées par inclusion (⊆).
Déﬁnissons également A comme l’ensemble des propriétés abstraites partiellement
ordonnées par la relation ⊑. Soit γ la fonction qui représente chaque abstraction
(un élément de A) par le sous-ensemble de valeurs concrètes correspondantes. Cette
fonction correspond au processus de concrétisation. Elle permet d’obtenir pour un
ensemble de valeurs abstraites données un ensemble de valeurs concrètes. Soit α la
fonction réciproque qui représente chaque sous-ensemble de valeurs concrètes par
l’abstraction qui lui correspond le mieux. Cette fonction correspond au processus
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d’abstraction. Elle permet d’obtenir pour un ensemble de valeurs concrètes donné un
ensemble de valeurs abstraites. C’est sur ces deux fonctions que repose la correction
de l’interprétation abstraite.
Cependant, un processus d’analyse statique reposant sur l’interprétation ab-
straite nécessite de procéder à des aller-retours entre les valeurs concrètes et les
valeurs abstraites. Cela suppose que la composition de ces deux fonctions (γ ◦ α et
α ◦ γ) doit satisfaire un certain nombre de propriétés. En fait, il a été montré que
pour garantir la correction de l’abstraction, lorsque que α et γ sont des fonctions
respectivement monotones sur P(C) et A, celles-ci doivent respecter les propriétés
suivantes [CC77a] : {
∀S ∈ P(C) S ⊆ γ ◦ α(S)
∀ a ∈ A α ◦ γ(a) ⊑ a
La première propriété garantit que le processus d’abstraction est sûr dans le sens
où il produit une sur-approximation. Plus précisément, elle garantit que l’abstraction
d’un ensemble de valeurs concrètes donne un ensemble de valeurs abstraites qui cor-
respond au mieux à l’ensemble de valeur concrètes contenant l’ensemble de valeurs
concrètes de départ. Réciproquement, la seconde propriété garantit que le processus
de concrétisation est sûr dans le sens où il produit une sous-approximation. Cette
propriété est souvent limitée à une égalité stricte, à savoir α ◦ γ(a) = a, ce qui im-
plique que toutes les propriétés abstraites sont exactes. Si nous reprenons l’exemple
de la parité, nous pouvons déﬁnir A comme l’ensemble {⊥, pair, impair,⊤} associé
à la relation d’ordre partiel suivante :
pair
⊤
⊥
impair
Notons que A est un un treillis que γ est alors déﬁnie par :
γ(pair) = {−∞, . . . ,−4,−2, 0, 2, 4, . . . ,+∞}
γ(impair) = {−∞, . . . ,−3,−1, 1, 3, . . . ,+∞}
γ(⊤) = [−∞,+∞]
γ(⊥) = ∅
Réciproquement, α est déﬁnie par :
β(2n) = pair
β(2n+ 1) = impair
α(S) =
⋃
{β(v) | v ∈ S}
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Appliquons maintenant ceci à un exemple simple. La ﬁgure 2.9 contient une
suite d’instructions en langage C (ce sont les lignes numérotées). Le code de cette
ﬁgure contient notamment une instruction de boucle (ligne 03) et une instruction
de branchement conditionnel (ligne 04). L’objectif est de déterminer après analyse
la parité des variables x et y. Grâce à l’interprétation abstraite, il est possible de
déterminer que les variables x et y sont respectivement pair et impair à la ﬁn de
l’exécution du code. En eﬀet, avant l’exécution de la boucle, les variables sont dans
la situation inverse, à savoir respectivement impair et pair. Ni l’instruction exécutée
systématiquement par la boucle (ligne 07) ni l’instruction exécutée dans la branche
conditionnelle ne changent la parité de ces variables. Ceci arrive après l’exécution
de la boucle, par les instructions ligne 09 et 10.
00. int x = 0;
//@ ∃(k) ∈ N, x = 2k
01. int y = x;
//@ ∃(j, k) ∈ N2, x = 2j ∧ y = 2k
02. x = x + 1;
//@ ∃(j, k) ∈ N2, x = 2j + 1 ∧ y = 2k
03. while (x > 8){
04. if (f(x,y)){
//@ ∃(j, k) ∈ N2, x = 2j + 1 ∧ y = 2k
05. y = y + 2;
//@ ∃(j, k) ∈ N2, x = 2j + 1 ∧ y = 2k
06. }
//@ ∃(j, k) ∈ N2, x = 2j + 1 ∧ y = 2k
07. x = x + 2;
//@ ∃(j, k) ∈ N2, x = 2j + 1 ∧ y = 2k
08. }
//@ ∃(j, k) ∈ N2, x = 2j + 1 ∧ y = 2k
09. x = x + 1;
//@ ∃(j, k) ∈ N2, x = 2j ∧ y = 2k
10. y = y + 1;
//@ ∃(j, k) ∈ N2, x = 2j ∧ y = 2k + 1
Figure 2.9 – Exemple d’interprétation abstraite
L’utilisation de l’interprétation abstraite permet donc d’analyser un programme à
partir d’une sur-approximation de sa sémantique concrète. Cette sur-approximation
étant garantie, toutes les propriétés vériﬁées par la sémantique abstraite le sont aussi
par la sémantique concrète. En conséquence, ces propriétés calculées par interpréta-
tion abstraite peuvent alors être utilisées pour démontrer (ou non) qu’un programme
respecte des propriétés concrètes données. L’exemple de la parité est trivial, en pra-
tique on s’intéresse plutôt notamment à l’inférence de type ou encore à l’analyse
d’intervalle.
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2.4 Implémentation du système de détection
Pour tester notre approche pour la détection, nous avons implémenté la con-
struction de notre modèle de détection dans un outil nommé SIDAN (pour Software
Instrumentation for the Detection of Attacks against Non-control-data ou instru-
mentation logicielle pour la détection d’attaques contre les données de calcul). Pour
le développement de cet outil, nous avons choisi de nous concentrer uniquement sur
les programmes écrits en langage C.
En eﬀet, ce type de programme est, en pratique, particulièrement susceptibles
d’être la cible d’attaques contre les données de calcul. L’objectif de notre outil est de
produire une automatisation complète, sans intervention humaine, du processus de
génération des invariants ainsi que du processus d’instrumentation du code source.
De plus, l’instrumentation ne doit pas nécessiter de modiﬁer ensuite le processus de
compilation du programme.
La génération des mécanismes de détection qui implémentent le modèle que nous
proposons se déroule en trois étapes : le pré-traitement du code source, la génération
des invariants et l’ajout d’assertions exécutables. Notre outil comprend tout d’abord
un composant principal qui orchestre ces diﬀérentes étapes. Toutefois, pour la phase
de génération des invariants, il fait appel à un composant dédié à cette tâche et
nommé Coninva (pour consistency invariants ou invariants de cohérence). C’est
ce composant qui procède à l’analyse statique du code source aﬁn de générer les
propriétés que l’on souhaite vériﬁer à l’exécution.
Figure 2.10 – Corruption de l’adresse de retour
Nous avons choisi de fonder l’implémentation de ce composant particulier sur un
outil d’analyse statique existant et permettant de travailler sur les programmes écrits
en langage C, Frama-C [FRAMA]. Ceci nous permet de ne pas avoir à réimplémenter
nous même les techniques d’analyse statique sur lesquelles nous avons choisi de nous
reposer pour construire notre modèle. Notons qu’il existe d’autres outils similaires
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mais que nous avons toutefois opté pour ce dernier car son code source est librement
accessible.
Dans la suite de cette section, nous commençons donc par présenter cet outil
lorsque nous abordons la construction du modèle de détection. Comme nous l’avons
vu dans la section 2.3.1.4, la génération des invariants se déroule en deux étapes :
la découverte des ensembles de variables dont dépendent les appels de fonction et le
calcul des contraintes qui s’appliquent à ces ensembles de variables. Chacune de ces
étapes utilise les résultats d’un des composants de Frama-C. Nous les détaillons dans
la suite de la section dédiée à la construction du modèle. Nous aborderons ensuite la
phase d’instrumentation du programme qui comprend les étapes de pré-traitement
du code source et d’ajouts d’assertions exécutables. Le ﬁgure 2.10 illustre par un
schéma la composition de notre outil.
2.4.1 Construction du modèle
Nous allons maintenant détailler la phase de construction du modèle de com-
portement normal au sein de notre outil. Nous avons annoncé que cette phase re-
pose sur le composant nommé Coninva. Celui-ci est implémenté sous forme d’un
greﬀon Frama-C [FPLUG]. Le calcul d’invariants réalisé par ce composant repose
sur l’exploitation de résultats fournis par d’autres greﬀons déjà présents dans l’outil
d’analyse statique (voir la ﬁgure 2.10). Nous allons donc d’abord présenter cet outil
ainsi que les greﬀons qui nous intéressent.
Pour un appel de fonction donné, la construction de l’invariant correspondant à
notre modèle de comportement normal requiert deux étapes. Tout d’abord, le calcul
de l’ensemble des variables dont dépend cet appel grâce aux résultats de la coupe de
programme. Puis, deuxième étape, le calcul du domaine de variation de cet ensemble
de variables en tant que t-uplet grâce aux résultats de l’interprétation abstraite. Ces
deux étapes sont eﬀectuées à chaque fois qu’un appel de fonction est rencontré dans
le code source durant l’analyse syntaxique. Nous les détaillons maintenant dans la
suite de cette section.
2.4.1.1 Frama-C
Frama-C signiﬁe Framework for Modular Analysis of C ou plateforme modulaire
pour l’analyse du C. Il s’agit d’un outil dédié à l’analyse de codes source écrits en
langage C et qui est extensible via un système de greﬀons. Pour un programme
donné, Frama-C permet de réaliser deux tâches principales : prouver que celui-ci
respecte une spéciﬁcation formelle et faciliter l’audit de son code source. Pour cela,
Frama-C possède deux principaux greﬀons.
Tout d’abord, nous avons le greﬀon Jessie qui permet de prouver qu’un pro-
gramme respecte bien la spéciﬁcation annotée en commentaire. Ces annotations
sont réalisées à l’aide d’un langage de spéciﬁcation formel conçu pour le langage C
et nommé ACSL. Le processus de vériﬁcation repose sur le calcul de la pré-condition
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la plus faible, c’est-à-dire la pré-condition la moins restrictive qui garantisse la va-
lidité de la post-condition associée.
Puis, nous avons le greﬀon Value analysis qui lui permet de calculer le domaine de
variation, en tout point atteignable d’un programme, de chaque variable accessible
au point considéré. Notons que si un point particulier est situé dans du code considéré
comme mort par l’analyse de valeur, alors nous ne pouvons pas obtenir de domaine
de variation pour ce point. Notons que l’analyse eﬀectuée par ce greﬀon est capable
de parcourir plusieurs chemins en parallèle (ceci est conﬁgurable via un paramètre
dédié appelé slevel). Elle n’est par contre pas capable de calculer le domaine de
variation d’un t-uplet de variables. Le processus d’analyse de valeur repose sur des
techniques d’interprétation abstraite.
Les autres greﬀons reposent tous sur les résultats obtenus par ces deux principaux
greﬀons. C’est par exemple le cas du greﬀon Program Dependence Graph qui calcule
pour chaque fonction du programme, grâce au résultat de l’analyse de valeur, un
graphe de dépendance des instructions de la fonction. Le greﬀon Slicing utilise à son
tour ce dernier pour eﬀectuer des coupes de programmes.
2.4.1.2 Calcul des ensembles de variables
Nous avons vu à la section 2.3.2.3 que les variables dont dépend un appel de
fonction donné correspondent à l’ensemble des variables utilisées par la coupe de
programme ayant pour point d’intérêt cet appel de fonction. Cela comprend bien
sûr les dépendances en valeur (les variables qui inﬂuencent la valeur des arguments
passés en paramètre de l’appel) mais aussi les dépendances en contrôle (les variables
qui inﬂuencent le chemin d’exécution utilisé pour atteindre l’appel). Nous avons
également vu que pour répondre au problème d’accessibilité des variables dans le
code source, nous ne voulons contrôler que les variables localement accessibles au
moment de l’appel de fonction.
Une coupe de programme peut être calculée à l’aide du graphe de dépendance du
programme (voir section 2.3.2.3). Dans Frama-C [FRAMA], le calcul d’une coupe
de programme repose sur le calcul du graphe de dépendance de chacune des fonc-
tions du programme. Le calcul de ce graphe de dépendance est implémenté dans le
greﬀon Program Dependance Graph. Pour calculer l’ensemble de variables qui nous
intéresse, nous utilisons donc d’abord ce greﬀon pour obtenir, au sein de la fonction
contenant l’instruction qui nous intéresse, l’ensemble des instructions dont dépend
cette dernière. Puis, nous extrayons de l’ensemble de ces instructions l’ensemble des
variables utilisées par ces dernières. Nous obtenons ainsi, l’ensemble des variables
localement accessibles dont dépend l’appel de fonction considéré.
2.4.1.3 Calcul des contraintes sur les ensembles de variables
Nous avons vu à la section 2.3.1 que les domaines de variation des variables
pouvaient être des propriétés capables de détecter des tentatives d’intrusion. Frama-
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C [FRAMA] propose le greﬀon Value Analysis pour calculer des domaines de vari-
ation. Nous nous reposons sur ce greﬀon pour calculer ces derniers. Toutefois, nous
avons aussi vu à la section 2.3.3.1 que pour augmenter la capacité de détection, il
fallait que les contraintes tiennent compte des relations entre les variables. Dans
le cas d’un domaine de variation d’un ensemble de variables donné, cela implique
que celui-ci soit calculé pour l’ensemble des variables en tant que t-uplet et non
comme le produit cartésien de chacune des variables prises indépendamment. Or le
comportement initial du greﬀon Value Analysis ne fournit pas en sortie ce type de
contrainte.
En eﬀet, Frama-C [FRAMA] n’explore par défaut qu’un chemin à la fois et
pour chaque point du programme, ne conserve pas l’ensemble des états atteints par
l’analyse mais seulement leur union. Le paramètre slevel permet d’augmenter le
nombre de chemins parcourus en parallèle par l’analyse, repoussant ainsi le moment
où il devient nécessaire de regrouper des états sous forme d’union. Cela se produit
lorsque le nombre d’états atteints pour un point du programme est supérieur au
nombre de chemins parcourus en parallèle. Si le nombre de chemins parcourus en
parallèle est suﬃsant, l’analyse de valeur possède maintenant en interne toutes les
informations nécessaires pour obtenir le type de contraintes que nous cherchons à
déterminer.
Ces informations ne sont toutefois pas aisément accessibles car l’analyse ne les
sauvegarde pas pour des raisons d’occupation mémoire. En interceptant le processus
d’analyse, nous pouvons accéder à ces informations internes et sauvegarder nous-
même les états qui nous intéressent. Comme nous n’avons besoin de faire cela que
pour un sous-ensemble restreint des instructions du programme, à savoir les appels
de fonctions dont les dépendances peuvent voir leur domaine de variation calculé,
la surcharge en mémoire reste raisonnable. Au ﬁnal, grâce à cette interception, nous
pouvons calculer le domaine de variation d’un t-uplet de variables pour chaque
chemin menant à l’instruction qui nous intéresse. Nous obtenons donc des contraintes
similaires à celles données en exemple à la section 2.3.3.1.
Pour cela, notre greﬀon commence par enregistrer une fonction supplémentaire
au sein de l’analyse de valeur aﬁn de pouvoir obtenir ces informations. Cela se fait
grâce à la fonction Db.Value.Record_Value_Superposition_Callbacks.extend. Cette
fonction supplémentaire sauvegarde simplement dans une structure propre à notre
greﬀon les états atteints par l’analyse de valeur lorsqu’il s’agit d’un appel de fonction.
Une fois l’analyse de valeur terminée, notre greﬀon va utiliser Frama-C pour à
nouveau parcourir l’arbre syntaxique abstrait. À chaque fois qu’un appel de fonction
est rencontré, il utilise les résultats du greﬀon Program Dependence Graph pour
obtenir l’ensemble des variables dont il dépend puis les résultats qu’il a sauvegardé
durant l’analyse de valeur pour calculer le domaine de variation de cet ensemble, en
tant que t-uplet.
Notons que, au sein d’un ensemble de variables, toutes ne pourront pas néces-
sairement faire l’objet d’une analyse de leur domaine de variation. Cela arrive lorsque
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leur valeur dépend de données inconnues du point de vue du code source (par exem-
ple, des entrées extérieures au programme ou le résultat d’appels à des bibliothèques
externes). En pratique, la génération d’invariants eﬀectuée par notre greﬀon s’ap-
plique au sous-ensemble des variables dont les domaines de variation ont pu être
déterminés.
2.4.2 Instrumentation du programme
Aﬁn que l’analyse de valeur se déroule correctement, y compris lorsque certaines
fonctions appelées ne sont pas déﬁnies dans le code source, les spéciﬁcations de ces
dernières doivent lui être fournies. Ces spéciﬁcations prennent la forme de petites
fonctions C appelées fonctions bouchons (ou stub). Dans la suite de cette section,
nous commençons par présenter la problématique de l’écriture de ces fonctions stub
nécessaires à l’analyse de valeur.
Une fois que nous avons obtenu, pour l’ensemble du programme, les invariants
statiquement calculables pour chacun des ensembles de variables dont dépendent
les appels de fonction, il nous faut traduire ces invariants sous la forme d’assertions
exécutables à ajouter dans le code source. Pour cela deux étapes sont nécessaires.
La première étape est une phase de pré-traitement des ﬁchiers source. Celle-ci a
lieu avant la génération des invariants, en prévision de la deuxième étape. cette
dernière correspond à la phase d’ajout des mécanismes de vériﬁcation des invariants
implémentés sous forme d’assertions exécutables. Dans cette section, nous expliquons
et détaillons ensuite ces deux étapes.
2.4.2.1 Écriture des fonctions stub
Il se peut que le code source que l’on cherche à analyser ne contienne pas la
déﬁnition de toutes les fonctions qui y sont appelées. C’est notamment le cas lorsque
le programme considéré fait appel à des bibliothèques de fonctions partagées. Dans
la plupart des cas, cela ne va pas poser de problème à l’analyse de valeur. Prenons
comme exemple la fonction POSIX listen. Le prototype de cette fonction est donné
dans la ﬁgure 2.11.
int listen(int sockfd, int backlog);
Figure 2.11 – Prototype de la fonction POSIX listen
Sans déﬁnition plus précise de cette fonction, l’analyse de valeur va simplement
supposer que le domaine de variation de la valeur retournée par un appel à la fonc-
tion listen correspond à l’ensemble de la plage de valeur du type int. Il s’agit là
d’une sur-approximation. En eﬀet, la norme POSIX spéciﬁe que la fonction lis-
ten ne peut retourner que deux valeurs possibles, 0 ou -1. Néanmoins, grâce à la
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sur-approximation de la valeur retournée, la méconnaissance de cette information
n’empêche pas l’analyse de valeur de se dérouler correctement.
int getaddrinfo(const char *node, const char *service,
const struct addrinfo *hints, struct addrinfo **res);
Figure 2.12 – Prototype de la fonction POSIX getaddrinfo
Ce n’est cependant pas toujours le cas. Prenons comme nouvel exemple la fonc-
tion getaddrinfo, une autre fonction POSIX. Le prototype de cette fonction est donné
dans la ﬁgure 2.12. Cette fonction présente la particularité d’allouer une structure
via un passage par adresse (il s’agit du dernier paramètre, nommé res). Or l’anal-
yse de valeur ne peut pas supposer par défaut qu’à chaque passage par adresse
d’un pointeur il s’agisse en fait d’une allocation. Toutefois, sans cette information,
lorsque l’analyse de valeur rencontre une instruction qui accède à cette variable par-
ticulière, celle-ci considère qu’il s’agit d’un accès incorrect ayant pour conséquence
la défaillance du programme. Lorsque cette situation se produit, l’analyse de valeur
s’interrompt.
Pour répondre à ce problème, une première solution consiste à fournir une im-
plémentation pour les fonctions concernées. En pratique, ceci n’est que rarement
faisable. D’une part parce que le code à écrire est parfois complexe et d’autre part
parce que cela pourrait augmenter grandement la taille du code à analyser et donc
la durée d’analyse (par exemple, dans le cas des fonctions POSIX, il n’est pas envis-
ageable de donner à analyser la totalité de la glibc).
int getaddrinfo(const char *node, const char *service,
const struct addrinfo *hints, struct addrinfo **res){
*res = malloc(sizeof(**res));
return rand();
}
Figure 2.13 – Stub de la fonction POSIX getaddrinfo
Une autre solution consiste à fournir une courte fonction C qui présente les
mêmes spéciﬁcations, vis-à-vis des données de sortie, que la véritable fonction. On
désigne ces fonctions par le terme stub. Prenons toujours comme exemple la fonction
POSIX getaddrinfo. On suppose ici que sa spéciﬁcation vis-à-vis des données de
sortie se résume à l’allocation du paramètre res. La fonction stub correspondant à
cette spéciﬁcation est présentée dans la ﬁgure 2.13. Si cette dernière est fournie en
même temps que le code source à analyser, bien que son comportement diﬀère de
la véritable fonction getaddrinfo, alors l’analyse de valeur ne s’interrompra plus et
pourra aller jusqu’à son terme.
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int listen(int sockfd, int backlog){
return alea_bin_err(-1,0,-1,
((int[]){EADDRINUSE,EBADF,ENOTSOCK,EOPNOTSUPP}));
}
Figure 2.14 – Stub de la fonction POSIX listen
Notons que si l’écriture d’un stub est indispensable dans le cas de certaines
fonctions, le faire systématiquement pour chaque fonction uniquement prototypée
présente toutefois un intérêt. En eﬀet, reprenons cette fois l’exemple de la fonc-
tion POSIX listen. La sur-approximation consistant à considérer que le domaine de
variation de la valeur retournée correspondait en fait à l’ensemble de la plage de
valeur du type int est suﬃsante pour conduire l’analyse de valeur jusqu’à son terme.
Cependant, un tel domaine de variation ne nous permet pas d’obtenir un invariant.
Puisque la spéciﬁcation de la fonction listen nous dit que celle-ci ne peut retourner
que deux valeurs entières possibles, 0 ou -1, l’écriture d’un stub peut nous permettre
d’améliorer les résultats de l’analyse de valeur.
Il est possible d’aller plus loin dans le respect de la spéciﬁcation. En eﬀet, dans
le cas de la fonction listen, la norme POSIX nous dit que cette dernière retourne 0
en cas de succès et -1 en cas d’erreur auquel cas la variable errno prend l’une des
valeurs suivantes : EADDRINUSE, EBADF, ENOTSOCK ou EOPNOTSUPP. La
fonction stub correspondant à cette spéciﬁcation est présentée dans la ﬁgure 2.14.
On y fait usage de la macro alea_bin_err. Il s’agit d’une macro que nous avons écrit
pour simpliﬁer l’écriture des fonctions stub. Cette dernière retourne aléatoirement un
de ses deux premiers paramètres et lorsque la valeur retournée est égale au troisième
paramètre, alors la variable errno reçoit aléatoirement l’une des valeurs de la liste
fournie en quatrième paramètre.
Avec plusieurs macros de ce type, correspondant aux diﬀérents cas possibles,
nous avons écrit en tout 160 fonctions stub. Nous avons également fourni 38 véri-
tables implémentations. Ces dernières correspondent à des fonctions très simples à
implémenter mais qui permettent néanmoins d’améliorer de manière signiﬁcative les
résultats de l’analyse de valeur. C’est notamment le cas de certaines fonctions qui
manipulent des entiers (par exemple, ntohs) ou des chaînes de caractères (par ex-
emple, strcpy). Au ﬁnal, implémentation ou stub, pour l’ensemble des programmes
que nous avons instrumentés, l’analyse de valeur a toujours obtenu une déﬁnition
des fonctions rencontrées.
Notons qu’une fonction se présente comme un cas particulier, la fonction malloc.
Cette fonction est chargée de réaliser les allocations mémoire. Le programme analysé
peut y faire appel, mais les fonctions stub également. C’est par exemple le cas de
notre fonction stub correspondant à la fonction POSIX getaddrinfo (voir ﬁgure 2.13).
Par défaut, Frama-C fournit quatre implémentations au choix pour cette fonction :
– FRAMA_C_MALLOC_INDIVIDUAL,
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– FRAMA_C_MALLOC_CHUNKS,
– FRAMA_C_MALLOC_POSITION,
– FRAMA_C_MALLOC_HEAP.
Les deux premières nécessitent l’assurance que le nombre d’appels à la fonction
malloc est ﬁni. Ce n’est par exemple pas le cas si un appel à cette fonction est placée
dans une boucle et que le critère d’arrêt n’est pas borné. Dans le cas général, ce n’est
pas quelque chose que nous pouvons assurer. Nous avons donc choisis de ne pas les
utiliser pour notre outil. La troisième implémentation, quant à elle, fournit également
une fonction stub pour la fonction free. Cette dernière utilise une heuristique pour
eﬀectuer des vériﬁcations sur la libération de l’espace mémoire alloué. Ceci n’est
pas quelque chose dont nous avons besoin (nous ne cherchons pas ici à détecter des
vulnérabilités mais à calculer des invariants). Nous avons donc tout d’abord utilisé
pour notre outil la quatrième implémentation : FRAMA_C_MALLOC_HEAP. Le
code de la fonction malloc correspondante est donné dans la ﬁgure 2.15.
#define MEMORY_SIZE 100000000
char MEMORY[MEMORY_SIZE];
void *malloc(size_t size){
static int next_free = 0;
next_free += size;
if(next_free>=MEMORY_SIZE)
return NULL;
return (MEMORY+(next_free-size));
}
Figure 2.15 – Stub original de la fonction malloc
Notons tout de même que cette fonction nous pose deux problèmes. Tout d’abord,
l’allocation mémoire est faîte sur un tableau de caractères déclaré comme une vari-
able globale. Or, d’après la norme C99, les variables globales doivent être initialisées
à la valeur 0, y compris les tableaux. Cela a pour conséquence que l’analyse de valeur
peut nous indiquer que des variables sont initialisées à 0 alors qu’elles devraient être
à l’état UNINITIALIZED. Ceci peut potentiellement conduire à la génération d’in-
variants erronés. Ensuite cette fonction ne peut retourner la valeur NULL que si
le total des allocations mémoire dépasse la valeur MEMORY_SIZE. Cette fonction
ne prévoit donc pas d’autres sources d’erreurs qu’un manque de mémoire. Cela a
pour conséquence que les blocs de code dédiés au traitement de cette erreur ne sont
pas traités par l’analyse de valeur. Cependant, bien que ces blocs de code soient
problématiques pour nos campagnes de tests (car diﬃcilement atteignables), nous
choisissons quand même de les instrumenter (voir section 4.1.1.3). Au ﬁnal, l’implé-
mentation de la fonction malloc que nous utilisons est une modiﬁcation de la version
originale donnée dans la ﬁgure 2.15. En plus du traitement original, celle-ci introduit
systématiquement la valeur NULL comme une valeur de retour possible et initialise
2.4. IMPLÉMENTATION DU SYSTÈME DE DÉTECTION 97
chacun des éléments de la mémoire allouée avec l’ensemble de la plage de valeur d’un
caractère.
2.4.2.2 Pré-traitement des fichiers sources
Cette étape a pour but de préparer le code source du programme aﬁn de le
rendre apte à être modiﬁé. Il y a plusieurs raisons à cela. D’abord parce que Frama-
C, pour conduire son analyse, modiﬁe légèrement le programme. En eﬀet, celui-
ci peut parfois ajouter des variables supplémentaires. Ces variables ainsi ajoutées
peuvent alors faire partie des dépendances d’un ou plusieurs appels de fonction et
peuvent donc apparaître dans les invariants. C’est notamment le cas lorsque la valeur
retournée par un appel de fonction est utilisée directement, sans passer par une
variable intermédiaire. La ﬁgure 2.16 illustre ce cas. Dans cet exemple, la variable
supplémentaire tmp est déclarée à la ligne 02 (colonne de droite). Cette dernière
inﬂuence l’appel de fonction printf à la ligne 05 (le code original est situé dans la
colonne de gauche).
Si un invariant tenant compte du domaine de variation de cette variable supplé-
mentaire peut être calculé, alors cet invariant ne peut être vériﬁé par une assertion
exécutable ajoutée au code original. Nous pourrions supprimer dans les invariants
ces variables supplémentaires. Cependant, les utiliser nous permettrait d’augmenter
le nombre d’invariants ainsi que la précision de ces derniers. Nous choisissons donc
d’inclure l’ajout de ces variables supplémentaires dans la phase de pré-traitement du
code source. Pour cela, la première étape consiste alors à appliquer le pré-traitement
de Frama-C à chacun des ﬁchiers source.
00. void f(const char *s){
01.
02.
03.
04.
05. printf("taille:%i",strlen(s));
06.
07. return;
08. }
00. void f(const char *s){
01.
02. size_t tmp ;
03. tmp = strlen(s);
04.
05. printf("taille:%i", tmp);
06.
07. return;
08. }
Figure 2.16 – Exemple de variable ajoutée
Ensuite, il existe un autre cas où un invariant peut porter sur une variable qui
n’est pas déclarée. Celui-ci est illustré par l’exemple de la ﬁgure 2.17. L’appel à
la fonction f (ligne 06) étant placé dans une boucle, celui-ci peut dépendre d’in-
structions qui ne sont exécutées qu’après lui. Ces instructions peuvent utiliser des
variables qui n’étaient pas jusqu’alors utilisées par les instructions précédant l’appel
de fonction considéré. Ces variables font toutefois partie des dépendances de cet
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appel de fonction et peuvent donc apparaître dans l’invariant correspondant. Si ces
variables ne sont déclarées qu’après l’appel de fonction considéré (par exemple, juste
avant leur utilisation), alors l’invariant ne pourra pas être vériﬁé par une assertion
exécutable ajoutée au code source car certaines des variables sur lesquelles il porte
ne sont pas encore déclarées. Un tel placement des déclarations est autorisé selon la
norme C99 [C99].
00. int a = 1;
01.
02. while(a){
03.
04.
05.
06. f();
07. int b;
08. b = g();
09. a = h(b);
10. }
00. int a = 1;
01.
02. while(a){
03.
04. int b;
05.
06. f();
07.
08. b = g();
09. a = h(b);
10. }
Figure 2.17 – Exemple de dépendance dans une boucle
Dans l’exemple de la ﬁgure 2.17, c’est le cas de la variable b. Celle-ci n’est déclarée
qu’après l’appel à la fonction f mais elle inﬂuence l’évaluation de la condition de
boucle ligne 02 (la valeur de la variable a dépend d’elle). Elle fait donc partie des
dépendances de l’appel à la fonction f ligne 06 puisqu’il faut rentrer dans la boucle
pour accéder à cet appel. Pour résoudre ce problème, là encore nous pourrions dé-
tecter cela et supprimer ce type de variable des invariants.
À nouveau, nous préférons les garder aﬁn d’augmenter le nombre d’invariants
ainsi que la précision de ces derniers. Pour cela, nous choisissons de déplacer toutes les
déclarations de variables au début du bloc correspondant. En fait, nous ne cherchons
pas à détecter quelles déclarations de variable ont besoin d’être déplacées, nous les
déplaçons toutes. Ceci est réalisé à l’aide de Frama-C en même temps que nous
appliquons son pré-traitement. Dans l’exemple de la ﬁgure 2.17, la colonne de droite
illustre comment nous déplaçons les déclarations de variable.
Ces deux premiers pré-traitements, à savoir l’ajout de variables supplémentaires
et le déplacement des déclarations de variables, modiﬁent la sémantique opéra-
tionnelle du programme. En eﬀet, dans le premier cas, pour chaque variable supplé-
mentaire ajoutée au code source, une opération d’écriture supplémentaire est égale-
ment ajoutée et l’espace mémoire à réserver pour les variables locales est nécessaire-
ment augmenté. Dans le second cas, si des déclarations de variables sont déplacées,
alors les instructions utilisées pour réserver l’espace mémoire de ces variables le sont
potentiellement aussi.
Toutefois, même si nous n’avons pas étudié formellement la question, on peut
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raisonnablement supposer que ces modiﬁcations n’impliquent pas que la sémantique
dénotationelle du programme ne soit modiﬁée. Eﬀectivement, en situation de fonc-
tionnement normal, les résultats produits par le programme ne devraient pas être
aﬀectés par ces modiﬁcations. Notons cependant qu’à moins de travailler avec une
chaîne de compilation prouvée [CCERT], nous n’avons de toute façon aucune assur-
ance que la sémantique du code source sera respectée. Par exemple, le déplacement
des déclarations de variables fait partie des opérations d’optimisation que réalise
déjà le compilateur GCC avec lequel nous travaillons.
Notons qu’en situation de fonctionnement normal, le même raisonnement peut
être appliqué aux assertions exécutables que nous ajoutons au code source. En eﬀet,
sauf si nous sommes en présence d’attaques, la vériﬁcation des invariants que nous
avons calculés ne modiﬁe pas l’espace mémoire du processus (seules des opérations de
lecture ont accès aux données utilisées pour stocker la valeur des variables présentes
dans le code source).
Si par contre une attaque est détectée, le comportement du programme est ef-
fectivement modiﬁé (une alerte est levée puis le processus continue son exécution).
Cependant, il s’agit là de l’objectif même d’un système de détection d’intrusion
embarqué dans le programme. Au ﬁnal, l’important est de pouvoir considérer que
pré-traitement et instrumentation ne modiﬁent pas le comportement du programme
tant que celui-ci est conforme au modèle de référence préalablement calculé par
l’analyse statique.
Pour ﬁnir, les ﬁchiers source sont pré-traités car il nous faut ajouter dès main-
tenant les entêtes nécessaires aux assertions exécutables que nous ajoutons au code.
En eﬀet, les assertions exécutables peuvent faire appel à des fonctions de la biblio-
thèque standard du langage C. Or le pré-traitement de Frama-C repose en partie
sur le préprocesseur du compilateur C et celui-ci ajoute avant le code une copie
des entêtes. Il n’est alors plus possible d’ajouter les entêtes nécessaires sans risquer
de dupliquer des déclarations de fonction (cela arrive lorsqu’une des entêtes néces-
saires était déjà présente dans le ﬁchier original) ce qui provoque une erreur à la
compilation. Plutôt que de chercher, après le pré-traitement de Frama-C, à ajouter
uniquement les entêtes manquantes, toutes les entêtes nécessaires sont ajoutées aux
ﬁchiers source avant de faire appel à Frama-C.
2.4.2.3 Ajout des assertions exécutables
Une fois chaque ﬁchier source pré-traité, une assertion exécutable est ajoutée
avant chaque appel de fonction si un invariant a pu être calculé sur une ou plusieurs
des variables appartenant à l’ensemble de ses dépendances. Durant le parcours de
l’arbre syntaxique abstrait créé par Frama-C, celui-ci est capable de nous donner le
ﬁchier d’origine ainsi que la ligne d’une instruction donnée. Nous utilisons donc ces
informations ainsi que les invariants obtenus pour générer des correctifs qui ajoutent
à chaque ﬁchier source les éventuelles assertions exécutables.
100 CHAPITRE 2. MODÈLE DE DÉTECTION D’INTRUSION
void f(int a, int b){
int c;
int d;
if (a==0)
c = 1;
else
if (a==1)
c = 2;
else
return -1;
if (b==1)
d = 0;
else
if (b==2)
d = 2;
else
return -1;
coninva_assert(0x00000010,
(d==0 && b==1 && c==1 && a==0)
|| (d==0 && b==1 && c==2 && a==1)
|| (d==2 && b==2 && c==2 && a==1)
|| (d==2 && b==2 && c==1 && a==0)
);
g(a,c,b,d);
return 0;
}
Figure 2.18 – Exemple de vériﬁcation d’invariant
Ces assertions exécutables possèdent un identiﬁant unique qui correspond au
premier paramètre de la fonction appelée pour lever une alerte. Il s’agit du numéro
de l’instruction dans l’arbre syntaxique abstrait utilisé par Frama-C. Sur le même
modèle que la macro assert, standard au langage C, le code qui vériﬁe l’invariant est
inséré directement dans le ﬂot de code de la fonction appelante. La ﬁgure 2.18 illustre
cela sur un exemple. L’assertion exécutable obtenue correspond ici au contrôle de
l’appel à la fonction g.
La fonction appelée par l’assertion exécutable est en fait une macro C qui ap-
pelle la véritable fonction chargée de lever une alerte. Cela permet, lorsque le cas
se produit, de fournir à cette fonction un certain nombre d’informations telles que
l’invariant non vériﬁé à l’origine de l’alerte ou bien encore la localisation de l’asser-
tion qui l’a provoquée. La ﬁgure 2.19 présente la macro et la fonction utilisées par
défaut dans SIDAN pour lever une alerte. On peut voir que la fonction utilisée par
l’assertion exécutable n’est appelée que lorsque l’invariant n’est pas vériﬁé. Si aucun
incident ne se produit durant l’exécution du programme, à aucun moment ce code
n’est amené à être exécuté.
2.5 Résumé et discussion
Nous avons présenté dans ce chapitre une approche pour la détection d’intrusion
hôte. Plus précisément, nous avons proposé un système de détection d’intrusion de
niveau applicatif qui cible un type d’attaques bien particulier, les attaques contre les
données de calcul. Il s’agit des attaques réalisées au travers de chemins d’exécution
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#define coninva_assert(id, expr) \
(if (expr) \
__coninva_assert(id, #id": "#expr, __FILE__, __LINE__))
void __coninva_assert(int id, int char *assert, char *file, int line){
fprintf(stderr, "[coninva] coninva_assert_failed %s:%i -> %s\n",
file, line, assert);
fflush(stderr);
}
Figure 2.19 – Code par défaut de levée d’alerte
valides vis-à-vis de la spéciﬁcation des programmes. Pour arriver à ce résultat, un
utilisateur malveillant va chercher à corrompre les données utilisées pour contenir la
valeur des variables issues du code source. C’est ce que nous désignons comme des
données de calcul.
Le modèle sur lequel repose notre mécanisme de détection est un modèle de
comportement normal construit par analyse statique du code source des applications.
Plus précisément, notre modèle est orienté autour des variables. En eﬀet, l’analyse
que nous eﬀectuons a pour but de calculer des invariants sur les variables que pourrait
chercher à corrompre un utilisant malveillant (via les données de calcul utilisées pour
contenir leur valeur).
La détection s’opère en ligne, durant l’exécution des programmes surveillés. Pour
cela, des assertions exécutables sont dérivées du modèle de détection préalablement
construit avant d’être insérées dans le code source des programmes. Ce sont donc les
programmes eux-même qui embarquent individuellement les mécanismes de vériﬁca-
tion et qui lèvent des alertes lorsqu’une déviation comportementale est observée. Les
programmes ainsi obtenus sont dits durcis vis-à-vis des attaques contre les données
de calcul.
Dans ce chapitre, nous avons également présenté une implémentation de notre
approche. Nous avons entre autres expliqué comment répondre aux problèmes posés
par la réalisation de cette implémentation. Celle-ci repose sur Frama-C [FRAMA],
un outil d’analyse statique pour les programmes écrits en langage C. En eﬀet, il
s’agit là de programmes qui sont en pratique susceptibles d’être la cible d’attaques
du type qui nous intéresse.
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Chapitre 3
Modèle de simulation d’attaque
Le mécanisme de détection d’intrusion que nous avons présenté dans le chapitre
précédent cible spéciﬁquement les attaques contre les données de calcul. Celui-ci
repose sur un modèle de détection comportemental aﬁn de détecter des attaques
encore inconnues au moment de la modélisation. Le comportement de l’application
est modélisé à l’aide d’invariants portant sur les variables utilisées dans le code source
pour stocker les informations dont dépendent les appels de fonction. Le mécanisme
que nous proposons pour construire un tel modèle de comportement repose sur des
techniques d’analyse statique qui nous assurent que les invariants calculés sont des
sur-approximations (c’est-à-dire que ces derniers sont toujours vériﬁés en situation
de fonctionnement normal).
Cela implique que le modèle de détection ainsi obtenu est un modèle complet (voir
section 1.1.2) et donc que le taux de faux positifs est toujours nul quelle que soit
l’application à laquelle est appliquée notre approche pour la détection. Toutefois,
notre modèle n’oﬀre aucune garantie quant à sa correction (voir section 1.1.2) et
peut donc présenter des faux négatifs. Aﬁn d’évaluer plus en détails la capacité de
détection du système que nous proposons, nous voulons donc également connaître
le taux de faux négatifs.
Cependant, aﬁn de pouvoir calculer pour un programme donné le taux de faux
négatifs d’une approche de type comportemental, il nous faudrait connaître toutes
les vulnérabilités présentes dans le code source de ce programme ainsi que toutes
les attaques réalisables pour chacune d’entre elles. Ceci n’est pas possible, ni au-
tomatiquement ni manuellement. C’est pourquoi nous proposons également dans
ces travaux de thèse une approche permettant d’estimer la capacité de détection des
mécanismes hôtes reposant sur un modèle de comportement normal et ce vis-à-vis
des d’attaques contre les données de calcul.
Pour cela, notre approche pour l’évaluation repose sur la simulation des erreurs
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logicielles engendrées par ce type d’attaques. Nous proposons pour implémenter
notre approche d’utiliser un mécanisme d’injection de fautes. La simulation de l’at-
taque est donc réalisée sans exploiter de vulnérabilités, mais en allant directement
modiﬁer les données de calcul que pourrait tenter de corrompre un attaquant. En
simulant ainsi un grand nombre d’attaques, nous pouvons alors, pour un programme
donné, donner une estimation du taux de couverture de notre mécanisme de détec-
tion des intrusions.
Dans ce chapitre, nous commençons par expliquer comment nous proposons de
simuler les erreurs logicielles engendrées par les attaques contre les données de calcul.
Notre approche pour la simulation d’attaques reposant sur la capacité à injecter
des fautes durant l’exécution du programme, nous présentons d’abord le modèle
de faute que nous proposons puis la manière dont nous avons choisi de reposer
sur ce modèle pour évaluer le taux de couverture de notre mécanisme de détection
d’intrusion. Nous présentons ensuite comment nous avons implémenté la simulation
d’attaques dans le cadre des programme écrits en langage C. Le système d’injection
que nous proposons reposant sur l’instrumentation du programme, nous présentons
d’abord comment nous construisons les mécanismes d’injection puis comment ces
derniers doivent être utilisés durant la procédure de tests. Enﬁn, nous résumons
les contributions présentées dans ce chapitre et nous discutons de la pertinence de
nos simulations vis-à-vis des attaques réelles mais aussi vis-à-vis de l’évaluation des
mécanismes de détection d’intrusion.
3.1 Simulation d’erreurs sur les données de calcul
Bien qu’il soit possible de tester un système de détection d’intrusion de type
comportemental sur des cas réels d’attaques contre les données de calcul [CXS+05],
il n’est pas possible de connaître exactement son taux de couverture et ce même pour
un programme précis. En eﬀet, il n’est bien sûr pas possible de connaître automa-
tiquement toutes les attaques de ce type dont pourrait être la cible un programme
donné et une méthode qui ne reposerait que sur des cas réels ne couvrirait qu’un
ensemble restreint d’attaques contre les données de calcul, celles qui sont connues à
un instant donné.
Cependant, l’un des principaux avantages des modèles comportementaux est
justement de pouvoir détecter des attaques encore inconnues au moment de la mod-
élisation. C’est pourquoi nous proposons de simuler le résultat d’attaques ciblant les
données de calcul dans un programme donné et ce sans connaissance a priori des
vulnérabilités qui le touchent. Nous pourrons alors grâce à cette approche produire
une estimation de son taux de couverture.
Nous avons déﬁni dans le chapitre précédent l’état interne d’un programme
comme l’ensemble des éléments qui constituent son espace mémoire. Nous avons
également énoncé dans ce chapitre qu’une attaque rend nécessairement incohérent
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cet état interne vis-à-vis de la spéciﬁcation du programme. Lors d’un cas réel d’at-
taque, c’est grâce à l’exploitation d’une vulnérabilité présente dans le programme
que l’attaquant est capable de perturber cet état interne. Aﬁn de simuler le résultat
d’une attaque (réussie ou non, c’est-à-dire permettant ou non une intrusion), nous
proposons de perturber artiﬁciellement l’état interne du programme en allant di-
rectement modiﬁer certains de ses éléments. Les mécanismes qui permettent ce type
de corruption reposent sur des techniques d’injection de fautes en mémoire (voir la
section 1.4.2.3). Nous allons donc avoir recours à un mécanisme de ce type pour
procéder à la simulation d’attaques contre les données de calcul.
Le modèle de faute qui doit être utilisé avec ce mécanisme d’injection en mémoire
a pour objectif de reproduire les erreurs engendrées par des attaques contre les
données de calcul. Dans la suite de cette section, nous allons donc commencer par
présenter ce modèle. Pour cela, nous parlerons d’abord des caractéristiques de ce
type d’attaques. Le mécanisme d’injection de fautes que nous proposerons devra
donc être capable de simuler ces caractéristiques. Nous parlerons aussi de l’impact
sur le programme de ces simulations d’attaques : combien de temps l’état interne du
programme est-il eﬀectivement invalide durant son exécution et dans quel cas cela
engendre-t-il une déviation comportementale ? Nous discuterons ensuite des cas où
l’injection va pouvoir être détectée par notre mécanisme de détection. Puis, nous
expliquerons comment nous proposons de construire les mécanismes d’injection qui
implémentent le modèle de faute que nous proposons.
Pour ﬁnir, nous présentons dans cette section une méthode pour évaluer le taux
de faux négatifs de notre approche et qui nous assure que le résultat obtenu est
une sur-approximation du taux réel de faux négatifs. Cette méthode est conçue
pour être utilisée avec notre modèle de faute lors d’une campagne de tests. La sur-
approximation est obtenue en nous assurant que le système de détection d’intrusion
testé opère dans la situation la moins favorable possible pour lui. Pour respecter
cette contrainte, nous justiﬁerons les valeurs utilisées pour corrompre une donnée
particulière mais aussi le nombre de cibles et le nombre d’injections à eﬀectuer lors
de chaque test. Nous discuterons enﬁn des avantages et des limites de notre modèle
de faute dans cette situation.
3.1.1 Modèle de fautes
Pour simuler le résultat d’attaques contre les données de calcul, nous proposons
d’avoir recours à un mécanisme d’injection de fautes. Cela implique donc que nous
devons disposer d’une abstraction modélisant l’impact de ce type d’attaques sur les
programmes. C’est ce que l’on désigne par modèle de faute et nous allons maintenant
présenter dans la suite de cette section celui que nous proposons pour simuler directe-
ment au niveau de l’espace mémoire des processus le résultat d’attaques contre les
données de calcul. Ce choix implique donc l’utilisation d’un mécanisme d’injection
en mémoire.
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Rappelons que si nous cherchons à simuler le résultat d’attaques contre les don-
nées de calcul, c’est dans le but d’évaluer le taux de faux négatifs de notre modèle de
détection. Ce modèle ayant pour objectif de détecter des attaques encore inconnues
au moment de la modélisation, cette évaluation ne peut être qu’une estimation.
Nous faisons le choix d’obtenir une sur-approximation du taux de faux négatifs.
Ainsi, nous pourrons comparer le mécanisme que nous proposons avec d’autres sys-
tèmes de détection d’intrusion en plaçant notre approche dans la situation la moins
favorable.
Cette décision va notamment inﬂuencer un certain nombre de choix dans la
conception du modèle mais aussi dans la manière de le mettre en œuvre lors de
l’évaluation. En eﬀet, à chaque fois que des choix doivent être faits, nous choisissons
toujours celui qui place notre mécanisme de détection d’intrusion dans la situation
la moins favorable possible aﬁn de s’assurer que l’estimation ainsi obtenue est bien
une sur-approximation du taux réel de faux négatifs.
Pour présenter notre modèle de faute, nous allons d’abord détailler les caractéris-
tiques du type d’attaques que nous voulons simuler et qui devront être reproductibles
par un mécanisme d’injection en mémoire. Nous abordons ensuite la question de
l’impact sur le programme en cours de test des fautes simulées selon un modèle qui
reproduit ces caractéristiques. Pour cela nous abordons les problématique d’annu-
lation et de masquage d’erreurs. Puis, nous expliquons comment construire notre
modèle de faute pour un programme donné avant de discuter des avantages et des
limitations du modèle ainsi obtenu. Enﬁn, nous présentons comment il est possible
de reposer sur ce modèle de faute pour procéder à l’évaluation de notre système de
détection d’intrusion vis-à-vis des attaques contre les données de calcul et comment
nous avons implémenté les mécanismes d’injection dans le cas des programmes écrits
en langage C.
3.1.1.1 Caractéristiques à simuler
Dans la section 2.3.1.1, nous avons illustré le déroulement d’une attaque contre
les données de calcul à l’aide d’un exemple reposant sur l’exploitation d’une vulnéra-
bilité présente dans une ancienne version du serveur SSH libre OpenSSH [Zal01].
Correctement exploitée, cette vulnérabilité peut permettre à un utilisateur malveil-
lant de modiﬁer n’importe quel élément de l’espace mémoire du processus en cours
d’exécution. De plus, l’élément ciblé par l’attaquant peut être modiﬁé directement,
c’est-à-dire sans avoir besoin de modiﬁer préalablement d’autres éléments mémoire
pour atteindre ce dernier.
Les attaques qui exploitent ce genre de vulnérabilités ont donc la possibilité de
modiﬁer sans restriction l’ensemble des données du processus. Si l’objectif est de
corrompre l’état interne du processus pour en détourner l’exécution, il s’agit là du
plus haut niveau de sévérité pour une vulnérabilité. Toutes les vulnérabilités n’ont
pas nécessairement ce niveau de sévérité, néanmoins grâce à cet exemple, nous savons
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que la pire situation peut réellement se produire en conditions réelles. Puisque nous
voulons nous placer dans la situation la moins favorable lorsque nous allons simuler le
résultat d’une attaque contre les données de calcul, nous allons considérer qu’à tout
moment de l’exécution du programme une vulnérabilité ayant ce niveau de sévérité
existe. Autrement dit, nous allons simuler uniquement des attaques qui pour être
réalisées nécessitent à un moment donné d’avoir accès en écriture à l’ensemble de
l’espace mémoire du processus en cours d’exécution.
Cependant, rappelons que notre objectif n’est pas de simuler n’importe quel
type d’attaques mais seulement une famille bien précise d’attaques, celles qui pour
être réalisées nécessitent de corrompre des données de calcul. C’est-à-dire que même
si nous allons simuler le résultat d’une attaque reposant sur l’exploitation d’une
vulnérabilité donnant un accès complet et direct à l’ensemble de l’espace mémoire
du processus, tous les éléments de cet espace mémoire ne constituent pas des cibles
potentielles.
En eﬀet, pour simuler le résultat d’une attaque contre les données de calcul, nous
ne voulons pas modiﬁer n’importe quel élément de l’espace mémoire du processus,
mais uniquement les éléments utilisés pour contenir la valeur des variables dont
dépendent les appels système. Ceci va ainsi nous permettre de conduire le programme
en cours d’exécution dans un état interne invalide mais néanmoins représentatif du
résultat d’une attaque contre les données de calcul.
Toutefois, maintenant que nous avons déterminé les cibles potentielles qui sont
caractéristiques d’une attaque contre les données de calcul, une question se pose :
doit-on ou non lors de l’injection tenir compte des valeurs originellement contenues
dans les éléments ciblés. En eﬀet, on peut supposer qu’il existe des attaques, qui, pour
être réalisées, nécessitent que les données erronées envoyées par l’utilisateur malveil-
lant soient calculées en fonction de ces informations originales. Ce n’est par exemple
pas le cas des exemples d’attaques que nous avons présentés dans la section 2.3.1.1.
Cependant, il s’agissait d’attaques qui pour être réalisées ne nécessitaient qu’une
seule exploitation de la vulnérabilité présente dans le programme.
Or, une attaque qui aurait pour objectif de corrompre une donnée particulière
avec une nouvelle valeur qui dépendrait de la valeur contenue à l’origine dans l’élé-
ment ciblé ne pourrait se faire que via deux exploitations de la vulnérabilité : une
première exploitation est nécessaire pour récupérer la valeur originale (violation de
la conﬁdentialité) puis une seconde exploitation permet de corrompre la cible avec
la nouvelle valeur (violation de l’intégrité).
Nous allons voir dans la section 3.1.2 que pour se placer dans la situation la
moins favorable nous ne devons simuler que des attaques qui pour être réalisées
ne nécessitent qu’une seule exploitation de la vulnérabilité. Cela implique donc,
toujours dans un souci de se respecter ce critère, de supposer que pour être réalisée
une attaque n’a pas besoin de connaître tout ou partie de l’état interne original du
programme. Au ﬁnal, notre modèle ne repose donc pas sur la valeur originalement
contenue par les cibles potentielles.
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3.1.1.2 Impact des fautes sur le programme
Dans le cas du mécanisme de détection que nous avons présenté au chapitre 2,
si on considère que les variables qui constituent les cibles potentielles peuvent être
modiﬁées sur l’ensemble de leur plage de valeurs, il est possible de calculer pour un
programme donné le taux théorique de détection aux diﬀérents points d’injection.
Prenons pour exemple un appel de fonction qui ne dépend que d’une seule variable
de type char. Cette variable peut donc prendre 256 valeurs diﬀérentes possibles (un
char contient une valeur d’une taille de 8 bits). Parmi ces 256 valeurs, une seule
valeur est valide à un instant t. Cela nous fait donc 256 − 1 valeur possibles pour
l’injection soit 255 valeurs.
Supposons que l’analyse de valeur a déterminé qu’à ce point précis du programme,
cette variable ne peut prendre que 24 valeurs diﬀérentes possibles. Nous avons donc
24 − 1 valeurs d’injection possibles qui ne peuvent être détectées, soit 23 valeurs.
Si la valeur à injecter est choisie aléatoirement parmi les 255 valeurs possibles pour
l’injection et ce de manière équiprobable, alors dans ce cas le taux de faux négatifs
de notre approche pour la détection est de 23÷ 255 soit 9%. Si par contre l’analyse
de valeur n’a pas pu déterminer statiquement le domaine de variation de la variable,
alors dans ce cas le taux de faux négatifs est de 100%.
Toutefois, ce type de calcul ne tient compte de l’impact de la corruption qu’au
point du programme où l’injection a lieu. Or il est possible que l’erreur se propage
à d’autres variables. Une injection peut donc avoir un impact sur d’autres variables
plus loin dans l’exécution du programme. Ceci pourrait permettre à notre système
de détection d’intrusion de lever une alerte bien après le point d’injection grâce à
des invariants portant sur d’autres variables que celle qui a été la cible de l’injection.
Ce type d’alertes est utile lorsque l’attaque cible une variable qui ne peut voir son
domaine de variation calculé statiquement pour le point du programme où l’injection
est réalisée.
En eﬀet, dans ce cas, il n’est bien sûr pas possible de détecter cette injection
immédiatement. Cependant, si la corruption de cette variable particulière provoque
par propagation de l’erreur la corruption d’une autre variable, il existe donc une
possibilité que l’injection soit détectée par notre mécanisme de détection plus tard
dans l’exécution du programme. Ceci augmente donc les chances qu’une simulation
d’attaque soit détectée durant l’exécution du programme. Si nous réalisons une cam-
pagne d’injection pour un programme donnée, c’est parce que nous voulons obtenir
une estimation du taux de faux négatifs qui, certes, soit une sur-approximation du
taux réel, mais qui néanmoins prenne en compte la problématique de l’impact. Nous
allons donc maintenant voir dans cette section ce qui peut empêcher ou limiter
l’impact d’une injection.
Tout d’abord, il est possible que l’erreur engendrée par une injection soit annulée
ce qui a pour eﬀet de rendre à nouveau correct l’état interne du processus en cours
d’exécution. Cela peut se produire dans deux situations. D’abord, il est possible
que plusieurs erreurs interagissent entres elles de manière à compenser leurs eﬀets
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respectifs. Par exemple, une première erreur va inverser un bit dans une variable
qui ne sera plus modiﬁée par le programme jusqu’à ce que se produise un peu plus
tard une seconde erreur qui va avoir le même eﬀet sur la variable ce qui aura pour
conséquence de restaurer le bit précédemment corrompu.
Comme nous le verrons dans la section 3.1.2.1, nous ne procédons qu’à une seule
injection par exécution du programme. Ce cas de ﬁgure ne peut donc pas se présenter
avec notre modèle. L’autre situation qui a pour eﬀet de corriger un état interne
erroné peut se produire lorsque des instructions exécutées réinitialisent la valeur des
cibles de l’injection. Par exemple, dans le cas où l’injection cible une seule variable,
l’erreur est annulée lorsque la valeur de la variable corrompue est réinitialisée avant
d’avoir pu propager cette erreur. Dans ce situation, l’éventuel impact de l’erreur
sur le programme est limité au code exécuté entre le point d’injection et le code de
réinitialisation de la variable.
Ensuite, dans le cas où l’erreur persiste durant tout ou partie de l’exécution du
programme, il est possible que le code exécuté masque l’état erroné du processus.
Cela peut se produire dans plusieurs situations. Tout d’abord, la plus simple : bien
que la variable ciblée par l’injection ait inﬂuencée le code exécuté jusqu’au point
d’injection, la valeur de celle-ci n’est déjà plus utilisée par le programme (soit la
variable n’est plus du tout utilisée, soit sa valeur est réinitialisée avant toute nouvelle
utilisation). Si la valeur injectée n’est plus utilisée, elle ne peut donc pas propager
l’erreur dans le programme.
Autre situation, la variable ainsi corrompue provoque une déviation du ﬂot de
contrôle mais celle-ci n’engendre pas de déviation du ﬂux d’information au sein de
ce ﬂot d’exécution non prévu. C’est-à-dire que le chemin d’exécution se comporte
exactement comme prévu s’il n’avait pas été choisi illégalement. Par exemple, la
variable ciblée par l’injection va modiﬁer le résultat d’une évaluation conditionnelle
mais le nouveau chemin d’exécution ainsi choisi n’utilise pas la valeur de cette vari-
able. Le code ainsi exécuté, bien qu’illégal, ne permettra pas de détecter l’état erroné
du programme.
De plus, il existe aussi trois situations où, bien que la valeur injectée soit utilisée
par le programme, celle-ci ne provoque aucune déviation ni du ﬂot de contrôle ni
du ﬂot de donnée. D’abord, il est possible que la nouvelle valeur ne change pas
le résultat de l’évaluation d’une expression arithmétique. Considérons par exemple
l’expression suivante : x×y. Si la variable x est la cible de l’injection et qu’au moment
d’évaluer l’expression la variable y vaut 0, alors quelque soit la valeur injectée celle-ci
ne modiﬁera pas le résultat de l’évaluation.
De même, il est possible que la nouvelle valeur ne change pas le résultat de l’é-
valuation d’une expression logique. Considérons par exemple l’expression suivante :
x∨y. Si l’injection modiﬁe le résultat de l’expression logique x mais que l’expression
logique y est vraie, alors quelle que soit la valeur injectée celle-ci ne modiﬁera pas le
résultat de l’évaluation de l’expression dans sa globalité. Enﬁn, il est possible que la
nouvelle valeur ne change pas le résultat de l’évaluation d’une expression relation-
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nelle. Considérons par exemple l’expression suivante : x > y. Si la variable x est la
cible de l’injection et que la nouvelle valeur appartient à la même classe d’équivalence
que la valeur originale, alors le résultat de l’évaluation restera inchangé.
3.1.1.3 Détection et caractérisation des erreurs
Nous allons maintenant aborder la problématique de savoir dans quelle situation
le système de détection d’intrusion que nous proposons au chapitre 2 est bien en
mesure de détecter une injection. Lorsque que nous injectons une valeur incorrecte
au sein d’un ensemble de variables juste avant un appel de fonction, deux cas se
présentent. Pour commencer, supposons que le domaine de variation de cet ensemble
de variables a pu être calculé au point d’injection et que l’état interne du programme
une fois corrompu place eﬀectivement l’ensemble de variables hors de ce domaine
de variation. Dans ce cas, l’injection est eﬀectivement détectée immédiatement. Par
contre, à l’inverse, si un tel domaine de variation n’a pu être calculé ou bien si
l’état interne du programme, bien que corrompu, place l’ensemble de variables dans
un état invalide mais néanmoins vraisemblable, dans ce cas l’injection ne sera pas
immédiatement détectée.
Toutefois, même lorsque que ce second cas se présente, ceci n’implique pas néces-
sairement que l’injection ne sera jamais détectée par notre mécanisme de détection
d’intrusion. En eﬀet, l’injection ne sera pas détectée immédiatement, mais comme
nous avons pu le voir dans la section précédente, il est possible que l’erreur introduite
au point d’injection se propage à d’autres variables. Dans le cas où celles-ci appar-
tiendraient à des ensembles de variables dont nous avons pu calculer le domaine de
variation plus loin dans l’exécution du programme, il est alors possible que l’injec-
tion soit détectée ultérieurement. Cela peut par exemple se produire si l’injection
qui n’est pas immédiatement détectée place la fonction en cours d’exécution dans
un état de défaillance. Le résultat erroné retourné par cet appel de fonction a la
possibilité de propager l’erreur à d’autres variables dont le domaine de variation est
connue (voir ﬁgure 3.1).
À noter que la détection n’est pas liée à la problématique de l’impact. En eﬀet,
nous avons aussi vu dans la section précédente qu’il existe des situations où bien
que l’état interne du programme soit erroné, le code exécuté masque les erreurs ainsi
introduites. Cela n’empêche en rien la détection. Par exemple, bien qu’une erreur
soit masquée par le fait que la variable corrompue ne va plus être utilisée par le
programme, si on sait qu’à ce point de l’exécution elle ne peut valoir qu’une valeur
bien précise, alors l’injection sera tout de même détectée.
Par contre, la problématique de l’impact va avoir des conséquences sur notre ca-
pacité à détecter une défaillance. Rappelons que l’objectif d’une campagne de tests
à l’aide du mécanisme d’injection que nous proposons est d’évaluer notre système
de détection d’intrusion. On peut cependant se poser la question de la pertinence
des résultats obtenus pour la simulation d’attaques contre les données de calcul
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Figure 3.1 – Détection de l’injection par propagation
à l’aide de notre modèle de faute par rapport d’attaques réelles. C’est pourquoi
nous proposons de caractériser le comportement de l’application en fonction de ses
séquences d’appels système mais aussi en fonction des données de sortie produites
suite à l’exécution de scénarios bien précis. Ainsi, lorsque nous observons une dévi-
ation comportementale de l’application suite à l’injection et que celle-ci n’est pas
détectée, alors nous pourrons conclure qu’il s’agit forcément d’une attaque qui n’a
pas été détectée.
Toutefois, si aucune déviation comportementale n’est observée, nous ne pouvons
conclure qu’il ne s’agit pas d’une attaque possible. En eﬀet, même sans déviation
observable au niveau des appels système ou des données produites par le programme,
une injection peut reproduire le résultat d’une attaque contre les données de calcul.
Prenons à nouveau comme exemple le pseudo-code de la ﬁgure 2.3 que nous avons
utilisé au chapitre 2 pour présenter notre modèle de détection. La seconde attaque,
qui consiste à forcer la valeur de la variable ok lorsque le message reçu n’est pas
de type CMSG_AUTH_PWD peut être simulée juste avant l’appel à la fonction
do_authenticated en modiﬁant la variable type. Cependant, il s’agit là d’une erreur
masquée puisque celle-ci n’est plus utilisée par le programme. Aucune déviation
comportementale ne sera donc observée au niveau des appels système comme des
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données sorties par le programme alors même que l’injection simule bien le résultat
de cette attaque particulière.
Au ﬁnal, lorsqu’une déviation comportementale est observé, l’ensemble des in-
jections non détectées constitue un nombre de cas sûr durant lesquels notre système
de détection d’intrusion est en situation d’échec. Bien que cette mesure apporte de
l’information quant à l’évaluation de notre approche, il faudra cependant consid-
érer l’ensemble des injections non détectées par notre approche pour obtenir une
sur-approximation du taux réels de faux négatifs.
3.1.1.4 Construction du modèle d’injection
Pour pouvoir construire de manière automatique notre modèle de faute pour un
programme donné, nous devons être capable de déterminer quels sont les éléments
mémoire qui constituent l’ensemble des cibles potentielles à injecter et pour chacun
d’entre elles, quand est-ce qu’il est pertinent de procéder à l’injection. Nous allons
donc maintenant aborder ces deux problématiques.
Tout d’abord, abordons celui des cibles potentielles à injecter. Il s’agit bien sûr
ici de déterminer au sein de l’état interne du programme les éléments qui constituent
le sous-ensemble des données qui peuvent être considérées comme une cible intéres-
sante par un utilisateur malveillant. Nous avons vu dans la section 3.1.1.1 où nous
présentons les caractéristiques à simuler qu’il s’agit dans le cas d’attaques contre les
données de calcul des éléments mémoire qui contiennent la valeur des variables dont
dépendent les appels système. Or, nous avons aussi vu au chapitre précédent dans
la section 2.3.2 que si l’on dispose du code source du programme, alors cet ensemble
peut être déterminé par analyse statique et plus précisément en utilisant des coupes
de programmes. Nous proposons donc d’avoir à nouveau recours à l’analyse statique
pour déterminer l’ensemble des cibles potentielles à injecter.
Maintenant que nous connaissons cet ensemble de données, nous devons déter-
miner pour chacune d’entre elles à quel moment réaliser l’injection. Pour que l’in-
jection soit pertinente avec l’objectif de simuler une attaque contre les données de
calcul, celle-ci doit avoir lieu lorsque la donnée que l’on cible contient une valeur
dont dépend un appel système qui n’a pas encore été exécuté même si la valeur en
question a déjà été utilisée. Puisque l’on dispose du code source du programme et
que les données que l’on souhaite injecter sont identiﬁables par le nom des variables
dont elles contiennent la valeur, le plus simple est d’instrumenter le code source pour
y placer avant chaque appel système un mécanisme d’injection contrôlable depuis
l’extérieur du programme.
Là encore, nous faisons face aux mêmes problèmes d’accessibilité qu’à la sec-
tion 2.3.2, à savoir que les appels système ne sont pas nécessairement tous présents
dans le code source et l’ensemble des variables dont dépend un appel système donné
ne sont pas nécessairement toutes accessibles dans le code source au moment de
l’exécution de l’appel. À nouveau, pour résoudre ces problèmes, nous choisissons de
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déplacer le problème du calcul des coupes de programme des appels système aux
appels de fonction et de distribuer les mécanismes d’injection dans le code source.
Ainsi, avant chaque appel de fonction présent dans la pile d’appel menant à un ap-
pel système et accessible depuis le code source, un mécanisme d’injection est ajouté.
Celui-ci est capable de modiﬁer la valeur de n’importe quelle variable accessible à
ce point du programme et dont dépend l’appel de fonction concerné.
3.1.2 Évaluation du taux de détection
Maintenant que nous savons construire un modèle de faute permettant de simuler
les caractéristiques des attaques contres les données de calcul, nous devons aborder
la problématique suivante : comment utiliser ce modèle de faute dans le cadre de
l’évaluation d’un système de détection d’intrusion ? En eﬀet, pour l’instant le mécan-
isme d’injection qui utilise le modèle de faute que nous proposons dans ce chapitre
reste relativement générique. Certes il est conçu pour ne viser que les cibles po-
tentielles pour un utilisateur malveillant cherchant à réaliser une attaque contre les
données de calcul, mais il n’impose ni le nombre d’injections qui doivent être réal-
isées à chaque exécution, ni le nombre de cibles à corrompre à chaque injection, ni
la valeur à injecter pour chaque cible.
Pour répondre à cette problématique, des choix doivent donc être faits. Ce sont
ces choix que nous allons présenter dans la suite de cette section. Pour comprendre
la démarche que nous avons entreprise pour nous guider dans ces choix, il faut
se rappeler que ces décisions ont été prises sous la contrainte d’une exigence bien
particulière : nous cherchons à placer le système de détection d’intrusion en cours
de test dans la situation qui lui est la moins favorable. Ceci nous assurera une sur-
approximation de l’estimation du taux de faux négatifs. À noter que pour répondre
à ce critère, les choix ont été faits en fonction spéciﬁquement de notre approche pour
la détection et ces derniers pourraient être totalement diﬀérents pour l’évaluation
d’un tout autre mécanisme de détection.
3.1.2.1 Choix du nombre d’injections
Nous allons maintenant déterminer combien d’injections doivent être réalisées
durant l’exécution du programme. Pour cela, nous devons considérer deux cas. Soit
l’attaquant a la possibilité de modiﬁer toutes les variables nécessaires à la réalisation
de l’intrusion en une seule fois, soit il lui est nécessaire d’exploiter la vulnérabilité à
plusieurs reprises. C’est dans le second cas que la probabilité de détection par notre
mécanisme est la plus élevée.
En eﬀet, plus l’attaque nécessite d’exploiter la ou les vulnérabilités présentes
dans le programme plus grande est la quantité de code exécuté dans un état illégal
et donc plus grande est la probabilité de violer au moins un invariant. Aﬁn de nous
placer dans la situation la moins favorable pour le mécanisme de détection que nous
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proposons, nous choisissons donc d’eﬀectuer la simulation d’une attaque contre les
données de calcul en une seule injection.
3.1.2.2 Choix du nombre de cibles
Nous devons aussi déterminer combien de variables à la fois doivent être cor-
rompues par une injection. Nous faisons ici, dans le cas de notre approche pour la
détection, l’hypothèse suivante : plus une injection modiﬁe de variables à la fois,
plus elle a de chance de provoquer la levée d’alertes par notre système de détection
d’intrusion. Nous allons donc vériﬁer cette hypothèse sur un exemple pour notre
système de détection d’intrusion.
Pour cela, nous allons d’abord poser un certain nombre de notations et de déﬁni-
tions. Soient n variables locales à une fonction, notées X1, X2, . . ., Xn, dont les do-
maines de déﬁnition sont respectivement les ensembles D1, D2, . . ., Dn. On suppose
que, pour un point donné de l’exécution du programme, nous pouvons déterminer
par analyse statique un ensemble V ⊆ D1×D2× . . . Dn qui correspond à l’ensemble
des vecteurs possibles du n-uplet constitué par les n valuations des variables X1, . . .,
Xn au point considéré. Cet ensemble est appelé domaine de variation et il s’agit d’un
sur-ensemble de S, l’ensemble des n-uplets valides du point de vue de la spéciﬁcation
du programme analysé.
Cela signiﬁe que pour toute exécution de ce programme, lors du passage au
point d’exécution choisi, le vecteur x = (x1, . . . , xn) constitué par les valuations
des variables X1, X2, . . ., Xn est un élément de S ⊆ V . Le mécanisme de détection
d’intrusion que nous proposons insère avant le point d’exécution considéré des asser-
tions exécutables visant à vériﬁer que le n-uplet constitué par les n valuations des
variables X1, . . ., Xn forme bien un élément de l’ensemble V . Dans le cas contraire
une alerte est levée.
Prenons comme exemple le cas simple où n = 2 et où, au point considéré, la
variable X1 a pour domaine de variation I1 un intervalle continu sur D1 et la variable
X2 a pour domaine de variation I2 un intervalle continu sur D2. Nous pouvons en
déduire que V = I1 × I2 représente l’ensemble des valeurs possibles pour le vecteur
x = (x1, x2). Cet ensemble est représenté par le rectangle central de la ﬁgure 3.2(a).
Lorsqu’une injection modiﬁe seulement la valeur de x1, une alerte est levée si la
nouvelle valeur n’est pas dans l’ensemble I1 (tandis que la valeur de x2 reste dans
l’ensemble I2). De même, lorsqu’une injection modiﬁe seulement la valeur de x2, une
alerte est levée si la nouvelle valeur n’est pas dans l’ensemble I2 (tandis que la valeur
de x1 reste dans l’ensemble I1).
Au ﬁnal, l’ensemble des injections qui provoquent la levée d’une alerte correspond
à l’ensemble (D1×I2)∪ (D2×I1)\ (I1×I2). Cet ensemble est représenté par l’espace
de couleur gris foncé de la ﬁgure 3.2(b). Lorsqu’une injection modiﬁe à la fois les
valeurs de x1 et de x2, une alerte est levée si le nouveau couple de valeurs n’est pas
dans l’ensemble I1 × I2. Cette fois, l’ensemble des injections qui provoquent la levée
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Figure 3.2 – Domaine de détection d’une injection à deux variables
d’une alerte correspond à l’ensemble (D1 × D2) \ (I1 × I2) Cet ensemble est
représenté par l’espace de couleur gris foncé de la ﬁgure 3.2(c).
Si maintenant nous comparons ces deux situations, nous pouvons voir que le
dernier ensemble, celui qui correspond à l’injection de deux variables simultanément,
inclut le précédent ensemble, celui qui correspond à l’injection d’une seule variable à
la fois. Ainsi, sur cet exemple, en augmentant le nombre de variables modiﬁées par
une injection, on augmente eﬀectivement la surface de détection de notre approche,
et dont on réduit le taux de faux négatifs de notre système de détection d’intrusion.
Au ﬁnal, cet exemple illustre bien le fait qu’aﬁn de placer notre approche pour la
détection dans la situation la moins favorable, il ne faut donc modiﬁer qu’une seule
variable par injection. Une preuve de cette aﬃrmation pour n et V quelconques est
disponible en annexe.
3.1.2.3 Choix du type de corruption
Maintenant que nous savons que nous n’allons réaliser qu’une seule injection
par exécution du programme à tester et que cette injection ne va cibler qu’une
seule donnée, il nous faut choisir la valeur à fournir au mécanisme d’injection pour
la corruption de la variable. Lors des situations réelles d’attaque que nous avons
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présentées dans la section 2.3.1.1, les valeurs utilisées pour une attaque donnée sont
liées au fonctionnement interne du programme ciblé. Il nous est donc impossible de
connaître ces valeurs de manière automatique.
De plus, nous avons vu dans la section 3.1.1.4 que pour respecter la contrainte
de ne simuler que des attaques réalisables grâce à une seule et unique exploitation
de la vulnérabilité présente dans le programme, nous ne pouvons pas tenir compte
de la valeur initialement contenue par la donnée ciblée. C’est pourquoi nous faisons
le choix de ne pas émettre d’hypothèse sur ces dernières et de les tirer aléatoirement
parmi la plage de valeur de l’élément ciblé lors de l’injection. Au ﬁnal, lors d’une
injection, nous allons donc choisir aléatoirement la nouvelle valeur parmi toute la
plage de valeur possible de l’élément ciblé et ce sans tenir compte de la valeur
originalement contenue.
3.1.2.4 Avantages et limites du modèle
Nous avons choisi de simuler la situation la moins favorable pour notre système
de détection d’intrusion : nous allons simuler la présence en tout point du programme
d’une vulnérabilité permettant un accès direct à l’ensemble de l’espace mémoire du
processus en cours d’exécution et les attaques qui exploitent cette vulnérabilité n’ont
besoin pour être réalisées que d’une seule exploitation et de ne corrompre qu’une
seule donnée. Le modèle de faute que nous proposons dans ces travaux de thèse
permet eﬀectivement de simuler le résultat d’attaques contre les données de calcul
ayant ce niveau de sévérité.
Cependant, nous avons pu voir au chapitre précédent dans la section 2.3.1.1, où
nous illustrions le déroulement d’une attaque contre les données de calcul, que la
corruption résultant de l’exploitation d’une vulnérabilité peut aussi bien nécessiter
une valeur quelconque (cas de l’attaque contre la variable de boucle ok) qu’une valeur
bien précise (cas de l’attaque contre la variable pwd). Nous n’avons pas moyen de
déterminer automatiquement pour chacune des cibles si toute la plage de valeur est
représentative d’une attaque contre les données de calcul ou bien si seule une liste
de valeurs bien précises est pertinente. Notre modèle de faute ne permet donc pas à
coup sûr de simuler une attaque nécessitant de corrompre sa cible avec une valeur
bien précise.
Toutefois, plus nous eﬀectuons de simulations d’attaque à l’aide de notre modèle
de faute, plus nous avons de chance de simuler des états internes erronés représentat-
ifs des situations réelles d’attaques contre les données de calcul. Aﬁn de compléter
l’évaluation de notre mécanisme de détection d’intrusion, nous proposons également
d’estimer le taux de faux négatifs pour les simulations d’attaques qui ont sans le
moindre doute provoqué une déviation comportementale.
Pour déterminer cela, nous proposons d’analyser les traces d’exécution du pro-
gramme en cours de test. Cette analyse des résultats peut eﬀectivement nous per-
mettre d’identiﬁer des simulations d’attaque qui sont représentatives des situations
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réelles d’attaques contre les données de calcul. Mais en aucun cas cette analyse
ne peut nous permettre de toutes les identiﬁer. Cela est dû au fait qu’une sim-
ulation d’attaque, bien que représentative d’une attaque réelle, ne provoque pas
nécessairement une déviation comportementale observable (voir la problématique
du masquage d’erreurs à la section 3.1.1.3). Nous aborderons ceci plus en détails
dans la section 4.2.2.1 où nous présentons l’outil que nous avons utilisé pour mettre
en évidence les déviations comportementales produites par les injections.
3.2 Implémentation du mécanisme d’injection
Pour tester notre approche pour l’évaluation et aﬁn de l’appliquer à notre modèle
de détection présenté au chapitre 2, nous avons implémenté le modèle d’attaque
que nous présentons dans ce chapitre. L’implémentation de notre approche pour
la détection cible les programmes écrits en langage C. C’est donc également le cas
de l’implémentation de notre approche pour l’évaluation. Là encore, nous voulons
que le processus de création du modèle de faute et le processus de génération des
mécanismes d’injection soient entièrement automatiques.
Comme nous l’avons vu à la section 3.1.1.4, les techniques d’analyse statique
utilisées au chapitre 2 pour construire notre modèle de détection peuvent aussi être
utilisées pour construire notre modèle d’injection. L’outil que nous avons présenté
dans la section 2.4.2.1 a été modiﬁé aﬁn de procéder également à l’instrumentation
de programmes écrits en langage C pour réaliser des injections de faute selon le
modèle décrit dans ce chapitre.
Nous allons maintenant présenter comment nous avons implémenté la construc-
tion de notre modèle d’injection de fautes au sein de notre outil et comment les
mécanismes d’injection générés à partir de ce modèle peuvent être contrôlés de l’ex-
térieur du programme durant son exécution. Pour cela, nous abordons d’abord la
question de l’instrumentation du programme à l’aide de mécanismes d’injection dé-
duits de notre modèle de faute. Puis, nous présentons en détail le déroulement de
la procédure d’injection en expliquant le fonctionnement des mécanismes d’injec-
tion que nous avons choisis pour évaluer notre système de détection d’intrusion et
comment ces derniers peuvent être contrôlés par un moniteur externe.
3.2.1 Instrumentation du programme
Avant d’avoir recours à un mécanisme d’injection, il faut tout d’abord d’avoir
déterminé le modèle de faute qui va être utilisé durant la campagne de tests. Il peut
s’agir d’un modèle simple et qui ne nécessite aucun calcul. C’est par exemple le cas
d’un modèle cherchant à corrompre de manière complètement aléatoire l’ensemble
de l’espace mémoire d’un processus. Mais cette étape peut aussi être complexe et
nécessiter d’avoir recours à une phase d’analyse. C’est le cas du modèle de faute que
nous proposons dans ce chapitre.
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Notre modèle de faute, une fois calculé, va être utilisé avec un mécanisme d’in-
jection qui repose sur l’instrumentation des programmes. Dans le cas du mécanisme
d’injection que nous proposons dans ces travaux, l’instrumentation dépend en partie
de notre modèle de faute. La phase d’instrumentation ne peut donc être réalisée
qu’une fois le modèle de faute connu.
Plus précisément, ce dont nous avons besoin de calculer pour obtenir notre modèle
de faute pour un programme donné et qui est nécessaire à l’instrumentation de ce
programme, c’est l’ensemble des cibles potentielles pour un utilisateur malveillant
voulant réaliser une attaque contre les données de calcul. Comme nous l’avons vu à
la section 3.1.1.1, il s’agit pour chaque appel de fonction menant à un appel système
de l’ensemble des variables localement accessibles et dont il dépend. Puis, une fois
ces ensembles connus, nous pouvons passer à la phase d’instrumentation. Il s’agit ici
de déduire de ces ensembles de variables les mécanismes d’injection et de les ajouter
au code source. Nous allons maintenant détailler ces deux étapes.
3.2.1.1 Calcul de l’ensemble des cibles
Comme précédemment, nous choisissons de reposer sur la coupe de programme et
plus précisément sur le graphe de dépendance du programme [KKP+81, FOW87] aﬁn
de déterminer pour chaque appel de fonction l’ensemble des variables dont il dépend
et qui sont localement accessibles au moment de son exécution. Nous réutilisons
donc les résultats du greﬀon Program Dependence Graph que nous utilisions jusqu’à
maintenant pour générer les mécanismes de détection. Les ensembles de variables
ainsi obtenus vont ensuite être utilisés pour générer le code d’injection propre à
chaque appel de fonction. La génération des mécanismes d’injection nécessite aussi
qu’on lui fournisse une fonction de traitement des demandes d’injections. Dans la
suite de ce chapitre, nous la désignerons simplement comme la fonction d’injection.
Nous détaillons dans la section suivante celle que nous avons utilisée dans le cadre
de l’évaluation de notre système de détection d’intrusion.
Toutefois, notons que lors de la construction du modèle de détection, une fois
l’ensemble des cibles potentielles déterminé, seul le sous-ensemble de variables dont
le domaine de variation a pu être calculé est ensuite contrôlé par le mécanisme de
détection. Dans le cadre de l’évaluation d’un système de détection d’intrusion, notre
mécanisme d’injection ne requiert pas cette information. Cela veut dire que si nous
appliquons notre méthode d’évaluation au mécanisme de détection que nous pro-
posons, ce sont bien l’ensemble des variables dont dépendent les appels système qui
vont être la cible d’une corruption durant la campagne d’injection et pas seulement
celles que notre mécanisme de détection est capable de vériﬁer.
3.2.1.2 Ajout des mécanismes d’injection
Comme précédemment au chapitre 2, les ﬁchiers sources doivent être pré-traités
avant analyse aﬁn de tenir compte des variables supplémentaires ajoutées par Frama-
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C [FRAMA] lors de la construction du modèle de faute mais aussi pour ajouter
les entêtes nécessaires aux mécanismes d’injection qui vont être générés suite à
cette analyse. De même, comme précédemment, une fois les mécanismes d’injection
obtenus, nous générons un ensemble de correctifs pour le code source du programme.
Ces correctifs contiennent pour chaque ﬁchier du code source qui doit être modiﬁé
les mécanismes d’injection qui lui sont propres.
Notons que puisque notre outil est maintenant capable de générer à la fois des
mécanismes de détection et des mécanismes d’injection, il nous faut considérer le
cas où, pour un appel de fonction donné, les deux types de mécanismes doivent
être insérés juste avant l’instruction. Dans ce cas, nous avons choisi de placer le
mécanisme d’injection avant le mécanisme de détection. Ceci nous permet de tester
notre approche pour la détection durant l’exécution du programme dès le point
d’injection. La ﬁgure 3.3 présente sur un exemple les mécanismes d’injections ajoutés
par la phase d’instrumentation (il s’agit des appels à la fonction inject).
À l’instar des mécanismes de détection, les paramètres des mécanismes d’injec-
tion correspondent aux paramètres de la fonction chargée de répondre aux demandes
d’injection. Notons que les mécanismes d’injection ont également besoin d’une in-
formation supplémentaire par rapport aux mécanismes de détection : la taille des
variables. Cette information permet de s’assurer que la valeur à injecter et qui est
fournie par un contrôleur externe ne dépasse pas la taille de la variable ciblée. En
eﬀet, les mécanismes d’injection ont accès aux variables ciblées via des pointeurs
non-typés. La connaissance de la taille des variables nous permet de garantir que
l’injection ne déborde pas sur d’autres variables et nous permet ainsi de respecter
les contraintes exprimées dans les sections 3.1.1.1 et 3.1.2.
L’ensemble des paramètres de chaque mécanisme d’injection varie selon l’em-
placement et les dépendances de l’appel de fonction auquel il se rapporte. Le premier
paramètre de l’appel est un identiﬁant unique. Il s’agit du numéro de l’instruction
dans l’arbre syntaxique abstrait utilisé par Frama-C [FRAMA]. Le second paramètre
de l’appel correspond au nombre de variables qui peuvent être la cible d’une injec-
tion à ce point précis du programme. Enﬁn, les derniers paramètres correspondent
à l’adresse de chacune de ces variables en question ainsi qu’à la taille de la donnée
contenue par celles-ci.
3.2.2 Déroulement de la procédure
Le déroulement d’une procédure d’injection dépend du comportement de la fonc-
tion d’injection fournie durant la phase d’instrumentation mais aussi des paramètres
qui lui sont communiqués depuis l’extérieur du programme. La fonction d’injection
que nous fournissons par défaut avec notre outil est celle que nous avons utilisée
pour tester notre système de détection d’intrusion.
La manière dont cette fonction gère les demandes d’injection va avoir des con-
séquences sur les données que nous allons pouvoir récolter pour analyser a posteriori
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00. void init(int c, int v, int o)
01. {
02. char p;
03.
04. if (v == 0) {
05. p = 1;
06. }
07. else {
08. p = -1;
09. }
10.
11. if (c == 0) {
12.
13.
14.
15. func(p);
16. }
17. else if (c == 1) {
18. p *= o;
19.
20.
21.
22.
23. func(p);
24. }
25. }
00. void init(int c, int v, int o)
01. {
02. char p;
03.
04. if (v == 0) {
05. p = 1;
06. }
07. else {
08. p = -1;
09. }
10.
11. if (c == 0) {
12. inject(0x00000015, 2,
13. &c, sizeof(int),
14. &p, sizeof(char));
15. func(p);
16. }
17. else if (c == 1) {
18. p *= o;
19. inject(0x00000023, 3,
20. &c, sizeof(int),
21. &o, sizeof(int);
22. &p, sizeof(char));
23. func(p);
24. }
25. }
Figure 3.3 – Exemple d’ajout de code d’injection
le comportement de notre système de détection d’intrusion pendant la campagne
de tests. C’est pourquoi nous détaillons son fonctionnement interne dans la suite
de cette section. La manière dont les paramètres d’injection sont communiqués à
la fonction d’injection a quant à elle des conséquences sur la manière dont doit
être implémenté le contrôleur externe. Pour ﬁnir, nous allons donc aborder dans
cette section la manière dont cette fonction doit être paramétrée de l’extérieur du
programme.
3.2.2.1 La fonction d’injection
L’outil que nous avons développé laisse le choix quant à l’implémentation du mé-
canisme d’injection. L’utilisateur peut ainsi fournir sa propre procédure d’injection
tant que celle-ci respecte le prototype présenté dans la section précédente. Toutefois,
notre outil contient une implémentation par défaut conçue pour être contrôlable via
un processus externe. C’est cette dernière que nous avons utilisée pour tester notre
système de détection d’intrusion et nous allons maintenant détailler son fonction-
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nement interne.
Nous avons énoncé dans la section 3.1.2.1 que nous ne voulons eﬀectuer qu’une
seule corruption de donnée lors de chaque exécution du programme. Le fait que
les mécanismes d’injection soient embarqués dans le programme peut alors poser
problème : que se passe-t-il lorsqu’un mécanisme d’injection est placé dans une
portion de code exécuté en boucle ou tout simplement dans une fonction appelée
plusieurs fois durant le déroulement du scénario d’exécution. La fonction d’injection
fournie par défaut avec notre outil utilise une variable d’environnement pour savoir
si elle a déjà eﬀectué une injection ou non. Ainsi, celle-ci nous assure que, quelque
soit l’emplacement des mécanismes d’injection, la corruption de la variable choisie
comme cible ne peut avoir lieu qu’une et une seule fois.
Aﬁn de pouvoir analyser a posteriori les résultats obtenus suite à la campagne de
tests, la fonction d’injection doit communiquer un certain nombre d’informations. La
plus importante d’entre elles est bien sûr de savoir si le mécanisme d’injection dont
nous avons demandé l’activation s’est bien activé comme prévu. Cette information
est envoyée sur la sortie erreur du programme et lorsque tel est le cas cette dernière
rappelle également, en plus de l’identiﬁant du mécanisme d’injection ainsi activé,
la variable choisie pour cible et la valeur injectée. L’ensemble de ces informations
pourra permettre au besoin de reproduire une injection particulière, par exemple
lorsque celle-ci aura eﬀectivement provoqué une déviation comportementale.
Notons que ce signalement n’a pas lieu si la valeur à injecter qui est fournie en
paramètre est égale à la valeur originalement contenue par la variable ciblée. La
fonction d’injection eﬀectue cette vériﬁcation aﬁn de nous assurer que les injections
mettent nécessairement le programme dans un état interne non prévu. En eﬀet,
nous avons vu à la section 3.1.2 que nous injectons une variable sur toute sa plage
de valeur sans connaissance de sa valeur original. La situation où nous injectons la
même valeur que celle déjà contenue par la variable peut donc se produire. Lorsque
que cette absence de signalisation se produit, le moniteur pourra alors ignorer ce
test et recommencer l’injection avec une nouvelle valeur aléatoire. Nous avons fait le
choix de signaler l’absence d’injection plutôt que de donner à la fonction d’injection
la capacité de modiﬁer la valeur à injecter aﬁn de ne pas contourner la capacité de
contrôle du moniteur.
Toutefois, chaque mécanisme d’injection, que celui-ci soit activé ou non, se sig-
nale lorsque le chemin d’exécution passe par lui. Cette information est également
envoyée sur la sortie erreur et rappelle l’identiﬁant du mécanisme d’injection qui se
signale. Ce type d’information permet plusieurs choses. Tout d’abord, cela permet
de connaître l’ensemble des mécanismes d’injection qui sont atteignables pour un
scénario donné. Pour obtenir cela, il suﬃt d’exécuter ce scénario sans activer de
mécanisme d’injection. Il est nécessaire de connaître cela pour l’ensemble des scé-
narios et ce avant la phase de tests aﬁn de pouvoir choisir un scénario qui permet
d’atteindre un mécanisme d’injection particulier.
Enﬁn, ce type d’information peut nous permettre d’estimer la distance d’exécu-
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tion entre le point du code où l’injection a lieu et les diﬀérents points du code où
une erreur est détectée par notre mécanisme. En eﬀet, en tenant compte des mécan-
ismes d’injections qui se signalent après que l’injection soit eﬀective, nous pouvons
connaître le nombre d’appels de fonction exécutés entre la corruption de la variable
ciblée et les diﬀérents moments où un invariant n’est pas vériﬁé. Nous avons vu dans
la section 3.1.1.2, où nous abordons la question de la propagation des erreurs, que le
taux de détection au point d’injection est inférieur ou égal au taux de détection sur
l’ensemble du programme. Avec cette mesure, nous pouvons juger de la pertinence
d’une campagne de tests par rapport au calcul du taux de détection théorique aux
points d’injection.
À noter que peut se présenter le cas où la phase d’instrumentation n’a pas réussi à
déterminer d’ensemble de variables pour un appel de fonction donné. Dans ce cas, ce
dernier ne possède donc pas de mécanisme d’injection. Aﬁn que notre connaissance
des appels de fonction exécutés après le point d’injection soit correcte, nous avons
modiﬁé notre outil pour qu’une simple instruction de signalement soit placée avant
un appel de fonction lorsque cette situation se présente.
3.2.2.2 Le paramétrage de l’injection
Aﬁn de pouvoir s’adapter à diﬀérentes procédures d’évaluation, les mécanismes
d’injection générés par défaut sont contrôlables de l’extérieur du processus. Le con-
trôle s’eﬀectue grâce à des variables d’environnement et celles-ci permettent de
choisir quel mécanisme d’injection doit être activé, sur quelle variable la corrup-
tion doit être eﬀectuée et enﬁn quelle est la nouvelle valeur que doit contenir la
variable après l’injection.
Dans le cas de la fonction d’injection que nous utilisons, il s’agit respectivement
des variables d’environnement nommées ID, ARG et VAL. La première ligne de la
ﬁgure 3.4 est un exemple de paramétrage du mécanisme d’injection. Cet exemple
correspond au code instrumenté de la ﬁgure 3.3 (colonne de droite). Ce premier
exemple active le mécanisme d’injection identiﬁé par la valeur 0x15 (ligne 12 sur la
ﬁgure 3.3) et injecte la valeur 1 dans la variable c (la cible numéro 0) plaçant ainsi le
programme instrumenté dans un état interne erroné juste avant l’appel à la fonction
func (ligne 15).
ID=0x00000015 ARG=0 VAL=1 ./mon_programme
ID=0x00000023 ARG=$RANDOM VAL=$RANDOM ./mon_programme
Figure 3.4 – Exemples de paramétrage des mécanismes d’injection
Notons que la désignation de la variable à corrompre est en fonction de l’emplace-
ment de son adresse dans la liste des adresses de variables passées en paramètre de
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la fonction d’injection. Dans l’exemple précédent nous injectons la variable c. Son
adresse est la première dans la liste des cibles potentielles, c’est pourquoi elle est
désignée par la valeur 0.
Toutefois, la fonction d’injection que nous utilisons considère que la valeur con-
tenue par la variable d’environnement ARG est modulo le nombre total de variables
dans la liste des cibles potentielles du point d’injection concerné. Cela permet de
faciliter les campagnes d’injection. En eﬀet, il est ainsi possible de choisir aléatoire-
ment la variable à injecter sans avoir besoin de connaître préalablement le nombre
de variables passées en paramètre de la fonction d’injection pour ce point précis du
programme.
De même, toujours pour faciliter la réalisation des campagnes d’injections, la
fonction d’injection que nous utilisons considère également que la nouvelle valeur
de la variable ciblée et qui est contenue dans la variable d’environnement VAL est
modulo la taille de l’emplacement mémoire utilisé pour contenir la valeur originale.
À nouveau, ceci va nous permettre de choisir aléatoirement la nouvelle valeur de la
variable après injection sans avoir besoin de connaître préalablement la taille de son
emplacement mémoire.
Le second exemple de la ﬁgure 3.4 illustre cela en utilisant la variable d’envi-
ronnement RANDOM, une variable d’environnement fournie par l’interpréteur de
commande et qui renvoie à chaque lecture un nombre entier aléatoire. Dans cet ex-
emple, c’est maintenant le mécanisme d’injection identiﬁé par la valeur 0x23 (ligne
19 sur la ﬁgure 3.3) qui est activé. Cependant, cette fois la variable qui va être la
cible de l’injection est choisie aléatoirement parmi les variables c, o et p et la valeur
injectée sera elle aussi choisie aléatoirement.
3.3 Résumé et discussion
Nous avons présenté dans ce chapitre une approche pour l’évaluation des mé-
canismes de détection hôtes. Plus précisément, nous proposons une méthode pour
évaluer les capacités de détection d’un système de détection d’intrusion de niveau
applicatif vis-à-vis des attaques contre les données de calcul. Pour cela, nous avons
implémenté un mécanisme de simulation d’attaques qui repose sur l’injection de
fautes en mémoire. Les mécanismes d’injection utilisent un modèle de faute qui per-
met de simuler pendant l’exécution du programme le résultat d’une attaque contre
les données de calcul en allant directement modiﬁer en mémoire les cibles potentielles
pour un utilisateur malveillant.
Nous avons également présenté l’implémentation que nous avons réalisée aﬁn
d’utiliser notre modèle de faute pour évaluer le système de détection d’intrusion
que nous avons présenté au chapitre précédent. Nous avons montré qu’une implé-
mentation était réalisable à l’aide des mêmes outils d’analyse statique utilisés pour
générer nos mécanismes de détection (néanmoins dans ce cas, uniquement la coupe
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de programme est nécessaire). C’est pourquoi nous avons modiﬁé notre outil pour
qu’il génère maintenant aussi des mécanismes d’injection. Nous avons ainsi obtenu
une implémentation du processus de génération des mécanismes d’injection que nous
proposons et qui s’applique aux programmes écrits en langage C de manière entière-
ment automatisée.
Cependant, les mécanismes d’injection embarqués dans le programme restent
neutres vis-à-vis de la campagne de tests (ils n’imposent que les cibles et les points
d’injection). C’est à l’utilisateur de notre outil pour l’évaluation de choisir le nombre
d’injections qui doivent être eﬀectuées durant l’exécution du programme, le nombre
de cibles pour chaque injection et la valeur à injecter pour chaque cible. Nous avons
expliqué que l’objectif de nos campagnes de tests était de placer le système de dé-
tection d’intrusion à évaluer dans la situation qui lui est la moins favorable possible.
Dans le cas du mécanisme de détection que nous proposons au chapitre précédent,
nous avons montré pourquoi cela impliquait que les simulations d’attaque respectent
nécessairement les caractéristiques suivantes :
– une seule injection doit être visée,
– une seul donnée doit être ciblée,
– la valeur injectée ne doit pas tenir compte de la valeur originalement contenue
par la cible.
Nous avons aussi abordé la problématique de la propagation d’erreur et la prob-
lématique de l’impact. En eﬀet, nous avons expliqué qu’une campagne de tests est
nécessaire pour réellement évaluer notre approche pour la détection car le taux de
détection réel est potentiellement supérieur au taux de détection théorique calcula-
ble aux diﬀérents points d’injection. Ceci est dû au fait que l’état erroné peut ne
pas être détecté juste après l’injection mais que la détection peut avoir lieu plus
loin dans l’exécution du programme. C’est ici qu’intervient la problématique de la
propagation d’erreur.
Toutefois, la question de la pertinence de nos simulations d’attaque vis-à-vis des
situations réelles d’attaque a également été posée. Cette fois c’est la problématique de
l’impact qui a son importance ici. Nous avons expliqué que bien que le programme
soit dans un état interne erroné, l’erreur peut être masquée par les instructions
exécutées et l’injection n’aura donc ainsi pas d’impact sur le programme. Cependant,
lorsque cet impact est observable et que notre mécanisme de détection d’intrusion n’a
pas levé d’alerte, nous considérons qu’il s’agit là d’un faux négatif sûr. L’ensemble
des injections où cette situation se produit permet alors de calculer un taux de
faux négatifs correspondant au cas ou l’on est sûr que notre système de détection
d’intrusion est en situation d’échec.
Aﬁn de pouvoir observer cette éventuelle déviation comportementale, nous pro-
posons d’analyser les traces d’exécution du programme au niveau de ses appels
système mais aussi au niveau des données sorties par ce dernier. Par contre, nous
avons également vu que bien qu’une erreur soit eﬀectivement masquée, celle-ci peut
pourtant parfaitement simuler le résultat d’une attaque bien réelle. Cela implique
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alors que pour obtenir comme estimation une sur-approximation du taux de faux
négatifs de notre approche, nous devons considérer tous les cas où l’injection n’a pas
été détectée.
Au ﬁnal, l’approche que nous proposons dans ce chapitre simule l’état erroné
de la mémoire d’un programme ayant été la cible d’une attaque contre les données
de calcul, que cette dernière est eﬀectivement permis une intrusion ou non. Notre
système de détection d’intrusion est justement conçu pour détecter ce type d’état
erroné. Comme nous considérons que la détection d’une tentative d’intrusion, réussie
ou non, est un argument en faveur de notre approche pour la détection, l’utilisation
de la méthode d’évaluation est donc pertinente. Notre modèle de faute permet bien
de simuler des attaques dans la situation la moins favorable pour notre système de
détection d’intrusion. Mais nous n’avons pas moyen de savoir lorsque celles-ci sont
pertinentes vis-à-vis des attaques réelles. Cependant, si on est capable de détecter
une déviation comportementale suite à une injection, nous pouvons supposer que
l’injection a ciblé les données du programme les plus susceptibles d’être intéressantes
pour un utilisateur malveillant.
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Chapitre 4
Protocole de tests et analyse des
résultats
Au chapitre 2, nous avons présenté un système de détection d’intrusion capable
de détecter au sein des programmes, durant leur exécution, des attaques contre les
données de calcul. Au chapitre 3, nous avons présenté un mécanisme d’injection de
fautes capable de simuler l’état erroné d’un programme suite à une attaque, durant
son exécution, contre les données de calcul (on ne se soucie pas de la réussite ou non
de l’attaque). Nous savons que notre approche pour la détection d’intrusion présente
un taux de faux positifs nul. Aﬁn d’évaluer de manière automatisée le taux de faux
négatifs de notre approche, nous avons développé une plateforme de tests autour du
mécanisme d’injection de fautes que nous proposons.
L’objectif de cette plateforme d’évaluation est de conduire une campagne d’in-
jections sur une application donnée et de collecter les informations nécessaires à
l’estimation du taux de faux négatifs de notre approche pour la détection. Bien sûr,
l’application à tester doit d’abord être instrumentée pour l’injection de fautes selon
le modèle que nous avons présenté dans la section 3.1.1.4. Nous voulons aussi dans
une certaine mesure évaluer la pertinence de nos simulations d’attaques vis-à-vis des
attaques réelles et ceci dans le but d’aﬃner l’évaluation du taux de faux négatifs du
mécanisme de détection considéré.
Pour cela, nous devons être capable de détecter une déviation comportementale
du programme en cours de test. En eﬀet, nous allons considérer que les simula-
tions d’attaques qui ont eﬀectivement provoqué une déviation comportementale du
programme font partie des plus pertinentes vis-à-vis des attaques réelles contre les
données de calcul (on est sûr que ces injections mettent le programme dans un état
de défaillance). On va donc également considérer que l’ensemble de ces injections qui
ne sont pas détectées par notre système de détection d’intrusion constitue un ensem-
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ble de faux négatifs plus grave. Toutefois, cette information n’est qu’un complément
de la mesure de l’ensemble des faux négatifs. Il n’est en eﬀet pas possible de garantir
que toutes les injections qui n’ont pas provoqué de déviation comportementale sont
eﬀectivement bénignes.
Dans ce chapitre, nous présentons deux choses. Tout d’abord, nous détaillons
le fonctionnement de la plateforme de tests que nous avons développée. Pour cela,
nous abordons la question de l’écriture des scénarios d’exécution. L’objectif ici est
d’obtenir une bonne couverture de code aﬁn qu’une campagne de tests puisse cibler
un maximum de cibles potentielles. Nous abordons également la question de la col-
lecte des informations. L’objectif cette fois est d’obtenir les données nécessaires à
l’analyse des résultats. Ensuite, nous présentons les résultats obtenus avec plusieurs
programmes. Dans le cadre des campagnes d’injections, il s’agit uniquement d’ap-
plications réseau. Nous présentons les résultats de l’analyse statique (nombre d’in-
variants calculés et durée de l’analyse), la surcharge à l’exécution des mécanismes de
détection (à l’aide d’un logiciel de référence) ainsi que les résultats des campagnes
d’injections (avec et sans déviation comportementale).
4.1 La plateforme de tests
Au centre de notre plateforme de tests, on trouve un moniteur d’exécution. En
eﬀet, bien que l’injection soit réalisée par le mécanisme que nous avons présenté au
chapitre 3, pour eﬀectuer une campagne de tests, ce mécanisme doit être piloté de
l’extérieur du processus en cours d’exécution. De plus, pour chaque test, la plate-
forme doit pouvoir se synchroniser avec le processus ciblé par le mécanisme d’injec-
tion. C’est le rôle du moniteur d’exécution de piloter le mécanisme d’injection et de
se synchroniser avec le programme en cours de test. Notons que par synchronisation
nous entendons deux choses : l’exécution du processus selon un scénario bien pré-
cis et la collecte d’informations. Toute la plateforme de tests s’articule donc autour
de ce moniteur d’exécution et celui-ci joue plusieurs rôles. Nous allons maintenant
aborder en détail l’ensemble de ces rôles.
Tout d’abord, c’est le moniteur d’exécution qui est responsable des multiples
exécutions du programme en cours de test. Les exécutions du programme se font
selon un ensemble de scénarios prédéterminés qui doivent être fournis au moniteur
d’exécution. Nous abordons la question de la génération des scénarios mais aussi
la problématique de la couverture de code de ces scénarios dans la section 4.1.1.
Toutefois, une étape préalable à la campagne de tests et qui implique les scénarios
doit tout d’abord être réalisée.
En eﬀet, quand nous avons développé le moniteur, nous avons dû faire un choix
quant à la répartition des injections. Plus précisément, nous avons choisi de répartir
les injections de manière égale entre toutes les variables de tous les points d’injections
atteignables par le jeu de scénarios considéré. De cette manière, une campagne de
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tests donnée cible de manière équitable l’ensemble des cibles potentielles pour un
utilisateur malveillant.
Pour obtenir cela, le moniteur d’exécution va préalablement exécuter chacun
des scénarios sans réaliser d’injection. En eﬀet, comme nous l’avons vu à la sec-
tion 3.2.2.1, le code d’injection que nous avons fourni à l’instrumenteur de code
signale sa présence (et le numéro de l’injection) à chaque fois que l’exécution passe
par un point d’injection. Cette étape préalable permet donc au moniteur d’exécution
de connaître pour chacun des scénarios l’ensemble des points d’injection atteignables
par le programme. Le moniteur d’exécution n’a plus qu’à en déduire les ensembles
de scénarios qui permettent d’atteindre chaque injection pour pouvoir réaliser une
campagne de tests avec la répartition des injections que nous avons énoncée dans
le paragraphe précédent. Notons que c’est également pendant cette phase préalable
que le moniteur d’exécution enregistre en situation de fonctionnement normal les
résultats et les traces d’exécution de référence pour chacun des scénarios de tests.
Ces informations seront exploitées durant la phase d’analyse des résultats (voir sec-
tion 4.2.2.1).
Ensuite, le moniteur d’exécution est également responsable de l’activation du
mécanisme d’injection au point considéré. Ceci est réalisé en utilisant des variables
d’environnement comme nous l’avons expliqué dans la section 3.2.2.1. Une seule
injection est activée lors de l’exécution du programme en cours de test et celle-
ci ne cible qu’une seule variable à la fois. Nous avons justiﬁé ces choix dans les
sections 3.1.2.1 et 3.1.2.2. Le numéro de l’injection et celui de la variable à injecter
sont choisis pour obtenir la répartition que avons énoncée précédemment. La valeur
à injecter, quant à elle, est choisie de manière aléatoire. Nous avons justiﬁé ce dernier
choix dans la section 3.1.2.3.
La valeur à injecter que va fournir le moniteur d’exécution est choisie aléatoire-
ment sur une plage de valeurs équivalente à celle d’un entier d’une taille de 64 bits.
Ceci correspond à la taille maximum des entiers pouvant être ciblés par le mécan-
isme d’injection. Mais cela ne pose pas de problème même quand la cible est un
entier de taille inférieure. En eﬀet, nous avons vu dans la section 3.2.2.1 que le code
d’injection que nous avons fourni à l’instrumenteur de code et sur lequel repose le
mécanisme d’injection n’utilise que les bits nécessaires en fonction de la taille de la
variable ciblée par l’injection. Par exemple, si la cible de l’injection est un entier
d’une taille de 32 bits, alors seuls les 32 bits de poids faibles de la valeur aléatoire
fournie par le moniteur d’exécution seront utilisés pour réaliser la corruption de la
variable ciblée.
Enﬁn, le moniteur d’exécution se charge de la collecte des informations qui sont
nécessaires à l’estimation du taux de faux négatifs du système de détection d’intru-
sion en cours de test. Plus précisément, en plus des messages et des éventuelles alertes
envoyés par le système de détection d’intrusion, celui-ci sauvegarde l’état du proces-
sus à la ﬁn de l’exécution du scénario choisi (voir section 4.1.2.2). De plus, il conserve
également une trace d’exécution du programme depuis le début de l’exécution du
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Figure 4.1 – Plateforme de tests
scénario. La ﬁgure 4.1 illustre sur un schéma l’ensemble de la plateforme de tests.
Nous allons maintenant détailler dans la suite de cette section les problématiques
d’écriture des scénarios et de collecte des informations.
4.1.1 Scénarios d’exécution
Les injections qui vont être réalisées par notre plateforme de tests simulent le
résultat d’une attaque contre les données de calcul qui ne réalise qu’une seule cor-
ruption de données et qui ne cible qu’une seule variable. Nous avons justiﬁé ces
choix dans les section 3.1.2.1 et 3.1.2.2. En situation réelle, lorsqu’une attaque de
ce type a lieu, celle-ci peut être caractérisée par la variable qu’elle cible, le moment
où la corruption est réalisée et le chemin d’exécution qui l’a menée jusqu’au point
de corruption. Nous parlerons de conﬁguration de l’attaque pour désigner ces trois
caractéristiques à propos d’une attaque donnée.
Cependant, lors d’une campagne de tests, parmi les variables dont dépendent les
appels de fonction dans le programme, nous ne faisons aucune supposition sur celles
qui ont la capacité, lorsqu’elles sont corrompues, de faire dévier le comportement
du programme de manière dangereuse (et qui sont donc susceptibles d’être ciblées
par un utilisateur malveillant). Nous ne faisons également aucune supposition sur
l’emplacement dans le programme des éventuelles vulnérabilités (et donc sur le mo-
ment où la corruption d’une variable peut avoir lieu). Enﬁn, nous ne faisons aussi
aucune supposition sur l’état du programme au moment de l’attaque (et donc sur
les chemins d’exécution qui peuvent mener à la corruption d’une variable). Idéale-
ment, aﬁn de ne rater aucune conﬁguration d’attaque potentiellement représentative
d’une attaque réelle, il nous faudrait procéder à au moins une injection pour chaque
conﬁguration d’attaque possible.
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Dans le cadre d’injections réalisées à l’aide du mécanisme que nous avons présenté
au chapitre 3, nous avons choisi de nous limiter à un parcours exhaustif de seulement
deux caractéristiques des conﬁgurations d’attaque : la variable ciblée et le point
de corruption. Pour cela, nous devons être capable de réaliser une injection pour
l’ensemble des variables de tous les points d’injection résultant de l’instrumentation
du programme. Nous verrons dans la suite de cette section que ceci n’est pas toujours
possible et nous illustrerons cela par plusieurs exemples.
En eﬀet, si on peut atteindre un point d’injection particulier, alors cela ne
présente aucune diﬃculté de réaliser une injection pour chacune des variables qui le
concerne. Mais certains points d’injection peuvent ne pas être évidents à atteindre.
Le jeu de scénarios fourni au moniteur d’exécution doit donc avoir comme objec-
tif de permettre d’atteindre le plus de points d’injection possibles. Pour cela, nous
déﬁnissons donc un scénario comme l’ensemble des informations ou l’enchaînement
d’entrées qui permettent de prévoir de manière déterministe le comportement du
programme aﬁn de s’assurer que son exécution passe bien par un certain nombre
de points d’injection. Cela comprend bien sûr des paramètres d’exécution du pro-
gramme (ses arguments et ses éventuels ﬁchiers de conﬁguration) et les données à
lui fournir en entrée, mais également si besoin l’état de l’environnement au moment
de son exécution. Ces scénarios sont analogues aux scénario de tests utilisés en test
logiciel. Notons que si plusieurs scénarios permettent d’atteindre un même point
d’injection, chacun d’entre eux sera exécuté au moins une fois pour chaque variable
qui peut être corrompue par ce point d’injection particulier. Ceci ne garantit pas un
parcours exhaustif de la dernière caractéristique, le chemin d’exécution qui a mené
au point de corruption, mais cela augmente les chances d’en tester un plus grand
nombre.
Nous avons donc choisi de mesurer la couverture des scénarios en fonction du
nombre total d’injections que ces derniers permettent d’atteindre. Pour cela, le moni-
teur commence par exécuter chaque scénario sans spéciﬁer d’identiﬁant d’injection.
Chacun des appels au code d’injection va alors signaler sa présence durant l’exécu-
tion du scénario. C’est ce qui permet au moniteur d’exécution de connaître le taux
de couverture de l’ensemble des scénarios. C’est aussi ce qui permet au moniteur
d’exécution de connaître l’ensemble des injections atteignables par chaque scénario.
Cette dernière information est ensuite utilisée pour créer pour chaque point d’injec-
tion atteignable la liste des scénarios qui permettent de l’atteindre. Avant de lancer
une campagne de tests, nous nous ﬁxons comme objectif d’avoir un jeu de scénarios
ayant un taux de couverture des mécanismes d’injection suﬃsant dans la pratique
(supérieur ou égal à 80%).
Ce sont ces listes qui permettent ensuite au moniteur d’exécution de répartir
durant la campagne de tests les injections de manière égale entre chaque variable
de chaque point d’injection, et ce en s’assurant que chaque scénario qui permet
d’atteindre un point d’injection donné est au moins exécuté une fois pour chacune des
variables concernées. Notons que c’est aussi à ce moment que le moniteur enregistre
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les traces d’exécution des scénarios en situation de fonctionnement normal. Ces
dernières sont nécessaires durant la phase d’analyse des résultats pour déterminer le
niveau de sévérité des injections qui ne sont pas détectées par notre mécanisme de
détection d’intrusion. Cette dernière problématique est abordée plus en détails dans
la section 4.2.2.1.
Dans les campagnes de tests que nous avons menées, nous avons essentiellement
travaillé avec des applications qui fonctionnent en réseau et plus précisément qui re-
posent sur une paradigme client-serveur. Dans cette situation, les scénarios de tests
comprennent chacun un scénario d’exécution coté serveur et un scénario d’exécution
coté client. Notons que dans nos campagnes de tests, c’est toujours le serveur qui
est le programme instrumenté. Cela implique qu’un scénario de tests peut ne pas
nécessiter de scénario côté client. C’est par exemple le cas des scénarios qui permet-
tent d’activer des injections qui ne sont atteintes par le programme que si le serveur
ne réussit pas à démarrer correctement. Si le programme instrumenté était le client,
alors la même situation pourrait se produire avec ce dernier. Nous allons maintenant
détailler la problématique d’écriture des scénarios côté serveur, puis nous ferons de
même pour la problématique côté client et enﬁn nous parlerons des cas où il est
diﬃcile d’écrire un scénario pour atteindre certains points d’injection et que nous
avons choisis de ne pas traiter.
4.1.1.1 Scénario d’exécution du serveur
La première chose à considérer lors de l’écriture des scénarios côté serveur, c’est
l’environnement dans lequel va s’exécuter le programme, et ce pour deux raisons.
Tout d’abord parce que l’environnement peut inﬂuencer le chemin d’exécution du
processus. Par exemple, un serveur peut chercher son ﬁchier de conﬁguration dans le
répertoire /etc. S’il ne le trouve pas, il charge alors une conﬁguration par défaut. Si le
code responsable de la conﬁguration par défaut contient des mécanismes d’injection,
alors la présence d’un ﬁchier de conﬁguration dans le répertoire /etc va empêcher
d’atteindre ces points d’injection. Pour résoudre ce problème, le moniteur d’exécu-
tion devra préalablement modiﬁer l’environnement du programme, c’est-à-dire dans
le cas de notre exemple, modiﬁer le système de ﬁchiers.
L’autre raison pour laquelle il est important de considérer l’environnement d’exé-
cution du processus, c’est que le programme instrumenté peut lui-même modiﬁer son
environnement. Prenons comme exemple un programme qui, entre autres, enregistre
des informations dans un ﬁchier journal. Au début de son exécution, le programme
regarde si le ﬁchier existe. Si tel est le cas, il peut donc directement commencer à
ajouter des informations à la ﬁn du ﬁchier. Dans le cas contraire, il doit alors d’abord
le créer. Si le code responsable de la création du ﬁchier contient un mécanisme d’in-
jection, alors celui-ci ne sera atteignable qu’à la première exécution du programme.
Toutes les exécutions suivantes ne pourront pas atteindre ce point d’injection. Ceci
pose bien sûr problème pour la campagne de tests, le programme étant exécuté de
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nombreuses fois. Au ﬁnal, pour contourner le problème, le moniteur d’exécution doit
remettre l’environnement dans son état initial à la ﬁn de chaque test, c’est-à-dire
dans le cas qui nous intéresse, supprimer le ﬁchier journal (ou le déplacer si celui-ci
fait partie des informations à collecter, voir la section 4.1.2.1).
Il reste encore à prendre en compte l’ensemble des paramétrages possibles dans
l’écriture des scénarios côté serveur. En eﬀet, la plupart des programmes possèdent
de nombreuses options paramétrables via la ligne de commande ou via des ﬁchiers
de conﬁguration. Chaque paramètre peut inﬂuencer le comportement du serveur
et donc permettre d’atteindre certains points d’injection. C’est le cas du précédent
exemple à propos du protocole SSH1. De manière générale, cette tâche est fastidieuse
car elle nécessite de se plonger dans le code du serveur. Il est par exemple possible
de tomber sur un mécanisme d’injection qui ne peut être atteint que grâce à une
combinaison bien précise de plusieurs options. Il est toutefois possible d’avoir recours
à des outils d’analyse statique pour assister dans cette tâche, notamment les outils
capables de générer le graphe des appels de fonction.
4.1.1.2 Scénario d’exécution du client
Dans la section précédente, nous avons abordé la problématique de l’écriture
des scénarios d’exécution coté serveur. Il faut savoir que les paramètres d’exécution
du serveur peuvent inﬂuencer l’écriture des scénarios coté client. Prenons comme
exemple un serveur web. Le scénario cherche, côté client, à exécuter un script cgi
stocké sur le serveur, par exemple en demandant la page http ://mon_serveur/cgi-
file/hello.cgi via le programme telnet. Cependant, le chemin d’accès au répertoire
contenant les scripts cgi est une information conﬁgurable côté serveur. Si on venait
par exemple à remplacer la valeur par défaut cgi-file par cgi-script, alors les scénarios
d’exécution côté client devront être modiﬁés en conséquence.
Une des diﬃcultés d’écriture des scénarios d’exécution côté client réside dans
le fait qu’il faut arriver à couvrir le plus possible (sinon l’intégralité) du protocole
réseau. En eﬀet, si on décrit le protocole utilisé par le serveur sous forme d’un
graphe, alors chacune des arêtes de ce graphe représente côté serveur des blocs de
code susceptibles de contenir des mécanismes d’injection. L’ensemble des scénarios
doivent donc permettre de couvrir l’ensemble des arêtes de ce graphe. Notons qu’à
nouveau ceci peut être inﬂuencé par la conﬁguration du serveur. Prenons comme
exemple un serveur SSH dont la conﬁguration par défaut autorise seulement pour
se connecter le protocole SSH2. Pourtant, le code en charge du protocole SSH1 va
tout de même être analysé par notre outil. Celui-ci est donc également susceptible
de contenir, après instrumentation, des mécanismes d’injection. Même si coté client
on force l’utilisation du protocole SSH1, le scénario d’exécution devra tout de même
modiﬁer la conﬁguration du serveur pour autoriser explicitement ce protocole.
Une autre diﬃculté dans l’écriture des scénarios d’exécution côté client réside
dans le fait que couvrir tout le protocole réseau n’est pas suﬃsant. En eﬀet, un
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serveur bien écrit (ce qui n’exclut pas qu’il puisse tout de même contenir des vul-
nérabilités) doit s’assurer que le client respecte bien le protocole et dans le cas
contraire gérer les erreurs. À nouveau, ces vériﬁcations et la gestion respective des
erreurs sont autant de code susceptible de contenir des mécanismes d’injection. Les
scénarios d’exécution doivent donc aussi, côté client, chercher à envoyer des jeux
de données erronées aﬁn de pouvoir atteindre ces points d’injection. Bien souvent,
ceci n’est pas possible avec un client standard. Le scénario doit donc dans ce cas
gérer lui-même l’envoi des données au serveur. Notons qu’on se rapproche ici de la
problématique du fuzzing (voir la section 1.4).
4.1.1.3 Cas problématiques
En écrivant les scénarios, aussi bien pour le serveur que pour le client, nous avons
remarqué que certains points d’injection étaient très diﬃciles voir impossibles à at-
teindre durant l’exécution du programme. Nous avons alors identiﬁé deux catégories
d’injections qui posent ce problème d’atteignabilité. Tout d’abord, celui-ci se pose
pour les mécanismes d’injection qui se trouvent dans des blocs d’instructions dédiés
au traitement des erreurs liées à l’environnement d’exécution. La ﬁgure 4.2 illustre
cela dans le cadre d’une tâche prise en charge par un ﬁl d’exécution dédié. Le code
original est situé dans la colonne de gauche. On peut voir que le programmeur a pris
soin de vériﬁer que la création à la ligne 02 d’un nouveau ﬁl d’exécution s’est bien
déroulée correctement. Cette vériﬁcation a lieu à la ligne 07 (la valeur retournée par
l’appel de fonction ne doit pas valoir −1). En cas d’erreur, le programme fait appel à
la fonction exit_error qui arrête proprement l’exécution du programme après avoir
enregistré l’erreur dans le ﬁchier journal.
00. int ret;
01.
02. ret = pthread_create(handle
03. &thr_attr,
04. htloop,
05. NULL);
06.
07. if (ret == -1){
08.
09.
10.
11. exit_error("pthread_create");
12. }
00. int ret;
01.
02. ret = pthread_create(handle
03. &thr_attr,
04. htloop,
05. (void *)0);
06.
07. if (ret == -1){
08.
09. inject(0x0000000b, 1,
10. &ret, sizeof(int));
11. exit_error("pthread_create");
12. }
Figure 4.2 – Exemple d’erreur diﬃcile à reproduire
Ce même code, une fois instrumenté par notre outil, est situé dans la colonne
de droite. On peut voir qu’un mécanisme d’injection a été placé à la ligne 09 juste
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avant l’appel à la fonction exit_error. En eﬀet, la valeur −1 fait partie des valeurs
que peut retourner un appel à la fonction pthread_create. L’analyse de valeur a donc
considéré que ce point particulier du programme n’est pas du code mort et qu’il est
parfaitement atteignable durant l’exécution du processus. De plus, on trouve parmi
les dépendances de cet appel la variable entière ret, dont la valeur participe aux
décisions qui permettent d’atteindre ce point particulier du programme. On peut
donc bien ajouter un mécanisme d’injection à cet endroit.
Cependant, cette injection est particulièrement diﬃcile à atteindre. En eﬀet, pour
y arriver, le scénario de tests doit pouvoir mettre le système dans un état qui ferait
échouer la création du nouveau ﬁl d’exécution (par exemple en saturant la mémoire
de la machine aﬁn de faire échouer les allocations mémoire eﬀectuées par la fonction
pthread_create). De plus, cet état ne doit être atteint que pour cet appel de fonction
précis. L’atteindre plus tôt c’est prendre le risque que l’exécution du programme
échoue avant d’avoir atteint le point d’injection désiré. Une première solution serait
de modiﬁer l’analyse de valeur pour qu’elle suppose que la fonction pthread_create
n’échoue jamais. Si cette solution marche pour l’exemple de la ﬁgure 4.2, elle n’est
pas satisfaisante dans le cas général.
En eﬀet, cela suppose d’une part que tout code de gestion d’erreur suite à un
appel de fonction dont on décide qu’il ne peut pas échouer sera considéré comme
du code mort. Pourtant, on peut envisager qu’une injection fasse échouer un de
ces appels. Supposons par exemple que le cas de la ﬁgure 4.2 s’inscrivent dans une
fonction de plus grande taille. Si dans ce cas un mécanisme d’injection en amont dans
le code venait à corrompre l’un des paramètres de l’appel à la fonction pthread_create
ligne 02, ce dernier pourrait échouer. Si l’injection n’est pas détectée immédiatement,
on peut envisager qu’une assertion située dans le code de gestion d’erreur la détecte
par propagation de l’erreur. Mais si ce code est considéré comme mort par l’analyse
de valeur, alors aucun ensemble de variation ne sera calculé et donc il ne pourra pas
y avoir d’assertion.
D’autre part, cette solution n’est envisageable dans le cas de la ﬁgure 4.2 que
parce que la fonction concernée, pthread_create, est une fonction standard du sys-
tème. En eﬀet, pour ce type d’appel de fonction, l’analyse de valeur a connaissance
de l’ensemble de valeurs qui peut être retourné grâce à l’écriture d’un stub corre-
spondant pour chaque fonction (voir section 2.4.2.1). Il suﬃt alors de modiﬁer en
conséquence le stub des fonctions concernées pour que l’analyse de valeur considère
que ces dernières n’échouent jamais. Cependant, cette situation peut également se
produire pour des fonctions dont le code est fourni à l’analyse de valeur, notamment
à cause des sur-approximations eﬀectuées par l’interprétation abstraite. Cette solu-
tion n’est donc bien pas envisageable dans le cas général, ce qui la rend inutilisable
dans le cadre d’une approche automatisée.
Notons toutefois que dans le cas d’un code de gestion d’erreur suite à un appel
à une fonction standard, nous avons envisagé l’utilisation d’une bibliothèque de
fonctions personnalisée. Celle-ci serait chargée à l’exécution via le mécanisme de
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LD_PRELOAD et aurait pour but d’intercepter les appels de fonction qui nous
intéressent aﬁn de les faire échouer à un moment choisi par le moniteur d’exécution.
Nous avons cependant choisi de ne pas complexiﬁer l’écriture de nos scénarios avec
un tel mécanisme. En eﬀet, ce type d’appel à la fonction d’injection représente un
très faible nombre du total des points d’injection. Nous avons d’ailleurs pu atteindre
dans tous les cas des taux de couverture des injections supérieurs à 80% sans avoir
recours à ce stratagème.
Abordons maintenant l’autre type d’injections que nous avons identiﬁé comme
posant un problème d’atteignabilité. Il s’agit des mécanismes d’injection qui se trou-
vent dans des blocs d’instructions qui ne seront jamais exécutés à cause d’une faute
de conception. La ﬁgure 4.3 illustre cela par un exemple extrait du serveur web
ihttpd [IHTTP]. Ce serveur web n’implémente que les requêtes de type GET et
POST. D’après la norme HTTP 1.0, il est censé renvoyer une erreur 501 si le type
de requête demandée n’est pas implémentée. Dans le code original qui se trouve en
haut dans la colonne de gauche, on peut voir que le développeur s’est trompé dans
la vériﬁcation de cette condition. Une même chaîne de caractères ne pouvant à la
fois être égale à "GET" et "POST", le code qui retourne la valeur 501 ne sera donc
jamais atteint.
00. if (strcasecmp(mt, "GET") == 0
01. && strcasecmp(mt, "POST") == 0){
02.
03. logErr("%s unsupported", mt);
04. return 501; /*unimplemented*/
05. }
00. if (strcasecmp(mt, "GET") != 0
01. && strcasecmp(mt, "POST") != 0){
02.
03. logErr("%s unsupported", mt);
04. return 501; /*unimplemented*/
05. }
00. int tmp_0;
01. int tmp_1;
02.
03. no_inject();
04. tmp_0 = strcasecmp(mt, "GET");
05.
06. if (tmp_0 == 0){
07.
08. inject(0x00000c07, 1,
09. &(tmp_0), sizeof(int));
10. tmp_1 = strcmp(mt, "POST");
11.
12. if (tmp_1 == 0){
13.
14. inject(0x00000c0a, 2,
15. &(tmp_0), sizeof(int),
16. &(tmp_1), sizeof(int));
17. logErr("%s unsupported", mt);
18.
19. __retres = 501;
20. goto return_label;
21. }
22. }
Figure 4.3 – Exemple de code impossible à atteindre
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Ceci n’empêche nullement le serveur web de fonctionner correctement. En ef-
fet, d’autres vériﬁcations, qui se trouvent plus loin dans le code du programme,
compensent cette faute de conception. Cependant, l’analyse de valeur, même en lui
fournissant une implémentation de la fonction strcmp et non un stub, n’est pas ca-
pable de détecter que ce bloc de code est une portion de code mort. Le code, une
fois instrumenté par notre outil, se trouve dans la colonne de droite de la ﬁgure 4.3.
On peut voir qu’une injection a pu être ajoutée juste avant l’appel à la fonction
logErr à la ligne 17 (dans le code original, cet appel se trouve à la ligne 03). Cette
injection se trouvant dans la portion de code mort, il n’est pas possible pour un
scénario d’exécution de l’atteindre.
Pour contourner le problème, nous pourrions corriger cette faute en modiﬁant
le code source du programme de manière à obtenir ce que l’on voit en bas de la
colonne de gauche de la ﬁgure 4.3. Toutefois, rappelons que le but de nos campagnes
de tests est d’évaluer un système de détection d’intrusion qui fonctionne au niveau
applicatif et ce malgré les vulnérabilités présentes dans les programmes. Nous faisons
donc le choix, dans ce type de cas, de ne pas corriger les fautes de conception aﬁn
que le contexte d’évaluation de notre approche pour la détection soit la plus proche
possible d’une situation réelle.
4.1.2 Informations collectées
Aﬁn d’évaluer la couverture de détection du système de détection d’intrusion que
nous proposons, un certain nombre d’informations doivent être collectées durant
la phase de tests. Ces informations permettront notamment d’estimer le taux de
faux négatif mais aussi de déterminer les injections qui sont les plus représentatives
d’une éventuelle attaque. Pour chaque exécution d’un scénario de tests, le moniteur
d’exécution va bien sûr enregistrer l’ensemble des messages émis par les mécanismes
de détection et d’injection que nous avons ajoutés au programme.
Mais des informations supplémentaires doivent également être collectées. Tout
d’abord, le moniteur d’exécution va également enregistrer les traces d’exécution du
serveur. Il s’agit du résultat de l’exécution mais aussi de l’enchaînement des appels
système. Enﬁn, il va aussi enregistrer l’état d’arrêt du scénario. Nous allons main-
tenant détailler dans la suite de cette section pourquoi nous avons besoin de ces
informations supplémentaires et comment le moniteur d’exécution y accède.
4.1.2.1 Les traces d’exécutions
Il s’agit ici de collecter les informations qui permettent de déterminer si le com-
portement du programme a dévié ou non suite à l’injection. Ces informations sont
utilisées dans la section 4.2.2.2 pour déterminer quelles injections présentent le plus
de risque aﬁn d’aﬃner l’évaluation (voir la section 4.2.2.1 pour la méthode). La
première chose que l’on collecte, ce sont les résultats produits par le programme.
C’est notamment le cas des informations envoyées sur les sorties erreur et standard.
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Mais ceci peut varier d’un programme à l’autre. Par exemple, on peut également
juger utile de récupérer le contenu d’un ﬁchier journal (qu’il faut donc remettre à
zéro avant le prochain test). À noter que dans le cas des sorties erreur et standard,
il est parfois utile de collecter les résultats produits par le client. En eﬀet, passé
un certain point dans l’exécution du programme, certains serveurs redirigent leurs
sorties erreur et standard à destination du client.
La seconde chose que nous avons besoin de collecter, c’est l’enchaînement des
appels système eﬀectués par le processus durant toute la durée du scénario. À cela
nous ajoutons la valeur des arguments de chacun des appels système. Ceci nous per-
mettra de détecter une déviation comportementale quand bien même les résultats
produits par le programme seraient inchangés. Pour collecter ces informations, nous
avons choisi d’utiliser Strace [STRAC]. Il s’agit d’un outil de déboguage pour Linux
qui permet de surveiller les appels système eﬀectués par un programme donné mais
aussi de connaître tous les signaux qu’il reçoit. Pour l’utiliser au sein de notre plate-
forme de tests, le moniteur d’exécution va tout simplement se reposer sur lui pour
lancer la commande associée au programme instrumenté dans les scénarios de tests.
4.1.2.2 L’état d’arrêt du scénario
Une injection peut avoir d’autres incidences sur le processus qu’elle cible que de
faire dévier le comportement du programme. Cela peut aller jusqu’à bloquer l’exécu-
tion du processus voir l’interrompre inopinément. Bien sûr, de tels évènements sont
normalement détectables au niveau des traces d’exécution. Toutefois, nous voulons
pouvoir les distinguer des autres déviations comportementales. En eﬀet, nous con-
sidérons qu’une injection qui a réussi à faire dévier le comportement du programme
sans pour autant mettre en péril la viabilité du processus est plus représentative de
ce que cherche à réaliser un utilisateur malveillant.
Pour cette raison, le moniteur d’exécution va chercher à déterminer l’état d’arrêt
du scénario avant d’ajouter celui-ci aux informations enregistrées pour le test qui
vient de se dérouler. La plateforme de tests que nous avons développée considère
trois états possibles : le scénario s’est déroulé jusqu’à son terme, le processus s’est
interrompu de manière inattendue et enﬁn ce dernier s’est trouvé dans une situation
de blocage. Lorsque le dernier cas se présente, le moniteur d’exécution doit lui-même
forcer l’arrêt du processus pour terminer le test en cours. Si le scénario du test en
cours d’exécution ne permet pas de déterminer quand cette situation se produit,
alors cet arrêt forcé doit avoir lieu après une certaine limite de temps. Cette limite
de temps doit avoir été choisie suﬃsamment grande aﬁn de pouvoir supposer que le
programme est eﬀectivement bloqué.
Notons également que si le processus s’interrompt de manière inattendue ou bien
si celui-ci est arrêté de force, alors un délai supplémentaire doit être respecté avant
de pouvoir passer aux tests suivant. En eﬀet, lorsqu’un processus serveur se termine
de la sorte, il n’est pas possible de faire immédiatement à nouveau appel à la fonction
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réseau bind. Sans ce délai supplémentaire, il y a un risque que plusieurs des scénarios
de tests à suivre puissent échouer avant d’avoir pu réaliser l’injection.
4.2 Résultat de l’évaluation
Nous allons maintenant présenter les résultats de l’évaluation du système de
détection d’intrusion que nous avons présenté au chapitre 2. Pour cela, nous com-
mençons par aborder les performances liées à l’instrumentation. D’une part, nous
présentons l’évaluation des performances du processus d’instrumentation en terme
de durée d’analyse et d’invariants générés. D’autre part, nous présentons l’évaluation
des performances de l’instrumentation elle-même en terme de surcharge à l’exécu-
tion. Nous abordons ensuite les performances liées à la détection. C’est dans cette
section que nous donnons les résultats des campagnes de tests que nous avons réal-
isées à l’aide de la plateforme présentée dans ce chapitre. D’une part, nous expliquons
comment nous caractérisons la sévérité des simulations d’attaques à l’aide d’un autre
mécanisme de détection. D’autre part, nous présentons une analyse des résultats des
campagnes de tests.
4.2.1 Évaluation de l’instrumentation
Dans cette section, nous allons nous intéresser à deux aspects de notre instru-
mentation : la performance du processus d’instrumentation et la performance des
mécanismes de détection ajoutés par l’instrumentation. L’évaluation du processus
d’instrumentation consiste à évaluer en fonction des programmes la durée d’analyse
nécessaire au calcul des invariants mais aussi le nombre d’invariants ainsi générés.
Nous pourrons alors voir si ces performances varient d’un programme à l’autre et
s’il est possible d’identiﬁer l’origine de ces diﬀérences.
L’évaluation des mécanismes de détection eux-même a pour objectif de répondre
à la question suivante : quelle surcharge à l’exécution est induite par notre instru-
mentation. Nous nous attendons à ce que cette surcharge soit relativement faible.
En eﬀet, très peu de nouvelles instructions sont ﬁnalement ajoutées au code source
original. Cependant, nous allons vériﬁer cela par un ensemble de mesures eﬀectué à
l’aide d’un outil dédié à cette tâche.
4.2.1.1 Performance de l’analyse
Nous avons présenté dans la section 2.3.1 deux exemples d’attaques contre les
données de calcul exploitant une vulnérabilité réelle et permettant de réaliser une
intrusion sans déviation détectable du ﬂot d’exécution du programme. Nous avons
appliqué notre mécanisme d’instrumentation sur la portion de code vulnérable et
nous avons obtenu les invariants capables de détecter ces attaques (voir la colonne
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de droite de la ﬁgure 2.3). Toutefois, pour évaluer pleinement notre système de dé-
tection d’intrusion, il convient de tester notre approche sur des programmes entiers,
sans connaissance a priori des vulnérabilités. Pour cela, nous choisissons de cibler
pour notre évaluation des programmes réels mais néanmoins de taille modeste aﬁn
de limiter le temps nécessaire à l’instrumentation mais aussi à l’écriture des scénar-
ios d’exécution (nous avons notamment remplacé OpenSSH [OSSH] par Dropbear
SSH [DROPB]).
lbm mcf libquantum bzip2 milc sjeng
Nombre de lignes de code 1267 2077 3567 7292 12837 13291
Nombre d’appels de fonction 72 88 228 134 1274 1718
Durée d’analyse en minutes 12 8 122 1044 4123 5245
Nombre d’invariants générés 28 46 114 96 293 729
Taux d’instrumentation 38% 52% 50% 72% 23% 42%
Table 4.1 – Résultat de l’instrumentation des applications locales
Nous avons utilisé notre outil sur deux types de programmes. Des applications
locales et des applications réseaux. Les applications locales sont celles que nous
utilisons dans la section 4.2.1.2 pour évaluer la surcharge à l’exécution de nos mé-
canismes de détection. Les applications réseaux sont celles que nous utilisons à la
section 4.2.2 pour évaluer le taux de couverture de nos mécanismes de détection.
Nous utilisons l’ensemble de ces programmes pour évaluer la performance de l’anal-
yse. Les résultats de l’évaluation des performances de l’analyse sont présentés dans le
tableau 4.1 pour les applications locales et dans le tableau 4.2 pour les applications
réseaux.
dropbear ssmtp fnord ihttpd nullhttpd
Nombre de lignes de code 11177 2717 2622 1180 5968
Nombre d’appels de fonction 429 314 232 289 399
Durée d’analyse en minutes 962 19 224 1 317
Nombre d’invariants générés 257 237 6 109 234
Taux d’instrumentation 60% 75% 3% 38% 58%
Nombre d’injections générés 371 261 209 232 356
Taux d’instrumentation 86% 83% 90% 80% 89%
Nombre de cibles potentielles 1194 1872 5378 1248 2082
Nombre de cibles vériﬁées 439 1829 40 363 1169
Couverture des invariants 36,8% 97,7% 0,7% 29,1% 56,1%
Table 4.2 – Résultat de l’instrumentation des applications réseaux
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Tout d’abord, pour comparer les résultats en terme de durée d’analyse, il nous
faut connaître la taille des programmes analysés. En eﬀet, plus le programme à anal-
yser est de taille conséquente, plus grande sont les chances que la durée d’analyse soit
longue. Pour comparer la taille des programmes, nous avons choisi de nous fonder
sur le nombre de lignes dans leur code source. Toutefois, aﬁn de limiter le biais dû
au style de programmation des développeurs respectifs des applications concernées,
les codes source ont préalablement été modiﬁés. En premier lieu, nous avons sup-
primé tous les commentaires. Les lignes de commentaires augmentent la taille du
programme mais pas la durée d’analyse. Puis, nous avons réindenté automatique-
ment les codes source. Ceci nous permet de normaliser le rapport entre le nombre
de lignes des codes source et le nombre d’instructions qu’ils contiennent. Ensuite,
pour analyser les résultats en terme d’invariants générés, nous allons tout simple-
ment comparer les taux d’instrumentation des programmes. Ces taux sont calculés
par rapport à l’ensemble des appels de fonctions présents dans le code source des
programmes.
Malgré l’inﬂuence du nombre d’instructions sur la durée de l’analyse, on peut
voir que cette durée peut grandement varier entre deux programmes de taille compa-
rable. Par exemple, fnord [FNORD] est un programme presque douze fois plus long
à analyser que ssmtp [SSMTP], bien que ces deux programmes soient de taille com-
parable (respectivement 2622 lignes et 2717 lignes). Pour comprendre cela, ce n’est
donc pas seulement le nombre d’instructions dont il faut tenir compte mais aussi les
types d’instructions sur lesquels repose la sémantique du programme. Par exemple,
dans le cas considéré dans ce paragraphe, on note que fnord utilise deux fois plus
les instructions de boucle et manipule deux fois plus de pointeurs que [SSMTP]. La
même observation peut être faite à propos du nombre d’invariants générés. À nou-
veau, fnord et ssmtp, bien que de taille comparable, produisent chacun une analyse
complètement diﬀérente. En eﬀet, on obtient un taux d’instrumentation en terme
de mécanismes de détection respectivement de 3% et de 75%. Là encore, il faut con-
sidérer la sémantique du programme pour comprendre cet écart, notamment le fait
qu’un plus grand recours à des multiples indirections via des pointeurs va rendre
plus diﬃcile la tâche de l’analyse de valeur.
Cet écart est encore plus grand si on compare le nombre de cibles potentielles
(c’est-à-dire l’ensemble des variables injectables avant un appel de fonction) et le
nombre de cibles vériﬁées (c’est-à-dire l’ensemble des variables contrôlées par un
invariant avant un appel de fonction). Le taux de couverture des invariants est
le rapport entre ces deux données. Dans le cas de fnord et de ssmtp, celui-ci est
respectivement de 0,7%s et 97,7%. Notons que, si dans cet exemple l’écart de per-
formance en terme d’invariants générés est extrême, il est possible, comme le montre
les tableaux 4.1 et 4.2, d’obtenir des taux d’instrumentation intermédiaires.
Notons également grâce au tableau 4.2 que si dans le cas des mécanismes de dé-
tection le taux d’instrumentation peut grandement varier, ce n’est pas le cas pour les
mécanismes d’injection. En eﬀet, on obtient pour ces derniers un taux d’instrumen-
142 CHAPITRE 4. PROTOCOLE DE TESTS ET ANALYSE DES RÉSULTATS
tation toujours supérieur ou égal à 80%. Ceci montre comme on pouvait s’en douter
que la diﬃculté de calculer des invariants ne réside pas dans le calcul des dépen-
dances mais dans le calcul des domaines de variation (voir les sections 2.3.2 et 2.3.3).
Comme la durée d’analyse, le nombre d’invariants générés par notre approche dépend
grandement de la sémantique du code source. Il n’est donc pas possible de généraliser
les résultats obtenus sur ces exemples.
4.2.1.2 Surcharge à l’exécution
SPEC CPU2006 [SCPU06] est un test de performance pour évaluer les capac-
ités de calcul des processeurs informatiques. Celui-ci repose sur un ensemble de
programmes à compiler pour l’architecture concernée ainsi que sur un ensemble de
jeux de tests intensifs pour chacun de ces programmes. Ce test de performance est
maintenu par une association à but non lucratif nommée SPEC (pour Standard
Performance Evaluation Corporation). Il s’agit d’un test standard dans l’industrie.
Son utilisation pour évaluer la surcharge à l’exécution d’un processus d’instrumen-
tation donne la possibilité de comparer objectivement notre approche avec d’autres
travaux reposant également sur l’instrumentation. Nous avons sélectionné 6 pro-
grammes parmi ceux proposés par le test de performance. Il s’agit des programmes
dont le code source est entièrement écrit en C (certains programmes peuvent con-
tenir du C++ ou du FORTRAN ). Nous avons également éliminé de cette sélection
le programme GCC aﬁn de ne conserver que des programmes de taille réduite.
lbm mcf libquantum bzip2 milc sjeng
Score non-instrumenté 19.24 17.80 23.62 16.59 12.64 18.41
Score instrumenté 19.17 17.72 23.45 16.54 12.59 18.24
Surcharge à l’exécution 0.37% 0.45% 0.72% 0.30% 0.40% 0.93%
Table 4.3 – Résultat de l’analyse de la surcharge à l’exécution
Nous avons tout d’abord procédé un test de performance avec 10 itérations pour
ces 6 programmes. Nous avons ensuite instrumenté ces programmes à l’aide de l’outil
que nous avons développé. Notons que seuls les mécanismes de détection ont été
ajoutés aux diﬀérents codes source. Puis, nous avons lancé un nouveau test de per-
formance identique au précédent. Dans les deux cas la phase de tests a duré environ
700 minutes. Le tableau 4.3 présente les résultats de ces deux tests de performance.
On peut voir que la surcharge à l’exécution induite par nos mécanismes de détection
est très faible. Ce résultat était attendu. En eﬀet, on ajoute environ 2% à 3% d’in-
structions aux programmes et ces instructions ne reposent que sur des opérations
booléennes qui sont de faibles consommatrices de cycles processeur. Notons que du-
rant les tests de performance, à aucun moment nous n’avons observé de faux positifs.
Il s’agit là également de la conﬁrmation d’un résultat qui était attendu, ceci est en
eﬀet garanti par la sur-approximation dont fait preuve le calcul des invariants.
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4.2.2 Évaluation du taux de couverture
Nous avons réalisé à l’aide de la plateforme présentée dans ce chapitre deux
campagnes de tests. Nous avons choisi de tester deux applications qui remplissent
la même tâche, celle de serveur web. Il s’agit des serveurs ihttpd [IHTTP] et null-
httpd [NULLD]. Dans cette section, nous allons d’abord expliquer comment nous
mesurons la déviation comportementale aﬁn d’évaluer la pertinence des injections
réalisées pendant les campagnes de tests. Puis, nous présentons les résultats des deux
campagnes de tests avant de proposer une analyse de ces derniers.
4.2.2.1 Détection de la déviation comportementale
Nous avons vu dans la section 4.1.2.2 que nous considérons trois états possibles
pour l’arrêt d’un scénario d’exécution : la terminaison correcte, l’interruption inat-
tendue ou le blocage. Dans les deux derniers cas, si les scénarios ont été écrits pour
ne jamais provoquer de défaillance par arrêt ni par blocage en situation de fonc-
tionnement normal, on sait automatiquement que le comportement du programme
a dévié lorsque la situation se présente. Cette tâche est déjà plus diﬃcile lorsque le
scénario d’exécution s’est terminé correctement.
Dans ce cas, une première approche consiste à comparer les résultats produits par
le scénario avec des données de référence. Il peut par exemple s’agir d’informations
envoyées sur la sortie standard ou enregistrées dans un ﬁchier. Bien sûr, ceci n’est
réalisable que si les scénarios de tests ont été écrits de façon à ce que les résultats
produits soient identiques ou bien de façon à ce que l’on soit capable de gommer les
diﬀérences de comportement d’une exécution à l’autre. Cependant, on peut envisager
la situation où, bien que le comportement du programme a eﬀectivement dévié, cela
n’a pas inﬂuencé les données que l’on compare.
C’est pourquoi nous proposons d’aller plus loin et de comparer les traces d’exécu-
tion aux traces de référence enregistrées durant la phase préalable à la campagne de
tests (voir section 4.1). Cependant, il n’est pas possible cette fois d’écrire les scénar-
ios de façon à ce que les traces d’exécution soient identiques. D’une part, parce que
les mécanismes de détection et les mécanismes d’injection que nous avons ajoutés
aux programmes vont se comporter diﬀéremment entre la phase préalable et la phase
de tests. Toutefois, ces variations sont facilement identiﬁables. En eﬀet, il est facile
d’identiﬁer les appels systèmes eﬀectués par notre instrumentation, soit parce qu’ils
contiennent un paramètre caractéristique (par exemple une chaîne de caractère com-
mençant par SIDAN ), soit parce qu’ils apparaissent dans des séquences propres aux
mécanismes ajoutés.
D’autre part, même après avoir traité les diﬀérences dues à notre instrumentation,
les traces d’exécution ne sont pas encore identiques. En eﬀet, deux exécutions d’un
même scénario ne vont pas produire exactement les mêmes traces d’exécution et ce
même si les deux exécutions ont été réalisées en situation de fonctionnement normal.
Par exemple, le nombre d’opérations de lecture d’une socket, bien que la longueur
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des données à réceptionner soit constante, peut varier d’une exécution à l’autre. Ces
diﬀérences peuvent apparaître dans l’enchaînement des appels système mais aussi
dans leurs arguments.
Pour résoudre ce problème, nous proposons d’utiliser un autre système de détec-
tion d’intrusion applicatif. Plus précisément, nous proposons d’utiliser une approche
qui contrôle les séquences des appels système en tenant compte de leurs arguments.
Ce type d’approche a été présenté dans la section 1.2.2.2. Il s’agit notamment des
travaux de Kruegel et al. [KMVV03]. C’est sur la base de ces travaux qu’a été
développé le système de détection d’intrusion Syscall Anomaly [SYSA]. À l’orig-
ine, il s’agit d’un système de détection hors-ligne qui analyse les traces d’exécution
fournies par Snare [SNARE] pour les systèmes Linux et par BSM [BSM] pour les
systèmes Solaris et compatibles.
Pour que les diﬀérences présentes dans les traces d’exécution ne soient plus un
problème, ce système de détection d’intrusion repose sur deux choses. Tout d’abord,
comme toutes les approches qui reposent sur le contrôle des séquences d’appels
système, c’est le choix de la taille des séquences qui permet de ne pas lever de fausses
alertes malgré la présence de diﬀérences dans l’enchaînement des appels système
(voir section 1.2.1.2). Ensuite, pour éliminer les diﬀérences dues aux arguments des
appels système, un proﬁl de comparaison est créé pour chacun d’entre eux (voir
section 1.2.2.2).
Nous avons modiﬁé Syscall Anomaly [SYSA] pour qu’il fonctionne avec les traces
d’exécution fournies par Strace [STRAC]. Pour le choix de la taille des séquences
lors de la phase d’apprentissage, nous proposons d’utiliser une valeur élevée. En
théorie, une valeur élevée augmente le risque de faux positifs. Cependant, nous util-
isons cette approche dans un contexte où elle n’a pas à apprendre toutes les traces
d’exécution possibles du programme, mais seulement celles qui correspondent à un
scénario d’exécution précis.
Dans ce contexte, si nous lui donnons suﬃsamment de traces d’exécution de
référence pour la phase d’apprentissage, l’utilisation d’une valeur élevée pour la taille
des séquences des appels système ne provoquera pas de faux positifs. Une alerte nous
permettra donc d’identiﬁer à coup sûr une déviation comportementale. L’absence
de faux positifs est de toute façon quelque chose dont on s’assure avant la phase
d’analyse grâce aux traces d’exécution de référence. En eﬀet, une partie d’entres
elles sont utilisées pour la phase d’apprentissage tandis que les autres permettent de
tester le système de détection d’intrusion et donc de vériﬁer qu’aucune alerte n’est
levée en situation de fonctionnement normal.
4.2.2.2 Présentation et analyse des résultats
Parmi les logiciels que nous avons instrumentés, nous en avons choisi deux, à
savoir ihttpd et nullhttpd, pour réaliser les campagnes de tests. Ce sont tous les deux
des serveurs web et leur taux respectif d’instrumentation en terme de mécanismes
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d’injection sont proches (voir tableau 4.2). Dans le cas de ihttpd, il nous a fallu écrire
33 scénarios pour couvrir 89% des mécanismes d’injection et nous avons réalisé 59840
tests. Dans le cas de nullhttpd, il nous a fallu écrire 8 scénarios pour couvrir 81%
des mécanismes d’injection et nous avons réalisé 96925 tests. Notons qu’à nouveau,
ces campagnes de tests nous ont conﬁrmé que notre approche pour la détection ne
génère pas de faux positif. Le tableau 4.4 présente une vue d’ensemble des résultats
de ces campagnes.
ihttpd nullhttpd
Nombre d’injections réalisées 56584 96925
Nombre d’injections détectées 6419 29107
Taux de détection 11.3% 30.3%
Nombre d’alertes levées 27938 1072310
Nombre moyen d’alertes par détection 4.35 36.84
Nombre de détection par propagation 2 174
Taux de propagation 0.03% 0.59%
Distance moyenne de propagation 87 1.80
Table 4.4 – Résultat des campagnes de tests
Considérons tout d’abord la première mesure du taux de faux négatifs que nous
souhaitons réaliser, à savoir l’ensemble des injections qui n’ont pas été détectées
par notre approche. Dans le cas de ihttpd, nous obtenons un taux de détection de
11,3%. Dans le cas de nullhttpd, nous obtenons un taux de détection de 30,3%.
Ceci correspond à un taux de faux négatifs respectivement de 88,66% et 69,97%.
Ces résultats sont à mettre en relation avec la couverture des invariants de ces deux
programmes (respectivement 29,1% et 56,1%, voir tableau 4.2). Les taux de détection
sont cohérents avec les taux de couverture en terme d’invariants : le programme qui
vériﬁe la valeur d’un plus grand nombre de cibles potentielles est également celui
qui a le meilleur taux de détection.
Cependant, cet écart dans le nombre de cibles potentielles vériﬁées n’explique pas
certaines diﬀérences. Par exemple, le nombre d’alertes levées en moyenne lorsqu’une
injection est détectée. Certes, à nouveau le programme qui vériﬁe le plus d’invariants
est celui qui lève le plus d’alertes. Toutefois, si nullhttpd vériﬁe environ deux fois plus
d’invariants, il lève aussi par contre en moyenne presque 8,5 fois plus d’alertes. Nous
avons dit dans la section 4.2.1.1 que les résultats de l’instrumentation dépendent
de la sémantique du programme et que ces derniers seront diﬀérents pour chaque
programme. Ceci est également vrai pour les résultats de la détection : en situation
d’attaque, le comportement d’un programme durci avec nos mécanismes de détection
dépend de la sémantique du programme original.
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On observe également cela avec la propagation de l’erreur : il y a une grande
variation aussi bien en terme de distance que de taux de propagation. Certes, dans
les deux cas, on peut voir que la propagation est très faible. 0.03% pour ihttpd et 0.6%
pour nullhttpd. Ces chiﬀres nous permettent de supposer que, dans le cas général, la
propagation des erreurs au sein des programmes n’apporte qu’une aide très limitée
à notre approche pour la détection. La couverture de détection de l’approche que
nous proposons repose donc essentiellement sur la capacité de l’analyse statique à
calculer des invariants.
Comparons maintenant les résultats de notre approche avec le système de détec-
tion d’intrusion analysant les données fournies par strace et que nous utilisons pour
détecter les éventuelles déviations comportementales au niveau des appels système
(voir section 4.2.2.1). Ajoutons également à la comparaison la simple détection de
l’injection lorsque celle-ci a engendré une défaillance (par arrêt ou par blocage). Le
tableau 4.5 présente ces informations pour ihttpd et nullhttpd. On peut voir que dans
tous les cas notre approche pour la détection est celle qui détecte le plus souvent
une injection (respectivement 11,34% et 30,03%). L’écart n’est toutefois pas très
important. Cependant, rappelons que ce dernier nécessite une phase d’apprentis-
sage préalable à la détection et que nous l’avons placé dans une situation où celle-ci
maximise ses capacités de détection.
coninva syscall-anomaly défaillance
ihttpd Injection détectées 6419 4383 1167
ihttpd Taux de détection 11,34% 7,74% 2,06%
nullhtpd Injection détectées 29107 21337 9184
nullhtpd Taux de détection 30,03% 22,01% 9,47%
Table 4.5 – Comparaison des résultats de la détection
Cependant, en pratique, les utilisateurs malveillants cherchent en priorité à violer
les propriétés de conﬁdentialité et d’intégrité. Mettre le système ciblé dans un état de
défaillance par arrêt ou par blocage n’est bien souvent l’objectif que si la vulnérabilité
exploitée ne permet que cela. Nous allons donc maintenant considérer les résultats de
la détection pour coninva et pour syscall-anomaly en distinguant le cas où durant les
campagnes de tests les scénarios ont été exécutés jusqu’à leur terme et le cas où ces
derniers se sont soldés par une défaillance par arrêt ou par blocage du serveur. Ces
informations sont présentées dans le tableau 4.6 (la défaillance implique uniquement
le blocage ou l’arrêt).
Dans le cas de ihttpd, on note peu de diﬀérence dans les taux de détection entre
le cas général et le cas où le programme est dans un état non-défaillant. Ceci est co-
hérent avec le fait que les cas de défaillance par arrêt ou par blocage ne représentent
qu’une faible proportion des tests (2,06%, voir tableau 4.5). Dans le cas de nullhttpd,
les cas de défaillance par arrêt ou par blocage représentent une plus grande propor-
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tion (9,47%, voir tableau 4.5). De plus, cette fois la déviation comportementale est
plus souvent détectée quand le programme est dans un état d’arrêt ou de blocage
lors des tests. L’écart se creuse donc entre coninva et syscall-anomaly dans le cas de
nullhttpd. À nouveau on note donc que les eﬀets d’une campagne d’injection varient
d’un programme à l’autre.
Nous avons donné le taux de faux négatifs de notre approche pour la détection
dans le cas de l’ensemble des injections réalisées. Il est respectivement de 88,66%
et 69,97% pour ihttpd et nullhttpd. Ce taux est un premier résultat important pour
l’évaluation de notre système de détection d’intrusion. En eﬀet, si un état erroné
du programme n’a pas provoqué déviation comportementale observable par syscall-
anomaly, il ne nous ait pas pour autant possible d’en conclure que cet état erroné
ne permet pas de réaliser une intrusion. Prenons comme exemple l’attaque contre la
variable de boucle dans le code inspiré de la version vulnérable de openssh (voir la
section 2.3.1.2). Une injection qui reproduirait l’état erroné du programme nécessaire
à la réalisation de cette attaque ne provoquerait pas de défaillance par arrêt ou par
blocage ni ne serait détectée par syscall-anomaly. C’est pourquoi nous considérons
que les estimations obtenues précédemment sont des sur-approximations du taux de
faux négatifs réels.
Cependant, dans le cas de syscall-anomaly, la déviation comportementale étant
détectée à partir d’un modèle de référence construit spéciﬁquement pour le scénario
utilisé pour réaliser l’injection (voir section 4.2.2.1), on peut raisonnablement penser
que le taux de faux positifs est nul dans cette situation. Ceci est d’ailleurs vériﬁé
dans la phase préalable à la phase de tests (voir section 4.2.2.1). Lorsqu’une alerte
est eﬀectivement levée par syscall-anomaly, nous choisissons de considérer en con-
séquence que l’état erroné du programme obtenu par injection permet eﬀectivement
de réaliser une intrusion. Si dans ce cas notre approche n’a pas levé d’alerte, nous
considérons donc également qu’il s’agit d’un faux négatif grave. L’ensemble de ces
(a) ihttpd et coninva
Fonctionnel Défaillant
Détection 6404 15
Pourcentage 11,55% 1,28%
(b) ihttpd et syscall-anomaly
Fonctionnel Défaillant
Détection 4370 13
Pourcentage 7,88% 1,11%
(c) nullhttpd et coninva
Fonctionnel Défaillant
Détection 26945 2162
Pourcentage 30,70% 23,54%
(d) nullhttpd et syscall-anomaly
Fonctionnel Défaillant
Détection 16970 4367
Pourcentage 19,34% 47,55%
Table 4.6 – Comparaison des résultats de la détection suivant l’état de ﬁn du
scénario d’exécution
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ihttpd nullhttpd
Nombre d’injections réalisées 56584 96925
Alertes coninva 5655 9705
Taux de détection 10,00% 10,01%
Alertes syscall-anomaly 3621 5539
Taux de détection 6,40% 5,71%
Alertes coninva et syscall-anomaly 749 17240
Taux de détection 1,32% 17,79%
Table 4.7 – Résultats de la détection pour une terminaison correcte des scénarios
d’exécution
absences d’alerte malgré la présence d’une déviation comportementale nous permet
de donner une nouvelle estimation du taux de faux négatifs de notre approche. Il ne
s’agit par contre pas d’une sur-approximation cette fois.
Les informations qui sont nécessaires à cette estimation sont présentées dans
le tableau 4.7. Les faux négatifs malgré la mise en évidence d’une déviation com-
portementale correspondent au cas où seul syscall-anomaly a levé une alerte. Dans
le cas de ihttpd, avec 3621 injections non détectées par notre système de détection
d’intrusion, cela correspond à un taux de faux négatifs de 6,40%. Dans le cas de
nullhttpd, avec 5539 injections non détectées cette fois, cela correspond à un taux de
faux négatifs de 5,71%.
4.3 Résumé et discussion
Dans ce chapitre, nous avons tout d’abord présenté une plateforme de tests qui
permet d’automatiser l’évaluation d’un mécanisme de détection d’intrusion donné
pour un programme particulier. Cette plateforme repose sur le mécanisme d’injec-
tion de fautes que nous avons présenté au chapitre 3 mais aussi sur un moniteur
d’exécution que nous avons développé. Ce moniteur gère les multiples exécutions
du programme nécessaires à la campagne de tests. C’est également ce moniteur qui
contrôle les mécanismes d’injection et qui se charge de la collecte des informations
nécessaires à l’estimation du taux de faux négatifs du mécanisme de détection d’in-
trusion en cours de test.
Aﬁn d’utiliser cette plateforme de tests pour un programme donné, un ensem-
ble de scénarios d’exécution doit être fourni au moniteur d’exécution. La diﬃculté
consiste ici à fournir un jeu de scénarios ayant une bonne couverture de code pour
le programme considéré. Nous avons choisi de mesurer cette couverture en fonction
des points d’injection atteignables dans le programme. Nous avons présenté la diﬃ-
culté d’écrire manuellement des scénarios qui permettent d’obtenir un bon taux de
couverture et nous avons présenté les cas où il est diﬃcile voir impossible de couvrir
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des points d’injection particuliers.
Puis, nous avons présenté dans ce chapitre l’évaluation de notre approche pour la
détection. Nous avons d’abord donné les performances de l’instrumentation. L’outil
que nous avons implémenté pour tester notre modèle de détection sur les programmes
écrits en langage C a pu être appliqué avec succès sur plusieurs cas réels. Ces appli-
cations montrent que la phase d’analyse du code source peut être longue et que le
résultat en terme d’invariants générés peut grandement varier suivant la sémantique
des programmes analysés. En utilisant un test de performance, nous avons conﬁrmé
un résultat qui était attendu : notre approche pour la détection ne génère aucun
faux positif et la surcharge à l’exécution est vraiment très faible.
Nous avons ensuite présenté les résultats des campagnes de tests réalisées grâce
à la plateforme que nous avons développée. Nous avons tout d’abord pu constater
qu’à l’instar de la performance de l’instrumentation, la performance de la détection
dépend elle aussi de la sémantique du programme original. Néanmoins, ces résultats
nous ont permis de donner une estimation du taux de faux négatifs de notre ap-
proche pour la détection que nous considérons être une sur-approximation du taux
réel. Nous avons également donné une estimation du taux de faux négatifs pour les
simulations d’attaque que nous considérons comme étant les plus susceptibles d’être
représentatives des attaques réels. Dans les deux cas, ceci nous a permis de montrer
que notre système de détection d’intrusion est une approche valable pour détecter
les attaques contre les données de calcul. Notons qu’à nouveau les campagnes de
tests n’ont présenté aucun faux positifs. Toutefois, ces résultats nous ont aussi per-
mis de constater un second point important : la propagation de l’erreur n’apporte
que peu d’aide à notre mécanisme de détection qui, au ﬁnal, repose en grande partie
sur la vériﬁcation des invariants portant directement sur les variables ciblées par
l’utilisateur malveillant.
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Conclusion
Ces travaux de thèse ont pour objectif la détection des intrusions issues des
attaques contre les données de calcul. Cette catégorie de données désigne les infor-
mations contenues dans les emplacements mémoire utilisés par les processus pour
stocker la valeur des variables exprimées dans leur code source originel respectif.
Nous proposons dans ces travaux de recherche un modèle de détection d’intrusion
ciblant spéciﬁquement les attaques contre les données de calcul. Son objectif est de
vériﬁer des invariants portant sur les données de calcul qui constituent l’ensemble
des cibles potentielles pour un utilisateur malveillant. Comme il s’agit d’une ap-
proche de type comportementale, ceci donne à notre modèle la capacité de détecter
des intrusions encore inconnues au moment de sa construction (ce que ne permet
pas les approches par signature).
Nous avons proposé une implémentation de ce modèle de détection dans le
cadre des programmes écrits en langage C. Celle-ci repose sur un analyseur sta-
tique de code, Frama-C, et est donc utilisable sur des programmes réels. Les in-
variants obtenus portent directement sur les variables du code source. Ces derniers
sont ensuite traduits sous forme d’assertions exécutables avant d’être ajoutées au
code source des applications. Notre système de détection d’intrusion est donc une
approche en boîte blanche de niveau applicatif qui repose sur un modèle orienté
autour des variables. De plus, les techniques d’analyse statique utilisées par Frama-
C nous assurent que le modèle de détection obtenu est une sur-approximation du
comportement réel du programme. Ceci nous permet d’aﬃrmer que notre système
de détection d’intrusion est complet, c’est-à-dire qu’il ne génère pas de faux positifs.
Grâce à cette implémentation, nous avons pu tester la validité de notre approche
pour la détection.
Nous avons pu ainsi vériﬁer que notre système de détection d’intrusion détecte
bien des cas réels d’attaques bien que la construction du modèle de détection ne
repose pas sur leur connaissance. Nous avons également pu vériﬁer que celui-ci ne
génère bien aucun faux positif. De plus, nous avons pu voir que notre système de
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détection d’intrusion n’induit que très peu de surcharge à l’exécution. Ceci fait que
notre approche pour la détection ne peut être qu’un atout pour le système sur
lequel elle est déployée. Toutefois, l’inconvénient de notre méthode est que seuls les
comportements invariants des applications sont saisis par le modèle. Par conséquent,
certains comportements des applications ne peuvent être modélisés, et la méthode
peut présenter des faux négatifs. Ceci est d’autant plus vrai que nous ne pouvons
aucunement garantir que tous les comportements invariants des applications ont
bien été saisis.
Pour tester cela, nous avons aussi proposé un modèle de simulation des attaques
contre les données de calcul. Cette approche combine un modèle de faute qui re-
produit les caractéristiques de ce type d’attaque avec des mécanismes d’injection
embarqués dans les applications par un processus d’instrumentation similaire à celui
utilisé par les mécanismes de détection. Notre approche pour l’évaluation présente
l’avantage de générer de manière automatique des états internes erronés pour les
applications testées. Ceci peut alors être utilisé pour obtenir une estimation du taux
de faux négatifs d’un système de détection d’intrusion vis-à-vis des attaques contre
les données de calcul. Nous avons donc également développé une plateforme de tests
autour de ces mécanismes d’injection. Bien que la procédure de tests et l’analyse
des résultats soient entièrement automatisées, les scénarios d’exécution nécessaires
pour mener les campagnes d’injection restent à écrire manuellement. Toutefois, nous
avons pu ainsi vériﬁer que les capacités de détection de notre approche pour la dé-
tection dépendaient bien du nombre d’invariants contrôlés par les programmes. De
plus, nous avons pu aussi voir que la propagation de l’erreur au sein des processus
n’apportait que peu d’aide à notre système de détection d’intrusion.
Nous proposons ici un résumé de l’ensemble de nos travaux avant de terminer par
des perspectives pour envisager d’étendre nos contributions.
Résumé
Le chapitre 2 présente la première partie importante de nos travaux : l’approche
pour la détection que nous proposons. Nous avons tout d’abord expliqué les car-
actéristiques des attaques contre les données de calcul et en quoi ces dernières se
distinguent des autres types d’attaque. Ceci nous a notamment permis de montrer
que pour perpétuer une intrusion, un utilisateur malveillant va chercher à cibler un
ensemble bien précis de données de calcul. À l’aide de la logique de Hoare, nous
avons ensuite expliqué que le code source des applications peut contenir des infor-
mations qui peuvent être utilisées pour détecter ce type bien précis d’attaque. Nous
avons détaillé cela sur un exemple d’exploitation de vulnérabilité.
Puis, nous avons présenté notre modèle de détection. Nous l’avons tout d’abord
présenté empiriquement sur un cas réel d’attaques contre les données de calcul. Pour
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cela, nous avons détaillé la vulnérabilité utilisée dans notre exemple ainsi que les dif-
férents scénarios d’attaque et comment des invariants portant sur certaines variables
permettent de détecter ces attaques. Enﬁn, nous avons présenté formellement notre
modèle de détection. Celui-ci correspond à l’ensemble des domaines de variation des
variables qui inﬂuencent l’exécution des appels de fonction. Ces domaines de varia-
tion sont calculés juste avant les appels de fonction et uniquement pour les variables
qui sont atteignables à ces endroits du code source.
Nous avons ensuite présenté une méthode pour construire un tel modèle. Pre-
mièrement, nous proposons d’utiliser le graphe de dépendance du programme pour
déterminer pour chaque appel de fonction l’ensemble des variables qui inﬂuencent
son exécution. Deuxièmement, nous proposons d’utiliser l’interprétation abstraite
pour calculer pour chacun de ces ensembles de variables leur domaine de variation.
Pour ﬁnir, nous présentons une implémentation de notre approche que nous avons
réalisée pour les programmes écrits en langage C. Nous détaillons d’abord la phase de
construction du modèle qui repose sur un outil d’analyse statique existant, Frama-C.
Nous détaillons ensuite la phase d’instrumentation, celle-ci ayant pour contrainte de
ne pas modiﬁer le processus original de compilation.
Le chapitre 3 présente la seconde partie importante de nos travaux : l’approche
pour l’évaluation que nous proposons. Nous commençons par aborder la probléma-
tique de la simulation des erreurs engendrées par les attaques contre les données de
calcul. Pour cela, nous présentons d’abord le modèle de faute que nous proposons
pour simuler ce type bien particulier d’attaques. Nous étudions les caractéristiques
qui doivent être simulées, quel sera leur impact sur le programme et dans quel cas
ces dernières peuvent être détectées. Nous expliquons ensuite comment nous pro-
posons de construire notre modèle de simulation. La principale problématique ici est
de savoir comment déterminer l’ensemble des cibles potentielles. Il s’agit du même
ensemble de variables que pour la détection. Nous proposons donc à nouveau de nous
reposer sur le graphe de dépendance du programme et d’embarquer les mécanismes
d’injection au sein des applications.
Nous expliquons ensuite comment notre modèle de faute peut être utilisé pour
l’évaluation d’un système de détection d’intrusion. Nous posons comme objectif que
le résultat obtenu doit être une sur-approximation du taux de faux négatifs réel.
Cela implique que nous voulons placer le système de détection d’intrusion à évaluer
dans la situation la moins favorable possible. Pour respecter cette contrainte, nous
montrons que notre modèle de faute doit être utilisé pour simuler une intrusion
qui ne nécessite qu’une seule exploitation de la vulnérabilité, que la vulnérabilité
donne accès à l’ensemble de l’espace mémoire du processus et que l’exploitation ne
vise qu’une seule variable. Nous présentons enﬁn les modiﬁcations que nous avons
apportées à notre outil aﬁn qu’il instrumente aussi les programmes pour l’injection
et comment les mécanismes d’injection ainsi ajoutés doivent être utilisés.
Le chapitre 4 présente la dernière partie de nos travaux : l’évaluation de notre
système de détection d’intrusion, notamment à l’aide de notre modèle de simulation
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d’attaque. Nous commençons par présenter la plateforme de tests que nous avons
développée autour de nos mécanismes d’injection. Il s’agit d’une plateforme qui
automatise la réalisation de tests ainsi que l’analyse des résultats obtenus. Nous
abordons tout d’abord les problématiques d’écriture des scénarios d’exécution et de
collecte des informations. Les scénarios doivent permettre de couvrir suﬃsamment
le code des programmes utilisés pour les tests. Nous avons choisi de mesurer ce taux
de couverture en fonction des appels de fonction. Les informations collectées sont
utilisées pour produire deux résultats : une sur-approximation du taux réel de faux
négatifs et une évaluation du taux de détection pour les injections ayant provoqué
une déviation comportementale.
Pour ﬁnir, nous présentons les résultats de l’évaluation de notre système de dé-
tection d’intrusion. Nous commençons par donner les performances de l’analyse. On
note que la durée d’analyse peut être très grande, notamment en fonction de la taille
du code à analyser, mais qu’en fonction de la sémantique du code, deux programmes
de taille similaire peuvent présenter des durées d’analyse complètement diﬀérentes.
Puis, nous donnons le niveau de surcharge à l’exécution. On note que la surcharge
induite par nos mécanismes de détection est très faible, toujours inférieure à 1%.
Nous continuons avec les performances de la détection. Nous pouvons voir que les
résultats de la détection varient grandement d’un programme à l’autre, malgré un
taux d’instrumentation similaire. Ce qui change, c’est le nombre d’invariants vériﬁés.
On voit ici la limite de notre approche : si la sémantique du code original ne permet
pas de calculer suﬃsamment d’invariants, l’eﬃcacité de notre approche sera alors
limitée. De plus, la propagation de l’erreur n’apporte que peu d’aide à notre modèle
de détection. Dans tous les cas, nous avons pu vériﬁer que notre approche ne génère
bien pas de faux positif.
Perspectives
Les résultats de ces travaux ouvrent des perspectives qu’ils conviendraient d’é-
tudier en complément, notamment dans les directions suivantes :
– Il serait intéressant d’explorer d’autres méthodes pour la génération des invari-
ants. En eﬀet, nous avons vu que la propagation de l’erreur est relativement
limitée et que les capacités de détection de notre approche reposent principale-
ment sur la vériﬁcation des variables directement ciblées par les attaques. On
peut par exemple envisager que d’autres méthodes d’analyse statique puissent
nous fournir des invariants sur d’autres types de données que les entiers (par
exemple, sur les chaînes de caractères) ou nous fournir d’autre type d’invariants
sur les entiers (par exemple, une variable doit rester constante sur l’ensemble
d’un bloc de code ou encore être égale à la somme de deux autres variables,
quand bien même le domaine de variation de toutes ces variables n’est pas sta-
tiquement calculable [RCK04, RCK07]). Cependant, les durées d’analyse étant
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déjà très grandes actuellement, il conviendra d’étudier la faisabilité d’utiliser
ces méthodes supplémentaires dans le cadre de programmes réels.
– On pourrait aussi envisager d’utiliser d’autres méthodes d’analyse statique qui
seraient moins performantes en terme d’invariants générés mais qui deman-
deraient beaucoup moins de ressources pour conduire leur analyse [BDBD96,
BBM97]. En eﬀet, bien que les programmes auxquels nous avons appliqué notre
méthode pour la détection soient bien des cas réels, leur code source respectif
sont toutefois de taille modeste (inférieure à 15 000 lignes de code). Pourtant,
l’analyse peut déjà être parfois très longue (jusqu’à plusieurs jours). De telles
méthodes pourraient nous permettre d’envisager d’appliquer notre approche
à des programmes de taille bien supérieure. Il conviendra cette fois d’étudier
l’impact sur la détection de ces analyses moins précises.
– Nous avons vu que le masquage de faute peut limiter les capacités de détection
de notre approche, notamment lorsque les variables qui inﬂuencent les appels
de fonction sont réinitialisées par le programme entre le moment où la variable
est utilisée et le moment ou l’appel de fonction est exécuté. Il serait intéressant
de voir si un prétraitement du code source qui nous assure que chaque variable
n’est aﬀectée par le programme qu’une seule fois (Static Single Assignement
ou SSA) [CFR+91, BCHS98] pourrait améliorer la précision de nos invariants.
– Bien que l’instrumentation nécessaire à notre approche pour l’évaluation soit
complètement automatisée, pour réaliser des campagnes de tests, les scénarios
d’exécution doivent être écrits manuellement. Il serait intéressant d’explorer
la possibilité de coupler notre approche pour la simulation d’attaque avec des
techniques utilisées en test logiciel. On peut par exemple envisager d’avoir
recours à des techniques similaires au fuzzing [SGA07] pour nous assister dans
l’écriture des scénarios d’exécution.
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Annexe A
Comparaison des taux de détection
pour n et V quelconques
Aﬁn de généraliser le résultat obtenu à la section 3.1.2.2, il nous faut reprendre
le raisonnement non plus sur un exemple donné mais pour des valeurs quelcon-
ques de n et de V . Pour cela, nous gardons les notations et les déﬁnitions énoncées
précédemment puis nous commençons par déﬁnir les projections suivantes :
pii : D → Di
x = (x1, . . . , xn) 7→ pii(x) = xi
Cette déﬁnition peut-être étendue à un sous-ensemble A ⊆ D. On a alors pii(A) =
{pii(x) | x ∈ A}. Si on considère V ⊆ D, on peut alors déﬁnir V le produit cartésien
des domaines de variation de chacune des variables Xn prises séparément par :
V = Πni=1pii(V )
On sait que pour tout x = (x1, . . . , xn) ∈ V et pour tout i ∈ [1, n] on a pii(x) =
xi ∈ pii(V ). On peut donc conclure d’après la déﬁnition ci-dessus de V que x ∈ V .
On peut alors en déduire les inclusions ensemblistes suivantes :
D ⊇ V ⊇ V ⊇ S
Soit x un vecteur appartenant à V , l’ensemble des vecteurs corrects obtenus par
analyse statique et pour un point donné du programme. Soit x˜ un vecteur obtenue
à partir de x en modiﬁant m de ses composantes. On sait qu’une alerte est levée
par notre mécanisme de détection au point d’exécution considéré si et seulement
si x˜ /∈ V . Cette situation se produit dans plusieurs cas pour lesquels nous allons à
nouveau séparément comparer les taux de détection pour les injections où m = 1 et
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m = 2. Plus précisément, selon les inclusions ensemblistes de l’équation précédente,
ceci ne peut se produire que dans deux cas :
1. Soit x˜ ∈ D − V .
2. Soit x˜ ∈ V − V .
A.1 Cas où x˜ ∈ D − V
Nous commençons par considérer le cas 1. Tout d’abord, nous introduisons pour
cela les coeﬃcients µi qui représentent les probabilités que le ième coeﬃcient de x
soit modiﬁé. On a :
n∑
i=1
µi = 1
On note R1 la probabilité de détection lorsque x˜ est obtenu par modiﬁcation
d’une seule composante de x. Puisque x˜ ∈ D − V et que x ∈ V et donc x ∈ V , on
en déduit que :
∀ i ∈ [1, n] pii(x) ∈ pii(V )
Comme x˜ est obtenu à partir de x par modiﬁcation d’une seule de ses com-
posantes, x˜ ne peut être dans D − V que s’il existe une unique composante k telle
que :
pik(x˜) /∈ pik(V )
C’est précisément cette composante k qui a été la cible de l’injection. La mod-
iﬁcation de la variable étant équiprobable sur tout son domaine de déﬁnition, la
probabilité d’occurrence de cette événement vaut exactement :
| Dk | − | pik(V ) |
| Dk |
Cela représente la probabilité de détection d’une injection qui ne modiﬁe qu’une
seule composante de x, sachant que cette composante est la kème composante du
vecteur. On note cette probabilité rk et on introduit le coeﬃcient µk qui représente
la probabilité que la kème composante de x soit modiﬁée. On peut donc en déduire
que R1 vaut :
R1 =
n∑
i=1
P [modification de la ième composante]× ri
=
n∑
i=1
µiri
On note maintenant R2 la probabilité de détection lorsque x˜ est obtenu par
modiﬁcation de deux composantes de x. On note ces deux composantes k et l. En
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utilisant le même raisonnement que précédemment, on obtient que la détection ne
peut avoir lieu que dans l’un des trois cas disjoints suivants :
pik(x˜) /∈ pik(V ) et pil(x˜) ∈ pil(V )
pik(x˜) ∈ pik(V ) et pil(x˜) /∈ pil(V )
pik(x˜) /∈ pik(V ) et pil(x˜) /∈ pil(V )
La probabilité totale d’occurrence de ces trois cas est alors de rk(1− rl) + rl(1−
rk) + rkrl soit rk + rl − rkrl. On peut donc en déduire l’expression de R2 :
R2 =
∑
i
∑
j 6=i
P [modification de la ième composante]
× P [modification de la jème composante sachant la ièmemodifiée]
× (ri + rj − rirj)
De plus, si µi représente la probabilité que la ième composante de x soit modiﬁée,
alors la probabilité que la jème composante de x soit modiﬁée connaissant la ième
composante modiﬁée est de µj(1− µi)−1. On peut donc en déduire que R2 vaut :
R2 =
∑
i
∑
j 6=i
µi
µj
1− µi
(ri + rj − rirj)
Nous voulons maintenant montrer que le taux de détection d’une injection qui
ne modiﬁe qu’une seule variable est toujours inférieur au taux de détection d’une
injection qui modiﬁe deux variables. Pour cela, sachant que
∑
j 6=i µj = 1 − µi et∑
j 6=i µjrj = R1 − µiri, nous exprimons d’abord R2 en fonction de R1 :
R2 =
∑
i
∑
j 6=i
µi
µj
1− µi
(ri + rj − rirj)
=
∑
i
µi
1− µi

∑
j 6=i
µjri + µjrj − µjrirj


=
∑
i
µi
1− µi

∑
j 6=i
µjrj + ri

∑
j 6=i
µj −
∑
j 6=i
µjrj




=
∑
i
µi
1− µi
(R1 − µiri + ri (1− µi −R1 + µiri))
=
∑
i
µi
1− µi
(
R1 − µiri + ri − µiri −R1ri + µir
2
i
)
=
∑
i
µi
1− µi
(ri − µiri) +
∑
i
µi
1− µi
(R1(1− ri) + µiri(ri − 1))
=
∑
i
µiri +
∑
i
µi
1− µi
(R1 − µiri) (1− ri)
= R1 +
∑
i
µi(1− µi)
−1 (R1 − µiri) (1− ri)
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La diﬀérence R2 − R1 peut donc clairement être exprimée par une somme de
termes nuls ou positifs :
R2 −R1 =
∑
i
µi(1− µi)
−1︸ ︷︷ ︸
≥0
(R1 − µiri)︸ ︷︷ ︸
≥0
(1− ri)︸ ︷︷ ︸
≥0
Ceci prouve donc bien que dans le cas 1 le taux de détection d’une injection qui
modiﬁe deux variables est nécessairement supérieur ou égale au taux de détection
d’une injection qui n’en modiﬁe qu’une seule.
A.2 Cas où x˜ ∈ V − V
Nous considérons maintenant le cas 2. Soit x˜k(z) le vecteur obtenu par le rem-
placement de la kième composante de x par la valeur z ∈ Dk. On a donc x˜k(z) =
(x1, . . . , xk−1, z, xk+1, . . . , xn). La probabilité de détection vaut dans ce cas :∫
u∈πk(V )
1x˜k(u)/∈V du
|πk(V )|
On constate que cette probabilité est une fonction du point x considéré. La proba-
bilité de détection dans ce cas notée R⋆1(x1, . . . , xn) = R
⋆
1(x) vaut donc :
R⋆1(x) =
n∑
k=1
µk
| pik(V ) |
∫
u∈πk(V )
1x˜k(u)/∈V du
On constate maintenant que cette probabilité de détection est là aussi dépendante
du point x considéré. Par ailleurs, il est clair que cette déﬁnition reste valable pour
tout point x ∈ V . Pour un point x ∈ V ⊆ V , il est évident qu’il s’agit de la
probabilité de détection d’une injection lorsqu’une seule variable est aﬀectée. Pour
un point x ∈ V − V , il s’agit là encore de la probabilité de détection d’une injection
lorsqu’une seule variable est aﬀectée, mais en partant d’une valuation se situant hors
de la spéciﬁcation du programme.
Cela peut par exemple se produire dans le cas d’une boucle où une injection a
lieu à chaque itération. Lors de la première itération, il est possible que l’injection
amène les variables locales à sortir de la spéciﬁcation du programme. Si une seconde
itération peut avoir lieu, une seconde injection peut maintenir les variable en dehors
des frontières calculées par l’analyse statique. C’est la probabilité d’occurence de cet
évènement que mesure R⋆1 dans ce cas. Rappelons que nous considérons seulement
des exécutions dans lesquelles une seule injection est opérée. Donc, même si nous
ne considérons pas ce cas en pratique, la déﬁnition de R⋆1 permet cependant de le
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x2
x1
y
pi2(V ) = b
pi1(V ) = a
x
V
(a)
x2
x1
y
b− y
x a− x
A3
A4 A2
A1
(b)
capturer. On a donc R⋆1 qui est une densité de probabilité déﬁnie par :
R⋆1 : V → [0, 1]
x 7→ R⋆1(x)
De la même manière que précédemment, nous pouvons aussi considérer la prob-
abilité de détection lorsque x˜ est obtenu par la modiﬁcation de deux composantes
de x. Soient k et l ces deux composantes. On obtient dans ce cas une probabilité de
détection égale à : ∫
u∈πk(V )
∫
v∈πl(V )
1x˜k,l(u,v)dudv
| pik(V ) || pil(V ) |
où x˜k,l(u, v) = (x1, . . . , xk−1, u, xk+1, . . . , xl−1, v, xl+1, . . . , xn). On obtient donc une
probabilité de détection globale notée R⋆2(x1, . . . , xn) = R
⋆
2(x) égale à :
R⋆2(x) =
∑
k
∑
l 6=k
µkµl
(1− µk) | pik(V ) || pil(V ) |
∫
u∈πk(V )
∫
v∈πl(V )
1x˜k,l(u,v)dudv
Là aussi R⋆2 dépend du point x considéré. De manière identique à R
⋆
1, on peut étendre
la déﬁnition de R⋆2 à tout point x ∈ V .
On considère l’exemple illustré par la ﬁgure A.1(a). Dans cet exemple V est
l’hypercube de dimension a× b. Nous allons calculer les valeurs prises par R⋆1 et R
⋆
2
sur cet exemple. On peut découper V en quatre zones distinctes comme illustré par
la ﬁgure A.1(b). Dans chacune de ces zones R⋆1 est constante. Pour autant, R
⋆
1 prend
des valeurs diﬀérentes pour chacune des zones. On a :

∀ u ∈ A1, R
⋆
1(u) = 0
∀ u ∈ A2, R
⋆
1(u) =
µ1
a
x+ µ2
b
0 = µ1x
a
∀ u ∈ A3, R
⋆
1(u) =
µ1
a
0 + µ2
b
y = µ2y
b
∀ u ∈ A4, R
⋆
1(u) =
µ1
a
x+ µ2
b
y = bµ1x+aµ2y
ab
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En ce qui concerne R⋆2, on constate que sa valeur est constante pour tout point
u ∈ V . On a R⋆2(u) = µ1
µ2
1−µ1
1
ab
xy + µ2
µ1
1−µ2
1
ab
xy = xy
ab
. On peut donc constater que
pour la zone A1, on a R⋆1(u) ≤ R
⋆
2(u), alors que pour la zone A2 si µ1 ≥
y
b
(ce
qui est parfaitement possible), on aura R⋆1(u) ≥ R
⋆
2(u). Ce contre-exemple montre
clairement qu’il est inutile de chercher à prouver que ∀ u ∈ V R⋆1(u) ≤ R
⋆
2(u).
On va donc plutôt chercher à montrer que cette inégalité est vraie seulement en
moyenne. Pour cela, on introduit la notation suivante :
F |X =
1
| X |
∫
x∈X
F (x)dx.
On va maintenant calculer R⋆1|V , R
⋆
1|V
, R⋆2|V et R
⋆
2|V
. Comme R⋆2 est une constante
sur V , on a de manière naturelle R⋆2|V = R
⋆
2|V
= xy
ab
. En ce qui concerne R⋆1, on a :
R⋆1|V
=
1
| V |
∫
x∈V
R⋆1(x)dx
=
1
ab
(∫
x∈A1
R⋆1(x)dx+
∫
x∈A2
R⋆1(x)dx+
∫
x∈A3
R⋆1(x)dx+
∫
x∈A4
R⋆1(x)dx
)
= 1
ab
(
| A1 | .0+ | A2 | .
µ1x
a
+ | A3 | .
µ2y
b
+ | A4 | .
bµ1x+aµ2y
ab
)
= 1
ab
(
y(a− x)µ1x
a
+ x(b− y)µ2y
b
+ xy bµ1x+aµ2y
ab
)
= 1
(ab)2
(by(a− x)µ1x+ ax(b− y)µ2y + x
2ybµ1 + xy
2aµ2)
= 1
(ab)2
(abxyµ1 − x
2byµ1 + abxyµ2 − axy
2µ2 + x
2ybµ1 + xy
2aµ2)
= 1
(ab)2
(abxy(µ1 + µ2) + xy(bxµ1 + ayµ2 − bxµ1 − ayµ2))
= 1
(ab)2
abxy = xy
ab
= R⋆2|V
et
R⋆1|V =
1
| V |
∫
x∈V
R⋆1(x)dx
=
1
ab
(∫
x∈A1
R⋆1(x)dx+
∫
x∈A2
R⋆1(x)dx+
∫
x∈A3
R⋆1(x)dx
)
= 1
ab−xy
(
| A1 | .0+ | A2 | .
µ1x
a
+ | A3 | .
µ2y
b
)
= 1
ab−xy
(
y(a− x)µ1x
a
+ x(b− y)µ2y
b
)
= 1
ab(ab−xy)
(abxyµ1 − bx
2yµ1 + abxyµ2 − axy
2µ2)
= 1
ab(ab−xy)
(abxy − xy(bxµ1 + ayµ2))
= xy
ab(ab−xy)
(ab− bxµ1 − ayµ2) .
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On peut donc vériﬁer que R⋆1|V ≤ R
⋆
2|V
:
R⋆1|V −R
⋆
2|V
= xy
ab(ab−xy)
(ab− bxµ1 − ayµ2)−
xy
ab
= xy
ab(ab−xy)
(ab− bxµ1 − ayµ2 − (ab− xy))
= xy
ab(ab−xy)
(xy − bxµ1 − ayµ2)
= xy
ab(ab−xy)
(µ1xy − bxµ1 + µ2xy − µ2ay)
=
xy
ab(ab− xy)︸ ︷︷ ︸
≥0

µ1x︸︷︷︸
≥0
(y − b)︸ ︷︷ ︸
≤0
+ µ2y︸︷︷︸
≥0
(x− a)︸ ︷︷ ︸
≤0


≤ 0.
Nous allons donc prouver ces deux propriétés de manière générale. À savoir que :{
R⋆1|V
= R⋆2|V
= 1− |V |
|V |
R⋆1|V ≤ R
⋆
2|V
Nous commençons par prouver la première propriété. On a :
R⋆1|V
=
1
| V |
∫
x∈V
R⋆1(x)dx
=
1
| V |
∫
x∈V
n∑
k=1
µk
| pik(V ) |
∫
y∈πk(V )
1x˜k(y)/∈V dydx
=
1
| V |
n∑
k=1
µk
| pik(V ) |
∫
x∈V
∫
y∈πk(V )
1x˜k(y)/∈V dydx
=
1
| V |
n∑
k=1
µk
| pik(V ) |
∫
x1∈π1(V )
. . .
∫
xn∈πk(V )
∫
y∈πk(V )
1x˜k(y)/∈V dydxn . . . dx1
=
1
| V |
n∑
k=1
µk
| pik(V ) |
∫
xk∈π1(V )
∫
. . .
∫
Πj 6=kxj∈πj(V )
∫
y∈πk(V )︸ ︷︷ ︸
(x1,...,xk−1,y,xk+1,...,xn)=x˜k(y) décrit V
1x˜k(y)/∈V dydxn . . . dx1dxk
=
1
| V |
n∑
k=1
µk
| pik(V ) |
∫
xk∈πk(V )
∫
x∈V
1x/∈V dxdxk
=
1
| V |
n∑
k=1
µk
| pik(V ) |
∫
xk∈πk(V )
(
| V | − | V |
)
dxk
=
1
| V |
n∑
k=1
µk
| pik(V ) |
| pik(V ) |
(
| V | − | V |
)
=
1
| V |
n∑
k=1
µk
(
| V | − | V |
)
=
1
| V |
(
| V | − | V |
) n∑
k=1
µk
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=
| V | − | V |
| V |
= 1−
| V |
| V |
Par les mêmes transformations, on peut montrer que R⋆2|V = 1 −
|V |
|V |
. Ce qui
prouve la première propriété. Pour prouver la seconde propriété, on commence par
procéder à des transformations algébrique sur R⋆2(x) :
R⋆2(x) =
∑
k
∑
k
µk
(1− µk) | πk(V ) |
∑
l 6=k
µl
| πl(V ) |
∫
u∈πk(V )
∫
v∈πl(V )
1x˜k,l(u,v)
dudv
=
∑
k
∑
k
µk
(1− µk) | πk(V ) |
∫
u∈πk(V )


∑
l 6=k
µl
| πl(V ) |
∫
v∈πl(V )
1x˜k,l(u,v)
dv
︸ ︷︷ ︸
R⋆1(x1,...,xk−1,u,xk+1,...,xn)−
µk
|πk(V )|
∫
v∈πk(V )
1x˜k(v)
dv


du
=
∑
k
∑
k
µk
(1− µk) | πk(V ) |
(∫
u∈πk(V )
R⋆1(x˜k(u))du−
∫
u∈πk(V )
µk
| πk(V ) |
∫
v∈πk(V )
1x˜k(v)
dvdu
)
=
∑
k
∑
k
µk
(1− µk) | πk(V ) |
(∫
u∈πk(V )
R⋆1(x˜k(u))du− | πk(V ) |
µk
| πk(V ) |
∫
v∈πk(V )
1x˜k(v)
dv
)
=
∑
k
∑
k
µk
(1− µk) | πk(V ) |
(∫
u∈πk(V )
R⋆1(x˜k(u))du− µk
∫
u∈πk(V )
1x˜k(u)
du
)
On peut alors calculer la diﬀérence ∆ = R⋆1|V −R
⋆
2|V
:
∆ =
1
| V |
∫
x∈V
R⋆1(x)−R
⋆
2(x)dx
=
1
| V |
∫
x∈V
(
n∑
k=1
µ
| πk(V ) |
∫
y∈πk(V )
1x˜k(y)/∈V
dy −
n∑
k=1
µk
(1− µk) | πk(V ) |
(∫
y∈πk(V )
R⋆1(x˜k(y))µk1x˜k(y)/∈V dy
))
dx
=
1
| V |
∫
x∈V
(
n∑
k=1
µk
(1− µk) | πk(V ) |
∫
y∈πk(V )
(1− µk)1x˜k(y)/∈V −R
⋆
1(x˜k(y)) + µk1x˜k(y)/∈V dy
)
dx
=
1
| V |
∫
x∈V
(
n∑
k=1
µk
(1− µk) | πk(V ) |
∫
y∈πk(V )
(
1x˜k(y)/∈V
−R⋆1(x˜k(y))
)
dy
)
dx
=
1
| V |
n∑
k=1
µk
(1− µk) | πk(V ) |
∫
x∈V
∫
y∈πk(V )
(
1x˜k(y)/∈V
−R⋆1(x˜k(y))
)
dydx
=
1
| V |
n∑
k=1
µk
(1− µk) | πk(V ) |
∫
x∈V
1x∈V
(∫
y∈πk(V )
(
1x˜k(y)/∈V
−R⋆1(x˜k(y))
)
dy
)
dx
≤
1
| V |
n∑
k=1
µk
(1− µk) | πk(V ) |
∫
x∈V
∫
y∈πk(V )
(
1x˜k(y)/∈V
−R⋆1(x˜k(y))
)
dydx
≤
1
| V |
n∑
k=1
µk
(1− µk) | πk(V ) |
∫
. . .
∫
(x1,...,xn)∈Π
k
j=1πj(V )
∫
y∈πk(V )
(
1x˜k(y)/∈V
−R⋆1(x˜k(y))
)
dydxn . . . dx1
≤
1
| V |
n∑
k=1
µk
(1− µk) | πk(V ) |
∫
xk∈πk(V )
∫
. . .
∫
Πj 6=kxj∈πj(V )
∫
y∈πk(V )︸ ︷︷ ︸
(x1,...,xk−1,y,xk+1,...,xn)=x˜k(y) décrit V
(
1x˜k(y)/∈V
−R⋆1(x˜k(y))
)
dydxn . . . dx1
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≤
1
| V |
n∑
k=1
µk
(1− µk) | πk(V ) |
∫
xk∈πk(V )
∫
x∈V
(1x/∈V −R
⋆
1(x)) dxdxk
≤
1
| V |
n∑
k=1
µk
(1− µk) | πk(V ) |
| πk(V ) |
(∫
x∈V
1x/∈V dy −
∫
x∈V
R⋆1(x)dx
)
≤
1
| V |
n∑
k=1
µk
(1− µk)
(
| V | − | V | − | V | R⋆1 |
V
)
≤
1
| V |
n∑
k=1
µk
(1− µk)
(
| V | − | V | −
(
| V | − | V |
))
≤0
Ces résultats prouvent donc que dans le cas 2 le taux de détection d’une injection
qui modiﬁe deux variables est nécessairement supérieur ou égale au taux de détection
d’une injection qui n’en modiﬁe qu’une seule. Au ﬁnal, nous avons donc montré que
pour n et V quelconques, et ce quelque soit le cas dans lequel on se trouve, en
augmentant le nombre de variables modiﬁées de 1 à 2 on augmente également le
taux de détection.
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