Abstract. We prove that almost every real quadratic map is either regular or Collet-Eckmann. This implies exponential rates of mixing of the last renormalization of the map. We also show that the recurrence of the critical orbit is polynomial in a full measure set. It follows from a result of Baladi and Viana that almost every quadratic map is stochastically stable in the strong sense. Combined with methods from Avila, Lyubich and de Melo, similar results can be shown for non trivial analytic families of unimodal maps.
Introduction
Here we consider the quadratic family, f a = a − x 2 , where −1/4 ≤ a ≤ 2 is the parameter, and we consider its dynamics in the invariant interval.
The quadratic family has been one of the most studied dynamical systems in the last decades. It is one of the most basic examples and exhibits a very rich behavior. It was also studied by means of many different techniques.
One aspect of its rich behavior was shown in the work of Jakobson [J] , where it was shown that for a positive measure of parameters the behavior is stochastic, more precisely, there is an absolutely continuous invariant measure with positive Lyapunov exponent. On the other hand, it was later shown by Lyubich [L2] and Graczyc-Swiatek [GS] that regular parameters (with a periodic hyperbolic atractor) are (open and) dense.
The parameters obtained by Jakobson's method satisfy the ColletEckmann condition, that is, the critical value has positive Lyapunov exponent, lim inf ln|Df n (f (0))| n > 0. A related but different approach in [BC1] specifically focused in this property. After these initial works, many others studied such parameters (sometimes with extra assumptions), obtaining refined information of the dynamics of such a map, particularly information about decay of correlations (Keller and Nowicki in [KN] and Young in [Y2] ), and stochastic stability (Baladi and Viana in [BV] ). Those results also generalized to more general families and sometimes to higher dimensions, for the Henon maps [BC2] .
All those results applied to a class of maps that was known to be positive measure. It was known, however that many different (sometimes wild) behavior coexisted ( [Jo] and [HK] ).
In a big project in the last decade, Lyubich [L3] together with Martens and Nowicki [MN] showed that almost all parameters which were not infinitely renormalizable were either regular or stochastic. Later on Lyubich in [L4] and [L5] showed that infinitely renormalizable parameters have measure 0, thus concluding the regular or stochastic duality. Subsequently, in the work of Avila, Lyubich and de Melo [ALM] , this was extended to more general analytic families of unimodal maps.
In this work we show that in fact almost every parameter is either regular or Collet-Eckmann. The class of non regular maps that we obtain has in fact many other nice properties, in particular enough to conclude the results on exponential decay of correlations (which can be used to prove Central Limit and Large Deviation theorems) and stochastic stability in the sense of L 1 convergence of the densities. Many other properties also follow, like existance of a spectral gap in [HK] and the recent results on almost sure (stretched exponential) rates of convergence to equilibrium in [BaBeM] .
This result for the quadratic family is the main tool (together with methods of [ALM] ) used in [AM] . All the results of this paper are shown to be valid for non trivial real analytic families of unimodal maps (with negative Schwarzian derivative and quadratic critical point). This a rather general set of families, as trivial families form a set of infinite codimension.
In the last decade Palis [Pa] described a general program for dynamical systems in any dimension. He conjectured that a typical dynamical system has a finite number of atractors described by SRB measures which are stochastically stable and whose basins have full Lebesgue measure. Typical was to be interpreted in the sense of full measure in generic families. This work gives a strong suggestion that this conjecture holds for unimodal maps, by concluding the existance of a unique stochastically stable SRB measure for almost every parameter in very general analytic families.
In [AM] we prove a version of Palis conjecture in this setting. There is a residual set of k-parameters C 2 families of C 3 unimodal maps with negative Schwarzian derivative such that almost every parameter is either hyperbolic or Collet-Eckmann with subexponential bounds for the recurrence of the critical point. This paper has two main parts. In the first we refine some results of [L3] . This involves mainly a complexification procedure and the description of the combinatorics in terms of the principal nest.
In the second we successively restrict our set of parameters getting better control of the dynamics in the phase space, and then using the first part we conclude that the set of parameters remain full measure. In the end we obtain the two main theorems which give nice properties for the orbit of the critical value (positive Lyapunov exponent and slow recurrence).
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The phase-parameter relation
We will consider quadratic maps. When talking about the phase space of a quadratic map, the objects considered depend on the map, but we do not show this dependence in the notation.
We suppose our maps are at most finitely renormalizable. Let I 1 be some nice interval of the principal nest of the last renormalization of f . Let I j n be the domains of first return to I n , I n+1 = I 0 n be the central domain and R n : I n → I n be the first return map. Let s n such that R n+1 | I n+2 = R sn n | I n+2 . We suppose that s n > 1 for all n (no central returns). This is a total probability condition.
Let v n such that R n | I n+1 = f vn . DefineĨ n+1 as the connected component of 0 in f −vn (I n−1 ). It is known that f vn |Ĩ n+1 is a composition of f with a diffeomorphism.
We noticeĨ n+1 ⊂ I n and in factĨ n+1 ∩I j n = ∅ if and only ifĨ n+1 ⊃ I j n . Let J n be the set of parameters with the same combinatorics up to level n, that is, g ∈ J n if and only if R n has the same combinatorics for f and for g.
Let d denote a finite sequence of non zero integers, and σ + the action of removing the last entry, σ − the removing of the first entry and |d| the length of d.
. We have d = s n − 1, which is at least 1 by the non central returns condition.
n be anagolously defined in the parameter space. We will denote the complexifications of I as U, of C as Γ and of J as Λ. For a thorough description of those complex objects, see [L3] .
Let K n g be the boundary of the union of C d n . LetK n g be the boundary of the union of I j n minusĨ n+1 . Let g ∈ J n . Define the holonomy map H n g : K n g → J n such that it extends to an homeomorphism of
We suppose the geometric (complex) parameters for I 1 are already very big.
2.1. Holomorphic motions and holonomy maps. If H is a holomorphic motion of a disk U (U = U λ 0 ) for some λ 0 ) over a domain Λ (λ 0 ∈ Λ) and φ is a holomorphic map from Λ to C such that the association from Λ to U which takes λ to the intersection of the leaf through (λ, φ(λ)) with {λ 0 } × U is a bijection, we define the holonomy map from U to Λ as the inverse of this correspondence. This holonomy map is a homeomorphism locally quasiconformal with dilatation bounded by the hyperbolic distance between λ and λ 0 . LetŨ be a quasidisk slightly smaller than U, whose boundary is contained in the neighborhood andΛ be its image by the holonomy map. The winding number of φ|Λ around any leaf throughŨ is 1.
We will need to consider the holomorphic motion H n of U n , U d n ,Ũ n and Γ d n over Λ n . We will consider an extension which we still denote H n to a holomorphic motion of C. Lemma 2.2. H n induces a holonomy map from U n to Λ n .
Proof. See [L3] .
Given a holomorphic motion of some set X ⊂ U n , such that ∂U n ⊂ X, over Λ n which agrees with H n on ∂U n , we define the associated holonomy map from X to Λ n by taking z to the unique map
2.2. The phase-parameter estimates.
Lemma 2.3. There exists a non trivial ring of big moduli (goes to ∞ with n) inside U n − U j n that does not intersect U n+1 . Proof. By [L2] , the moduli of U n − U j n and of U n − U n+1 are big, so U j n and U n+1 have small hyperbolic diameter in U n . There are two possibilities.
Suppose that the hyperbolic distance between U j n and U n+1 is much less than 1. In this case, consider the disc D of smallest hyperbolic diameter containing U j n and U n+1 . The ring is then U n − D. Suppose that the hyperbolic distance between U j n and U n+1 is comparable to 1. In this case, just take the disk D of biggest hyperbolic diameter centered at a point of U j n which does not intersect U n+1 . The ring is then D − U j n .
Lemma 2.4. The moduli of Λ n − Λ j n goes to ∞ as n grows. Proof. Fix some map f 0 ∈ Λ n . Then there exists a non trivial ring R of big moduli inside U n − U j n that does not intersect U n+1 . Consider H = H n−1 as a holomorphic motion based on f 0 . We may then define a holomorphic motion h over Λ n of U n − U n+1 by defining R
n−1 (z), whenever z ∈ U n − U n+1 and furthermore h = H on ∂U n . The dilatation of h is bounded by that of H over Λ n and is small, since Λ n−1 − Λ n is big by [L3] .
The associated holonomy map to h takes U n − U n+1 to Λ n − Λ n+1 and ∂U j n to ∂Λ j n . This holonomy map has dilatation bounded by that of h and so the image of the ring R has big moduli.
In what follows we fix a map and estimate the relation between phase and parameter (at level n) of maps in the principal parapuzzle nest J n of f .
extends to a 1+ǫ-qs homeomorphism of the real line, ǫ converges to 0 as n goes to ∞.
Proof. Let g ∈ J j n . Consider the motion H n and the associated holonomy map.
By a previous lemma, Λ j n is well inside Λ n . Consider the domain Z which splits the ring Λ n − Λ j n into two rings of the same moduli as half of Λ n − Λ j n . It follows that the inverse of the holonomy map is quasiconformal with small dilatation in Z.
Remark 2.1. In the same way it is easy to prove that the holonomy map between the phases of two maps g 1 and g 2 in the same J j n (that is, the correspondence between K n g 1 and K n g 2 ) is 1 + ǫ-qs, and ǫ goes to 0 with n. Lemma 2.6. H n g |K n g extends to a 1 + ǫ-qs homeomorphism of the real line, ǫ converges to 0 as n goes to ∞.
are part of the dynamical data of H n−1 . We will consider first the associated holonomy map to
Denote by Z ⊂ Λ n−1 the set of parameters such that R n−1 (0) ∈ E, that is, the image of E by the holonomy map. We claim that Z − Λ n has big moduli. Notice first that E ⊂ U j n−1 for some j, since |d| ≥ 1. So Z is inside some Λ j n−1 and so the inverse of the holonomy map is quasiconformal with small dilatation restricted to Z and then the moduli of Z − Λ n is of the same order as that of E −F . Finally, since E −F is holomorphically mapped by some iterate of R n−1 to U n−1 − U n , its moduli is big.
We proceed with the same conclusion as the previous proof. Consider H = H n−1 and define a holomorphic motion h over Z of
n−1 (z), whenever z ∈ U n −Ũ n+1 and furthermore h = H on ∂U n . We notice that h| ∂U j n = H n | ∂U j n over Λ n whenever U j n is not contained inŨ n+1 . We extend h to a holomorphic motion of C such that furthermore h = H n−1 in U n−1 −U n .
Consider the motion ofŨ n+1 over Λ n . This is part of the dynamical data preserved by h, so we conclude that it has a natural continuation to Z, which we still denoteŨ n+1 . We have that R sn n−1 |Ũ n+1 is a double covering over U n−1 .
Claim 2.7. R sn n−1 (0) and h induce a holonomy map from U n−1 to Z.
Proof. First consider the holomorphic motionh of E over Λ n−1 given by
Since this extends to a holomorphic motion which agrees with H out of E, we conclude using lemma 2.1 that R n−1 (0) together with h λ induces a holonomy map from E to Z. Therefore, R sn n−1 (0) together with the motion H induces a holonomy map from U n−1 to Z given by the previous one composed with (R sn−1 n−1 | E ) −1 . We may now apply lemma 2.1 to conclude.
We may then consider the holonomy map from U n−1 to Z. The inverse of the holonomy map from Z to U n−1 restricted to a disk whose boundary splits in half Z −Λ n is then a quasiconformal map with small dilatation.
Lemma 2.8.
> t n−2 where t n satisfies the folowing recurrence relation t n+2 = t s n+1 /8 n and t 1 > 1, t 2 > 1.
Proof. We concluded that the moduli of E − F is that of U n−1 − U n . Since R n |Ũ n+1 −U n+1 is a double covering over E − F , the moduli of U n+1 −U n+1 is half of that of U n−1 −U n . On the other hand, R n | Un−Ũ n+1 is a double covering over U n −E, since E ⊂ U j n−1 for some j. We proceed to estimate those rings.
Denote
The preimage by R n | U n+1 is either a ring or two rings, and in both case at least one of the components of the preimage of T is a nontrivial ring around U n − Γ d n . Denoting this component by T 1 , we notice that R n | T 1 is either a diffeomorphism or a double covering over T , so
So we concluded that f n+1 ≥ 1/4e n . We can estimate e n+1 by taking j = 0 in the above formula, but we can improve the estimate
Then e n+2 ≥ 1/2(e n+1 + (s n+1 − 1)f n+1 ) ≥ 1/2s n+1 f n+1 ≥ 1/8s n+1 e n . By the considerations above, mod(U n −Ũ n+1 ) ≥ f n−1 ≥ 1/4e n−2 and mod(Ũ n+1 − U n+1 ) ≥ e n−1 ≥ 1/4e n−2 .
We can estimate the ratios in the lemma by an exponential on the moduli computed above. This gives the desired estimate.
2.3. The summability argument. Our usual procedure consists in picking a class of maps which we show is full measure and then choosing a map in this class we describe what happens for the generalized renormalization scheme, getting information that a subset of the previous class is still full measure.
We describe here our usual argument (a variation of Borel-Cantelli lemma). Suppose almost every map belong to some set X. Let Q n be a property that a map has related to the n-th generalized renormalization level. Suppose we prove that if f ∈ X then the probability that a map in J n (f ) has the property Q n is bounded by q n (f ) which is summable for all f ∈ X. The q n (f ) are measurable (which is clear since it only depends on J n ), so k≥n q k (f ) decreases to 0 almost everywhere. Then almost every map does not satisfy Q n for n big. To see this, fix δ small and let Y n be the set of maps such that k≥n q k (f ) < δ. Let Z n ⊂ Y n be the set of points which are 1 − δ density points of Y n in J m , for all m ≥ n. These sets converge to a total measure set with n.
Let T m be the union of J m which intersect Z n . Let K m ⊂ T m be the set of points which satisfy Q m . Of course
where we used that q m are constant in each J m . And of course m≥n Yn
This shows that m≥n |K m | < 1 1−δ δ|Y n |, so almost every point in Z n belong to finitely many K m .
Sometimes we also use this argument in properties which depends only on J j n , and the argument goes in the same way. Lemma 2.9. With total probability, s n > 9 for n big, so t n grows superexponentially.
Proof. By the phase-parameter estimate and the linear growth of moduli in the phase space of [L2] (see also [L1] ), the probability that s n ≤ 9 is exponentially small, so summable.
A much better estimate can be obtained though, using the methods we will develop. Using the above lemmas we can prove all the results of the next section. After those are obtained we may give the following precise estimate. Definition 2.1. Let T (2, 1) = 2, T (2, n + 1) = 2 T (2,n) . We say that f : N → R grows torrentially if ∃c, n 0 ∈ N such that n ≥ n 0 =⇒ T (2, n − c) ≤ f (n) ≤ T (2, n + c).
Lemma 2.10. s n grows torrentially almost everywhere.
Proof. It follows from corollary 3.6 and lemma 3.2 that with total probability, 4
for n large enough. So, for n large enough, T (2, n − a) 2 < c −1
1/2 . This together with lemma 3.2 gives the result.
Statistics of the principal nest
Let c n =
and c n,j = sup{c n (g)|g ∈ J j n },c n,j = sup{c n (g)|g ∈ J j n }. Let p k (X|I) where I is an interval and X ⊂ I be the supremum of |h(X)| |h(I)| over all h that are k-qs. This is called the k-capacity.
Remark 3.1. From the remark 2.1 it follows that sup j ln c n,j lnc n,j converges to 1 for almost every f .
Lemma 3.1. With total probability, R n (0) is 2 −n |I n | away from 0 and the boundary of I n for all n large enough. In particular
Proof. This is a simple consequence of lemma 2.6, using that 2 −n/λ is summable, for all λ > 0.
From now on we suppose that f satisfies the conditions of the above lemma. n . We may then transfer the result to the parameter using a 1 + ǫ-qs homeomorphism in each J j n window, using the fact that c ǫ/2 n is summable.
Note that here we used lemma 2.5 but not lemma 2.6. Remark 3.2. Each branch of R n is the composition of the restriction of x 2 to some interval with (expanding) maps with distortion at least 1 + 2 −n , that is R n | In = ψ 1 • φ • ψ 2 where ψ = x 2 and ψ 1 , ψ 2 have distortion bounded by 1 + 2 −n . For non central branches, with total probability, we may suppose that ψ 2 (I j n ) = [a, 1] with a ≥ 2 −n . In particular, if the restriction of some branch of R n to an interval I has distortion at most k, if we divide I in 2km equal subintervals, m < 2 n−3 then the distortion of the branch restricted to any of the subintervals is at most 1 + 1/m. Remark 3.3. In the intermediate step of the construction of R n+1 we considerR n such thatR n | C
Indeed, if we eliminate an δ 1/2 |I n+1 | neighborhood V of 0 (that has 2 n+1 n -capacity less than 2δ 2/9 in I n+1 ) the distortion of R n | I n+1 −V is bounded by δ −1/2 , so the k n+2 n+1
-capacity of (R n | I n+1 −V ) −1 (X) is bounded by δ 1/3 , which proves our result. 
Proof. Denote by
Transferring the result to the parameter we see that the critical point will never be in a . The first is torrencially small, since it extends to a diffeomorphism onto I n+1 . The second is the composition of f |
with a map which admits an extension onto I n . This can be bounded by 2 n (f is a quadratic map with critical point at distance 2 −n |I j n+1 of I j n+1 ) times a term torrencially small. If x ∈ I n , let t n (x) such that R n (x) = f tn (x).
Lemma 3.4. With total probability, for n large enough, if k ≥ c
Proof. By hyperbolicity of f | I−I n+1 , for fixed n 0 there is α n 0 such that
and we will show that K n < c −1 n−1 for n large enough.
Recall that v r = t r (0). We may suppose that v n 0 ≤ K n 0 , since we can choose K n 0 as big as we want.
We define
n−1 , for n large enough, with total probability.
We remark that if p 2 (t n ≥ kc
n−1 } then, with probability at least 1 − c n , v n+1 < 2c
and the probability that each of the s n branches has total time less than max{K n c −4
n K n+1 . So, with total probability, for n large enough, v n < c
n−1 for n large enough and c n is summable. Let us remark that this implies that with total probability, for n large enough, c n ≥ |I n+1 | ≥ 4 −c −4 n−1 . We have t n+1 (x) = v n +t 1 + ... +t m , where thet i are the times of branches of T n that are composed to create the branch of T n+1 of x. Suppose k ≥ K n+1 and also that k ≥ c −1 n . We have two cases. The first is that m ≥ -capacity at most
The second case is that m ≤ n . Since the average value of r i is at least 2K n , we can find a subsequence r j l > K n , 1 ≤ l ≤ s and with sum at least
n (just consider the subsequence of all r i > K n ).
The number of possibilities of choosing r i , 1 ≤ i ≤ m with sum
So the 2 n+2 n+1
-capacity of having the sum oft i greater than
Notice that K n+r = K 4 r n < c
n+r−1 for r large enough whith total probability, which gives our result.
Note that here we used both lemmas 2.5 and 2.6.
Corollary 3.5. For all small ǫ and with total probability, for all n sufficiently large we have:
Proof. Let t n+1 = v n +t 1 + ... +t m , as before.
We have t n+1 ≥ m, and by the proof of a previous lemma
n . On the other hand, by the proof of the same lemma, Proof. We have that v n+1 = v n + t 1 + ... + t sn ≥ s n ≥ c −1+ǫ n , and v n + t 1 + ... + t sn < c
, with total probability. Indeed, the probability that some t i > c −ǫ/2 n is less than
Let Q be a property of the noncentral branches of R n .
n , |d| = m and there exist a subsequence in d of length k of branches satisfying property Q|x ∈ I n ).
Define P n = 2 n p 2 (x ∈ I j n and the branch satisfies property Q|x ∈ I n ). Lemma 3.7. P n (m, k) ≤ m k P k n , for n large enough. Proof. We have the following recursive estimates for P n (m, k):
satisfies the property Q. By the estimate 2 n on the distortion of all branches of iterates of T n , we get our result.
Theorem 3.8. Almost every quadratic map is CE or hyperbolic.
Proof. Fix n 0 large enough. We define
We say that for r ≥ 0, an interval I j n 0 +r is good if
We will prove that p n+1
n−1 for n ≥ n 0 . For n = n 0 , this probability is 1. . Then this probability is at most
Analogously, the n+1 n
(1 + ǫ)-capacity that more than 6 · 2 n e −c −ǫ/2 n−1 k values of i between 1 and k have t
The probability of m ≥ c n−1 k of the j i , 1 ≤ i ≤ k are not good is as before at most
Consider now the set of branches I Proof. First let's estimate the time t of such a branch. t = v n + t i , where we write t i for t j i n . We have v n < c −4 n−1 and
Let G n be the set of j such that I j n is good. Now
n−1 mc
This implies
proving our claim, since, as the distance of the branch from 0 is at least c 1/3 n |I n |, the derivative of R n at it is bigger than 1 (recall that we assume also R n (0) is 2 −n |I n | away from the boundary of I n ).
The n+2 n+1
(1 + ǫ)-capacity of (x ∈ I j n+1 , I j n+1 not very good |x ∈ I n ) is at most c 1/9 n , by the same estimates. We call an interval C (1 + ǫ)-capacity of (x ∈ C (1 + ǫ)-capacity of (x ∈ C Now, with total probability, for n large enough, R n+1 (0) belongs to a cool branch, and |R n+2 (0)| > c 1/3 n+1 |I n+2 |, which implies that f is Collet-Eckmann with Lyapunov exponent of the critical value at least λ/2. Proof. With total probability we have s n 0 > c , and we will consider the iterates R i n (0), 1 ≤ i ≤ s n − 1. We have with total probability that |R n (0)| ≥ 2 −n |I n | > c 
