1, 2, 3), where ,ai is the mean of distribution i. It is easily seen from the relations among the hypotheses that if any one of them is false, at least one other must be false. Thus there cannot be one false and two true hypotheses among these three. If we are testing all hypotheses of pairwise equality with more than three distributions, there are many such constraints. As another example, consider the hypotheses of independence of rows and columns of all 2 x 2 subtables of a K x L contingency table. It is shown that if one such hypothesis is false, then at least (K -1)(L -1) must be false. When there are logical implications among the hypotheses and alternatives, as in the preceding examples, Holm's SRB procedure can be improved to obtain a further increase in power. This article considers methods for achieving such improvement. One way of modifying the SRB method is as follows: Given that j -1 hypotheses have been rejected, the denominator of a', instead of being set at n -j + 1 for the next test as in the SRB procedure, can be set at tj, where tj equals the maximum number of hypotheses that could be true, given that at least j -1 hypotheses are false. Obviously, t, is never greater than n -j + 1, and for some values of j it may be strictly smaller, as for j = 2 in the first example. Then this modified sequentially rejective Bonferroni (MSRB) procedure will'never be less powerful (and typically will be more powerful) than the SRB procedure while (as is proved in the article) main-
INTRODUCTION
Suppose that n hypotheses Hl, H2, . . ., Hn with associated test statistics T1, T2, . . . , Tn are to be tested by a procedure with an experimentwise significance level smaller than or equal to some specified value a, where the experimentwise significance level is defined as the supremum (over all joint distributions F of the Ti that are possible under the assumed model) of the probability of rejecting one or more true hypotheses. A commonly used procedure satisfying this condition is the Bonferroni (B) procedure, based on the simple Bonferroni inequality. The B procedure consists of rejecting Hi, for any i, if and only if the significance probability of Ti-that is, PrH,(Ti ? ti)-is < aln, where ti is the observed value of Ti and the Ti are defined so that large values lead to rejection. Holm (1977 Holm ( , 1979 It will be assumed that no hypothesis in the set is equivalent to the intersection of any of the others-that is, the hypotheses are minimal (Gabriel 1969 A procedure 3 will be called uniformly more powerful than another procedure 6* for testing a specific set S of hypotheses if the probability of rejecting each false hypothesis in S under 3 is greater than or equal to the probability of rejecting it under 3*, for all joint distributions of the T, that are possible under the assumed model, with strict inequality for at least one false hypothesis in S under some distribution. The SRB procedure is obviously uniformly more powerful than the B procedure for H1, H2, . . . , H, and their intersections; in fact it has the stronger property of always rejecting hypotheses that are rejected under B and sometimes rejecting additional ones.
Let I = {il, i2, . . , iJ} be the set of indexes of the hypotheses that are true in any particular application. In Holm's terminology, the situation is one of "free combinations" if the set {H,: i E I} can be any subset of the n hypotheses. If these conditions are not satisfied, Holm's procedure remains valid, but it is possible to improve it to obtain a further increase in power. The purpose of this article is to show how the improvement can be achieved and to illustrate its extent in a number of different applications.
A MODIFIED SEQUENTIALLY REJECTIVE BONFERRONI PROCEDURE
The SRB procedure described in Section 1 can be modified in the following way: At stage j, instead of rejecting where t, equals the maximum number of possibly true hypotheses, given that at least j -1 hypotheses are false. When there are relationships of logical implication among the hypotheses, usually the number m of true hypotheses cannot take on certain values between 0 and n, since the falsity of j -1 hypotheses implies the falsity of some additional hypotheses for some values of j, as will be illustrated in Section 3. For those values of j, t, will be strictly less than n -j + 1, and since t, is obviously never greater than n -j + 1, the modified SRB (MSRB) procedure will be at least as powerful as the SRB procedure, and in most applications with restricted combinations it will be uniformly more powerful.
Given some specific application, let A = {a,: i = 1, . r} be the set of possible numbers of true hypotheses, 0 < a1 < a2 < < ar c n, and let J be the associated The family may or may not restrict the distributions to some specified form, such as normal; the function may be real-valued, such as the mean or variance, or, at the other extreme, f(G) may equal G. Given any set of distributions, they will be said to be homogeneous or different according to whether or not their values of f are equal. The possible numbers of true hypotheses can be determined from the properties of equivalence relationships, as illustrated in Table 1 for k = 4, in which case the number of hypotheses n = 6. By considering all possible configurations of true and false hypotheses, as in Table 1 , we see, for example, that all six hypotheses may be true, but that if any hypothesis is false, at least three must be false, since if any two distributions differ, at least one of these must differ from the remaining ones. As shown, it is also possible to have 2, 1, or 0 true hypotheses, so A = {O, 1, 2, 3, 6} in this case. The possible numbers of true hypotheses, and thus the values of t1, for 3 ? k -10 are given in Table 2 
Comparisons Between Several Sets of Distributions
Given the same situation as in the application in Section 3.2, consider the 1j.i<j,Pkjkj pairwise equality hypotheses fi(Gij) = fj'(G'j1j), i < i'. A compromise procedure, possibly applicable also in other situations, would be to set tj = t2 for all 2 c j c n -t2 + 1, and to use the SRB values for all stages j > n -t2 + 1. This approach could also be combined effectively with the modified procedure described in Section 4.1.
MODIFICATIONS AND GENERALIZATIONS OF THE MSRB PROCEDURE

A Modified MSRB Procedure Following Initial Rejection of a More Comprehensive Hypothesis
Often the n hypotheses are not tested separately unless a more comprehensive hypothesis has initially been rejected at significance level a, where such rejection implies that at least some number r of the n hypotheses (but not which ones) are false, r = 1, 2, . . ., n -1. It follows directly from the proof in Section 2 that a further improvement in the MSRB is then possible; the critical values a/ tj for testing H(1), H(2), . . ., H(r) can be replaced by a/ t(n-r) without increasing the overall significance level above a. A typical opportunity to apply this modified procedure would arise in the use of a sequentially rejective procedure in the application in Section 3.1 following rejection of the hypothesis f(G1) = f(G2) --f(Gk) by a composite test based on a statistic other than Y(l) (e.g., rejection of equality of means with an F test in analysis of variance).
In the first stage of the MSRB following rejection of this composite hypothesis, aln would be replaced by a/t2. For an application of this idea in a somewhat different context, see .
A Modified MSRB Procedure Taking Into Account the Particular Hypotheses Rejected
The power of the MSRB procedure can be increased, at the cost of greater complexity, by substituting for a/t, at stage j the value a/lt,*, where t,* is the maximum number of hypotheses that could be true, given that the specific hypotheses H(l), H(2), . . ., H(, l) As an illustration, consider the application in Section 3.2 with p = 2 and k, = k2 = 4. By referring to Table 1 , we see that if the two hypotheses f1(G11) = f1(G14) and f1(G11) = f1(G13) are false, the number of possibly true hypotheses is 9; if the two hypotheses fl(Gll) = fl(G14) and f2(G21) = f2(G24) are false, the number of possibly true hypotheses is 6 (see also Sec. 5, Illustration 2).
ILLUSTRATIONS
When the number of hypotheses is large, the analysis of relationships among them may be complicated. In many situations that arise in practice, however, the number of hypotheses is small and their logical interrelations are transparent. In such cases, the MSRB procedure and its extensions can be easily applied. Illustration 1 is an example of this kind. In Illustration 2, the MSRB is compared with a more familiar approach to the problem described in Section 3.2. 
Illustration 1. Information was available on the proportions of (i) passes, (ii) failures, and (iii) incompletes or
3}.
Since the sum of the three observations for each class equals 1, it follows that if any of the three hypotheses is false, at most one can be true. Thus the following MSRB methods may be considered. Illustration 2. Assume a 2 x 3 balanced factorial design to be analyzed by a fixed-effects analysis of variance. As pointed out in Section 3.2, if the test for interaction is significant, it is often recommended that the effects of any factor of interest be examined separately within each level of the other factor. Suppose the interaction is significant, and assume that we are interested in all pairwise contrasts among the three levels of factor B for each of the two levels of factor A. Letting ui, be the mean of the cell for level i of factor A and j of factor B, the six hypotheses to be tested are {Hik): 1ij -1ik = 0; i = 1, 2; j < k = 1, 2, 3}.
Assume that we want the experimentwise significance level to be a. A typical way of accomplishing this aim is to use a multiple range test for each value of i, with significance level a/2 for each. More specifically, given the value of i, the three means are ordered, and the difference between the largest and smallest is considered significant (i.e., the corresponding hypothesis is rejected) if the difference, divided by its estimated standard deviation based on the within-groups mean square, is greater than the a/ 2 critical value of the studentized range distribution for three means. If the difference is significant, the tests of the remaining two differences are based on the studentized range of two means, with the levels depending on the particular multiple range procedure adopted. The optimal levels, consistent with a maximum Type I error probability of a/2, are a/2 for each of the remaining two differences (see, e.g., Lehmann and Shaffer 1979) .
To use the MSRB, note that the significance of the interaction implies that the six hypotheses are not all true. It is then easily seen intuitively by the kind of argument in Section 3.1, and formally from the results of Section 3.2, that at most four of them are true. Thus, ordering the hypotheses as in Section 1, and using the modification of the MSRB discussed in Section 4.1, hypothesis H(M) would be rejected if the difference between the corresponding means were larger than the a/4 critical value of the studentized range of two means. Given a rejection, H(2) would also be tested at a/4. Making use of the modification in Section 4.2, H(3) would be tested at a/4 or a/2, depending on whether H(l) and H(2) referred to the same or different values of i, respectively. At each subsequent stage, the appropriate level for the test would be easily determined.
If the degrees of freedom for error are large, the multiple range and MSRB approaches can be compared by examining critical values of ranges of standard normal random variables. The first test, for example, would be based approximately on the a/2 critical value of the range of three means for the multiple range procedure and the a/4 critical value of the range of two means for the MSRB procedure. For a = .05, the respective values are 3.68 and 3.53. In other words, the probability of finding at least one significant pairwise difference is greater with the modified MSRB procedure than with the range procedure. Some further comparisons are possible by direct consideration of critical values required by the two procedures. For instance, the probability of finding at least one significant difference within each level of i is greater with the modified MSRB than with the multiple range procedure, as is the probability of rejecting all of the hypotheses. Further consideration of the procedures suggests, as a rough approximation, that the multiple range procedure is more powerful when the false hypotheses are all within a single level of factor A, whereas the MSRB procedure has the advantage when true mean differences occur within both levels.
DISCUSSION
Note that the improvements in multiple test procedures discussed in this article are based on logical analysis of the relationships among the hypotheses and are independent of the particular test statistics used, except for knowledge of their respective marginal distributions. As in the usual use of the Bonferroni inequality, the methods are, therefore, highly flexible and easily used in nonstandard situations. Other approaches to multiple testing use more powerful methods based on the joint distribution of the test statistics, ranging from the use of improved Bonferroni inequalities that are based on some properties of the joint distribution of subsets of the test statistics (e.g., Worsley 1982) , to the full use of the joint distribution, as, for example, when the test statistics are independent or in the comparison of means of normal distributions with equal variance. In many circumstances it may be feasible to combine logical and distributional considerations to obtain multiple testing methods better than those obtainable using either type alone; these would be modifications of the more general class of sequentially rejective methods considered by Holm (1977) .
APPENDIX: PROOF OF (3.7)
The proof will be carried out in the contingency table framework. To apply it to factorial designs, substitute means for ex- 
