Abstract. In max-plus based algorithms for curse-of-dimensionality-free solution of Hamilton-Jacobi-Bellman partial differential equations, and in sensor tasking algorithms, one is faced with a certain computational-complexity growth that must be attenuated. At each step of these algorithms, the solutions are represented as max-plus (or min-plus) sums of simple functions. Our problem is: Given an approximate solution representation as a max-plus sum of M functions, find the best approximation as a max-plus sum of N functions (with N < M ). The main result of the paper is that for certain classes of problems, the optimal reduced-complexity representation is comprised of a subset of the original set of functions.
Introduction
In the development of computationally efficient algorithms for curse-of-dimensionality-free solution of HJB PDEs (Hamilton-Jacobi-Bellman partial differential equations) [1] , [2] , [9] , [12] , [14] , [15] , and sensor tasking algorithms for battlefield preparation [18] , [19] , one is faced with a certain computational-complexity growth that must be attenuated. In particular, at each step of these algorithms, the solutions are represented as max-plus (or min-plus) sums of simple functions.
These algorithms can be revolutionarily fast [9] , [10] , [12] , [13] . However, the number of functions in the representation grows extremely rapidly with each step of the algorithm. The key to computational efficiency with these methods is through attenuation of this complexity growth. At each step of the algorithm, one would like to find a reduced-complexity representation of the solution. That is, one would like a max-plus sum of a smaller set of elements as the solution approximation.
Our problem becomes: Given an approximate solution representation as a maxplus sum of M functions, find the best approximation as a max-plus sum of N functions (with N < M ). The main result of the paper is that for certain classes of problems, the optimal reduced-complexity representation is comprised of a subset of the original set of functions; pruning yields the optimal solution. This follows from the above nature of the problem, the fact that we are searching over max-plus combinations from below, and from using a measure of value which is convex in a certain sense. In particular, weighted L 1 norms fall into the correct category of such measures of value.
General Problem
Let us describe the general problem class. Suppose one has a representation for a function as One is looking for
approximates f (x) from below. Throughout the paper, we will let
To set this in context, we recall that certain spaces are max-plus vector spaces (also referred to as moduloids or idempotent semimodules) [3] , [5] , [6] , [7] , [8] , [9] , and we will be specifically concerned with those that have countable max-plus bases [9] . For example, the space of convex functions mapping IR n into IR − . = IR ∪ {−∞} is a max-plus vector space, and the linear functionals with rational coefficients form a countable basis for it. Another example space is as follows. Let D n be the set of n × n symmetric, positive or negative definite matrices. We say φ is uniformly semiconvex with (symmetric, definite matrix) constant β ∈ D n if φ(x) + 1 2 x ′ βx is convex over IR n . Let S β = S β (IR n ) be the set of functions mapping IR n into IR − which are uniformly semiconvex with (symmetric, definite matrix) constant β. Then S β is a max-plus vector space. Suppose C ∈ D n with C + β < 0 (i.e., C + β being negative definite), Then the set of
with rational x i form a countable max-plus basis for S β [6] , [9] . Further, in this example, the t m and a i above might have the general form c k ⊗ b k (x) = c k + b k (x). In particular, one might view f as a truncated max-plus basis expansion, and g as another maxplus basis approximation, but with fewer elements. Note that it is not necessarily the case that a set of N elements from a basis expansion form the best set of N functions from that class, according to a given measure of closeness.
We recall that these max-plus basis expansions may be obtained from semiconvex duality. In particular, in the case of S β , for any φ ∈ S β [9] ,
where
Note that for any K < ∞,
for all x ∈ IR n . Alternatively, if for some K < ∞, there was an x ∈ IR n and ε > 0 such that
+ ε, then this error could never be corrected, and the inequality would hold for all larger values of K. Thus it is natural for max-plus basis expansions to be approximations from below.
Further, in some applications, such as the curse-of-dimensionality-free methods for HJB PDEs, at each step, one has an approximation to the solution of the form
where the t K m are quadratic functions, and one wishes to find a reduced-size set of quadratics that approximates V K . Further, one can guarantee convergence of the algorithm if this further approximation is from below (along with additional assumptions of course).
In general, we see that it is natural, and sometimes required, that the approximation (2.2) to (2.1) be from below. Therefore, we look for a good approximation, subject to g(x) ≤ f (x) for all x ∈ IR n . This is equivalently specified as the set of constraints a i (x) ≤ f (x) = max m∈M t m (x) for all x ∈ IR n and all i ∈ N . We will want a measure of the quality of the approximation of f by g which is monotonic (in a sense to be defined below) and convex. Our canonical example problem will be to maximize
where w(·) may be some weighting function, and G is the relevant domain, subject to constraints
The are at least two specific examples of such problems. The first example is the case of linear t j over the simplex (2.5)
That example arises in the control of sensing assets in a military context [18] , [19] . Another example will be the case where the t m are quadratic functions over IR n , and this occurs in curse-of-dimensionality-free methods for HJB PDEs as indicated above. There are specific difficulties with applying the following technique to this latter case, and it may only be applicable in the case where all the quadratics have the same (matrix) quadratic growth rate. Under that condition, the problem may be reduced to sets of affine functions.
The Abstract Formulation
Here we describe a general problem class, which contains the above example problems. This problem class has the very nice property that the solution, that is, the approximation, is obtained by pruning. In other words, one can guarantee that the optimal a i belong to {t m | m ∈ M} for all i ∈ N . This obviously represents a huge reduction in the space of possible solutions.
Let Y be a (standard-sense) vector space with partial ordering . Given p ∈ Y, define the downward cone of p to be Given set P ⊆ Y, let P represent the convex hull of P . Also, given set P ⊆ Y, define the cornice of P to be
We extend these definitions to product spaces. We define the inherited (component-wise) partial order on Y N as follows. Let P, Q ∈ Y N , where
. Then Q P if q i p i for all i ∈]1, N [. We will be abusing notation slightly by letting P ∈ Y N also denote a set of N elements of Y (Otherwise, one may define a mapping from elements of Y N to subsets of Y of appropriate size.) Given P ⊆ Y, define the N -dimensional outer-product cornice of P to be
We say that J : Y N → IR is monotonically increasing (relative to the inherited partial order) if Q P implies J(Q) ≤ J(P ). We now present the general result which will be applied in different contexts further below.
(the N − times outer product of P ) and Q Q u . Then, by the monotonicity of J,
We note the following standard result without proof:
By (3.4) and Lemma 3.2,
By (3.6), the convexity of J, and the fact that
Now, by (3.5) and (3.7), sup
Since this is true for all ε > 0,
However, P N is a finite set. Therefore, the supremum is attained at some Q ∈ P N , and so J(Q) ≥ J * .
Linear Functions on a Simplex
Our main problem class arises in complexity reduction for a problem in task assignment for sensing assets [18] , [19] . In such problems, one is concerned with functionals which represent cost as a function of information (or lack thereof). This cost typically takes the form of a pointwise maximum of linear functionals over simplex S K (where S K represents a space of probability distributions in this case). In order to maintain computational feasibility, at each step of the algorithm discussed in the references just above, one would like to reduce the complexity of this pointwise maximum of linear functionals. Consequently, one wishes to approximate f (given in (2.1)), by g (given in (2.2)), where the t m and a i are linear. Once again, it is natural to look for an approximation from below.
More generally, note that the space of convex functions of S K (a max-plus vector space) has a countable max-plus basis in terms of linear functionals [9] . For the problem at hand, we will be attempting to approximate
where as usual, N < M . One has freedom in the choice of metric by which we evaluate the quality of the approximation. We choose a (standard-sense) integral measure, as this yields the convexity property we desire. In particular, our problem is: Maximize
where A = {α i | i ∈ N }. However, the second term in the integral is independent of A, and so one may equivalently maximize
and we note that our constraints are
Alternatively, one may rewrite constraints (4.4) as
Let τ be the M × K matrix where the m th row is τ T m . One may reformulate (4.5) through the following lemma.
Proof. The result is quite standard. In particular, note that (p T τ − α T )q is linear in p. Since S M is the convex hull of the set of standard basis vectors in IR M , the maximum in the right-hand side of (4.6) occurs at one of the basis vectors, and the maximum over the basis vectors of IR M is equivalent to the left-hand side.
Using Lemma 4.1, one may reformulate (4.5) as
The following lemma, which is related to the existence of value in a game, will allow one to reformulate (4.7) further.
Lemma 4.2.
(4.8) min
Proof. This result is also quite standard. In particular, let h i (p, q) .
Note that h i is convex in q and concave in p (actually simply bilinear). Further, S K and S M are convex sets. Consequently, one has a saddle point, and the result is immediate (c.f., [20] ).
Employing Lemma 4.2 on constraints (4.7), one finds that the problem takes the form: Maximize
subject to constraints max
We now proceed to demonstrate that problem form (4.9),(4.10) may be transformed into the form needed to apply general Theorem 3.1. Let T . = {τ m | m ∈ M}.
Theorem 4.3. 
However, S K is the convex hull of the standard basis vectors E .
)q is linear, and hence convex, in q. Consequently, the minimal value is no more than the minimal value on E. Therefore, (4.13) is true if and only if
or, in other words, if and only if all K components of (p T τ − α T i ) are nonnegative, that is, if and only if
that is,
Let the partial ordering on
However, note that the set of τ T p such that p ∈ S M is T . Consequently, by the definition of a cornice, (3.2), the existence of p ∈ S M such that (4.15) holds, is equivalent to α i ∈ C(T ) for all i ∈ N . Since this is true for all i ∈ N , using (3.3) and (4.13), we see that (4.11) is equivalent to A ∈ C N (T ).
Using Theorem 4.3 and (4.9),(4.10), one sees that our problem may be written in the form: Maximize
In order to be able to apply Theorem 3.1, one need only show that the J(·) of (4.16) is convex and monotonically increasing (relative to the inherited partial ordering). The proof of the following is straightforward, and so, is not included. Proof. Let Y . = IR K , and let be the component-wise partial order noted above. Then, by Theorem 4.3, constraints (4.4) take the form A ∈ C N (T ). Further, with the inherited partial order on Y N , cost functional J is monotonically increasing, as well as convex. The result now follows by application of Theorem 3.1.
Practical Considerations for Linear Functions on a Simplex
When M and N are small, Theorem 4.5 greatly reduces our problem, and makes it quite tractable. For example, regardless of K, if M = 20 and N = 3, the search for an optimal triple of linear functionals reduces to a quick search over 20 3 possibilities. However, for reasonably large problems, say M = 1000 and N = 10, an exhaustive search is completely unfeasible.
A Simple Heuristic.
One heuristic option which has been tested in application [19] is as follows. An approximate "value" (referred to as the value for the remainder of this subsection) is assigned to each of the τ m . This value is given by
One retains only the N functionals with the highest values. It is worth noting that if H(m) ≤ 0, then that τ m contributes nothing to the pointwise maximum, and hence is useless.
The argument in favor of using H to guide the pruning process is that the computation of H reduces to a simple linear program (LP). In short, the LP is
T for all m, and v 1 . = (1, 1, . . . 1, 0) T . Although, in practice, this heuristic performed reasonably well, it is subject to arbitrarily poor performance as indicated by the following example. Let K = 2, M = 3 and N = 1. Let τ 1 = (1, 1) T , τ 2 = (1 + δ, 1 − δ) T and τ 3 = (−21, 1.5) T . One obtains H(1) ≃ (39/41)δ, H(2) = δ, and H(3) = 1/2. Consequently, for small δ > 0, the heuristic suggests pruning τ 1 and τ 2 . However, J(τ 3 ) ≃ −14, while J(τ 1 ) ≃ 1.4.
Full Problem Approaches.
The above heuristic requires solution of M linear programs, each with more than M constraints, and the criterion, H, is an L ∞ type of criterion, as opposed to our L 1 type of true cost, J. Consequently, we look to other approaches. As noted above, our earlier result (Theorem 4.5) reduces the original problem to a search over M N possibilities. We have studied the further computational reduction of this search, and will indicate what has been learned.
Although our problem is reduced to a search for the best set of N linear functionals from our set of M linear functionals, as noted above, an exhaustive search can be prohibitively costly. Here, we seek to reduce the cost of this search. Let 
T , and τ 4 = (7 − δ, 3) T with δ << 1. Then A * = {τ 1 , τ 3 }, while A = {τ 2 , τ 4 } is an isolated local maximum.
Lifting the problem to a sufficiently high dimension can result in a linear op-
e., the set of standard basis vectors), so that S = E dM,N . One has the obvious bijection, e, from E dM,N to D M,N , where each element of D M,N corresponds to one of the standard basis vectors which comprise E dM,N ; the particular pairing is irrelevant. On S, we define
and we see that J is linear on S. Consequently, J has only a single, convex argmax over simplex S, and so, in principle, an exhaustive search could be avoided. However, one immediately notices that the dimension of the simplex is d M,N , thus demonstrating the illusory nature of the apparent simplification. However, one can use J to obtain an alternate extension of J to S M,N as follows. Let L : S → S M,N be given by
where we note that this is onto, but not generally one-to-one. We define J :
Noting, from (5.1), that
one easily sees that J(r) ≥ J ′ (r) for all r ∈ S M,N , and J(r) = J ′ (r) = J(r) for all r ∈ D M,N . We also easily find:
. By the linearity of J,
Further,
which implies
which by (5.2), = µ J(r 1 ) + (1 − µ) J(r 2 ).
Since this is true for all r 1 , r 2 ∈ S M,N , and all µ ∈ [0, 1], we are done.
Consequently, we seek to maximize a concave function over a convex set, and so there can be no isolated local maximizers. Proof. Supposer ∈ argmax{ J(r) | r ∈ S M,N }. There existsλ ∈ S such that J(r) = J(λ)
which by (5.1),
This implies that the e(i) such thatλ i = 0 must achieve the maximum. With a little more work, the result follows.
We now see that if we replace the exhaustive search over D M,N by a search for the maximum of J over S M,N ⊂ IR M , then we obtain the same maximum value. Further, J is concave, and D M,N ∩argmax{ J(r) | r ∈ S M,N } = ∅. It should be noted that, although the reduction to a problem of maximization of a concave function over a convex set in IR M appears to be an appealing reduction, the apparent simplicity is somewhat misleading. Note that evaluation of J at r ∈ S M,N requires a determination of L −1 (r), which could be highly nontrivial for large M, N . Further, even evaluation of J at a point e ∈ D M,N is nontrivial. In particular, note that this requires evaluation of the volume under the pointwise maximum of a set of N linear functionals. By beginning with the volume under a single linear functional, and then computing the added volume with each additional functional, the computation of the total volume can be reduced to the computation of the volumes of N convex polytopes in IR K , which can be nontrivial. In summary, although the problem has been greatly reduced from the original statement, it is still computationally demanding for reasonably large problems.
