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The expansion of inverter-connected generation facilities (i.e. wind and photovoltaics) and the removal of conventional
power plants is necessary to mitigate the impacts of climate change. Whereas conventional generation with large
rotating generator masses provides stabilizing inertia, inverter-connected generation does not. Since the underlying
power system and the control mechanisms that keep it close to a desired reference state, were not designed for such a
low inertia system, this might make the system vulnerable to disturbances. In this paper, we will investigate whether
the currently used control mechanisms are able to keep a low inertia system stable and how this is effected by the time
delay between a frequency deviation and the onset of the control action. We integrate the control mechanisms used
in continental Europe into a model of coupled oscillators which resembles the second order Kuramoto model. This
model is then used to investigate how the interplay of changing inertia, network topology and delayed control effects
the stability of the interconnected power system. To identify regions in parameter space that make stable grid operation
possible, the linearized system is analyzed to create the system’s stability chart. We show that lower and distributed
inertia could have a beneficial effect on the stability of the desired synchronous state.
Reducing the share of fossil fuel based power generation10
is a key factor in fighting climate change. To maintain11
the overall energy generation, they need to be replaced12
by generation from renewable resources. The currently13
used control mechanisms to ensure a stable electric power14
system have been established upon the experience with so-15
called conventional energy resources. Thus it is necessary16
to examine if the currently used control mechanisms can17
cope with this transition to a power system dominated by18
renewable generation. In order to achieve this, we include19
these control mechanisms in a model describing the dy-20
namics of the interconnected power system and take into21
account their delayed reaction. Our findings suggest that22
reducing the amount of conventional generation by intro-23
ducing a higher share of renewable generation and dis-24
tributing the renewable generation throughout the system,25
makes the system more stable in case of time delays in the26
control mechanism.27
I. INTRODUCTION28
The transition towards a power system that relies on re-29
newable resources presents a major challenge to the energy30
system1. During the transition, highly volatile energy sources31
(i.e. wind and photovoltaics) will be introduced2 to a system32
built with conventional energy sources in mind. Presently, the33
power frequency control operated by the ’European Network34
of Transmission System Operators for Electricity’ (ENTSO-35
E) guarantees the stable of operation of this interconnected36
a)Electronic mail: philipp.boettcher@dlr.de
b)Electronic mail: otto.a@mail.de
system. These control mechanisms can only be employed by37
accurately measuring the system state (i.e. frequencies and38
load flows) and by correctly communicating theses values. At39
present, conventional generation (e.g. thermal power plants)40
with large rotating generator masses provide stabilizing inertia41
to the system. Removing these conventional generation facili-42
ties and replacing them with fluctuating renewable generation43
that does not provide inertia could make the system vulner-44
able to disturbances and accelerate dynamics3,4. The delay45
associated with the measurement, communication and the de-46
ployment of control might play an increasingly important role47
in a system that relies on inertia-less feed-in that is fluctuating48
on small time scales.49
In the context of complex systems research, the stability and50
dynamics of power grids have been studied. One approach51
is to consider energy systems or more specifically power52
grids as complex networks of coupled oscillators described53
by Kuramoto-like models5–10. The main goal of related stud-54
ies is to identify the limits of synchronous operation of the55
power transmission network. The collective frequency is not,56
as one might suspect, the average of the frequencies of the57
individual nodes. Instead they are related to the topology,58
i.e. the contributions of the individual oscillators are weighted59
with their centrality in the network11. The examination of the60
transmission network itself can reveal certain weaknesses of61
the network and help to guarantee a robust and stable sys-62
tem. Witthaut et al.9 showed that critical links are not only63
determined by their typical load but also by features of the64
network’s global topology. Thus, effects that emerge in trans-65
port networks, e.g. Braess’s paradox, have been shown to be66
present in power grids7,10. According to Rohden et al.6,8, a67
higher share of decentralized energy production promotes the68
structural robustness of the resulting energy system but makes69
the system more susceptible to short-term perturbations, ne-70
cessitating rigorous control mechanisms and an understanding71
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Time delay effects in the control of synchronous electricity grids 2
of how to distribute inertia thorough out the system12. How72
does distributed inertia affect the system stability in the pres-73
ence of delayed control?74
In the context of power grids, delay has been shown to have a75
destabilizing effect on the dynamics of power grids modelled76
as networks of coupled phase oscillators13,14. Even time av-77
eraging over past states can not guarantee a stable system. In78
general, systems with delay, also called time delay systems,79
can be described by delay differential equations (DDEs). It80
is known that delays can have both stabilizing as well as de-81
stabilizing effects15,16. In DDEs the stability of a fixed point82
can switch from stable to unstable and back again multiple83
times under variation of the delay17,18. With the knowledge84
of regions in parameter space where the fixed point is stable,85
the stability can be enhanced by tuning the parameters or the86
delay19.87
In this paper, the load frequency control that is currently being88
used in Europe20,21 is incorporated into the model of coupled89
oscillators by taking into account the two fastest automatic90
control mechanisms22 (i.e. primary and secondary control).91
We consider a Kuramoto-like model of the electricity grid,92
where each oscillator corresponds to one control area, and we93
introduce a time delay into the feedback control mechanisms94
of each control area. While we neglect the effects of time de-95
lay in the primary control, a time delay is introduced in the96
slower secondary control.97
In particular, we discuss the basic concepts and general trends98
by considering a simple system consisting of two control ar-99
eas. Subsequently, two larger control area networks will be100
examined: a tree-like network commonly known as the Cay-101
ley tree, and a system that more closely resembles the control102
area network of continental Europe which was extracted from103
open data.104
The main objective of this work is to investigate the stabil-105
ity behavior of the equilibria related to stable grid operation106
and to present stability charts to show the effects of differ-107
ent changes to the control area network (e.g. different inertia,108
control gains and different network topologies) on the stability109
of the power grid when considering delayed control. For each110
of the considered networks, cases with homogeneously and111
inhomogeneously distributed inertia will be compared. The112
general trend in all of these examples shows that one can in113
principle increase the stability of the desired operating state114
by decreasing and distributing inertia intelligently.115
The paper is organized as follows. The power grid model with116
the considered control mechanisms is introduced in Sec. II. In117
Sec. III, we present the linear stability analysis and the nu-118
merical methods for constructing the stability charts. Results119
concerning the stability behavior of the different control area120
networks under varying parameters can be found in Sec. IV.121
The main results and implications for the power system are122
summarised in Sec. V.123
II. MODELLING THE FREQUENCY DYNAMICS124
A. Power Grid Model125
The European power system consists of many different126
components e.g. generating units, loads and transmission127
lines. These are connected at different voltage levels. A dis-128
tinction is made between the network used to deliver power129
over large distances and the system designed to supply end130
consumers with electricity. They are referred to as trans-131
mission system and the distribution system, governed by the132
transmission system operators (TSOs) and the distribution133
system operators, respectively.134
As we examine the frequency dynamics of the interconnected135
power system, we consider only the highest grid level, i.e. the136
transmission system. This is reasonable since frequency dy-137
namics is mainly subject to the large scale interaction of the138
entire power system, while the voltage dynamics are subject139
to local phenomena.140
The control mechanisms that keep the frequency close to141
the reference frequency (i.e. 50Hz in Europe) are defined142
on the level of TSOs, which are together responsible for143
the load-frequency control in Europe. To achieve this they144
are organized in the ENTSO-E, which governs the rules145
and regulations that are needed to cooperatively keep the146
system stable21,23,24. The ENTSO-E splits Europe into re-147
gional groups with Continental Europe being the largest one.148
These regions are further split into control areas that run syn-149
chronously to each other with a nominal frequency of ω0 =150
2pi 50Hz. TSOs are responsible for the load-frequency con-151
trol in their respective control area.152
In this paper, we consider N control areas, where each area153
is modeled as one aggregated machine25,26. Analogous to a154
synchronous machine, this aggregated machine i is character-155
ized by a power phase angle φi = ω0 t+θi, where θi denotes156
the deviations from the nominal phase angle ω0 t. Using the157
model for a network of synchronous machines for high volt-158
age transmission grids described in Ref.5, the dynamics of the159
power phase angle θi of area i is given by160
Aiθ¨i(t)+ kl,iθ˙i(t)+
N
∑
j=1
Ci j sin(θi(t)−θ j(t)) = Pi,0+Pc,i(t)
(1)
where we have used Ai = 2Hi SB,i/ω0. The coupling via trans-161
mitted power is governed by the so-called power flow equa-162
tions derived from Kirchhoff’s laws20. Since we are only con-163
cerned with the transmission system consisting of the highest164
voltage levels, we assume a lossless, purely inductive trans-165
mission of power. In this case, only active power needs to166
be considered given by the transmission capacity Ci j between167
area i and j and the sine of the power phase angle differences.168
Ai is product of the share of inertia providing generation quan-169
tified by the inertia constant Hi and the size of area i in terms170
of power SB,i. Thus, it is proportional to the total inertia that171
area i provides. Hi is a measure of how long the rated power172
SB,i can be supplied by the kinetic energy of the rotating gen-173
erator masses. A low Hi indicates a situation with a high share174
of the produced electricity in area i by inverter-connected gen-175
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Time delay effects in the control of synchronous electricity grids 3
eration.176
In addition to a constant loss due to dissipation, frequency-177
dependent load damping occurs for larger power systems.178
This effect, commonly known as self-regulation27, summa-179
rizes the present time-varying dissipation effects and is given180
by Pdiss,i(t) = kl,iθ˙i(t), where kl,i = klSB,i and kl gives the181
fraction of load that is assumed to contribute to this effect182
(kl ≈ 1%/Hz).183
Eq. (1) closely resembles the second order Kuramoto model184
with inertia, which is a prototypical model for synchroniza-185
tion in complex networks28. The existence of a synchronized186
state with a common frequency θ˙i(t) =ωi =ω ∀ i, in our case187
the synchronous operation with ωi = 0, can be observed for188
sufficiently high transmission capacities Ci j6.189
In this paper, we consider only networks, where this syn-190
chronous state exists. In the ideal synchronous grid opera-191
tion with ωi = 0 ∀ i and stationary phases θi(t) = θi,0, station-192
ary power flows remain which are given by the distribution of193
the stationary power injections Pi,0. While a coexistence of194
limit cycles and the fixed point of synchronous operation may195
be observed6, we will focus on the fixed point correspond-196
ing to synchronous operation for balanced areas (i.e. Pi,0 = 0)197
and how its stability is affected by the delayed control power198
Pc,i(t).199
B. Control of the European Power System200
An important quality factor in synchronous electricity grids201
is the grid frequency. Its nominal value ω0 (50 Hz in Europe)202
is chosen by keeping different factors like losses and costs in203
mind29. Imbalances in supply and demand of power lead to204
deviations from ω0. For example, if a power plant is discon-205
nected from the grid by some contingency, the grid frequency206
changes to a lower value. The rate of change is determined by207
the inertia. Inertia is provided mainly by large rotating gener-208
ator masses in conventional generation facilities. The amount209
of inertia that effects the frequency dynamics is not constant.210
It depends on the share of currently connected inertia pro-211
viding (e.g. conventional generation) and inverter-connected212
(e.g. solar or wind) generation26.213
Disturbances, that lead to a frequency deviation, propagate214
through the system. The behavior of this propagation varies215
depending on the system’s parameters and the nature of the216
disturbance. For low inertia this can lead to a delocalization217
of the disturbance30,31. Additionally, the fluctuations fed to218
the grid by renewable generation (e.g. by wind or solar) in-219
fluence the grid frequency dynamics. For example, turbulent220
wind fluctuations become noticeable at times with high feed-221
in ratios of wind power32. These fluctuations are more pro-222
nounced in regions where a lot of power is injected by wind223
turbines33, which is even more pronounced when considering224
heterogeneities in the parameters34.225
Since frequencies outside a certain band around ω0 put de-226
vices in danger, control of the grid frequency has to be em-227
ployed. A sufficiently high back-up of control power is an228
ancillary service provided by power plants in addition to the229
generation they deliver to match the expected load. There230
are different control mechanisms, which act on different time231
scales and serve different purposes. Here, we consider the two232
fastest control mechanisms that operate automatically, namely233
primary (PPC) and secondary control (PSC).234
Pc,i(t) = PPC,i(t)+PSC,i(t). (2)
Their interaction while clearing an imbalance in generation235
and consumption is visualized in Fig. 1.236
The fastest one is primary control, which is activated within237
the first seconds after a disturbance has been detected. Af-238
ter 30s the full primary control power PPC,i(t) =−λiωi has to239
be delivered according to the guidelines of the ENTSO-E21.240
Its sensitivity to the frequency deviation ωi is given by the241
network-power frequency characteristic λi for area i. It speci-242
fies the characteristic power disturbance for a given frequency243
deviation, is measured regularly, and kept constant for some244
time. The magnitude of λi depends on the makeup of the ex-245
amined system and its sum λtotal is measured empirically35. If246
the power disturbance is counteracted by PPC,i, the frequency247
does not change anymore but the system now operates at a248
different frequency than ω0.249
Secondary control is used to restore the pre-disturbance con-250
figuration, specified by rotations at the nominal grid frequency251
ω0 (ωi = 0, θi(t) = θi,0). The magnitude of secondary control252
is given by a proportional integral (PI) controller and it is used253
to correct the local area-control-error Gi24. The power PSC,i(t)254
that is provided by secondary control is determined by255
PSC,i(t) =−
KPGi(t− τ)+KI t−τ∫
−∞
Gi(t ′)dt ′
 , (3)
with KP and KI being the tunable gain factors of the propor-
tional and integral term, respectively. The time delay τ speci-
fies the time that is required for the determination of the local
area-control error Gi, communication and the initiation of a
control action. Gi is a measure of the power that is missing
in area i. It is determined by the difference between the ex-
pected primary control power and the deviations ∆Fi of the
power flows to neighbouring control areas
Gi = λiωi−∆Fi, (4)
∆Fi =∑
j
Ci j
[
sin(θ j(t)−θi(t))− sin(θ j,0−θi,0)
]
(5)
Note, that the PI controller is linear but the local area-control256
error Gi depends nonlinearly on the system state. We neglect257
other nonlinearities (e.g. dead-band of primary control) or258
more specific models for power plants. The cycle time of sec-259
ondary control is required to be between 2 to 5 seconds21.260
While the value of delay is sure to be slightly different for261
different control areas and also time dependent, as a simplifi-262
cation we consider a constant delay τ .263
III. STABILITY ANALYSIS264
In the following section, we describe the theory for the lin-265
ear stability analysis of the DDE around the desired reference266
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load imbalance 
 
deviations
 
limit freq. deviation 
 
global, fast
local, slow
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FIG. 1. Load-frequency control scheme with primary and secondary
control, which are considered in this paper. Imbalances in generation
and consumption in control area i lead to deviations of the frequency
ωi and the power flow ∆Fi to neighbouring areas. Primary control
PPC counteracts the imbalance of production and consumption within
seconds of a detected disturbance and limits the frequency deviation.
Secondary control PSC,i brings the frequency back to the reference
value and restores the predisturbance state. It is activated within a
few seconds and remains active for up to 15 minutes.
state. We present an efficient frequency domain method for267
the calculation of the stability boundaries as well as a numer-268
ical method for the calculation of the dominant eigenvalues269
and the corresponding eigenvectors of the time delay system270
via Chebyshev discretization.271
A. Linearized Dynamics272
We now determine the linearized dynamics around the de-
sired reference state of the power grid. For brevity, the time
dependence is dropped and the delayed variables are given by
the subscript τ (α(t − τ) = ατ ). The reference state corre-
sponding to the synchronous operation is given by the fixed
point with ωi(t) = 0 and θi(t) = θi,0∀i. We consider small de-
viations αi(t) = θi(t)−θi,0 around this reference state. With
the relevant control terms Eq. (2) and Eq. (3), Eq. (1) can be
written in terms of the deviations αi as
Aiα¨i+ kl,iα˙i+λiα˙i+∑
j
Ci j sin(∆θ 0i j+∆αi j)
+KPGi(t− τ)+KI
∫ t−τ
−∞
Gi(t ′)dt ′ = P0i , (6)
where ∆θ 0i j = θ j,0−θi,0, ∆αi j = α j−αi, and273
Gi(t) = λiα˙i(t)
+∑
j
Ci j
[
sin(∆θ 0i j+∆αi j(t))− sin(∆θ 0i j)
]
. (7)
From Eq. (6) one can see that the simplified primary control274
just increases the system’s damping and we can introduce the275
effective damping ci = kl · SB,i + λi. After linearization of276
Eq. (6) around the reference solution, the linearized system277
is governed by278
Aiα¨i+ ciα˙i+∑
j
li j∆αi j+KPλiα˙i,τ +KP∑
j
li j∆αi j,τ
+KI
∫ t−τ
−∞
(
λiα˙i+∑
j
li j∆αi j
)
dt ′ = 0.
(8)
In the linearized system the coupling between the nodes (i.e.
control areas) is described by the elements li j of the weighted
Laplacian L, which are given by
li j =
{
−Ci j · cos(θ 0i −θ 0j ) if i 6= j
−∑i 6= j li j if i= j
. (9)
The linearized system has been extensively studied in the anal-279
ysis of power system stability6,8, transient dynamics and prop-280
agation of disturbances in power grids30,36,37. Note that the281
stationary power input Pi,0 is missing in Eq. (8) because it is282
equivalent to the sum ∑ jCi j · sin(∆θ 0i j), and was subtracted283
from both sides of the equation.284
Eq. (8) describes the dynamics of the deviations in the ith area285
of the network. The deviations of the whole power grid at the286
time t can be summarized in the 3N dimensional vector287
~x(t) =
[∫ t
−∞
α1(t ′)dt ′, . . . ,
∫ t
−∞
αN(t ′)dt ′,
α1(t) . . .αN(t), α˙1(t), . . . , α˙N(t)
]T
,
(10)
and its dynamics can be described in first-order form as
A~˙x(t) = N~x(t)+D~x(t− τ). (11)
The matrix A is a diagonal matrix, where the first 2N diagonal288
elements are one and the last N diagonal elements are equal to289
Ai (A2N+i,2N+i = Ai for i= 1, . . . ,N). The coefficient matrix N290
for the non-delayed term is a block-matrix given by291
N =
 0 I 00 0 I
0 −L −B
 ,
where 0 and I are the N dimensional quadratic null matrix, and292
the identity matrix, respectively. B is an N dimensional diag-293
onal matrix with the damping values ci on its main diagonal294
(Bii = ci). The coefficient matrix D of the delay term con-295
tains the proportional and the integral term of the delayed sec-296
ondary control, and can be determined by D=−KPDP−KIDI297
with298
DP =
 0 0 00 0 0
0 L Λ
 , and DI =
 0 0 00 0 0
L Λ 0
 .
Here, Λ is an N dimensional diagonal matrix with the coeffi-299
cients for primary control λi on its diagonal (Λii = λi).300
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Time delay effects in the control of synchronous electricity grids 5
B. Stability Boundaries301
Eq. (11) is a linear DDE with constant coefficients. Linear302
DDEs have eigenmodes of the form ~x(t) =~x(0) 12
(
est + es
∗t)
303
(see ref.38), where s ∈ C are called characteristic roots and s∗304
denotes the complex conjugate of s. The characteristic roots305
are the roots of the characteristic equation, which can be ob-306
tained by putting the exponential ansatz~x =~vest in the DDE.307
The characteristic equation for the DDE Eq. (11) is given by308
det
(
As−N+(KPDP+KIDI)e−sτ
)
= 0. (12)
Due to the presence of the delay term, Eq. (12) is a tran-309
scendental equation and has infinitely many solutions, which310
means that the delay system is infinite dimensional and has311
infinitely many eigenmodes. The system is stable if all char-312
acteristic roots have negative real part39.313
We are interested in the stability boundaries given by a set314
of parameters values Hi,KP,KI ,τ at which the dominant char-315
acteristic root, i.e. the characteristic root with the largest real316
part, crosses the imaginary axis. In particular, we will ex-317
plore the change of the stability boundaries in dependence of318
parameter changes. There are various methods for calculat-319
ing the characteristic roots of linear time-invariant DDEs and320
determine its stability39,40. However, since we have three vari-321
ables per node and the number of nodes N in the network can322
become large, the system dimension can be quite large and we323
are interested in an efficient method for the calculation of the324
stability boundaries. Such a method exists for the analysis of325
machine tool dynamics, where similar systems appear41,42. In326
this field the stability boundaries are called stability lobes and327
its calculation is important for guaranteeing stable cutting pro-328
cesses without undesired large vibrations. While we use the329
term lobes, which is more common in the engineering litera-330
ture, the term leaves is used in the chaos control community43.331
Here, we briefly describe a very efficient method adapted for332
the calculation of the limiting KP or KI in dependence of the333
delay τ , which is described in Ref.42.334
The characteristic Eq. (12) can be also written as an eigen-335
value equation as336 (
As−N+(KPDP+KIDI)e−sτ
)
~v(s) = 0. (13)
From the structure of the system it follows that ~v(s) =337 [
~u(s),s~u(s),s2~u(s)
]T , that is, the N dimensional vector s~u(s)338
specifies for example the angular deviations of the grid in339
the Laplace domain. As a consequence, the 3N dimensional340
Eq. (13) corresponding to the first-order representation is341
equivalent to an N dimensional equation, with higher order342
terms in s. The equivalent N dimensional representation can343
be given by344 (
s3Aˆ+ s2B+ sL
)
esτ~u(s) =−(sKP+KI)(sΛ+L)~u(s), (14)
where Aˆ = diag(A1, . . . ,AN) with Ai ∝ Hi · SB,i encodes the345
inertia and is the lower right N×N block of the matrix A.346
By assuming that the matrix347
M(s) = (sΛ+L)−1
(
s3Aˆ+ s2B+ sL
)
(15)
is diagonalizable, we can substitute the eigenvalues σ(s) ∈C,348
of the matrix M(s) in Eq. (14) and obtain the scalar equation349
σ(s)esτ =−(sKP+KI). (16)
Eq. (16) is another form of the characteristic equation and can350
be used for the calculation of the characteristic roots. Since351
we have a set of scalar equations with isolated dependencies352
on the parameters τ , KP, and KI , Eq. (16) is suitable for cal-353
culating the limiting stability boundaries in a parameter space354
spanned by τ , KP, and KI .355
The latter approach can be explained as follows. At the stabil-356
ity boundaries we have s= jη with j=
√−1 as the imaginary357
unit, i.e., the real part of the dominant characteristic root s van-358
ishes. After substituting s = jη in Eq. (16) and rearranging,359
we obtain360
KP =−KI+σ( jη)e
jητ
jη
, or
KI =− jηKP+σ( jη)e jητ ,
(17)
depending on whether we would like to calculate the limiting
KP or KI , respectively.
In general, for an arbitrary imaginary part η , the right hand
side of Eq. (17) is a complex value, whereas the parameters
KP and KI are real values. Thus, by setting the imaginary part
of the right hand side of Eq. (17) equal to zero, we find critical
ηc’s for which one characteristic root crosses the imaginary
axis. In particular, the ηc is the critical frequency that charac-
terizes the dynamics close to the bifurcation point. Then, the
critical gain values KP or KI can be determined by substituting
η = ηc in Eq. (17). In practice, the critical ηc can be found
by a parametric sweep of η , and comparison of the imaginary
part of the right hand side of Eq. (17) for two subsequent val-
ues ηk and ηk+1 of the frequency η . Finding a solution ηc for
a given τ also gives solutions with
τ ′ = τ+
2pi n
ηc
where n ∈ Z (18)
due to the periodicity of the e jητ term. This could in prin-361
ciple be used to evaluate just the first lobes and continue362
them according to Eq. (18), thus reducing computational363
complexity44.364
For a correct identification of a zero-crossing of the imagi-365
nary part the correct mapping between the eigenvalues σ( jηk)366
and σ( jηk+1) is important. Assuming that the step width367
ηk+1−ηk is small, the eigenvector belonging to a eigenvalue368
does not change much for one step. This property can be used369
to identify corresponding eigenvalues at subsequent frequency370
steps by comparing their eigenvectors via the modal assurance371
criterion (MAC) value as described in Ref.45.372
The steps for the calculation of the stability lobes can be sum-373
marized as follows:374
1. Specify the system parameters (i.e. Hi,SB,i,kl,i,Ci j and375
λ for all control areas i), the delay τ , and KP or KI .376
2. Calculate the eigenvalues σ( jη) of the matrix M( jη)377
for a grid of values η = ηk.378
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Time delay effects in the control of synchronous electricity grids 6
3. Sort the eigenvalues σ( jηk) according to its eigenvector379
via the MAC value45380
4. Find the critical frequencies ηc for which the imaginary381
part of the right hand side of Eq. (17) vanishes.382
5. Calculate the critical KP or KI by substituting the criti-383
cal frequencies ηc in Eq. (17).384
The resulting critical curves represent all parameter combi-385
nations, where at least one characteristic root s of the DDE386
has vanishing real part. For the stability boundaries, however,387
only the crossings of the dominant roots are relevant. Since in388
most cases the linearized system Eq. (8) is marginally stable389
for KP = 0 or KI = 0, the curve at the lowest critical KP or390
KI , respectively, represents the stability boundary that sepa-391
rates stable from unstable behavior (cf. Fig. 3) for a given τ .392
While the proposed method is sufficient for the examined net-393
works, larger networks might benefit from more sophisticated394
methods to determine the stability boundaries46. In princi-395
ple, isolated regions in parameter space may exist, where the396
fixed point is stable. However, for the necessary conserva-397
tive choice of the control gains KP and KI in applications the398
stability islands are of less practical interest and will not be399
considered here.400
C. Computation of Dominant Roots401
Whereas the method in Sec. III B can be used for a very ef-402
ficient calculation of the stability boundaries, it does not give403
any information about the eigenvalue spectrum or the corre-404
sponding eigenvectors.405
For this purpose, we use the Chebyshev collocation method406
for the calculation of the dominant characteristic roots of the407
linear DDE Eq. (8)40,47. The reference state is not stable if408
any characteristic roots has a positive real part.409
The Chebyshev collocation method can be described as fol-410
lows. The state of the DDE Eq. (11) is the function ~x(θ)411
in the interval [t − τ, t]. The state interval is discretized by412
using the Chebyshev points tk = cos kMpi ∈ [−1,1], with k =413
0, . . . ,M48. In particular, the approximated state of the DDE414
can be given by the vector ~y(t) = [~x0(t), . . . ,~xM(t)]
T , where415
~xk(t) =~x(t− τ2 (tk+1)). By using the 3N(M+1) dimensional416
state vector ~y(t) instead of the 3N dimensional configuration417
~x(t), the DDE Eq. (11) can be approximated via an ODE as418
~˙y(t) = MC~y(t). (19)
The coefficient matrix is given by40419
MC =
 −2 CMτ ⊗ I3N
A−1D, 0 . . . 0, A−1N
 ,
where CM is the Chebyshev differentiation matrix48 with the420
last row being deleted, I3N is the 3N dimensional identity ma-421
trix and ⊗ denotes the Kronecker product. The last row in the422
matrix MC represents the original DDE Eq. (8). The other423
rows are a spectral approximation of the time derivative at424
the Chebyshev nodes. The eigenvalues of the matrix MC ap-425
proximate the dominant characteristic roots s of the DDE47.426
Already for a relative small number of Chebyshev nodes the427
dominant eigenvalues of MC yield a good estimate for the428
dominant eigenvalues of the original DDE19 and the systems429
considered in this paper.430
Since the matrix MC is of dimension 3N(M+1)×3N(M+1)431
and a sufficient number of Chebyshev nodes M depends on432
the considered delay τ and the system, solving the eigen-433
value problem can become computationally expensive. While434
the additional information (i.e. eigenvalues and eigenvectors)435
supplied by the Chebeyshev Collocation method can be useful436
to gain a deeper inside into the system’s dynamics, the critical437
set of parameters can be more efficiently calculated by using438
the method presented in Sec. III B.439
IV. RESULTS440
In this section, we discuss the influence of changing in-441
ertia, control parameters and time delays on the power grid442
dynamics and stability. We consider three different network443
topologies. Their parameters will all be chosen from openly444
available data. First, we consider a system consisting of two445
control areas in subsection IV A. The basic concepts and the446
general behavior for varying inertia will be discussed. As an447
example for a larger network we present results for a Cayley448
tree network in subsection IV B. Finally, we present results449
for an network that more closely resembles the control area450
network of continental Europe in subsection IV C.451
In all simulations, we assume that there are no stationary flows452
between the control areas, which means that the stationary in-453
jected power and the stationary power phase angles are zero,454
i.e., Pi,0 = 0 and θi,0 = 0 for i= 1, . . . ,N.455
A. Two Area Network456
The considered network is constructed by separating conti-457
nental Europe into two control areas. Parameters were chosen458
to be consistent with the guidelines for load-frequency con-459
trol released by the ENTSO-E21,23 and with data provided by460
the ENTSO-E transparency platform49. If not stated other-461
wise, the parameters shown in Table I were used. The data462
set describing the sum of all generated power ("Actual Total463
Load")49 was used to approximate the sum of rated power SB464
of the entire continental Europe region.465
1. Homogeneous Inertia466
We are interested in the interplay between the control pa-467
rameters KP,KI and the delay τ on the stability of the refer-468
ence state of the power grid. At first, it is helpful to understand469
the principle influence of the two tunable gains of secondary470
control on the dynamics. This can be done by solving Eq. (6)471
numerically using a solver for delay differential equations50.472
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Time delay effects in the control of synchronous electricity grids 7
Parameter Symbol Value
inertia constant H 6s
total rated power SB,total 306350.7 MW
rated power area i SB,i = SB SB,total/N
frequency dependant damping kl,i 0.01 1Hz ·SB
transmission Capacity Ci j 0.025 SB
total network power freq. characteristic λtotal 190002pi MW/Hz
network power freq. char. area i λ SB,iSB,total ·λtotal
proportional constant of SC KP 0.4
integral constant of SC KI 1/120 s−1
TABLE I. Standard parameters used in the simulations. If not oth-
erwise indicated, these parameters were used to set up the different
systems. The parameter ranges were chosen comparable to the pa-
rameters in the European power grid21,23 and data obtained from the
ENTSO-E transparency platform49.
−0.02
−0.01
0.00
ω
/s
−1
a) b)
0 50 100
t/s
−0.02
−0.01
0.00
ω
/s
−1
c)
0 50 100
t/s
d)
FIG. 2. Influence of the gains KP and KI of secondary control on the
dynamics of a two control area system for τ = 0s. The frequency
deviation ω for the two control areas (blue and orange) is shown
for different settings of the control gains. KP = 0.1 in a) and b) and
KP= 0.7 in c) and d). KI = 1/120 s−1 in a) and c) and KI = 1/10 s−1
in b) and d). The horizontal red dash-dotted line indicates the lowest
frequency deviation ωi that occurred due to the disturbance.
For the simulation the system was initialized at the fixed point473
and a disturbance is introduced to one of the two areas. In this474
case, the disturbance is a sudden increase of load that occurs475
after a few seconds and persists for the duration of the simu-476
lation. In practice, this disturbance could be caused by a large477
load connecting to the network or the tripping of a line dis-478
connecting a specific generation unit. PPC,i and PSC,i work in479
tandem to limit the deviation and restore the pre-disturbance480
state.481
The equations were first solved for no delay (τ = 0) and differ-482
ent settings of KP and KI . The results can be seen in Figure 2.483
While KP mainly influences the maximal absolute frequency4845
deviation (or nadir), large KI results in a faster restoration of486
the reference value ω0. TN = K−1I can be understood as the487
time that the system takes to bring the frequency deviation488
−0.01
0.00
0.01
ω
/s
−1 a)
−0.01
0.00
0.01
ω
/s
−1 b)
0 20 40
t/s
−0.01
0.00
0.01
ω
/s
−1 c)
0 5 10
τ/s
0.5
1.0
K P
d)
2
3
4
5
6
# 
ν r
,u
FIG. 3. Dependence of the stability of synchronous operation on the
delay τ of secondary control. Left: Time domain simulations for
τ = 0s (top), τ = 2s (middle) and τ = 4.5s (bottom). Right: Number
of unstable roots νr,u as a function of proportional gain of secondary
control KP and delay τ . The red solid line indicates the stability
lobes that separate the regions where the fixed point of synchronous
operation is stable and unstable. Using Eq.(18) the stability border
can in principle be created by shifting the first lobe, which results in
the red dashed line. As expected, the red dashed and the red solid line
overlap. Parameter combinations for the time domain simulations on
the left side are indicated by the three red crosses in the stability chart
on the right side.
back to zero. It has to be mentioned that tuning KP and KI can489
have different targets (i.e. reducing return time or avoiding490
overshoot) and is by no means trivial already for the delay-491
free case (τ = 0).492
Now, we will examine how the control gains, the delay τ and493
inertia influence the stability of the fixed point. Time domain494
simulations of the nonlinear network dynamics for different495
values of the delay τ can be seen in Fig. 3 a)-c). Here the dis-496
turbance is characterized by an increased load in the interval497
t ∈ [15,16.5]s (see shaded area in Fig. 3 a)-c)). For the system498
without delay (τ = 0s), the network returns to the synchronous499
operation at the reference frequency ω = 0 s−1. For a delay500
τ = 2s the disturbance increases and the system does not re-501
turn to the synchronous reference state. Increasing the delay502
further to τ = 4.5s, the fixed point is stable again. This be-503
havior agrees with the results from the Chebyshev collocation504
method and the identification of the stability boundaries as de-505
scribed in section III. In Fig 3d) the number of characteristic506
roots with positive real part derived from the Chebyshev collo-507
cation method are shown by the shaded regions. The bound-508
aries between stable and unstable behavior derived from the509
Chebyshev method fit nicely with the stability lobes (red solid510
line) derived from the characteristic equation. Indeed, for the511
chosen KP = 0.4 (dash-dotted horizontal line) the stability be-512
havior changes from stable at τ = 0s to unstable at τ = 2s and513
stable again at τ = 4.5s (red crosses).514
In general, the stability of the fixed point of synchronous op-5156
eration depends in a complex way on the choice of the tunable517
gains and on the magnitude of delay τ . In Fig. 3d) it can be518
seen that the number of unstable eigenvalues changes by two,519
when crossing the border of a stability region. In this case, a520
complex conjugate pair of eigenvalues crosses the imaginary521
axis, thereby changing the number of unstable roots by two,522
indicating that a Hopf-bifurcation occurs. When crossing the523
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0 5 10 15
τ/s
0.5
1.0
K P
Hi=6s
Hi=4s
Hi=2s
FIG. 4. Stability lobes showing the proportional gain of secondary
control KP where the stability behavior of the fixed point changes
from stable (below) to unstable (top). Different lines indicate the
lobes for different inertia constants Hi. Vertical dash-dotted lines
correspond to the three delays chosen in Fig. 6
lobe from the region with zero unstable roots to a region with524
two unstable roots, the fixed point ceases to be stable and the525
dynamics evolve into a limit cycle. Thus, in that case, the os-526
cillations caused by a small disturbance do not damp out but527
grow until the dynamics reach the limit cycle behavior. This528
persistent oscillatory behavior is not desirable for a power sys-529
tem and might cause severe damage.530
As more and more inverter-connected generation replaces531
conventional generators with large rotating masses, the iner-532
tia (characterized by Hi) decreases. The effect of a homoge-533
neous change of the inertia on the stability lobes is presented534
in Fig. 4. In general, larger values of KP corresponding to535
stable grid operation are possible if the inertia in the system536
decreases homogeneously. In addition, in this two area exam-537
ple with homogeneous parameters the peaks in the stability538
lobes move to lower delays τ for decreasing inertia constants539
Hi. This is consistent with results from the literature on ma-540
chine tool chatter41,42,51, and an explanation for the observed541
behavior can be given as follows. Lower inertia constants Hi542
lead to higher eigenfrequencies, which means that the width of543
the stability lobes decreases (the distance between two peaks544
of the stability lobes). Moreover, lower inertia (and higher545
eigenfrequencies) leads to a higher damping ratio of the oscil-546
lators, and higher damping ratios increase the minimum of the547
stability lobes.548
As defined above, secondary control has two tunable gains:54950
the proportional gain KP which gives the reaction to the error551
measured at t− τ and the integral gain KI giving the reaction552
to the error integrated over the past up to t − τ . In the pre-553
viously discussed figures, only the proportional gain KP was554
varied. KI was fixed at KI = 1/120 s−1, which is a realistic555
value for the continental European power grid21 (cf. Table I).556
The effect of the integral gain KI on the stability of the ref-557
erence state can be seen in Fig. 5. Faster secondary control558
0.0
0.5
1.0
K P
H=6.0 s H=2.0 s
0.0
0.5
1.0
K P
0 5 10 15
τ
0.0
0.5
1.0
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0 5 10 15
τ
K I
 =
1/
10
0s
K I
 =
1/
8s
K I
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1/
5s
# 
ν r
,u
FIG. 5. Number of unstable eigenvalues as a function of the propor-
tional gain KP and delay τ for the two area network. Two different
inertia constants Hi = 6s (left) and Hi = 2s (right) and three different
integral gains KI = 1/100s, KI = 1/8s and KI = 1/5s (from top to
bottom) are used. Larger integral gains (i.e. faster relaxation times
TN ) decrease the area for stable grid operation (white).
(larger KI) leads to a lower parameter range, where a stable559
reference state can be achieved. In particular, there is a lim-560
iting delay τ which decreases with increasing KI . For delays561
larger than this value, which depends also slightly on the pro-562
portional gain KP, no stable grid operation is possible.563
In addition to the question if the fixed point is stable or not for5645
the chosen control parameters KP and KI over a given range566
of delays, the optimization of the control parameters with re-567
spect to a fast and smooth transition to the pre-disturbance568
state might be interesting. As mentioned above, tuning of the569
parameters of a PI controller is by no means trivial already for570
the delay-free case. Providing a concrete strategy for the tun-571
ing in case of a time delay goes beyond the scope of this paper.572
However, we would like to present the real part νmax of the573
dominant characteristic root, which describes the asymptotic574
exponential behavior of disturbances in the neighborhood of575
the reference state. For νmax > 0 disturbances grow exponen-576
tially and the reference state is unstable. It might be desirable577
to choose the gains KP and KI so that νmax is as negative as578
possible, ensuring that disturbances decay quickly. The re-579
sults for the two area example are shown in Fig. 6. The de-580
pendence of νmax on KP and KI is not monotonic but rather581
complex. However, in general, a lower inertia enables more582
negative νmax (minνmax ≈ −0.128s−1 for H = 6s, τ = 2s vs.583
minνmax ≈−0.344s−1 for H = 2s, τ = 2s). Moreover, for in-584
creasing time delay τ the maximum real part νmax of the dom-585
inant characteristic roots increases (minνmax≈−0.132s−1 for586
H = 6s, τ = 4.5s vs. minνmax ≈ −0.193s−1 for H = 2s,587
τ = 4.5s). Note, that the general behavior of how the system588
reacts on disturbances depends also on the other characteristic589
roots and nonlinear effects.590
5912
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FIG. 6. Real part of the dominant eigenvalue νmax as a function of
the proportional gain KP and integral gain KI for homogeneously
distributed inertia Hi = H = 6s (left) and Hi = H = 2s (right). The
delay τ increases from top to bottom. νmax is only shown in the stable
region. The red line indicates the minimal νmax for a given KP.
2. Inhomogeneous Inertia593
In the previous section, we considered a simplified control594
area network with homogeneously distributed inertia. As it595
is unlikely that renewable inverter-connected generation facil-596
ities will be equally distributed in the control area network,597
we consider the case of inhomogeneously distributed inertia.598
To highlight the effects of homogeneous and heterogeneous599
distributions of the inertia, we compare two distinct cases: a600
homogeneous case with the inertia constants in the two areas601
are set to Hi = 4s and an inhomogenous or distributed case602
with the inertia constants chosen as H1 = 2s and H2 = 6s. The603
total inertia of the two cases is the same.604
The resulting stability lobes can be found in Fig. 7. Distribut-6056
ing the inertia inhomogeneously over the two control areas607
results in a larger stable region in the KP-τ plane. In partic-608
ular, the comparison with different stability lobes for homo-609
geneously distributed inertia shows that the stable regions in610
KP-τ plane is almost as large as the one for the lowest chosen611
inertia constant Hs = 2s.612
Fig. 8 shows the stability boundary and the real part of the6134
dominant characteristic root in the parameter plane of the con-615
trol gains. One can see that also slightly larger KI values,616
corresponding to stable grid operation, are possible for in-617
homogeneously distributed inertia. Especially for τ = 2s, a618
proper tuning of KP and KI makes a more negative real part of619
the dominant eigenvalue possible for the system with inho-620
mogeneously distributed inertia (minνmax ≈ −0.188s−1 for621
H1 = H2 = 4s vs. minνmax ≈ −0.212s−1 for H1 = 2s and622
H2 = 6s). Thus, a faster decay of disturbances can be ex-623
pected.624
0 5 10 15
τ
0.2
0.4
0.6
0.8
1.0
K P
Hi=4s
H1=6s,H2=2s
Hi=2s
Hi=6s
FIG. 7. Effect of distributed inertia in the two area example. Solid
lines correspond to the stability lobes for a system with homoge-
neous (blue) and inhomogeneous (orange) inertia and the same total
inertia. Dash-dotted lines indicate the stability lobes with homoge-
neously distributed inertia and inertia constants of the two different
inertia constants in the inhomogeneous case. Vertical dashed lines
correspond to the delays chosen in Fig. 8.
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FIG. 8. Real part νmax of the dominant characteristic root as a func-
tion of the control gains KP and KI for homogeneously (left) and
heterogeneously (right) distributed inertia. The results are shown for
three different delays τ = 2s, τ = 4.5s, and τ = 10s (from top to
bottom), which are marked by vertical dashed lines in Fig. 7. The
dash-dotted line indicates the stability boundary for the fixed point.
νmax is only shown in stable regions. The red line indicates the min-
imal νmax for a given KP.
B. Cayley Tree625
In this section, we test if the results of the two area exam-626
ple can be also found in a larger network of control areas. A627
tree like topology (Cayley tree) with a total number of N = 10628
control areas (see Figure 9) was chosen. This system will be629
used a stepping stone, to understand the results from the sys-630
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Time delay effects in the control of synchronous electricity grids 10
a) b)
FIG. 9. Larger control area networks. a): tree-like network com-
monly known as Cayley tree. Here with a coordination number of
three and two layers resulting in 10 total control areas. Red color in-
dicates the control areas that have reduced inertia Hlow in the case of
inhomogeneously distributed inertia. b): Example of the control area
network of continental Europe. Red color indicates the 4 german
TSOs that have lower inertia in the scenario with inhomogeneously
distributed inertia. Sizes of vertex and links are proportional to rated
power SB,i and transmission capacities Ci j, respectively.
tem derived by data in Sec. IV C. The remaining setup is sim-631
ilar to the one used for the two area system. The total base632
power SB was distributed to the base power SB,i = SB/N of633
the individual control areas and the transmission capacities634
were chosen as Ci j = 0.025 ·SB,i. The dominant roots and the635
stability lobes were determined as described in sections III C636
and III B, respectively. Similar to Sec. IV A, homogeneously637
and inhomogeneously distributed inertia are considered. In638
the homogeneous case, the inertia constants for every control639
area i are chosen as Hi = 4s. For the inhomogeneous case,640
six areas were chosen for a smaller inertia Hlow = 8/3s (red641
colored control areas in Fig. 9a)). Inertia constants of the re-642
maining areas were set to Hhigh = 6s. This indicates a power643
system, where the amount of conventional generation in the644
some regions was replaced by generation by solar panels and645
wind turbines. While this choice is somewhat arbitrary, the646
expansion of renewables will be region specific. For example,647
since there is a larger potential for generation by wind in the648
northern coastal regions and a higher potential for generation649
by solar panels in the southern Europe, expansion of renew-650
able is also more likely to occur inhomogeneously and in a651
fashion specific to the present potentials52. Again, the total652
inertia does not change compared to the homogeneous case653
with Hi = 4 s∀i. In summary, the inertia was distributed un-654
evenly throughout the system, yet the transmission capacities655
Ci j and the size in terms of power SB,i = SB/N are constant.656
The stability lobes for the Cayley tree are shown in Fig. 10.65789
In the distributed case, some inertia constants are lowered660
from Hi = 4s to Hlow = 8/3s, while others are increased to661
Hhigh = 6s. Changing the inertia everywhere modifies the sta-662
bility chart significantly. Since the number of relevant modes663
is a higher than in the two area example, the picture is more664
complex than the ones for the two area example.665
In addition to the lobes for the homogeneous and the inho-666
mogeneous case with equal total inertia (solid lines in Figure667
10), stability lobes with homogeneously distributed inertia are668
0 2 4 6
/s
0.2
0.4
K P
Hi = 4s i
Hhigh = 6s, Hlow = 8/3s
Hi = 6s i
Hi = 8/3s i
FIG. 10. Stability lobes for the Cayley tree with N = 10 control
areas for homogeneously and inhomogeneously distributed inertia.
The sum of inertia is equal in both cases. The integral gain was cho-
sen as KI = 1/120 s−1. Solid lines show the stability lobes i.e. the
lowest curves on which an eigenvalue is purely imaginary. Dotted
lines indicate the lobes for systems with homogeneously distributed
inertia. For these lobes, the inertia constants are the same ones that
can be found in the individual control areas for the inhomogeneous
examples. Distributed inertia leads to an increased region with a sta-
ble fixed point in the KP-τ plane indicated by the green hatched areas
and a decrease for red shaded areas.
shown, where the inertia constants are equal to the two differ-669
ent inertia constants in the inhomogeneous case (dotted lines).670
The resulting stability lobes for both cases in Fig. 10 show that671
there are benefits (green shaded hatched regions) and detri-672
ments (red shaded regions) to the region where the fixed point673
is stable. The minimal tolerable KP for any delay τ is higher674
for the case with inhomogeneously distributed inertia. Similar675
to the results of the two area example, the stability lobes for676
the case with inhomogeneously distributed inertia are closest677
to the stability lobes with homogeneously distributed inertia678
corresponding to the lower inertia constant of the inhomoge-679
neous case. This indicates that the benefits, in terms of linear680
stability of the fixed point, do not necessitate a system with681
overall low inertia but that a system with redistributed inertia682
can be similarly beneficial. Different combinations for choos-683
ing high and low inertia areas were examined. The discussed684
case in Fig. 9a) was picked to highlight the importance of dis-685
tributing the inertia intelligently to gain a specific benefit i.e.686
a higher tolerable KP. Keep in mind that this is not necessarily687
also true for the stability border in KI direction.688
C. Control Area Network of Continental Europe689
While some parameters of the previously discussed cases690
were chosen to be consistent with the transmission system of691
continental Europe, their topology was simplified. A more re-692
alistic example of the synchronous grid of continental Europe693
was obtained by analyzing the data provided by the ENTSO-694
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Time delay effects in the control of synchronous electricity grids 11
E transparency platform49. The values for the size in terms of695
power SB,i for the individual control areas i were chosen by696
averaging the daily ’Actual Total Load’ in summer for each697
control area. The topology of the network in between the indi-698
vidual control areas was determined by analyzing the ’Cross-699
Border Physical Flow’. For more details on how this con-700
trol area network was constructed see Sec. A in the appendix.701
Since the n−1 criteria requires that a maximum of 70%53 of702
the total transmission capacity is used, the maximal recorded703
flows correspond to 70% of the available transmission capac-704
ity. The remaining 30% of backup capacity was evaluated and705
used as the transmission capacitiesCi j. The resulting network706
can be seen in Figure 9b).707
In this system, two distinct cases were compared. One708
with homogeneously distributed inertia constants Hi = 6s for709
every control area and another with inhomogeneously dis-710
tributed inertia constants Hi. The distributed case was con-711
structed by changing the inertia constants in the four German712
TSOs (red colored control areas in Figure 9b) by multiplying713
with a factor H f ac ∈ [0,1] (HGER = 6s ·H f ac) and leaving all714
other at Hi = 6s. Thus in the distributed case, the share of715
inverter-connected generation to conventional generation was716
increased in the German TSOs.717
Stability charts for both cases are presented in Fig. 11. The718
system with inhomogeneously distributed and overall lower719
inertia constants allows a larger proportional gain KP that is720
still in the parameter region for a stable fixed point. This can721
be seen especially for intermediate delays (i.e. for τ ≈ 2s).722
The dominant eigenvalues νmax for different values of the723
tunable gains of secondary control are presented in Fig. 12.724
No significant differences between the homogeneous and the725
inhomogeneous case can be seen for τ = 0.1s and τ = 1s,726
whereas for τ = 2.1s the stability region increases signifi-727
cantly with decreasing inertia in the German TSOs.728
In the next step, we varied the inertia constants of the four729301
German TSOs by setting them to HGER = H f ac · 6s. The re-7323
sults obtained for H f ac = 0.5 in Fig. 11, show a change in the734
stability lobes for delays around τ ≈ 2s. This is also true for735
different values of H f ac as can be seen in Fig. 13. The sta-736
bility lobes are formed by many different curves, correspond-737
ing to different parameter combinations on which eigenval-738
ues are purely imaginary, intersecting with each other. In the739
Fig. 14, the homogeneous case and the case with H f ac = 0.5740
are compared. Changing the inertia constants HGER affects741
multiple eigenmodes, which shifts the minima of the stabil-742
ity lobes in the KP-τ plane. In this example, the inertia was743
only decreased and not redistributed. Still, it is important to744
be aware that lower inertia not automatically means a larger745
region in parameter space for which the fixed point is stable.746
The lobes presented in Fig. 14 show that reducing the inertia747
even further by choosing H f ac = 0.1 yields similar results as748
for H f ac = 0.8, while the benefit for H f ac = 0.5 is the largest.749
In conclusion, even for the largest network with irregular7501
topology, an decrease of inertia can lead to a larger stability752
region. A general statement like: lower inertia increases the753
region in parameter space where the fixed point is stable can754
not be made but by knowing the system one can choose where755
to expand generation by PV and wind to modify the stability756
0 2 4
τ/s
0.05
0.10
0.15
K P
0 2 4
τ/s
# 
ν r
,u
FIG. 11. Stability chart for the system extracted from data released
by the ENTSO-E with the topology as seen in Fig. 9 b). Red lines
indicate the stability lobes for the considered system. Left: Ho-
mogeneously distributed inertia in each control area with Hi = 6s.
Right: Inhomogeneously distributed inertia HGER = 3s and all other
Hi = 6s. Red dash-dotted lines are the stability lobes from the exam-
ple shown on the left side. The black dashed lines show the delays
chosen for Fig. 12.
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FIG. 12. Dominant Eigenvalues for the ENTSO-E control area net-
work. The real part of the dominant eigenvalue νmax as a function of
the proportional gain KP and integral gain KI . Columns show the re-
sults for homogeneously distributed (left) and inhomogeneously dis-
tributed inertia (right). νmax is only shown in the stable region. A
black dash-dotted line separates the stable and unstable regions. The
red line indicates the minimal νmax for a given KP.
chart gaining the benefits as displayed in Fig. 11 and Fig. 13.757
V. SUMMARY & CONCLUSION758
We employ a model for the frequency dynamics in syn-759
chronous control area networks. Each control area is simu-760
lated as one aggregated synchronous machine. Control mech-761
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0.12
K P
Hfac =  1.0
Hfac =  0.8
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FIG. 13. Influence of different levels of inertia in the German TSOs
on the stability lobes for the control area network of Continental Eu-
rope for intermediate delays (τ ∈ [1.5,2.5]s). Inertia change is indi-
cated by H f ac giving change in inertia constants for the four German
TSOs (i.e. HGER = H f ac · 6s). For example, H f ac = 1 is the case
with homogeneously distributed inertia, while for H f ac = 0.5 the in-
ertia in the German TSOs is halved. The overall border of stability
does not change significantly for every value of the delay τ as can be
seen in the inset plot. Intermediate delays, highlighted by the dashed
frame in the inset plot, show the largest change regarding the stability
border. This benefit is largest for H f ac = 0.5.
1.5 2.0 2.5
/s
0.08
0.10
0.12
K P
Hfac =  1.0
Hfac =  0.5
FIG. 14. The stability lobes for control area network of Continental
Europe are formed by different modes. Lowest curve on which an
eigenvalue is purely imaginary (i.e. stability lobes) for the homo-
geneously distributed inertia with H f ac = 1 (i.e. Hi = 6s ∀i) and the
inhomogeneously distributed inertia with H f ac = 0.5 (i.e. HGER = 3s
and Hi = 6s for all other i) are shown by the solid lines. The dashed
lines show the curves where additional eigenvalues are purely imagi-
nary. The benefit (i.e. increase region in KP with a stable fixed point)
is shown by the green hatched area.
anisms that are currently used to keep the grid frequency in762
Europe close to the desired reference frequency, namely pri-763
mary and secondary control, are included in the model. A time764
delay in the feedback control occurs due to data measurement,765
communication and initiation of a control action. Since this is766
more relevant for the slower secondary control, its reaction to767
the measured control error was modeled as being delayed by768
a constant delay τ .769
Due to the existence of a time delay in the control, the de-770
sired reference state of the grid can become unstable. Stabil-771
ity lobes separating stable from unstable behavior were found772
by linearizing the system around the considered fixed point773
and adapting two existing methods for the stability analysis774
of DDEs on the power grid model. On the one hand, an effi-775
cient frequency domain method for the calculation of stability776
lobes was implemented, and on the other hand, a Chebyshev777
collocation method was used to approximate the DDE system778
via a higher dimensional ODE. The stability lobes from both779
methods agree and can be used to select control parameters780
that ensure stable grid operation.781
Different network topologies have been examined. Results782
obtained by examining a simple two area system, show that783
the range of values for the tunable gains of secondary control784
that lead to a stable fixed point increase for lowering the iner-785
tia. This indicates that the expansion of inverter-connected786
generation (i.e. solar and wind) can be beneficial for the787
stability of the synchronous state at the reference frequency.788
Moreover, distributing the inertia inhomogeneously further in-789
creases the region with a stable fixed point. Thus, choosing790
where to install power generation by solar or wind can be ad-791
vantageous for the system as a whole. This also holds for792
larger control area networks, which is shown for the Cayley793
tree and a system resembling the control area network of con-794
tinental Europe.795
The findings suggest that a larger amount of inverter-796
connected generation can improve the linear stability of de-797
sired state of synchronous operation if distributed intelli-798
gently. Therefore, encouraging the development of non-799
inertia providing renewable generation by subsidies should800
not only focus on local criteria (e.g. land use) or semi-local801
(e.g. transmission capacities) criteria but also account for the802
effects that are the result of the interplay of network topology803
and delayed control. Choosing the border between stable and804
unstable regions explicitly by distributing inertia accordingly805
throughout the power system might prove useful in guiding806
the way towards a system highly penetrated by renewable gen-807
eration.808
While the presented stability charts give an idea of how the809
stability lobes are influenced by the different eigenmodes of810
the power grid model, future work could be related to a deeper811
understanding of the individual eigenmodes. This makes de-812
signing the stability chart (e.g. Fig. 14) by shifting individual813
eigenmodes possible. Additionally, the presented model can814
be extended by taking into account, for example, other non-815
linearities (e.g. dead band of primary control), more details816
of the control mechanisms (e.g. simple models for the power817
dynamics provided by primary and secondary control) and a818
more realistic delay (e.g. time-dependent by varying between819
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Time delay effects in the control of synchronous electricity grids 13
a minimal and maximal delay or distributed by assuming dif-820
ferent values for different control areas).821
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Appendix A: Estimating Parameters for the Control Area829
Network of Continental Europe830
The parameters used in the example of the control area831
network representing continental Europe were extracted from832
two data sets from the ENTSO-E transparency platform49:833
• ’Actual Total Load’: sum of all generation on all grid834
levels in 15 minutes resolution835
• ’Cross-Border Physical Flow’: flow of electricity from836
one control area to another control area.837
The sizes of the control areas, in terms of power, SB,i were838
estimated by averaging the daily peak in ’Actual Total Load’839
in summer for each control area i. Table II lists the individual840
control areas with their names, ids and the calculated SB,i.841
The topology and transmission capacities were estimated by842
analysing the ’Cross-Border Physical Flow’. This data set843
provides the flow of electricity between two control areas for844
every hour. Assuming that the n− 1 criteria was obeyed and845
thus maximally 70% of the transmission capacities were used,846
the full capacities Ci j,total were calculated based on the maxi-847
mal absolute flow. Only the .99th-quantile of the data points848
were used to get rid of outliers. Control areas outside the849
synchronous grid of continental Europe were ignored. Ad-850
ditionally, Turkey and Northern Africa were neglected, since851
the data to calculate the SB,i was missing for these regions.852
’Cross-Border Physical Flows’ are only recorded if a country853
border was crossed. Ergo, the transmission capacities between854
the four German control areas were determined by using the855
SciGRID network54. The total transmission capacities Ci j,total856
between the German control areas were determined by sum-857
ming the transmission capacities of the gird levels of 110kV858
and above of transmission lines that connected the control ar-859
eas i and j. Table III lists the all links of the control area860
network consisting of N = 24 control areas and 45 links. A861
visualization of this network can be seen in Fig. 9b). The862
sum of the network power frequency characteristic λtotal = 19863
GW/Hz is distributed to the individual control areas according864
to their share of SB,i giving λi =
SB,i
∑i SB,i
·λtotal.865
This system was used as a basis for the analysis in Sec. IV C.866
Name id SB,i/MW
CGES 0 469.91
Amprion 1 24857.10
TenneT NL 2 13687.00
EMS 3 4558.00
swissgrid 4 7192.73
TenneT GER 5 20561.20
Energinet 6 4298.42
ELES 7 1619.99
PSE SA 8 21216.20
NOS BiH 9 1550.22
50Hertz 10 12225.60
MAVIR 11 5385.72
CEPS 12 7940.88
HOPS 13 2419.00
Elia 14 10682.20
APG 15 8070.40
TransnetBW 16 9019.73
Italy 17 41518.00
RTE 18 52836.00
SEPS 19 3503.00
IPTO 20 7469.00
ESO 21 4463.00
REN 22 6530.40
REE 23 34277.00
TABLE II. Name, id and estimated size in terms of power SB,i of the
individual control areas for the control area network of continental
Europe.
i j Ci j,total/MW
0 9 795.643
0 3 567.057
1 4 2171.270
1 18 3338.320
1 2 4461.410
2 5 1898.100
2 14 4485.110
3 9 624.314
3 11 695.300
3 13 687.143
3 21 776.829
4 17 6658.570
4 15 2406.230
4 18 3370.890
4 16 4436.180
5 15 2431.970
5 12 2244.540
5 6 2168.680
6 10 857.200
7 15 1626.070
7 17 1754.300
7 13 2025.710
8 12 2537.200
i j Ci j,total/MW
8 19 1453.710
8 10 2693.620
9 13 1948.570
10 12 2517.430
11 15 1572.400
11 13 1696.110
11 19 2492.210
12 15 3281.860
12 19 2930.710
14 18 4607.560
15 17 407.714
15 16 2004.700
16 18 2421.320
17 18 4020.000
17 20 731.429
18 23 4684.360
20 21 775.714
22 23 4105.890
1 16 3042.000
5 16 1976.000
5 10 8398.000
1 5 9672.000
TABLE III. List with the estimated total transmission capacities
Ci j,total between the control areas i and j in the example of the con-
trol area network of continental Europe discussed in Sec. IV C. The
identifying source and target ids are shown in Tab. II.
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