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We study the Cauchy problem of a cometary ﬂow equation with a self-generated electric
ﬁeld. This kinetic model originates from the theory of astrophysical plasmas and can be
viewed as a perturbation, by a wave-particle collision operator, of the classical Vlasov–
Poisson system. By asymptotic methods in kinetic theory, global existence of nonnegative
weak solutions to the Cauchy problem in three space variables is established for bounded
initial data having ﬁnite second order velocity moments.
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1. Introduction
In this paper, we investigate the initial value problem of a 3D cometary ﬂow equation with a self-generated electric ﬁeld.
This kind of kinetic model comes from the theory of quasi-linear plasmas and can be written as follows
∂t f + ξ · ∇x f + E · ∇ξ f = Qu f ( f ), f (0, x, ξ) = f0(x, ξ), (1.1)
−xU (t, x) = ρ f (t, x), lim|x|→∞U (t, x) = 0, (1.2)
E(t, x) = −∇xU (t, x), (1.3)
where the unknown f (t, x, ξ) 0 denotes microscopic density of particles at time t  0 and position x ∈ R3, moving with
velocity ξ ∈ R3. The nonlinear operator Qu f ( f ) is a simpliﬁed version of the collision integral modeling wave-particle
interactions in cometary ﬂows and is deﬁned by Qu f ( f )(t, x, ξ) = Pu f ( f )(t, x, ξ) − f (t, x, ξ) with
Pu f ( f ) =
{ 1
4π
∫
S2
f (t, x,u f + |ξ − u f |ω)dω, ρ f = 0,
0, ρ f = 0, (1.4)
where
∫
S2
· · ·dω denotes the Lebesgue integral on the unit sphere S2 of R3 (the exact deﬁnition of the collision integral
for measurable functions will be explained in Lemma 2.2 and Remark 2.1). The functions U (t, x) and E(t, x) respectively
E-mail address: xwzhang@mail.hust.edu.cn.0022-247X/$ – see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2010.11.030
594 X. Zhang / J. Math. Anal. Appl. 377 (2011) 593–612stand for the electric potential and ﬁeld induced by particles themselves in the cometary ﬂow. In the above equations,
macroscopic quantities are used, i.e., the macroscopic density ρ f (t, x) and the bulk velocity u f (t, x) which are deﬁned by(
ρ f
ρ f u f
)
(t, x) =
∫
R3
(
1
ξ
)
f (t, x, ξ)dξ, t  0, x ∈R3. (1.5)
The system of partial differential equations (1.1)–(1.3) can be viewed as a perturbation of the classical Vlasov–Poisson
system by the wave-particle collision operator which is fully nonlinear. It follows from the classical potential theory that for
suﬃciently regular macroscopic density ρ f (e.g., ρ f ∈ Lp(R3) for p > 1, which will be satisﬁed in this paper), the unique
solution of (1.2), (1.3) can be expressed by
U (t, ·) = −Γ (·) x ρ f (t, ·), E(t, ·) = K (·) x ρ f (t, ·), (1.6)
where Γ (x) = − 14π |x| is the fundamental solution of the Laplacian x in R3 and K (x) = ∇xΓ (x) = x4π |x|3 . Hence, (1.1)–(1.3)
are equivalent to Eqs. (1.1), (1.6).
The nonlinear PDEs (1.1)–(1.3) are important kinetic models in the theory of astrophysical plasmas (see, e.g.: [12,38–40]).
A mathematical investigation of this model is initiated by P. Degond, J.L. Lopez and P.F. Peyrard [6,7]. In those papers, under
the assumptions that there is no external ﬁeld (i.e., E(t, x) ≡ 0) or the ﬁeld E is prescribed (e.g., a given Lorentz ﬁeld),
hydrodynamical limits of Eq. (1.1) were formally derived for various scalings. In [8], assuming that the initial datum f0 ∈
L1 ∩ L∞(R3 ×R3)+ has ﬁnite velocity moment of order two and has no vacuum regions, the authors gave a rigorous proof
of the existence of a nonnegative solution to the Cauchy problem (1.1) in the case of E(t, x) ≡ 0, furthermore, conservation
laws for mass, momentum and energy, as well as an entropy dissipation law and the propagation of higher order moments,
were derived. Those results were extended in [14] to a bounded domain with reﬂecting boundary and to initial datum f0
permitting vacuum regions such that 0 (1+ |ξ |r) f0 ∈ L1(R3 ×R3) and f0 ∈ Lp(R3 ×R3)+ for any r, p > 1, and existence
and trends towards equilibria in weak topology were also established. For more information on equilibrium solutions of
Eq. (1.1) in the case of E(t, x) ≡ 0 and their links to the explicit solutions of the compressible Euler equations for monatomic
gases, as well as perturbation theory of global equilibria, we refer the readers to Refs. [15,16].
All results mentioned above are restricted to treat a single equation, i.e., Eq. (1.1). In astrophysical plasmas, electric-
magnetic ﬁelds are often created by migrating particles themselves, in these situations Eq. (1.1) has to be coupled with
Maxwell or Poisson equations. In this paper, we only consider electrostatic ﬁelds created by migrating particles and neglect
the inﬂuence of magnetic ﬁelds, i.e., we study the global existence of weak solutions to the kinetic equations (1.1)–(1.3).
Firstly, we give the deﬁnition of weak solutions used in the present paper.
Deﬁnition 1.1. A nonnegative function f (t, x, ξ) ∈ L1([0, T ); L1(R3 × R3)) is said to be a weak solution on [0, T ) to the
system (1.1)–(1.3) if E(t, x) veriﬁes (1.6) and if f (t, x, ξ) satisﬁes
T∫
0
dt
∫
R3×R3
f (∂tφ + ξ · ∇xφ + E · ∇ξ φ)dxdξ +
∫
R3×R3
f0φ|t=0 dxdξ = −
T∫
0
dt
∫
R3×R3
Qu f ( f )φ dxdξ (1.7)
for any test function φ(t, x, ξ) ∈ C∞c ([0, T ) ×R3 ×R3)). If in addition f (t, x, ξ) ∈ L1loc([0,∞); L1(R3 ×R3)) and (1.7) is valid
for all T > 0, then f is said to be a global weak solution to the system (1.1)–(1.3).
Obviously, we can replace the test function space C∞c ([0, T )×R3 ×R3)) by C1c ([0, T )×R3 ×R3)). Suppose that f (t, x, ξ)
is a weak solution to the system (1.1)–(1.3), its kinetic energy and potential energy at time t are respectively deﬁned by
[22–24,33]
Ek( f )(t) =
∫
R3×R3
|ξ |2 f (t, x, ξ)dxdξ and Ep( f )(t) =
∫
R3
∣∣E(t, x)∣∣2 dx. (1.8)
In the following of this paper, ‖ · ‖p always denotes the norm of the space Lp(R3 ×R3) for 1 p ∞. Based on the above
notations, we can summarize the main results in this paper as follows.
Theorem 1.1. Let the initial datum f0(x, ξ) be a nonnegative function such that(
1+ |ξ |2) f0 ∈ L1(R3 ×R3), f0 ∈ L∞(R3 ×R3), (1.9)
then there exists a global weak solution f (t, x, ξ) to the system (1.1)–(1.3) such that∥∥ f (t)∥∥1 = ‖ f0‖1, ∥∥ f (t)∥∥∞  ‖ f0‖∞, t  0, (1.10)
and
Ek( f )(t) + Ep( f )(t) Ek( f0) + Ep( f0), t  0. (1.11)
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Ek( f )(t) =
∫
R3×R3
|ξ |2 f (t, x, ξ)dxdξ  M, t  0. (1.12)
In order to prove this theorem, inspired by the method used in [22,24] we introduce regularized fundamental solution
Γε and regularized convolution kernel Kε for any ε > 0:
Γε(x) = − 1
4π(ε + |x|2)1/2 , Kε(x) = ∇xΓε(x) =
x
4π(ε + |x|2)3/2 .
Then, we construct approximate equations of system (1.1)–(1.3) as follows
∂t f
ε + ξ · ∇x f ε + Eε · ∇ξ f ε = Qu f ε
(
f ε
)
, f ε(0, x, ξ) = f0(x, ξ), (1.13)
Eε(t, x) = [Kε(·) x ρ f ε (t, ·)](x), (1.14)
where ρ f ε and u f ε are deﬁned by (1.5) with f replaced by f ε . It follows from Ref. [24] that for any ﬁxed p ∈ [1,3/2),
‖Kε − K‖Lp(R3) → 0 as ε → 0.
We will show that a sequence of solutions to the initial value problem (1.13), (1.14) converges weakly to a solution of
the system (1.1)–(1.3) as ε → 0. To do so, the next proposition has to be established.
Proposition 1.2. Suppose that the initial datum f0(x, ξ) satisﬁes the conditions of Theorem 1.1, then for any ε > 0, the initial value
problem (1.13), (1.14) has a nonnegative solution f ε such that∥∥ f ε(t)∥∥1 = ‖ f0‖1, ‖ f ε(t)‖∞  ‖ f0‖∞, t  0, (1.15)
Ek
(
f ε
)
(t) + Ep,ε
(
f ε
)
(t) Ek( f0) + Ep,ε( f0), t  0. (1.16)
Here, Ep,ε( f ε)(t) =
∫
R3
|Eε(t, x)|2 dx. Furthermore, there exists a positive constant M1 = M1( f0) independent of ε such that
Ek
(
f ε
)
(t) =
∫
R3×R3
|ξ |2 f ε(t, x, ξ)dxdξ  M1, t  0. (1.17)
We observe that if we replace the right-hand side of Eq. (1.1) with 0, then (1.1)–(1.3) become the classical Vlasov–Poisson
system, which has received a great deal of discussion over past decades. For the Cauchy problem of the system, there are lots
of literatures concerning its various properties, such as existence, uniqueness and asymptotic behavior of strong and weak
solutions, etc. (see, e.g., [17,36,3,22–24,10,2,4,37,34,26,25,33,28]). If we replace the right-hand side of Eq. (1.1) with the
Boltzmann collision operator, then (1.1)–(1.3) become the Vlasov–Poisson–Boltzmann system, an important kinetic model in
gas dynamics (see, e.g., [5,31,27,20,21,1,9,29,41,42] and the references therein). The results in this paper are generalizations
of those for the Vlasov–Poisson system (especially the results in [24]) to the cometary ﬂow equation.
2. Equations with linearized collision operators
In this section, we discuss a class of approximate equations with linearized collision operators. In the ﬁrst subsection, we
summarize basic properties of the collision operator Qu f ( f ) (for details, see Refs. [6–8,14]), which will be frequently used in
the rest of the paper. The second subsection is devoted to establishing various estimates for electric ﬁelds and characteristic
ﬂows via the Fortet–Mourier metric, which induces weak topology on probability measure space. Finally, we prove in the
third subsection the global existence and uniqueness of nonnegative mild solutions to the approximate equations mentioned
above.
2.1. Properties of wave-particle interaction operator
Let u ∈R3 be ﬁxed, we deﬁne the linearized collision operator Qu( f ) as follows: for any function f (ξ) ∈ L1(R3),
Qu( f )(ξ) = Pu( f )(ξ) − f (ξ), Pu( f )(ξ) = 1
4π
∫
S2
f
(
u + |ξ − u|ω)dω. (2.1)
Then, we have
Lemma 2.1. Let f (ξ), g(ξ) ∈ C∞c (R3) be nonnegative functions and let ψ ∈ C∞[0,∞). Then
(1) Pu( f ) is a projector: P2u( f ) = Pu( f ).
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∫
R3
Qu( f )g dξ =
∫
R3
Qu(g) f dξ = −
∫
R3
Qu( f )Qu(g)dξ .
(3) Collision invariants:
∫
R3
ξ Qu( f )(ξ)dξ =
∫
R3
ψ(|ξ − u|)Qu( f )(ξ)dξ = 0.
Consequently, we have
(4) Qu f ( f ) = 0 if and only if there exist u ∈R3 and F ∈ C∞c [0,∞) such that f (ξ) = F (|ξ − u|2).
(5) H-theorem:
∫
R3
Qu( f ) f dξ = −
∫
R3
Qu( f )Qu( f )dξ  0.
Lemma 2.2. Let u(t, x),un(t, x) : (0,∞) ×R3 →R3 be locally integrable functions such that limn→∞ un = u in L1loc((0,∞) ×R3),
and let f (t, x, ξ) ∈ C∞c ((0,∞) ×R3 ×R3). Then
(1) For any p,q ∈ [1,∞] and T > 0, we have∥∥Pu( f )∥∥Lq((0,T ); Lp(R3×R3))  ‖ f ‖Lq((0,T ); Lp(R3×R3)).
(2) For any p,q ∈ [1,∞) and T > 0, we have
lim
n→∞ Pun ( f ) = Pu( f ) in L
q((0, T ); Lp(R3 ×R3)).
Remark 2.1.
(1) Since C∞c ((0, T ) × R3 × R3) is dense in Lq((0, T ); Lp(R3 × R3)) for any p,q ∈ [1,∞), Lemma 2.2(1) implies that the
operator Qu( f ) has a unique bounded extension on the whole space Lq((0, T ); Lp(R3 ×R3)). It is in this manner that
the operator Pu( f ) is deﬁned. Consequently, the result of Lemma 2.2(2) is valid for any f ∈ Lq((0, T ); Lp(R3 × R3)).
On the other hand, it is obvious that the results in Lemma 2.1 can be naturally extended to functions whenever the
involved integrals are well deﬁned.
(2) For the proofs of these lemmas, see Refs. [6–8,14].
2.2. Fortet–Mourier metric and estimates of characteristic ﬂows
With the above notations and results, we can show the existence and uniqueness of global solutions to a class of
approximate equations with a linearized collision operator (Proposition 2.7), i.e., for any ﬁxed velocity ﬁeld u(t, x) ∈
L∞((0,∞) ×R3)3 and any ﬁxed ε > 0 we will study the following partial differential equations.
∂t f
ε + ξ · ∇x f ε + Eε · ∇ξ f ε = Qu
(
f ε
)
, f ε(0, x, ξ) = f0(x, ξ), (2.2)
Eε(t, x) = [Kε(·) x ρ f ε (t, ·)](x). (2.3)
For the sake of simplicity, in the rest of this section we omit the superscript ε of f ε . Suppose that f  0 is a suﬃciently
smooth solution of (2.2), (2.3), integrating (2.2) against (x, ξ) and using Lemma 2.1(3), we obtain
d
dt
∫
R3×R3
f (t, x, ξ)dxdξ = 0,
i.e., f veriﬁes conservation law of mass. Hence, without loss of generality we can assume that f0(x, ξ) is nonnegative such
that
∫
R3×R3 f0(x, ξ)dxdξ = 1, that is to say that f (t, x, ξ) is a probability density for each t  0. As was suggested by
H. Neunzert [30,31], an appropriate way to investigate the linearized problem (2.2), (2.3) is to utilize probability measure
space P =: P(R3×R3) endowed with weak topology. A sequence of probability measures μn ∈ P is said to converge weakly
to a probability measure μ if for any test function φ ∈ Cb(R3 ×R3) we have
lim
n→∞
∫
R3×R3
φμn(dx,dξ) =
∫
R3×R3
φμ(dx,dξ).
This topology is metrizable, in fact, it can be induced by the Fortet–Mourier metric:
d(μ1,μ2) = sup
φ∈D
∣∣∣∣
∫
R3×R3
φμ1(dx,dξ) −
∫
R3×R3
φμ2(dx,dξ)
∣∣∣∣,
where D is the set of all Lipschitz continuous functions φ : R3 × R3 → [0,1] such that their Lipschitz modules do not
exceed 1. Equipped with this metric, the probability measure space P becomes a complete metric space [30,13,35]. Let
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on [0, T ] with values in the complete metric space P), its metric is deﬁned by (λ > 0 is a constant to be determined later)
δ(μ,ν) = sup{exp(−λt)d(μt , νt): t ∈ [0, T ]}, ∀μ,ν ∈ C([0, T ]; P).
If both μ and ν are absolutely continuous with respect to the Lebesgue measure, then we often write d( f , g) and δ( f , g)
instead of d(μ,ν) and δ(μ,ν), where f and g are respectively the probability densities of μ and ν .
For μ ∈ C([0, T ]; P), we set ρμ(t, ·) =
∫
R3
μt(·,dξ) for each t ∈ [0, T ] (i.e., macroscopic density or marginal distribution
of μ at time t), it is easy to prove that ρμ ∈ C([0, T ]; P(R3x)). As in the absolutely continuous case, the regularized electric
ﬁeld Eε(t, x) induced by μ is deﬁned by
Eε(t, x) = [Kε(·) x ρμ(t, ·)](x) =
∫
R3×R3
Kε(x− y)μt(dy,dξ). (2.4)
A straight forward computation shows that Eε(t, x) ∈ C([0, T ];C∞b (R3x)), where C∞b (R3x) denotes the set of all inﬁnitely
differentiable functions such that all orders of their derivatives are bounded on R3x . Hence, for any μ ∈ C([0, T ]; P) and any
(t, x, ξ) ∈ [0, T ] ×R3 ×R3, the characteristic equations{
X˙(s) = Ξ(s), X(t) = x,
Ξ˙ (s) = Eε(s, X(s)), Ξ(t) = ξ (2.5)
of (2.2) have a unique solution (X(s, t),Ξ(s, t)) = (X(s, t; x, ξ),Ξ(s, t; x, ξ)) =: Z(s, t; x, ξ) =: Z(s, t) deﬁned on [0, T ]. The
characteristic ﬂow Z(s, t) = (X(s, t),Ξ(s, t)) has many important properties [24], for example, Z(s, t; x, ξ) ∈ C1([0, T ] ×
[0, T ] × R3 × R3;R3 × R3) and for any ﬁxed s, t ∈ [0, T ] it is a measure preserving homeomorphism of R3 × R3 onto
R
3 ×R3. As a consequence of those properties, we know (see, e.g.: [22,24]) that when the electric ﬁeld Eε(t, x) is induced
by a given μ ∈ C([0, T ]; P), f is a weak solution of (2.2) in the sense of Deﬁnition 1.1 if and only if
f (t, x, ξ) = exp(−t) f0
(
Z(0, t; x, ξ))+
t∫
0
exp
(−(t − τ ))Pu( f )(τ , Z(τ , t; x, ξ))dτ , (2.6)
i.e., f is a mild solution to (2.2). Furthermore, it is an easy matter to show that (2.6) is equivalent to
f (t, x, ξ) = f0
(
Z(0, t; x, ξ))+
t∫
0
Qu( f )
(
τ , Z(τ , t; x, ξ))dτ . (2.7)
In the rest of this subsection, we establish various estimates for distances between two characteristic ﬂows (or between
two electric ﬁelds) by means of Fortet–Mourier metric. Let μ1,μ2 ∈ C([0, T ]; P), and let Eε1(t, x) and Eε2(t, x) be respectively
the electric ﬁelds induced by μ1 and μ2 through (2.4). We also denote the corresponding characteristic ﬂows by Z1(s, t) =
(X1(s, t; x, ξ),Ξ1(s, t; x, ξ)) and Z2(s, t) = (X2(s, t; x, ξ),Ξ2(s, t; x, ξ)). With these notations, we have
Lemma 2.3.
(1) For any μ ∈ C([0, T ]; P), we have that ‖Eε(·,·)‖∞  14πε and∥∥Eε1(t, ·) − Eε2(t, ·)∥∥∞  2min{πε3/2,4πε} d(μ1t,μ2t), t ∈ [0, T ]. (2.8)
(2) For any μ ∈ C([0, T ]; P), we have that |Z(s, t; x, ξ)| 2(T + 1)|(x, ξ)| + T (T+1)2πε for any (s, t; x, ξ) ∈ [0, T ]× [0, T ]×R3 ×R3 .
Furthermore, there exist positive constants Mi(T , ε) (i = 1,2) such that for s, t ∈ [0, T ]
∥∥Z1(s, t) − Z2(s, t)∥∥∞  M1(T , ε)
∣∣∣∣∣
s∫
t
d(μ1τ ,μ2τ )dτ
∣∣∣∣∣, (2.9)
and for any (xi, ξi) ∈R3 ×R3 (i = 1,2) and s, t ∈ [0, T ]∣∣Z(s, t; x1, ξ1) − Z(s, t; x2, ξ2)∣∣ M2(T , ε)∣∣(x1, ξ1) − (x2, ξ2)∣∣. (2.10)
Proof. (1) The ﬁrst part is obvious. To prove (2.8), for any ﬁxed x ∈R3 and t ∈ [0, T ] we set φ±(y, ξ) = min{πε3/2,4πε}×
(x−y)±
2 3/2 , then φ±(y, ξ) ∈ D . By the deﬁnitions of Eε(t, x) and d(·,·), we obtain4π(ε+|x−y| ) i
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∣∣∣∣
∫
R3×R3
φ+(y, ξ)μ1t(dy,dξ) −
∫
R3×R3
φ+(y, ξ)μ2t(dy,dξ)
∣∣∣∣
+ 1
min{πε3/2,4πε}
∣∣∣∣
∫
R3×R3
φ−(y, ξ)μ1t(dy,dξ) −
∫
R3×R3
φ−(y, ξ)μ2t(dy,dξ)
∣∣∣∣
 2
min{πε3/2,4πε}d(μ1t,μ2t), x ∈R
3, t ∈ [0, T ].
This exactly gives (2.8).
(2) Integrating (2.5) from t to s we obtain
X(s, t; x, ξ) = x+
s∫
t
Ξ(τ , t; x, ξ)dτ , (2.11)
Ξ(s, t; x, ξ) = ξ +
s∫
t
Eε
(
τ , X(τ , t; x, ξ))dτ . (2.12)
It follows from (2.12) and part (1) of this lemma that
∣∣Ξ(s, t; x, ξ)∣∣2  2|ξ |2 + 2( T
4πε
)2
.
On the other hand, by (2.11) and the last inequality, we obtain
∣∣X(s, t; x, ξ)∣∣2  2|x|2 + 2
( s∫
t
∣∣Ξ(τ , t; x, ξ)∣∣dτ
)2
 2|x|2 + 4T 2|ξ |2 + T
4
(2πε)2
.
Consequently, we have
∣∣Z(s, t; x, ξ)∣∣ [∣∣X(s, t; x, ξ)∣∣2 + ∣∣Ξ(s, t; x, ξ)∣∣2]1/2  2(T + 1)∣∣(x, ξ)∣∣+ T (T + 1)
2πε
.
To prove (2.9), subtracting Eq. (2.12) for μ = μ1 from the same equation for μ = μ2 and using (2.8) we obtain
∣∣Ξ1(s, t; x, ξ) − Ξ2(s, t; x, ξ)∣∣
∣∣∣∣∣
s∫
t
∣∣Eε1(τ , X1(τ , t; x, ξ))− Eε2(τ , X2(τ , t; x, ξ))∣∣dτ
∣∣∣∣∣

∣∣∣∣∣
s∫
t
∣∣Eε1(τ , X1(τ , t; x, ξ))− Eε1(τ , X2(τ , t; x, ξ))∣∣dτ
∣∣∣∣∣
+
∣∣∣∣∣
s∫
t
∣∣Eε1(τ , X2(τ , t; x, ξ))− Eε2(τ , X2(τ , t; x, ξ))∣∣dτ
∣∣∣∣∣

∣∣∣∣∣
s∫
t
dτ
∫
R3×R3
∣∣Kε(X1(τ , t; x, ξ) − y)− Kε(X2(τ , t; x, ξ) − y)∣∣μ1(dy,dξ)
∣∣∣∣∣
+ 2
min{πε3/2,4πε}
∣∣∣∣∣
s∫
t
d(μ1τ ,μ2τ )dτ
∣∣∣∣∣
 1
4π min{πε3/2,4πε}
∣∣∣∣∣
s∫
t
∥∥X1(τ , t; ·,·) − X2(τ , t; ·,·)∥∥∞ dτ
∣∣∣∣∣
+ 2
min{πε3/2,4πε}
∣∣∣∣∣
s∫
d(μ1τ ,μ2τ )dτ
∣∣∣∣∣.
t
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∥∥Ξ1(s, t) − Ξ2(s, t)∥∥∞  14π min{πε3/2,4πε}
∣∣∣∣∣
s∫
t
∥∥X1(τ , t) − X2(τ , t)∥∥∞ dτ
∣∣∣∣∣
+ 2
min{πε3/2,4πε}
∣∣∣∣∣
s∫
t
d(μ1τ ,μ2τ )dτ
∣∣∣∣∣. (2.13)
Similarly, we obtain from Eq. (2.11) that for all s, t ∈ [0, T ]
∥∥X1(s, t) − X2(s, t)∥∥∞ 
∣∣∣∣∣
s∫
t
∥∥Ξ1(τ , t) − Ξ2(τ , t)∥∥∞ dτ
∣∣∣∣∣. (2.14)
Without loss of generality, we may assume 0 t  s T . Inserting (2.14) into (2.13), we obtain
∥∥Ξ1(s, t) − Ξ2(s, t)∥∥∞ 2min{πε3/2,4πε}
s∫
t
d(μ1τ ,μ2τ )dτ + T
4π min{πε3/2,4πε}
s∫
t
∥∥Ξ1(r, t) − Ξ2(r, t)∥∥∞ dr.
Then, the Gronwall’s lemma implies that
∥∥Ξ1(s, t) − Ξ2(s, t)∥∥∞  4exp(CT )min{πε3/2,4πε}
s∫
t
d(μ1τ ,μ2τ )dτ , (2.15)
where C = T
4π min{πε3/2,4πε} . Inserting this inequality into (2.14), we further obtain
∥∥X1(s, t) − X2(s, t)∥∥∞  4T exp(CT )min{πε3/2,4πε}
s∫
t
d(μ1τ ,μ2τ )dτ . (2.16)
Setting
M1(T , ε) = 4(T + 1)exp(CT )
min{πε3/2,4πε} ,
then (2.15) and (2.16) imply the desired inequality (2.9).
To prove (2.10), we ﬁrst note that by the deﬁnition of Eε(τ , x) it is easy to show that∣∣Eε(τ , x1) − Eε(τ , x2)∣∣ |x1 − x2|
πε3/2
, x1, x2 ∈R3.
Using this inequality and in consideration of (2.12), we obtain
∣∣Ξ(s, t; x1, ξ1) − Ξ(s, t; x2, ξ2)∣∣ |ξ1 − ξ2| +
∣∣∣∣∣
s∫
t
|X(τ , t; x1, ξ1) − X(τ , t; x2, ξ2)
πε3/2
dτ
∣∣∣∣∣. (2.17)
On the other hand, it follows from (2.11) that
∣∣X(s, t; x1, ξ1) − X(s, t; x2, ξ2)∣∣ |x1 − x2| +
∣∣∣∣∣
s∫
t
∣∣Ξ(τ , t; x1, ξ1) − Ξ(τ , t; x2, ξ2)∣∣dτ
∣∣∣∣∣. (2.18)
(2.17), (2.18) and the Gronwall’s lemma imply that for all s, t ∈ [0, T ]∣∣X(s, t; x1, ξ1) − X(s, t; x2, ξ2)∣∣ (|x1 − x2| + T |ξ1 − ξ2|)exp
(
T 2
πε3/2
)
,
and ∣∣Ξ(s, t; x1, ξ1) − Ξ(s, t; x2, ξ2)∣∣ |ξ1 − ξ2| + (|x1 − x2| + T |ξ1 − ξ2|)
T
exp
(
T 2
πε3/2
)
.
The last two inequalities obviously imply that∣∣Z(s, t; x1, ξ1) − Z(s, t; x2, ξ2)∣∣ M2(T , ε)∣∣(x1, ξ1) − (x2, ξ2)∣∣,
where M2(T , ε) = 2[T + T−1 + 4]exp( T 2πε3/2 ). This is the desired result. 
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In order to solve (2.2), (2.3), ﬁrst of all we study a fully linearized problem. Supposing that the velocity ﬁeld u(t, x) is
given and the electric ﬁeld Eε(t, x) is induced by a ﬁxed μ ∈ C([0, T ]; P), then we prove
Lemma 2.4. Let f0 be a probability density on R3 ×R3 and u(t, x) ∈ L∞((0, T ) ×R3)3 , and let the electric ﬁeld Eε(t, x) be deﬁned
by (2.4) for a givenμ ∈ C([0, T ]; P). Then Eq. (2.6) has a unique nonnegative solution f ∈ L∞([0, T ]; L1(R3 ×R3))∩ C([0, T ]; P). If
in addition f0 ∈ L∞(R3 ×R3) and |ξ |β f0 ∈ L1(R3 ×R3) for some β > 0, then ‖ f (t)‖∞  ‖ f0‖∞ and
∫
R3×R3 |ξ |β f (t, x, ξ)dxdξ 
C for all t ∈ [0, T ], where C = C(ε, T , f0,μ,β) is a positive constant depending only upon ε, T , f0,μ and β .
Proof. Let
Y = { f ∈ L∞([0, T ]; L1(R3 ×R3))+: ∥∥ f (t)∥∥1 = 1 for almost all t ∈ [0, T ]},
then Y is a complete subspace of the metric space L∞([0, T ]; L1(R3 × R3)). On this complete subspace we deﬁne an
operator F f by the right-hand side of (2.6). Firstly, we show that F is a mapping from Y into itself. For any f ∈ Y , invoking
integration by variable substitution and using measure preserving property of the characteristic ﬂows and Lemma 2.1(3), we
obtain
∥∥F ( f )(t)∥∥1 = exp(−t)‖ f0‖1 +
t∫
0
exp
(−(t − τ ))∥∥Pu( f )(τ )∥∥1 dτ = exp(−t) +
t∫
0
exp
(−(t − τ ))dτ = 1.
Hence, F maps Y into itself. Next, we show that F is a contraction. Let f1, f2 ∈ Y , then we obtain by Lemma 2.2(1) that
∥∥F ( f1) − F ( f2)∥∥L∞((0,T );L1(R3×R3))  sup
0<t<T
t∫
0
exp
(−(t − τ ))∥∥Pu( f1 − f2)(τ )∥∥1 dτ

(
1− exp(−T ))‖ f1 − f2‖L∞((0,T );L1(R3×R3)),
which exactly implies that F is a contraction. The Banach theorem implies that F has a unique ﬁxed point f ∈ Y . Thirdly,
we show that this solution belongs to C([0, T ]; P). To this end, we only need to show that the right-hand side of (2.6)
belongs to C([0, T ]; P) for any f ∈ Y . Actually, for any φ ∈ Cb(R3 ×R3)∫
R3×R3
F ( f )(t, x, ξ)φ(x, ξ)dxdξ = exp(−t)
∫
R3×R3
f0(x, ξ)φ
(
Z(t,0; x, ξ))dxdξ
+
t∫
0
exp
(−(t − τ ))dτ ∫
R3×R3
Pu( f )(τ , x, ξ)φ
(
Z(t, τ ; x, ξ))dxdξ.
Since both φ(Z(t,0; x, ξ)) and φ(Z(t, τ ; x, ξ)) are bounded and continuous in all of their variables, the Lebesgue’s conver-
gence theorem shows that the right-hand side of the above equation is continuous in t ∈ [0, T ]. So, f ∈ C([0, T ]; P), the
proof of the ﬁrst part of the lemma is complete.
If in addition f0 ∈ L∞(R3 ×R3), we construct iteration sequence as follows
f1 = F ( f0), fn+1 = F ( fn), n = 1,2,3, . . . .
By inductive method, it is easy to prove that ‖ fn(t)‖∞  ‖ f0‖∞ for all t ∈ [0, T ] and n = 1,2,3, . . . . Due to fn → f in Y ,
we obtain that ‖ f (t)‖∞  ‖ f0‖∞ for all t ∈ [0, T ]. On the other hand, if |ξ |β f0 ∈ L1(R3 × R3), we obtain from (2.5) that
|Ξ(t, s; x, ξ)|2  2[|ξ |2 + L21T 2], where L1(ε,μ) = supt,x |Eε(t, x)|. Multiplying both sides of fn+1 = F ( fn) by |ξ |β and then
integrating it against (x, ξ), we obtain∫
R3×R3
|ξ |β fn+1(t, x, ξ)dxdξ = exp(−t)
∫
R3×R3
∣∣Ξ(t,0; x, ξ)∣∣β f0(x, ξ)dxdξ
+
t∫
0
exp
(−(t − τ ))dτ ∫
R3×R3
∣∣Ξ(t, τ ; x, ξ)∣∣β Pu( fn)(τ , x, ξ)dxdξ
 2Cβ exp(−t)
∫
3 3
[|ξ |β + Lβ1 T β] f0(x, ξ)dxdξ
R ×R
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t∫
0
exp
(−(t − τ ))dτ ∫
R3×R3
[|ξ |β + Lβ1 T β]Pu( fn)(τ , x, ξ)dxdξ
 2Cβ exp(−t)
∫
R3×R3
[|ξ |β + Lβ1 T β] f0(x, ξ)dxdξ
+ 6Cβ
t∫
0
exp
(−(t − τ ))dτ ∫
R3×R3
[|ξ |β + ‖u‖β∞ + Lβ1 T β] fn(τ , x, ξ)dxdξ.
This implies that for t ∈ [0, T ] and n = 0,1,2, . . .
∫
R3×R3
|ξ |β fn+1(t, x, ξ)dxdξ  C1 + 6Cβ
t∫
0
dτ
∫
R3×R3
|ξ |β fn(τ , x, ξ)dxdξ,
where C1 = 8Cβ(Lβ1 T β + ‖u‖β∞) + 2Cβ
∫
R3×R3 |ξ |β f0 dxdξ . Consequently,∫
R3×R3
|ξ |β fn(t, x, ξ)dxdξ  C1 exp(C1t) + exp(6Cβt)
∫
R3×R3
|ξ |β f0 dxdξ,
which obviously implies that∫
R3×R3
|ξ |β f (t, x, ξ)dxdξ  C, t ∈ [0, T ],
where C = C1 exp(C1T ) + exp(6Cβ T )
∫
R3×R3 |ξ |β f0 dxdξ . This is the desired result. 
The next lemma illustrates that the linear operator Pu is Lipschitz continuous with respect to the Fortet–Mourier metric
if the given ﬁeld u(t, x) is Lipschitz continuous in x ∈R3 uniformly in t ∈ [0, T ].
Lemma 2.5. Let u(t, x) ∈ L∞((0, T ) × R3)3 be Lipschitz continuous in x ∈ R3 uniformly in t ∈ [0, T ], then for any f1, f2 ∈
L∞([0, T ]; L1(R3 ×R3)) ∩ C([0, T ]; P)
d
(
Pu( f1)(t), Pu( f2)(t)
)
max
{
2,
(
1+ 6L2u
)1/2}
d
(
f1(t), f2(t)
)
, t ∈ [0, T ],
where Lu is the Lipschitz constant of u(t, x).
Proof. For any φ ∈ D , we have∫
R3×R3
φ(x, ξ)Pu( f i)(t, x, ξ)dxdξ =
∫
R3×R3
f i(t, x, ξ)Pu(φ)(x, ξ)dxdξ.
On the other hand, for any (xi, ξi) ∈R3 ×R3 (i = 1,2)
∣∣Pu(φ)(x1, ξ1) − Pu(φ)(x2, ξ2)∣∣
= 1
4π
∣∣∣∣
∫
S2
φ
(
x1,u(t, x1) +
∣∣ξ1 − u(t, x1)∣∣ω)dω −
∫
S2
φ
(
x2,u(t, x2) +
∣∣ξ2 − u(t, x2)∣∣ω)dω
∣∣∣∣
 1
4π
∫
S2
[|x1 − x2|2 + 6∣∣u(t, x1) − u(t, x2)∣∣2 + 4|ξ1 − ξ2|2]1/2 dω
max
{
2,
(
1+ 6L2u
)1/2}∣∣(x1, ξ1) − (x2, ξ2)∣∣.
We have proved that for any ﬁxed t ∈ [0, T ], max{2, (1+ 6L2u)1/2}−1Pu(φ)(x, ξ) ∈ D . Consequently, for any t ∈ [0, T ]
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(
Pu( f1)(t), Pu( f2)(t)
)= sup
φ∈D
∣∣∣∣
∫
R3×R3
[
Pu( f1)(t) − Pu( f2)(t)
]
φ dxdξ
∣∣∣∣
= sup
φ∈D
∣∣∣∣
∫
R3×R3
[
f1(t) − f2(t)
]
Pu(φ)dxdξ
∣∣∣∣
max
{
2,
(
1+ 6L2u
)1/2}
d
(
f1(t), f2(t)
)
.
The proof is complete. 
Remark 2.2. A mild solution f of (2.2), (2.3) means that f satisﬁes (2.6), in which the characteristic ﬂow Z(s, t; x, ξ) (i.e.,
the solution of (2.5)) is determined by the electric ﬁeld Eε(t, x) generated by the solution itself, i.e.,
Eε(t, x) = [Kε(·) x ρ f (t, ·)](x) =
∫
R3×R3
Kε(x− y) f (t, y, ξ)dy dξ. (2.19)
As has been mentioned above, a mild solution is a weak solution in the sense of Deﬁnition 1.1, and vice versa due to the
regularity of the electric ﬁeld Eε(t, x).
In order to proceed further, we establish an estimate on kinetic and potential energy for solutions to problem (2.2), (2.3).
Let f (t, x, ξ) be a nonnegative mild solution to (2.2), (2.3), as in Proposition 1.2, its kinetic and potential energy at time
t  0 are respectively deﬁned by
Ek( f )(t) =
∫
R3×R3
|ξ |2 f (t, x, ξ)dxdξ
and
Ep,ε( f )(t) = −
∫
R6
Γ ε(x− y)ρ f (t, x)ρ f (t, y)dxdy.
Lemma 2.6. Let f (t, x, ξ) be a nonnegative mild solution of (2.2), (2.3) deﬁned on [0, T ], then for all t ∈ [0, T ]
Ek( f )(t) + Ep,ε( f )(t) = Ek( f0) + Ep,ε( f0) +
t∫
0
dτ
∫
R3×R3
|ξ |2Qu( f )(τ , x, ξ)dxdξ.
Proof. Since a mild solution to (2.2), (2.3) veriﬁes (2.7), we have
d
dt
Ek( f )(t) = ddt
∫
R3×R3
∣∣Ξ(t,0; x, ξ)∣∣2 f0(x, ξ)dxdξ + d
dt
t∫
0
dτ
∫
R3×R3
Qu( f )(τ , x, ξ)
∣∣Ξ(t, τ ; x, ξ)∣∣2 dxdξ
= 2
∫
R3×R3
Ξ(t,0; x, ξ) · Eε(t, X(t,0; x, ξ)) f0(x, ξ)dxdξ
+ 2
t∫
0
dτ
∫
R3×R3
Ξ(t, τ ; x, ξ) · Eε(t, X(t, τ ; x, ξ))Qu( f )(τ , x, ξ)dxdξ
+
∫
R3×R3
|ξ |2Qu( f )(t, x, ξ)dxdξ.
This implies that
d
dt
Ek( f )(t) = 2
∫
R3×R3
ξ · Eε(t, x) f (t, x, ξ)dxdξ +
∫
R3×R3
|ξ |2Qu( f )(t, x, ξ)dxdξ. (2.20)
On the other hand, we have
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∫
R12
Γ ε(x− y) f (t, x, ξ) f (t, y, η)dxdy dξ dη
= −
∫
R12
Γ ε
(
X(t,0; x, ξ) − X(t,0; y, η)) f0(x, ξ) f0(y, η)dxdy dξ dη
− 2
t∫
0
dτ
∫
R12
Γ ε
(
X(t,0; x, ξ) − X(t, τ ; y, η)) f0(x, ξ)Qu( f )(τ , y, η)dxdy dξ dη
−
t∫
0
dτ
t∫
0
ds
∫
R12
Γ ε
(
X(t, s; x, ξ) − X(t, τ ; y, η))Qu( f )(s, x, ξ)Qu( f )(τ , y, η)dxdy dξ dη.
Differentiating it with respect to t we ﬁnally obtain by some complicated computations that
d
dt
Ep,ε( f )(t) = −2
∫
R3×R3
ξ · Eε(t, x) f (t, x, ξ)dxdξ. (2.21)
(2.20) and (2.21) obviously imply that
d
dt
[Ek( f )(t) + Ep,ε( f )(t)]=
∫
R3×R3
|ξ |2Qu( f )(t, x, ξ)dxdξ,
this is the desired result. 
Now, we are in a position to give the main results in this section, which is crucial in the proof of Proposition 1.2.
Proposition 2.7. Let f0 ∈ L1 ∩ L∞(R3 ×R3)+ and |ξ |2 f0 ∈ L1(R3 ×R3), and let u(t, x) ∈ L∞((0, T )×R3)3 be Lipschitz continuous
in x ∈ R3 uniformly in t ∈ [0, T ]. Then, Eqs. (2.2), (2.3) have a unique nonnegative mild solution f such that ‖ f (t)‖1 = ‖ f0‖1 for
all t ∈ [0, T ] and such that ∫
R3×R3 f (t, x, ξ)φ(x, ξ)dxdξ ∈ C[0, T ] for any φ ∈ Cb(R3 × R3). Furthermore, there exists a positive
constant L = L(T , f0,‖u‖∞) such that∥∥ f (t)∥∥∞  ‖ f0‖∞, Ek( f )(t) =
∫
R3×R3
|ξ |2 f (t, x, ξ)dxdξ  L, t ∈ [0, T ]. (2.22)
Proof. As has been mentioned above, we can assume that f0 is a probability density. Deﬁne a mapping N on C([0, T ]; P) as
follows: for any μ ∈ C([0, T ]; P), it determines an electric ﬁeld Eε(t, x) through (2.4), by Lemma 2.4 we know that Eq. (2.2)
has a unique mild solution f ∈ L∞([0, T ]; L1(R3 ×R3)) ∩ C([0, T ]; P), then we set N(μ) = f . Obviously, the operator N is
well deﬁned. Furthermore, if |ξ |2 f0 ∈ L1(R3 ×R3) and f0 ∈ L∞(R3 ×R3), it follows from Lemma 2.4 that for all t ∈ [0, T ]∥∥N(μ)(t)∥∥∞ = ∥∥ f (t)∥∥∞  ‖ f0‖∞, (2.23)∫
R3×R3
|ξ |2N(μ)(t, x, ξ)dxdξ  C(ε, T , f0,μ). (2.24)
Next, we show that N is a contraction. Let μ1,μ2 ∈ C([0, T ]; P) and let N(μ1) = f1 and N(μ2) = f2, then we know
from (2.6) that for i = 1,2
f i(t, x, ξ) = exp(−t) f0
(
Zi(0, t; x, ξ)
)+
t∫
0
exp
(−(t − τ ))Pu( f i)(τ , Zi(τ , t; x, ξ))dτ .
By invoking integration by variable substitution and by using measure preserving property of the characteristic ﬂows, we
get
d
(
f1(t), f2(t)
)
 exp(−t) sup
φ∈D
∣∣∣∣
∫
R3×R3
[
f0
(
Z1(0, t)
)− f0(Z2(0, t))]φ dxdξ
∣∣∣∣
+ sup
φ∈D
∣∣∣∣∣
t∫
0
exp
(−(t − τ ))dτ ∫
3 3
[
Pu( f1)
(
τ , Z1(τ , t)
)− Pu( f2)(τ , Z2(τ , t))]φ dxdξ
∣∣∣∣∣R ×R
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φ∈D
∣∣∣∣
∫
R3×R3
[
φ
(
Z1(t,0)
)− φ(Z2(t,0))] f0 dxdξ
∣∣∣∣
+ sup
φ∈D
∣∣∣∣∣
t∫
0
exp(τ − t)dτ
∫
R3×R3
[
Pu( f1)(τ )φ
(
Z1(t, τ )
)− Pu( f2)(τ )φ(Z2(t, τ ))]dxdξ
∣∣∣∣∣
 exp(−t)∥∥(Z1(t,0))− φ(Z2(t,0))∥∥∞ +
t∫
0
e−(t−τ )
∥∥Z1(t, τ ) − Z2(t, τ )∥∥∞ dτ
+
t∫
0
exp
(−(t − τ ))dτ sup
φ∈D
∣∣∣∣
∫
R3×R3
[
Pu( f1)(τ ) − Pu( f2)(τ )
]
φ
(
Z2(t, τ )
)
dxdξ
∣∣∣∣.
Consequently, we obtain by Lemma 2.3 and Lemma 2.5
d
(
f1(t), f2(t)
)
 M1(T , ε)
t∫
0
e−(t−τ )d(μ1τ ,μ2τ )dτ
+ M2(T , ε)max
{
2,
(
1+ 6L2u
)1/2} t∫
0
e−(t−τ ) d
(
f1(τ ), f2(τ )
)
dτ .
Then, the Gronwall’s lemma implies that
d
(
f1(t), f2(t)
)
 M1(T , ε)
t∫
0
exp
(
(b − 1)(t − τ ))d(μ1τ ,μ2τ )dτ ,
where b = M2(T , ε)max{2, (1+ 6L2u)1/2}. Choosing λ = 2M1(T , ε) + b in the metric
δ(μ1,μ2) = sup
{
exp(−λt)d(μ1t,μ2t): t ∈ [0, T ]
}
,
we obtain that
δ( f1, f2)
1
2
δ(μ1,μ2).
This shows that the operator N is a contraction from C([0, T ]; P) into itself. Hence, the Banach theorem ensures that N
has a unique ﬁxed point in the space C([0, T ]; P). But, the range of N is also contained in L∞([0, T ]; L1(R3 ×R3)), so the
ﬁxed point denoted by f , must be an element of L∞([0, T ]; L1(R3 × R3)) ∩ C([0, T ]; P). Obviously, f is the unique mild
solution of (2.2), (2.3). The estimate ‖ f (t)‖∞  ‖ f0‖∞ (0  t  T ) follows from (2.23). On the other hand, (2.24) implies
that Ek( f )(t) =
∫
R3×R3 |ξ |2 f (t, x, ξ)dxdξ is ﬁnite for any 0  t  T . In order to show that the bound is independent of
ε > 0, an application of Lemma 2.6 gives that
Ek( f )(t) Ek( f0) + Ep,ε( f0) +
t∫
0
dτ
∫
R3×R3
|ξ |2Qu( f )(τ , x, ξ)dxdξ, t ∈ [0, T ]. (2.25)
First, we estimate the third term on the right-hand side of the above inequality as follows.
t∫
0
dτ
∫
R3×R3
|ξ |2Qu( f )(τ , x, ξ)dxdξ 
t∫
0
dτ
∫
R3×R3
|ξ |2Pu( f )(τ , x, ξ)dxdξ +
t∫
0
Ek( f )(τ )dτ
 5
t∫
0
Ek( f )(τ )dτ + 6
t∫
0
‖u‖∞
∥∥ f (τ )∥∥1 dτ
= 5
t∫
Ek( f )(τ )dτ + 6T‖u‖∞‖ f0‖1. (2.26)
0
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ρ f0 (see e.g., [24]) we get
Ep,ε( f0)
∫
R3
∣∣(|Kε| x ρ f0)(x)∣∣2 dx
∫
R3
∣∣(|K | x ρ f0)(x)∣∣2 dx
 C‖ρ f0‖26/5  C‖ρ f0‖7/61 ‖ρ f0‖5/65/3  C‖ f0‖7/61
∥∥|ξ |2 f0∥∥1/21 ‖ f0‖1/3∞ , (2.27)
where C is a positive constant independent of ε. By (2.25), (2.26) and (2.27) we get
Ek( f )(t) b + 5
t∫
0
Ek( f )(τ )dτ , t ∈ [0, T ],
where b = Ek( f0) + C(Ek( f0))1/2‖ f0‖7/61 ‖ f0‖1/3∞ + 6T‖u‖∞‖ f0‖1. The Gronwall’s lemma gives Ek( f )(t)  b exp(5t) for t ∈[0, T ]. Letting L(T , f0,‖u‖∞) = b exp(5T ), we obtain the desired result. 
3. Proof of the main results
This section is devoted to proving the main results of this paper. We will give a detailed proof of Proposition 1.2, then we
will brieﬂy explain how to adapt its method to the proof of Theorem 1.1. To solve these problems, we will use asymptotic
methods in kinetic theory developed in recent years, the main tool is the velocity averaging lemmas (see e.g.: [18,19,11]).
Especially we will show that methods suggested in Refs. [11,32,8,14,43] are applicable in the present situation.
3.1. A nonlinear approximate problem
For j = 1,2, . . . , we cut off the velocity ﬁeld u(t, x) as follows [32,8,14]
ϕ j(u)(t, x) =
⎧⎨
⎩
u(t, x), |x| j, |u(t, x)| j;
j u(t,x)|u(t,x)| , |x| j, |u(t, x)| > j;
0, |x| > j.
(3.1)
Obviously, for any T > 0, ϕ j is a continuous operator from L1((0, T ); L1loc(R3)) into
S j =
{
u(t, x) ∈ L1((0, T ) ×R3):
∣∣u(t, x)∣∣ j, (t, x) ∈ (0, T ) × B(0, j),
u(t, x) = 0, (t, x) ∈ (0, T ) × B(0, j)c
}
,
which is a closed convex subset of L1((0, T ) × R3). We truncate Eqs. (1.13), (1.14) with the operator ϕ j and obtain a
nonlinear approximate problem:
∂t f + ξ · ∇x f + Eε · ∇ξ f = Qϕ j(u f )( f ), f (0, x, ξ) = f0(x, ξ), (3.2)
Eε(t, x) = [Kε(·) x ρ f (t, ·)](x). (3.3)
Then, we have
Lemma 3.1. Let f0 ∈ L1 ∩ L∞(R3 × R3)+ and |ξ |2 f0 ∈ L1(R3 × R3) such that f0(x, ξ)  c exp(−(|x|2 + |ξ |2)) for some positive
constant c. Then for any ﬁxed positive integer j, (3.2), (3.3) have a global nonnegative weak solution f j such that ‖ f j(t)‖1 = ‖ f0‖1
for all t  0. Furthermore, there exists a positive constant L = L( f0) such that∥∥ f j(t)∥∥∞  ‖ f0‖∞, Ek( f j)(t) =
∫
R3×R3
|ξ |2 f j(t, x, ξ)dxdξ  L, t  0. (3.4)
Proof. In order to show this lemma, we introduce a further truncation of (3.2), (3.3).
∂t f + ξ · ∇x f + Eε · ∇ξ f = Q Jδϕ j(u f )( f ), f (0, x, ξ) = f0(x, ξ), (3.5)
Eε(t, x) = [Kε(·) x ρ f (t, ·)](x), (3.6)
where Jδ(x) denotes the usual regularizing kernel for any δ > 0, i.e.,
Jδ(x) =
{
c
δ3
exp
(
δ2
|x|2−δ2
)
, |x| < δ;
0, |x| δ,
c > 0 such that
∫
3
Jδ(x)dx = 1.
R
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Jδ  Lp(R3) is dense in Lp(R3) for 1 p < ∞.
In the following, we restrict ourselves to any bounded time interval [0, T ]. But we point out that a local solution deﬁned
on [0, T ] can be easily extended to a global solution by the classical diagonal method, the nature of things is that all
estimates are independent of T . Firstly, we show that for any ﬁxed δ > 0 and j = 1,2, . . . , problem (3.5), (3.6) has a non-
negative mild solution f δj . To this end, we deﬁne operator A with domain S j as follows: for any u ∈ S j , by Proposition 2.7
we know that
∂t f + ξ · ∇x f + Eε · ∇ξ f = Q Jδu( f ), f (0, x, ξ) = f0(x, ξ), (3.7)
Eε(t, x) = [Kε(·) x ρ f (t, ·)](x) (3.8)
has a unique nonnegative mild solution f , we set A(u) = u f · 1(0,T )×B(0, j) . Then, F = ϕ j ◦ A is an operator from S j into
itself. Obviously a ﬁxed point u of the operator F determines a solution f to (3.5), (3.6).
It follows from Lemma 2.3(1) and Proposition 2.7 that the unique solution f to (3.7), (3.8) and the corresponding
electric ﬁeld Eε are uniformly bounded in L2((0, T ) × R3 × R3) and L∞((0, T ) × R3) with respect to u ∈ S j , respectively.
As a consequence, we obtain that g = Qu( f ) − ∇ξ · (Eε f ) is uniformly bounded in L2((0, T ) × R3x ; H−1(R3ξ )) with respect
to u ∈ S j . Using the velocity averaging lemma [11] to the linear transport equation ∂t f + ξ · ∇x f = g , we deduce that∫
K |ξ |r f (t, x, ξ)dξ is uniformly bounded in H1/4((0, T ) ×R3x) for any ﬁxed K ⊂⊂ R3ξ and r  0. Consequently, the compact
imbedding theorem and the uniform bound of Ek( f )(t) ensure that
∫
R3
|ξ |r f (t, x, ξ)dξ is compact in L1loc([0, T ]×R3) for any
ﬁxed r ∈ [0,2), which obviously implies the compactness of ρ f and ρ f u f in the spaces L1loc([0, T ] ×R3) and L1loc([0, T ] ×
R
3)3 respectively. On the other hand, by Lemma 2.3(2) and the lower bound assumption on initial datum f0, it is easy to
get the lower bound of ρ f (t, x):
ρ f (t, x) C1(T , ε, c)exp
(−C2(T , ε)|x|2), (t, x) ∈ (0, T ) ×R3,
where C1(T , ε, c) and C2(T , ε) are positive constants independent of u ∈ S j . Hence,∣∣u f (t, x)∣∣ 1C1(T , ε, c) exp
(
C2(T , ε)|x|2
)∣∣ρ f u f (t, x)∣∣, (t, x) ∈ (0, T ) ×R3.
The above results obviously imply the compactness of the velocity ﬁeld u f in the space L1loc([0, T ] × R3)3. Thus, A is a
compact operator from S j into L1loc([0, T ] ×R3)3.
To prove the continuity of the operator A, we consider a sequence un ∈ S j converging to u in S j as n → ∞. The unique
solutions of (3.7), (3.8) corresponding to un and u are respectively denoted by fn and f . Then we proceed as in [8] and
obtain that every subsequence fnk of fn has a converging subsequence fnkl in the weak
 topology of L∞((0, T ) × R3 ×
R
3). Let g be its weak limit, then Lemma 2.2 and the above assumptions obviously imply that Q Jδunkl
( fnkl ) → Q Jδu(g)
(l → ∞) in distributional sense. On the other hand, due to velocity averaging argument used above, we can assume that
ρ fnkl
converges to ρg in the strong topology of L1loc([0, T ] ×R3). With this result, we show that Eεnkl (t, x) = (Kε  ρ fnkl )(t, x)
converges to Eε(t, x) = (Kε  ρg)(t, x) in the strong topology of L1loc([0, T ] ×R3). Actually, for any R > r > 0, we have
T∫
0
dt
∫
B(0,r)
∣∣Eεnkl − Eε∣∣(t, x)dx
T∫
0
dt
∫
B(0,r)
dx
∫
R3
∣∣Kε(x− y)∣∣|ρ fnkl − ρg |(t, y)dy
 |B(0, r)|√
ε
T∫
0
dt
∫
B(0,R)
|ρ fnkl − ρg |(t, y)dy +
|B(0, r)|
R − r
T∫
0
dt
∫
|y|>R
|ρ fnkl − ρg |(t, y)dy
 |B(0, r)|√
ε
T∫
0
dt
∫
B(0,R)
|ρ fnkl − ρg |(t, y)dy +
2T‖ f0‖1|B(0, r)|
R − r .
Letting l → ∞ and then R → ∞ in succession in the above inequality, we ﬁnally get
lim
l→∞
T∫
0
dt
∫
B(0,r)
∣∣Eεnkl − Eε∣∣(t, x)dx = 0.
The strong convergence of Eεnkl
(t, x) to Eε(t, x) in L1loc([0, T ] ×R3) and the weak convergence of fnkl to g in L∞((0, T ) ×
R
3 ×R3) obviously imply that Eεnkl · ∇ξ fnkl converges to E
ε · ∇ξ g in distributional sense. Consequently, we can take limits
in the equations
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Eεnkl
(t, x) = [Kε(·) x ρ fnkl (t, ·)
]
(x)
and obtain that g is a weak solution to (3.7), (3.8) associated with the velocity ﬁeld Jδ  u. Hence, the uniqueness result of
Proposition 2.7 gives g = f . Thus, we have shown that fn converges to f in the weak topology of L∞((0, T ) ×R3 ×R3).
Then, a further velocity averaging argument and the lower bound estimate given above show that u fn → u f in L1loc([0, T ] ×
R
3) and consequently A is a continuous operator. So, the Schauder’s theorem ensures that the operator F = ϕ j ◦ A has a
ﬁxed point u = ϕ j(u f δj ) ∈ S j which obviously induces a nonnegative mild solution f
δ
j to (3.5), (3.6). On the other hand, it
follows from Proposition 2.7 that f δj satisﬁes (note that Jδ is a contraction on L
p) ‖ f δj (t)‖1 = ‖ f0‖1 for all t ∈ [0, T ] and∫
R3×R3 f
δ
j (t, x, ξ)φ(x, ξ)dxdξ ∈ C[0, T ] for any φ ∈ Cb(R3 ×R3), furthermore, there exists a positive constant L = L(T , f0, j)
independent of δ > 0 such that∥∥ f δj (t)∥∥∞  ‖ f0‖∞, Ek( f δj )(t) =
∫
R3×R3
|ξ |2 f δj (t, x, ξ)dxdξ  L, t ∈ [0, T ]. (3.9)
Next, we show that for any ﬁxed j, a subsequence of f δj converges to a solution f j of (3.2), (3.3) as δ → 0. In fact,
(3.9) and lower bound estimate for ρ f δj
enable us to use velocity averaging lemma to deduce that as δ → 0 (extracting a
subsequence if necessary)
f δj → f j weakly in L∞
(
(0, T ) ×R3 ×R3),
f δj → f j weakly in Lp
(
(0, T ) ×R3 ×R3) for 1 < p < ∞,
ρ f δj
→ ρ f j , u f δj → u f j , in L
1
loc
([0, T ] ×R3).
A further computation also gives that as δ → 0
Jδ  ϕ j(u f δj
) → ϕ j(u f j ), in L1
([0, T ] ×R3),
(Kε  ρ f δj
) → (Kε  ρ f j ), in L1loc
([0, T ] ×R3),
Q Jδϕ j(u f δj
)( f
δ
j ) → Qϕ j(u f j )( f j), in D′
(
(0, T ) ×R3 ×R3).
Those results can be shown by similar methods used in the last step, and details are skipped here. Now, we can go to the
limit in (3.5), (3.6) for f δj and obtain that f j is a nonnegative weak solution to (3.2), (3.3).
To ﬁnish the proof, it is suﬃcient to show that f j satisﬁes all properties required in the lemma. In fact, all those
properties are obviously valid, except for the uniform estimate of the kinetic energy (note that in estimate (3.9), the constant
L depends not only on f0 but also on j and T ). To show that the upper bound of the kinetic energy Ek( f j)(t) is independent
of j and T , we proceed as follows. It follows from Lemma 2.1 and the deﬁnition of ϕ j(u f j ) that for any τ  0∫
R3×R3
|ξ |2Qϕ j(u f j )( f j)(τ , x, ξ)dxdξ = 2
∫
R3
ρ f jϕ j(u f j ) ·
[
ϕ j(u f j ) − u f j
]
dx 0.
In consideration of Lemma 2.6, we get
Ek( f j)(t) Ek( f j)(t) + Ep,ε( f j)(t) Ek( f0) + Ep,ε( f0), t  0. (3.10)
Thanks to (3.10) and the same procedure for estimating Ep,ε( f0) used in the proof of Proposition 2.7, we obtain the desired
result, especially, we can take L = Ek( f0) + C(Ek( f0))1/2‖ f0‖7/61 ‖ f0‖1/3∞ . 
3.2. Proof of Theorem 1.1
In order to prove Theorem 1.1, we ﬁrst establish the results described in Proposition 1.2.
Proof of Proposition 1.2. Firstly, we establish our results in the special case that there exists a positive constant c such that
f0(x, ξ) c exp(−(|x|2 +|ξ |2)). For j = 1,2,3, . . . , there is a global nonnegative mild solution f j to Eqs. (3.2), (3.3) verifying
properties stated in Lemma 3.1. The lower bound assumption on f0 and Lemma 2.3(2) give a lower bound estimate of
ρ f j (t, x) as stated in the proof of Lemma 3.1. So we have for any ﬁxed T < ∞
ρ f (t, x) C1(T , ε, c)exp
(−C2(T , ε)|x|2), (t, x) ∈ (0, T ) ×R3, (3.11)j
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estimates given in Lemma 3.1 and Lemma 2.2 we deduce that
{ f j: j = 1,2, . . .} is bounded in L1 ∩ L∞
(
(0, T ) ×R3 ×R3),
{g j: j = 1,2, . . .} is bounded in L2
(
(0, T ) ×R3; H−1(R3)), (3.12)
where g j = Qϕ j(u f j )( f j)−∇ξ · (Eεj f j) and Eεj = Kε ρ f j . Based on estimates (3.11), (3.12) and a velocity averaging argument
we obtain that for any T < ∞ (extracting a subsequence if necessary)
f j → f weakly in L∞
(
(0, T ) ×R3 ×R3), j → ∞,
f j → f weakly in Lp
(
(0, T ) ×R3 ×R3) for 1 < p < ∞, → ∞,
ρ f j → ρ f , u f j → u f , in L1loc
([0, T ] ×R3), j → ∞,
(Kε  ρ f j ) → (Kε  ρ f ), in L1loc
([0, T ] ×R3), j → ∞,
Qϕ j(u f j )( f j) → Qu f ( f ), in D′
(
(0, T ) ×R3 ×R3), j → ∞,
as has been demonstrated in the proof of Lemma 3.1. Then, we can go to the limit in Eqs. (3.2), (3.3) for f j and obtain that
f is a global nonnegative solution to (1.13), (1.14). Finally, (1.15), (1.16) and (1.17) are easily deduced from estimates (3.4),
(3.10) and the above limits.
Now, we are in a position to prove the general case. For k = 1,2, . . . , we take approximating initial data f0,k as follows
f0,k(x, ξ) = f0(x, ξ) + 1k exp
(−(|x|2 + |ξ |2)),
then the last step shows that for any k, there exists a global nonnegative solution fk to (1.13), (1.14) with fk|t=0 = f0,k such
that fk veriﬁes (1.15), (1.16) and (1.17). Noting that
‖ f0,k‖1  ‖ f0‖1 + C1, ‖ f0,k‖∞  ‖ f0‖∞ + C2,
Ek( f0,k) Ek( f0) + C3, Ep,ε( f0,k) Ep,ε( f0) + C4,
lim
k→∞
‖ f0,k − f0‖p = 0, lim
k→∞
‖ρ f0,k − ρ f0‖q = 0,
where 1 p ∞, 1 q 5/3 and Ci are positive constant independent of k = 1,2, . . . , we get∥∥ fk(t)∥∥1 = ‖ f0,k‖1  ‖ f0‖1 + C1, ∥∥ fk(t)∥∥∞  ‖ f0,k‖∞  ‖ f0‖∞ + C2, t  0, (3.13)
Ek( fk)(t) + Ep,ε( fk)(t) Ek( f0,k) + Ep,ε( f0,k) Ek( f0) + Ep,ε( f0) + C3 + C4, t  0. (3.14)
Consequently, there exists a positive constant M ′1 = M ′1( f0) independent of k such that
Ek( fk)(t) =
∫
R3×R3
|ξ |2 fk(t, x, ξ)dxdξ  M ′1, t  0. (3.15)
From these estimates and by using velocity averaging lemma, we know that there is a nonnegative measurable function f
such that for any T < ∞, 1 < p < ∞ and 0 r < 2 (extracting a subsequence if necessary)
fk → f weakly in L∞
(
(0, T ) ×R3 ×R3), k → ∞, (3.16)
fk → f weakly in Lp
(
(0, T ) ×R3 ×R3), k → ∞, (3.17)∫
R3
|ξ |r fk dξ →
∫
R3
|ξ |r f dξ, in L1loc
([0, T ] ×R3), k → ∞, (3.18)
ρ fk → ρ f , ρ fk u fk → ρ f u f , in L1loc
([0, T ] ×R3), k → ∞, (3.19)
(Kε  ρ fk ) → (Kε  ρ f ), in L1loc
([0, T ] ×R3), k → ∞. (3.20)
Hence, if we can show that for any T < ∞ (extracting a subsequence if necessary)
Pu ( fk) → Pu ( f ), in D′
(
(0, T ) ×R3 ×R3), k → ∞, (3.21)fk f
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R
3 ×R3 such that F1 ⊂ F2 ⊂ · · · ⊂ F j ⊂ · · · → (0, T )×R3 ×R3, we have to show that there exists a subsequence of Pu fk ( fk)
(still denoted by itself) such that for any j = 1,2, . . . and any φ ∈ C∞c (F j)∫
(0,T )×R3×R3
Pu fk ( fk)φ dt dxdξ →
∫
(0,T )×R3×R3
Pu f ( f )φ dt dxdξ, k → ∞.
By diagonal method, this is equivalent to show that for any j = 1,2, . . . there exists a subsequence Pu
f
j
k
( f jk ) of Pu fk ( fk)
such that for any φ ∈ C∞c (F j)∫
(0,T )×R3×R3
Pu
f
j
k
( f jk )φ dt dxdξ →
∫
(0,T )×R3×R3
Pu f ( f )φ dt dxdξ, k → ∞.
Let K j be the projection of F j into the position space R3x , then the above convergence is equivalent to∫
(0,T )×K j×R3
Pu
f
j
k
(
f jk
)
φ dt dxdξ →
∫
(0,T )×K j×R3
Pu f ( f )φ dt dxdξ, k → ∞.
The validity of this result has already been shown in [14] by estimates (3.16), (3.17), (3.19), Lemma 2.1 and Lemma 2.2 (see
the proof of Theorem 2 in [14]). Hence, f is a global nonnegative solution to (1.13), (1.14).
Finally, using (3.16)–(3.20) and passing to the limits in (3.13)–(3.15), we obtain (1.15), (1.16) and (1.17). 
Proof of Theorem 1.1. Since the strategy of the proof is similar to that of Lemma 3.1 and Proposition 1.2, we will only
give a very sketchy proof of it. For any ε > 0, let f ε be the global nonnegative solution to (1.13), (1.14) constructed in
Proposition 1.2, then estimates (1.15), (1.16) and (1.17) imply that for any T > 0, { f ε: ε > 0} is bounded in L1 ∩ L∞((0, T )×
R
3 ×R3). Consequently, there exists a nonnegative function f deﬁned on (0,∞) ×R3 ×R3 such that
f ε → f weakly in L∞((0, T ) ×R3 ×R3), ε → 0, (3.22)
f ε → f weakly in Lp((0, T ) ×R3 ×R3) for 1 < p < ∞, ε → 0. (3.23)
Let βR(ξ) ∈ C∞c (R3) be the cutoff function corresponding to the ball B(0, R) and let f εR = βR f ε , then
∂t f
ε
R + ξ · ∇x f εR = gεR , in D′
(
(0,∞) ×R3 ×R3), (3.24)
where gεR = βR Qu f ε ( f ε) + (Eε · ∇ξ βR) f ε − ∇ξ · (Eε f εR ). By Lemma 2.2, generalized Young’s inequality and interpolation
inequality for ρ f ε , we can estimate each term in gεR respectively as follows∥∥βR Qu f ε ( f ε)∥∥2  ∥∥Pu f ε ( f ε)∥∥2 + ∥∥ f ε∥∥2  2∥∥ f ε∥∥2,∥∥(Eε · ∇ξ βR) f ε∥∥2  C1∣∣B(0, R)∣∣∥∥ f ε∥∥∞
( ∫
R3
∣∣Eε(x)∣∣2 dx)1/2
 C1
∣∣B(0, R)∣∣∥∥ f ε∥∥∞
( ∫
R3
|Kε  ρ f ε |2 dx
)1/2
 C2
∣∣B(0, R)∣∣∥∥ f ε∥∥∞‖ρ f ε‖6/5
 C3
∣∣B(0, R)∣∣∥∥ f ε∥∥7/61 ∥∥|ξ |2 f ε∥∥1/21 ‖ f ‖4/3∞ ,
and ∥∥Eε · f εR∥∥2  ∣∣B(0, R)∣∣∥∥ f ε∥∥∞
( ∫
R3
∣∣Eε(x)∣∣2 dx)1/2  C4∣∣B(0, R)∣∣∥∥ f ε∥∥7/61 ∥∥|ξ |2 f ε∥∥1/21 ‖ f ‖4/3∞ .
Here Ci (i = 1,2,3,4) are all positive constants independent of ε and R . Hence, for any given R > 0, gεR is uniformly
bounded in L2((0, T )×R3x ; H−1(R3ξ )) with respect to ε > 0. Using the velocity averaging lemma [11] to the linear transport
equation (3.24), we deduce that for any ﬁxed R > 0,
∫
B(0,R) |ξ |r f εR (t, x, ξ)dξ is uniformly bounded in H1/4((0, T ) × R3x)
for any ﬁxed r  0. Consequently, the compact imbedding theorem and the uniform bound of Ek( f ε)(t) ensure that∫
R3
|ξ |r f ε(t, x, ξ)dξ is compact in L1loc([0, T ] × R3) for any ﬁxed r ∈ [0,2), which obviously implies the compactness of
ρ f and ρ f u f in the spaces L1loc([0, T ]×R3) and L1loc([0, T ]×R3)3 respectively. Hence, we may assume up to a subsequence
ρ f ε → ρ f , ρ f εu f ε → ρ f u f , in L1
([0, T ] ×R3), ε → 0. (3.25)loc
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Qu f ε
(
f ε
)→ Qu f ( f ), in D′((0, T ) ×R3 ×R3), ε → 0. (3.26)
Next, we show
(Kε  ρ f ε ) f
ε → (K  ρ f ) f , in D′
(
(0, T ) ×R3 ×R3), ε → 0. (3.27)
We notice that
(Kε  ρ f ε ) f
ε − (K  ρ f ) f =
[
(Kε − K )  ρ f ε
]
f ε + [(K  (ρ f ε − ρ f ))] f ε + (K  ρ f )( f ε − f ). (3.28)
First, we show[
(Kε − K )  ρ f ε
]
f ε → 0 in D′((0, T ) ×R3 ×R3), as ε → 0. (3.29)
For any φ ∈ C∞c ((0, T ) ×R3 ×R3), by Hölder’s inequality and Young’s inequality, we get∥∥[(Kε − K )  ρ f ε ] f εφ∥∥L1t,x,ξ  ∥∥[(Kε − K )  ρ f ε ]φ∥∥L2t,x,ξ ∥∥ f ε∥∥L2t,x,ξ

∣∣supp(φ)∣∣1/2‖φ‖∞∥∥[(Kε − K )  ρ f ε ]∥∥L2t,x∥∥ f ε∥∥L2t,x,ξ

∣∣supp(φ)∣∣1/2‖φ‖∞‖ρ f ε‖L2t (L5/3x )
∥∥ f ε∥∥L2t,x,ξ ‖Kε − K‖L10/9x .
Since |supp(φ)|1/2‖φ‖∞‖ρ f ε‖L2t (L5/3x )‖ f
ε‖L2t,x,ξ has an upper bound independent of ε and ‖Kε −K‖L10/9x → 0 as ε → 0 [22,24],
we obtain that ‖[(Kε − K )  ρ f ε ] f εφ‖L1t,x,ξ → 0, which obviously implies (3.29). Then, we show[(
K  (ρ f ε − ρ f )
)]
f ε → 0 in D′((0, T ) ×R3 ×R3), as ε → 0. (3.30)
For any φ ∈ C∞c ((0, T ) × R3 × R3), take a ﬁxed r > 0 such that supp(φ) ⊂ (0, T ) × B(0, r) × B(0, r), denote ρ(φ f ε)(t, x) =∫
R3
φ f ε dξ and ρ(φ f )(t, x) =
∫
R3
φ f dξ . Then for any R > r
∣∣∣∣∣
T∫
0
dt
∫
R3×R3
[(
K  (ρ f ε − ρ f )
)]
(t, x)
(
f εφ
)
(t, x, ξ)dxdξ
∣∣∣∣∣

∣∣∣∣∣
T∫
0
dt
∫
R3
[
(K  ρ(φ f ε))
]
(t, x)(ρ f ε − ρ f )(t, x)dx
∣∣∣∣∣
 1
4π
T∫
0
dt
∫
R3
[ ∫
B(0,r)
|ρ(φ f ε)(t, y)|
|x− y|2 dy
]
|ρ f ε − ρ f |(t, x)dx
 1
4π
T∫
0
dt
∫
|x|>R
[ ∫
B(0,r)
|ρ(φ f ε)(t, y)|
|x− y|2 dy
]
|ρ f ε − ρ f |(t, x)dx
+ 1
4π
T∫
0
dt
∫
|x|R
[ ∫
B(0,r)
|ρ(φ f ε)(t, y)|
|x− y|2 dy
]
|ρ f ε − ρ f |(t, x)dx
 1
4π(R − r)2
T∫
0
dt
∫
R3
[ ∫
B(0,r)
|ρ(φ f ε)(t, y)|dy
]
|ρ f ε − ρ f |(t, x)dx
+ ‖φ‖∞‖ f
ε‖∞|B(0, r)|
4π
T∫
0
dt
∫
|x|R
[ ∫
B(0,r)
1
|x− y|2 dy
]
|ρ f ε − ρ f |(t, x)dx
 ‖φ‖∞‖ f0‖∞T
2π(R − r)2 + ‖φ‖∞
∥∥ f ε∥∥∞∣∣B(0, r)∣∣(R + r)
T∫
dt
∫
|ρ f ε − ρ f |(t, x)dx.0 |x|R
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(K  ρ f )
(
f ε − f )→ 0 in D′((0, T ) ×R3 ×R3), as ε → 0. (3.31)
Actually, by velocity averaging lemma we can show that for any φ ∈ C∞c ((0, T ) ×R3 ×R3), a subsequence of ρ(φ f ε)(t, x) =∫
R3
φ f ε dξ converges to ρ(φ f )(t, x) =
∫
R3
φ f dξ in L1loc([0, T ] ×R3) as ε → 0. Thanks to this result, the proof of (3.31) is the
same as that of (3.30). Consequently, we obtain (3.27) by (3.28), (3.29), (3.30) and (3.31).
Due to (3.22), (3.23), (3.26) and (3.27), we can go to the limits ε → 0 in Eqs. (1.13), (1.14) and obtain that f is a
global nonnegative solution to (1.1)–(1.3). Finally, Using (3.22), (3.23), (3.25), (3.26) and (3.27), and passing to the limits in
(1.15)–(1.17), we obtain (1.10), (1.11) and (1.12). 
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