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Abstract 
The goal of this work is to provide insight into the characterizing principles 
of networks suitable for factory or office automation. Focus has been on 
topology, transmission media, and particularly access mechanisms. 
Rings and Buses are the pref erred logical topologies often implemented with 
a physical Star wiring topology. Buses are simpler than rings and when 
mated with a Carrier Sense Multiple Access with Collision Detection 
(CSMA/CD) protocol like Ethernet, find application in the technical office 
with its "bursty" traffic from many terminals . 
. ,..,. , . 
. .. , 
• J_ •• 
Rings are often matched with Token Passing techniques. This allows 
deterministic service (guaranteed maximum time between servicing) - a 
requirement for factory process control. When high throughput at high link 
utilizations are required, rings are a good choice. 
For technically compelling reasons, fiber optic based systems, probably 
token ring with a Star-Burst like wiring configuration with the rings in wire 
centers at the hubs will service the high end requirements for most future 
systems. As optical interface costs drop, there will be a migration into the 
low end Local Area Network (LAN) market with fiber optic systems finally 
capturing the technical office. 
All major networking vendors are on board t~ Standards' bandwagon. The 
\. 
dream of universal connectivity will inch closer and the spirit of ISDN -
Integrated Services Digital Network will integrate our diverse networks. 
- 1 -
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FACTORY ENVIRONMENT NETWORKING: ANALYSIS OF MAJOR 
TOPOLOGIES AND ACCESS 1v1ETHODS 
1.0 Introduction 
The continuing decline of the cost of computing has caused a dramatic 
increase in the number of independent computing systems in the workplace. 
These systems are being tied together into networks for the following cost 
effective reasons, [1]: 
1. To share information 
2. To share expensive computer related resources 
_/ 
/ 
i' 
' \ 
~.-1 To allow component changes or reconfiguration without 
s'tgnificantly impacting the entire investment 
' 
4. To provide increased reliability through redundancy as compared 
to stand alone systems 
5. To reduce cost on many larger jobs by using cooperating 
processing elements as compared with a single large scale processor 
6. To improve efficiency by providing for specially tailored 
components to do a specific task at the required location (processing 
is done where the data are generated) 
Considerable money and effort is going into this networking problem. In 
fact, the growth of factory and office automation networking is nothing 
- 2 -
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short of meteoric. Local network sales in 1Q87 were $2.4 billion and are 
projected to have a compound annual growth rate of 40% through 1Q91 [2]. 
1.1 Problem Statement 
The literature is pervasive with the claim that automation and its resultant 
computer networking are requirements for industrial manufacturing 
survival. The networking portion of the automation cost are appreciable. 
General Motors, Inc., for example, has allocated as much as 50% of their 
total plant floor computer system funding to device communications [3]. 
Linking diverse equipment from a variety of vendors, many with proprietary 
protocols is a major part of the problem. Small networks are built around 
these proprietary protocols with automation requiring that these networks 
communicate. Retooling with new equipment requires modifications or new 
networking. The cost and inefficiencies of this process are obvious. 
/ 
The problem is to find a networking standard for the factory floor or 
technical office that will meet present requirements and provide the 
necessary growth mechanism. Fundamental to the selection of a suitable 
network is knowledge of the factors that control the baseline efficiencies of 
network operation - the topology and access mechanism employed. 
- 3 -
Topology: The logical interconnection arrangement of processing 
elements on the network 
Access Methods: The hardware and software protocol which describes 
how a processing element may transmit information on the network 
(gain access) 
This author perceives a need to look at networking from the factory 
perspective and to document important networking considerations as an aid 
to engineering design. 
1.2 Scope 
• 
~-
This thesis will report on the analysis and simulation of major topologies, 
transmission mediums, and access methods available for digital data local 
computer networks typical of those found • 1n the manufacturing 
environment. This area of interest corresponds to the two lowest levels 
(Physical and Data Link) of the seven layer Open Systems Interconnection 
(OSI) Reference Model developed by the International Organization for 
Standardization (ISO). Once the basic principles are developed, the more 
important industry networks will be analyzed and compared. 
- 4 -
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1.3 Goals 
The objective of this work is to provide a coherent in-depth look at factory 
and technical office network topology and access method design factors to 
allow designers to more expeditiously select/ design appropriate networks. 
Towards that goal, this thesis combines the analytical and simulation results 
from the literature with the analytical tools required for network design. 
Basic to being able to use the analytical techniques is an understanding of 
networking communications concepts. as well as the appropriate queuing 
theory. This will be provided in what is hopefully an insightful tutorial. 
- 5 -
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2.0 Networks 
2.1 Chapter Introduction 
The purpose of this chapter is to define networks, their topologies, and the 
transmission media that tie them together. 
Network types are first defined in terms of distance and speed in section 
2.3. Of these types, Local Area Networks (LAN), the heart or future heart 
of factory networking, is expanded upon in section 2.4. 
A view of networks from the position of access control is presented in 2.5. 
Network entities are either controlled from above, hierarchical, or have 
access control distributed among them which is called peer relational. This 
network view allows a better understanding of the rationale behind some of 
the topologies and provides a background for the later discussion of access 
methods. 
Network topology depends in part on the communication mode employed. 
Simplex, half duplex, and full duplex are presented in section 2.6 to allow 
uninterrupte~scussion of actual topologies, the fallowing topic. 
r 
The backbone of this 'chapter is the section 2.7 discussion of factory 
common network topologies. Attributes and pictorial representations are 
- 6 -
provided for each. 
Lightwave networking is accorded its own section, 2.8, due to its expected 
future importance and its distinctive set of networking problems. 
Finally, the network transmission mediums are briefly discussed in 2.9. 
Knowledge of their capabilities is a must from the design point of view. 
2.2 Network Definition 
A network consists of two or more processing elements tied together to 
allow the passing of information. To implement a network there must be a 
transmission medium, a control mechanism to allow access to the 
transmission medium, a network interface for each processing element, and 
a set of protocols to control the transmissions between processing elements. 
2.3 Network Classification by Speed and Distance 
Networks have been classified by geographical dispersion and data 
transmission rates. Computer buses with their short physical lengths have 
the highest speeds. Internal to the computer they may transmit data in 
excess of 100 Mb/s (million bits per second). The longest networks are 
called Global or Long Haul. They are usually defined as greater than 1000 
meters in length. Global examples include the telephone and satellite 
- 7 -
networks. Intermediate to these two network classir{;t\ons are Local Area. 
Networks (LAN), an area expanded on in section 2.4. 
··--.. .. 
The following chart [4] generalizes the data transmission rate and distance 
considerations for networks. 
Kilobaud 
100,000 
10,000 
1,000 
100 
10 
1 
.1 
Computer 
Mainframe 
GPIB 
RS-232 
Local 
Network 
Global 
Network 
0.1 1.0 10 100 lK lOK lOOK 
Distance, meters 
Fig. 2-1 Network Classification by Speed and Distance 
In Fig. 2-1 there is an inverse relationship between the speed of data 
'11 
" 
transfer and distance. This is due to signal loss and dispersion with 
increasing distance. Transmission speed in Fig. 2-1 is given in kilobaud 
- 8 -
(units of 1000 baud). The bit per second data rate is usually equal to the 
baud rate when binary data are being transmitted. More precisely, baud is 
the number of signal level changes per second regardless of the information 
the signals contain. 
As shown in Fig. 2-1, computer mainframes with their short physical 
distances can transmit at high data rates. Global networks maintain their 
data rates by using signal repeaters at appropriate spacings (the higher the 
data rate, the closer the repeaters). 
RS-232 is an early standard that originally was intended to allow computer 
equipment to talk via modems. The RS-232 standard, even though 
antiquated, has become ubiquitous in the factory environment. It is used to 
tie together all variety of equipment usually in a point to point 
configuration. The RS-422 and RS-423 standards are higher performance 
updated versions of RS-232 and should be used in new designs. 
The GPIB, General Purpose Interface Bus, was conceived at Hewlett 
Packard which calls it the HPIB. This has becq,me the IEEE-488 (Institute 
of Electronic and Electrical Engineers) standard. This standard consists of 
a parallel data bus and control bus. It is intended to network up to 15 
locally spaced components (usually test equipment modules). 
- g - ..... 
·' 
The expected future use of optical fiber as the transmission medium may 
well obsolete Fig. 2-1. Fiber optic's forte is high transmission rates 
(exceeding 100 Mbaud) for long distances (over 50 km) between repeaters. 
Lower future cost of fiber optic systems could make them economical for all 
except very physically close networks. 
. . 
2.4 Local Area Networks (LANs) 
Local area networks are defined for this thesis as those networks within a 
building or a small set of buildings in close proximity. Thus the LAN 
definition nicely covers the physical. distances required for most factory 
networks. This coupled with LAN's high speed/ distance performance as 
shown in Fig. 2-1 makes them the logical choice for generalized factory 
networks. 
Local area networks are in the throes of being defined by the industry in an 
attempt toward standardization of the factory and office networking 
problem. The IEEE 802 networking standards committee suggests the 
following LAN parameters [5]: 
' 
• <= 2Km cable length 
,. 
• 1 to 20 Mb/s data rate 
- 10 -
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• <= 200 devices on the same cable 
• Reasonable reliability (one undetected data error per year) - also a 
single work station failure doesn't stop the system 
• Peer to peer communications (no intermediate devices required) 
• Transmission medium independent 
Other desirable LAN attributes include [6]: 
• efficient use of shared resources 
• Fair access to the system by all processing elements 
• Easy installation and graceful growth 
• Ease of configuration 
• Low cost 
Presently, most factory networks are not considered LANs by the definition 
given. Referring to Fig. 2-1, networks implemented with RS-232 (too slow) 
and IEEE-488 (only 15 processing elements allowed) are not included in the 
definition of LANs. The phrase "local computer networks" may be used to 
include these arrangements with local area networks, LANs. 
- 11 -
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2.5 Control Configurations of Local Computer Networks 
There are two broad general configurations for networks depending on how 
access control is granted. Networks are either hierarchical (vertically 
distributed), have a peer relationship (horizontally distributed), or in 
general are a combination of both. The peer relational case implies that 
each computing element has equal access to the network and its resources. 
Once a computing element gains control of the network's communications 
channel via the access protocol, it typically has total control of the channel 
until that control is relinquished. The hierarchical case implies a line of 
command of computing elements. Computing elements higher in the 
hierarchy control the network access of those below them. For example: 
1 controls 2 and 3 
while 2 controls 4 and 5 
Note that 2 and 3 and the pair 4 and 5 may be peer groups 
Fig. 2-2 Hierarchical Control 
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Network growth tends towards hierarchical arrangements. As an example, 
in the factory environment a network of computers and/or computer 
controlled facilities may be tied into a peer network. This peer network 
may in time be tied with other peer type networks to the higher in 
hierarchy main plant computer perhaps to provide status information to 
generate plant management information. This main floor computer may 
well be tied over a global network to the corporate computer (top of the 
hierarchy) at a distant location to provide corporate plant results. Transfer 
of information is bidirectional with the higher hierarchical ranking 
computer elements controlling access to those elements below them. An 
important design goal for hierarchical networks is that high volumes of 
communication should be local and that data transfers between devices 
should be inversely related to their distance. 
2.6 Communication Modes 
The topology and access techniques used in a network are directly affected 
by the requirements of how the network computing elements talk to each 
other. For any two devices (computers or peripherals) on the network 
talking to each other, it must be decided which of three communication 
l': .. modes is required: Simplex, Half Duplex, or Full Duplex [7]. 
,.i..;.p..,. 
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Simplex allows for one way communication for those devices that only ~ · 
receive or talk. An example of a simplex network might be a group of 
printers on the shop floor controlled by a central computer. The controlling 
computer outputs data as required to specific printers. For this example 
there is no need for channel access control, the controlling computer has 
access when needed and the printers only listen. Simplex, however, usually 
implies a dedicated point to point configuration, a two entity network. 
Half Duplex permits two way communication, receive and talk, but only one 
talker at a time. Most digital data networks are set up in the half duplex 
mode. In general, only one computing element (node) on a shared channel 
has permission to talk at a time, otherwise the data would be garbled. 
From a network point of view, this is a single shared channel with an access 
method that allows "taking turns". 
Full Duplex allows two way transmission at the same time. This may be 
Q 
accomplished by Frequency Division Modulation (FDM) or by another 
physical channel (Space Division Multiplex (SDM)). In the FDM case, one of 
the duplex links may be lower speed than the other when data is 
predominately in one direction. The channel allocation is proportioned 
accordingly giving rise to what is sometimes called half duplex with a 
reverse channel. Voice channels are usually full duplex. 
- 14 -
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2.7 Common Cable Based Topologies 
This section discusses the common • wire based network topologies . 
•' 
Topologies covered are Point to Point, Star, Tree, Mesh, Ring/Loop, Bus, 
and Multidrop. Section 2.8 covers network topologies for fiber optic local 
area networks. 
Point to Point: 
Point to Point consists of a transmission path between two devices which 
are to communicate. This is the easiest to implement but also the most 
costly and least flexible configuration for any except very simple systems [8]. 
Transmission Line 
Computers And/Or Terminals----~ 
Fig. 2-3 Point to Point 
Star: 
This simplest of hierarchical configurations has a central control with all 
- 15 -
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I 
devices tied to it. From the network point of view, the Star central 
controller is an intelligent switch which ties computing elements together. 
A typical factory arrangement that looks like a Star has a main computer as 
a central node with smart peripheral devices or smaller computers tied to it. 
If the information flow is mainly between the peripherals and the main 
computer as opposed to among the peripherals then the arrangement is 
logically point to point. 
) 
The low degree of reliability is the major detriment to using this 
configuration. The whole system stops when the central control fails. 
Another negative attribute is the high cost overhead for the central control 
node. On the positive side it provides very good throughput for a small 
,. 
number of nodes (via polling, ref. 3.4) and its simple configuration allows for 
easy expansion. For N nodes (including the central node), there are N-1 
interconnections. 
The Star has also been called "centralized" or "master/slave" in the 
literature. A common networking configuration (Datapoint's ARCNET and 
Nestar's System Plan 4000) is a group of Stars sharing a bus. This has been 
called Star-Burst [9]. 
( 
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Switch 
a) Star b) Star-Burst 
Fig. 2-4 Star Configurations 
a) General b) Inverted Rooted 
Fig. 2-5 Tree Configurations 
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Tree: 
The Tree network allows lines to merge at intermediate terminals making it 
more flexible than a pure bus configuration. The transmission path length 
can be made the smallest of all topologies [10]. The Tree may be made 
hierarchical (group of Stars), peer {Bus), or a combination of both. 
Mesh: 
Fully Interconnected Mesh: N(N-1)/2 interconnections 
Fig. 2-6 Mesh Configuration 
This configuration is the form most often found in: public data 
communication networks. Nodes are interconnected allowing a redundancy 
at the cost of increased network path length [11]. The Mesh configuration 
is also known by the fallowing names: Generally Distributed, Polygonal 
1 
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Topology, Unconstrained Topology, Partially Connected or Fully Connected 
(Fig. 2-6) if all nodes have direct access to each other. 
Computers or Terminals (Typ.)-----~/--. 
Interface Nodes~ 
Fig. 2-7 Ring Configuration 
Ring/Loop: 
This configuration while less economic in network path length than the 
Tree is better than the Star. It provides a distributed network with 
. minimal connectivity. This arrangement is called a Ring when access 
control is distributed and a Loop when control is centralized [12] although 
this convention is much abused in the literature with the terms ring and 
loop being used interchangeably. There are repeaters at each node and 
- IQ -
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' 
messages usually (the Jafari Loop [13) is an exception) go in one direction. 
These constraints allow a higher data rate and reduced network interface 
costs as compared to bus structures. The network interface is in the 
transmission path of the ring. It must be able to recognize addresses on 
messages traveling through it, take off the messages addressed to its 
processing element node, or alternately copy the message and mark the 
retransmitted message that it has been received. It must know when it may 
"' transmit and do a speed conversion from the node speed to that of the ring 
[14]. Rings are usually mated with Selection type access techniques. This 
provides another advantage over buses that use the Carrier Sense Multiple 
Access (CS:MA) (ref. section 3.4) technique by providing deterministic 
channel access. That is, one may calculate the maximum delay before 
access is granted. Network access delays under heavy loads are also less 
appreciable than with buses. 
On the negative side: Since the nodes are in series and are part of the 
transmission path, a failed node usually stops the network, however, duplex 
or dual rings can add a redundancy which will allow the system to operate if 
a node fails. The reliability benefits of a redundant loop network are 
described by J.J. Wolf and M.T. Lui in [15]. Adding or changing nodes 
means taking the system down for hardware and usually software changes. 
- 20 -
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Ring networks find application in high cost local area networks where high 
performance, especially high data rates, is important. The one way 
transmission requirements of rings make this topology the simplest to 
implement in fiber optic technology . 
Node 
Interface 
Node 
Interface 
Ring 
Wire 
---Center 
Fig. 2-8 Wire Center Ring 
A recent develop1nent is a star shaped • ring network with high 
maintainability [16]. The actual ring is at a central location called a wire 
center with the computing element nodes in a dual channel star 
/ 
configuration around the wire center (ref. Fig. 2-8). One channel is the ring 
- 21-
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input to the node, the other its output. Since all cables terminate at the 
central wire center, fault detection and correction by relay switching out 
bad nodes can be easily achieved. Adding or removing nodes can be 
accomplished with little or no downtime. Thus the main complaints about 
ring networks are avoided at the expense of increased communications path 
length. The wire center approach is commercially available in a ring LAN 
called "proNET" [17] and may be the form of IBM's long awaited Local Area 
Network {LAN) announcement. 
a) Bidirectional 
Repeater oeo 
b) Dual Channel Unidirectional 
Fig. 2-Q Bus Configurations 
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Bus: 
This topology has a common data path with connection ports on the path 
where computers and other peripherals tie in.. (Fig. 2-9,a) Buses are usually 
passively terminated coaxial cable or twisted pair wire. Processing elements 
connect to the bus by taps to form a common multiple access link. Most 
u 
commercial buses allow processing elements to access the bus on a first 
come, first served, random access basis. The Ethernet type networks are 
popular examples. Bus advantages include high data rates {IO Mbits/s) over 
factory sized distances (to several miles) without signal regeneration. Buses 
have full connectivity with the ability to add or subtract nodes (processing 
elements) without disrupting network operation. A failed node doesn't stop 
the network - a concept called graceful degradation. 
In addition to the bidirectional shared channel bus just discussed, another 
common form is the dual unidirectional shared channel. (Fig. 2-9,b) The 
dual channel network consists of three components; I) a channel for 
transmissions, 2) a reception channel, and 3) a repeater between both 
channels. The repeater retransmits all messages on the transmit channel to 
the reception channel. Satellite networks, the Aloha radio network, some 
FDM coax networks, and some Listen While Talk (L WT) CSMA 
configurations utilize this dual channel technique. (Reference Chapter 3 for 
- 23 -
I) 
,. 
descriptions of these access methods (18].) 
Controlling Node 
a) General Form (also Half Duplex) 
b) Full Duplex 
Fig. 2-10 Bus Multidrop Configurations [19) 
Multidrop Configuration (Party-line Bus): 
This is a common factory arrangement where a central controller controls 
access to a bus. Information is usually only between the central controller 
- 24 -
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and individual nodes and not amongst the nodes themselves. The typical 
I ·, 
'· 
access procedure would be for the central controller to send addressed 
messages to individual nodes and to poll nodes to allow node access to the 
channel. Time share terminals may be connected to a central computer in 
this manner. 
2.8 Fiber Optic Network Considerations 
This author, in good company, feels optical systems for local computer 
networks are the wave of the future. They presently are uneconomical as 
direct replacements for today's cable based LANs which have bandwidth x 
length (Bw • L) products of 1 to 10 Jvlliz • km [20]. The conventional RS-
422 approach is clearly a better economic choice [21], however, optical 
systems are a requirement for systems designed in the 100 Jvlliz • km region 
[22]. 
Optical<',\ transmission of electrical information (ref. Fig. 2-11) requires a 
transmitter which converts the electrical signal to light signals, the fiber 
transmission medium, and a receiver to convert the light information back 
to electrical signals. 
The circuit operation of Fig. 2-11 is briefly discussed. Both transistors act 
- 25 -
} 
goes from a low voltage to a high voltage, the transmitter tr~nsistor turns 
on causing current to flow through the LED/Laser which produces light. 
This light signal is coupled into the fiber. At the receiver, the light signal 
impinges upon the PIN/APD causing it to conduct current thus turning on 
the receiver transistor whose normally high voltage output goes to a low 
voltage level. Similarly, when the Data Input goes low, both transistors 
turn off causing Data Out to go high. 
·" + 
LED or~ 
Laser ~) w-O ------~>li__,.__ 
" Data Input 
Transmitter 
Fiber/ 
Transmission 
Medium 
+ 
PIN or 
APD 
Receiver 
Fig. 2-11 Simplified Optical Transmission 
+ 
Data Out 
The light generating element in the transmitter may be a Light Emitting 
Diode (LED) or a Laser diode. LEDs are cheaper and easier to implement 
while lasers provide higher speed and allow greater distance between 
- 26 -
repeaters. Some comparisons between LEDs and Lasers are (23]: 
Lasers LEDs 
Transmitted Power lmW .1 mW 
Speed 1000 1\11-lz r1 100 1\1l-lz 
Drive circuitry Complex Simple 
Mean Life (25 C) 106 hr 109 hr 
Failure Mechanisms Many "Wear-out" 
The fiber transmission medium should provide minimum loss and 
dispersion. Present day fiber can provide attenuation of less than 1 dB/km 
(deciBell/1000 meters) at wavelengths of about 1.3 and 1.5 micrometer (um). 
Older · systems as well as newer systems "Yhere cost as opposed to 
performance is the predominate factor operate at .8 um because LEDs and 
optical receivers of excellent quality are available at this wavelength. Higher 
performance networks operate at 1.3 um and experimental work is being 
done at the even lower loss 1.5 um wavelength area in developing 
transmitters and receiving devices. 
The optical receivers are either PIN diodes or Avalanche Photo Diodes, 
APDs, which provide an order of magnitude greater conversion efficiency 
over PIN diodes. The PIN is more reliable, < 1 FIT ( one failure in 109 
- 27 -
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device hours), than the APD with a < 10 FIT rate (both at 70°C). The 
PIN is also somewhat faster, 500 MHz versus 350 MHz for the APD. There 
is presently not a good APD for use in the 1.3 um wavelength area [24]. 
Lightwave Networking: 
The topology of lightwave local computer networks is much more important 
when compared with its lower frequency electromagnetic cousins. When 
using twisted pair, coaxial, or other cable based communications channels, a 
signal entered somewhere in the middle prop.agates in both directions. For 
a lightwave based system, the light energy is coupled into the fiber and 
travels in the direction of the coupling. Thus the ring topology suggest 
itself because of its one way requirements. Bidirectional tee couplers (Fig. 
2-13) are under development [25]. These would allow coupling in both 
directions allowing the use of simple bus structures. Three and four port 
couplers are presently available. These couplers are passive devices that 
allow the optical signal to pass through them taking a portion of the optical 
signal energy out of the data channel or allowing data to be entered into the 
ch ann e 1 (ref. Fig. 2-12) [ 26] . 
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Data 
Channel 
Data 
Channel 
Fig. 2-12 3 Port Couplers 
Bidirectional 4 Port Coupler 
Fig. 2-13 Couplers 
Since the couplers are passive and unpowered, they are highly reliable 
system components. On the negative side, passive couplers limit the 
number of nodes since there is a partial loss of signal due to mismatching of 
the coupler and the fiber (insertion loss) as well as the splitting of the signal 
to allow the node to monitor the channel. As more couplers are added, the 
signal drops reducing the signal-to-noise ratio until eventually the error rate 
becomes unacceptable. 
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To allow an unlimited number of nodes to be added to a ring, an active 
interface called a repeater may be used. The received optical signal is 
converted to an electrical signal which regenerates a new optical signal for 
transmission to the next node on the ring. Reliability is less than that of a 
passive coupler system. Also, central power distribution and accurate 
reclocking of the signals may represent problems [27]. Fig. 2-14 shows 
examples of passive and active rings while Fig. 2-15 shows a bus 
implemented with 3 and 4 port couplers. 
Node 
(Typ.) 
Passive 
Ring 
R - Receiver 
4 Port 
Coupler 
Repeater 
T - Transmitter 
Fig. 2-14 Optical Rings 
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R 
Node 
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0 
0 
RT 
R 
4 Port Coupler 
RT oo 
R 
3 Port Coupler .--... 
Fig. 2-15 Linear Bus Network 
RT 
R 
Transmissive 
Star Coupler 
Fig. 2-16 Star Coupler Optical Network [28] 
Another passive coupler used in local networks is the Transmissive Star 
coupler (Fig. 2-16). An optical signal entering one end of a transmissive star 
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coupler divides more or less equally among all the fibers leaving at the 
opposite end of the star. A star with 100 inputs and outputs (100 port) has 
been fabricated and used in the Fibernet system. There were zero bit errors 
in 2 x 1011 data bits when this system was operated at 150 Mbits/s over 1/2 
km distance [29]. 
Multi-Mode Fiber Optic Networks: 
0 
Frequency division multiplex may be used on optical systems to provide 
multi-channels thus increasing the usable bandwidth. These techniques 
require transmitters and receivers at the different channel frequencies and a 
lightwave multiplexer and demultiplexer to mix the channel frequencies for 
transmission and later discriminate these modes at the receiver. Bell 
Laboratories has demonstrated a three mode system operating at .825, .875, 
and 1.3 um with each channel carrying 90 Mbits/s. The cost per channel is 
the cost of a conventional single channel plus the (multiplexer and 
demultiplexer costs)/(M subchannels) minus (M-1)/M times the fiber cost 
[30). 
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2.9 Transmission Media ( cable based) 
This section examines the network interconnecting media for common 
factory cable based networks. Topics included are twisted pairs, coaxial 
cable, optical fibers, and power wiring. 
Some comments and definitions may be helpful. Lower data rates must be 
used over longer distances due to loss of signal, noise pickup, and signal 
dispersion with distance. Propagation velocity, the speed at which the 
signal travels in the medium, is usually approximated at .8 the speed of 
light for copper based media. The bandwidth denotes the frequency 
spectrum usable for signal transmission. More specifically, the bandwidth in 
cycles/sec (Hz) equals the maximum medium transmission rate in bits/sec 
for binary transmission. Baud also usually equals bits/sec for binary 
transmission. 
Twisted Pairs: 
Generally A WG 22 or 24 • • wire size is used for telephone and signal 
transmission. The shorter the distance the higher the usable data rate. 
Regular telephone lines are limited by signal-to-noise at about 10,000 
bits/second [31 ]. 
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The RS-232 standard is specified at a 20,000 baud rate for up to 50 feet. 
100,000 baud is the recommended maximum for a local network ( < 1200 
meters) with RS-423 and up to lOM baud for < 10 meters using balanced 
RS-422 transmission is permissible [32]. These values may be exceeded with 
proper design. 
Coaxial Cable: 
Coaxial Cable is a two conductor cable where the outer conductor encircles 
the inner conductor. It is the most popular transmission medium for local 
area networks. Its attributes include relatively high bandwidth (to 400 
Wlz), ease of configuration and connection, ready availability, moderate 
cost, and field proven reliability in over 20 years in data communication 
networks and cable TV (CATV) [33]. 
Coax comes in two physically similar but electrically different types -
baseband and broadband. Broadband coaxial cable developed for the cable 
TV industry has a characteristic impedance of 75 ohms while baseband is 
typically 50 ohms. The CATV broadband cable's dielectric (insulator 
between the two conductors) is flammable making it uncertain whether it 
will pass building fire codes in some states. Commonly used coax types 
include RG-59/BU, RG/8, and RG/62. The broadband cable, RG-59/BU 
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(75 ohm), is electrically superior to RG/8, 50 ohm baseband coax, in data 
handling capabilities. RG/62, thiner and cheaper than RG/8, -is often used 
-,r·/ 
f 
in IBM systems and is the standard for Arcnet, a local area network [34]. 
Broadband coax utilizes frequency division multiplexing (FDM) to carry 
radio frequency modulated full duplex data at rates to 350 Mbits/s over 
distances to 15 kilometers. Baseband coax sends a digital pulse stream in a 
pulse code modulated (PCM) or a phase modulated (PM) manner at a 
typical maximum rate of 10 Mbits/s up to 2 km in distance in half duplex 
(35]. 
Connecting to baseband coax can be done "in line" or via a "vampire tap". 
In-line requires cutting the cable and inserting the tap thus temporarily 
taking down the system. A vampire tap, on the other hand, goes through a 
small hole drilled in the outer sections of the coax. The vampire center 
conductor penetrates to the coax center conductor and is clamped in that 
position [36]. 
Most LAN utilize the cheaper to interface baseband coax; Ethernet systems 
are examples. Higher performance systems (greater usable bandwidth) opt 
for the more expensive electrical interfacing required for FDM used on 
broadband coax. 
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Optical Fibers: 
Optical fibers exhibit very high bandwidth (300 GHz), immunity from 
interference, and have no crosstalk or groundloops. Connecting to the 
system provides the biggest technical problems. The Bell System is testing 
a lightguide system in Atlanta operating at 44.7 Mbits/s and has done deep 
sea trials on a fiber optic submarine cable operating at 27 4 Mbits/s with 
allowable repeater spacing every 54 Km [37]. In Germany a 2.4 Gbits/s 
system has been demonstrated. The German system's bandwidth will allow 
for 30,720 digital telephone channels or 32 to 64 digital television channels 
[38]. 
Power Wiring: 
In these systems, data are transmitted on the AC power wires in a frequency 
band above the 60 Hz power signal. Usually a frequency modulated radio 
frequency signal (FM-RF) is used. 
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3.0 ACCESS METHODS 
3.1 Chapter Introduction 
Access methods provide the mechanism which regulates how and when a 
processing element will gain access to the network. The purpose is to 
provide fair (or prioritized if desired) access to the network for each 
processing element {node) while attempting to maximize the utilization of 
the network, a limited resource. The performance of an access method is 
based on how quickly a ready user can be identified and given sole access to 
the shared channel. 
Access techniques for • • 1ncreas1ng network usage are based on the 
multiplexing techniques to be discussed in section 3.2 combined with an 
appropriate control protocol that minimizes unused and/or wasted network 
time. 
The performance analysis of the different access methods is often derived 
from queuing theory. Section 3.3 presents the requisite queuing theory and 
provides a rationale for its use. 
The remainder of this chapter is used to describe and provide analysis for 
specific access methods and access method/topology combinations. Access 
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methods often show advantage with specific topologies. However, it has 
been shown by Clark, Pagan, and Reed [39] that any access method can be 
used with any topology. 
The three general classes of access techniques are discussed and analyzed in 
this thesis. They are: 
3.4 Selection Techniques 
a. Polling 
b. Probing 
c. Independent Request 
_d. Daisy Chain 
e. Token Passing 
3.5 Random (Contention) Techniques 
a. Aloha 
b. Slotted Aloha 
c. Persistent Carrier Sense Multiple Access 
(1-CSMA) 
d. Non-Persistent CSMA 
e. p-Persistent CSMA 
f. CSMA/CA (Collision Avoidance) 
g. CSMA/ CD ( Collision Detection} " 
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3.6 Reservation Techniques 
a. SDM (Space Division Multiplex) 
b. FDM, also Frequency Division Multiple 
Access (FDMA) 
c. TDM, also Time Division Multiple Access 
(TDMA) 
The interested reader may refer to Luczak [40] for a more comprehensive 
breakdown of access methods. 
Improved network performance can result from combining or mixing parts 
of the access methods previously discussed. Section 3.7 provides some 
examples: 
3.7 Mixed Modes 
. ' 
a. Alternating Priorities Techniques 
(AP,RR,RO) 
b. Assigned Slot Listen-Before-Talk Protocol 
c. Mini-Slotted Alternating Priorities 
(MSAP ,MSRR,MSRO) 
d. Split Channel Reservation Multiple Access 
(SRMA) 
e. Reservation-Aloha 
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3.2 Multiplexing Techniques 
Multiplexing is a way of sharing a resource to more fully utilize the 
capabilities of that resource. In data transmission multiplexing, this 
customarily means using the same transmission medium for many users 
(multiple access). To make this viable, the users' signals may have to be 
modified to make them unique so that at the receiving end the signals can 
be reclaimed. The usual ways to multiplex a signal are Space Division 
Multiplex (SDM), Frequency Division Multiplex (FDM), and Time Division 
Multiplex (TDM) [41]. 
Space Division Multiplex (SDM): 
Space Division Multiplex keeps user signals unique by placing them on 
physically different communications paths. Its most prevalent form is the 
bundling of separate paths into a common grouping of paths such as multi-
pair cable. Thus each network node can have its own dedicated 
transmission path suggesting a point to point topology. 
In the factory environment SDM is often used on communications channels 
to reduce the design complexity of hardware and software by separating the 
system functionally into logically more easily handled components. This is 
demonstrated in Fig. 2-0b, the dual channel bus, and also in Fig. 2-lOb, the 
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full duplex multidrop configuration. In these cases, all nodes share two 
channels, one channel for receiving and the other for transmitting. 
The previous examples have implied (although not required) serial 
transmission. In the factory, the more general case for providing multiple 
data paths is parallel transmission. Many systems have information to send 
which consists of a series of logical groupings of eight or more bits in length. 
To use a serial transmission line, this information must be sent one bit at a 
time and in general is reconstructed at the receiving unit back to the 
original parallel form. Thus the design complexity of parallel-to-serial and 
serial-to-parallel converters can be avoided by employing a parallel path 
often called a bus (perhaps because in most cases the path is in a bus 
topology). It is common to provide multiple access via time division 
multiplexing to the parallel path. Fig. 3-1 depicts several nodes in a multiple 
access bus arrangement. Another similar example is the IEEE-488 
networking standard which employs an eight bit data bus for parallel (SDM) 
transmission and separate control lines (also SDM) to allow up to 15 nodes 
access to the parallel bus. 
In addition to the logical functionality of parallel transmission, there is 
improved data throughput. The advantage of parallel transmission of n bits 
at a time is that it would require n times the data rate if a single serial line 
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were used to provide the same data moving capability. 
1 
2 N Line 
3 Bus 
0 
0 
N 
~ Node -0 0 Node 
Fig. 3-1 Space Division Multiplex, parallel transmission 
via a bus structure 
Problems with parallel transmission include the _ reliability aspect of 
maintaining signal integrity due to different delays and signal dispersion 
properties in each of the n lines especially at high data rates. The parallel 
channel may also be thought of as n serial channels. Thus the chance of a 
hardware failure approaches n times that of a single serial line. Another 
discouragement is the increased interfacing cost as compared to a single 
serial line. 
Frequency Division Multiplex (FDM): 
Frequency Division Multiplex (FDM) is used to better utilize the available · 
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bandwidth. Transmission media usually have a bandwidth much in excess of 
a single communication channel. To enhance utilization, each channel is 
assigned a discrete portion of the transmitted frequency spectrum, thus 
allowing many channels to use the same resource. The commercial radio 
network is an example, each station having its own assigned frequency. 
Ordinary telephone circuits require a bandwidth of 300-3300 Hz and if a 
coaxial cable has a bandwidth of 300 :MHz then it should be possible to 
place 100,000 ( 10,000 is practical) voice channels on the cable [42]. FDM 
wastes bandwidth to achieve frequency separation and lacks full 
connectivity, that is, the capability of broadcasting one message to all users 
since all users aren't on the same frequency channel. There is also a lack of 
flexibility in changing the allocation of bandwidth [43]. 
Networks that use frequency division multiplex are called broadband. In 
the factory environment, these networks typically use coaxial cable as the 
transmission medium. With the wide bandwidth available, they can 
support video, voice, digital data, and analog information at the same time 
and on many channels [44]. 
To provide two way communications, broadband systems normally have a 
"head end" translator which receives all signals and converts the incoming 
lower frequency input channels to higher frequency outgoing channels [45]. 
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The signal flow is logically similar to the dual channel unidirectional bus of 
Fig. 2-Qb where the repeater is the "head end" frequency translator. Only 
one physical cable is required. The channels are frequency bands on that 
cable. 
Nodes using the same low and high shifted frequency pair can form a logical 
multiaccess bus by using a time division access method. The broadband 
cable can support many such networks. 
Time Division Multiplex (TDM): 
An important advantage of TDM over FDM is full connectivity since all 
receivers listen to the same channel. Messages are just sent at cliff erent 
time·s. Time Division Multiplex (TDM) means sharing a common facility in 
time, ie, "taking turns". In TDM computer networks, network nodes 
desiring to use the channel take turns via the access protocol. Time 
Division Multiple Access (TDMA) is perhaps the oldest TDM access method. 
In its simplest form called fixed allocation, a fixed time slot is assi_gned for 
each processing element per period. For increased channel utilization, 
dynamic allocation may be used. In dynamic allocation each user's 
frequency of access may be different to maximize channel usage. The busier 
nodes are dynamically assigned more time slots per cycle. An analysis 
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comparing TOMA to FDMA is found in section 3.6. 
Bandwidth* 
(frequency) 
-----------------------------------------------------ll//!///J//N 
----------------------------------------------------
0 
0 
0 
-----------------------------------------------------}_ ___ l_L ___ ( __ L __ L_L_L_L_L __ L~----
Guard band 
------------------- --- ----------------------------
--~--~--~----------~~-~-~-~-!---~----
Time 
a) Frequency Division Multiplex; the available bandwidth is divided into N 
channels. The channels are always available in time. 
Bandwidth* 
(frequency) 
N 1 2 3 1 2 
Time 
b) Time Division Multiple Access; N node example, the full medium bandwidth is 
available to a node during its time slot. 
Fig. 3-2 Frequency and Time Division Multiplex 
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* The bandwidth in cycles/sec (Hz) equates to the maximum media transmission 
rate in bits/sec for binary transmission. 
For asynchronous networks, networks where a message may be received at 
random, time division multiplex typically requires a preamble to the 
message sent for receiver interface synchronization. For example, the LAN 
system called Ethernet specifies a 64 bit preamble of alternating l's and O's 
ending in two l's [46]. 
.r 
Other TDM examples of interest to communications are presented. One 
example might be to have 20 telephone trunks (cable pairs) serving 200 
subscriber telephones. Since telephones are generally used relatively 
infrequently, if statistically for the 200 telephones fewer than 20 are in use 
at one time, it appears each of the 200 phones has its own trunk to the 
central office. Another method is to detect the pauses in speech ( there are 1 
second average speech bursts fallowed by pauses in normal conversation 
[47]) and to insert one or more other conversations in those pause places. 
This is done on overseas cables to increase channel capacity but elsewhere 
the high equipment cost required can't be justified [48]. 
The previous time division multiplex examples considered signals not 
present at all times. For signals with sufficient energy at all times, TDM 
may still be used via a sampling technique. Sampling theory states that if an 
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analog signal is sampled at a rate equal or greater than twice the maximum 
' · frequency of the signal, the signal may later be reproduced from the samples 
without loss. Thus if we wish to multiplex N analog channels onto a 
transmission medium, all N channels must be sampled in time T=l/(2 times 
analog signal bandwidth) and the samples placed on the medium in time 
T /N. The amplitude samples of the signal are called Pulse Amplitude 
Modulated (PAM) samples. A common approach is to convert these analog 
samples to binary words of length n bits (typ. 7 <=n <=9) [49) by analog to 
digital conversion and these digital pulses are sent on the transmission 
medium instead of the analog (PAM) samples. This is called Pulse Code 
Modulation (PCM) and while it requires more bandwidth than utilizing 
PAM (n times PAM bandwidth), it achieves the signal-to-noise advantage of 
binary transmission. 
Fig. 3-3 [50] shows an analog to PAM to PCM factory example. The outputs 
of four "manufacturing units" are sampled sequentially in time. Each 
analog sample value is converted into a seven bit digital signal which is sent 
serially on the Data Channel. The sampling is accomplished in a 
multiplexer which is depicted as the rotating switch in Fig. 3-3. The analog 
samples from the multiplexer are converted to a digital representation in an 
Analog-to-Digital (A/D) converter. Not shown in Fig. 3~3 is a channel # 
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transmission unit which would serially output the binary bit stream. 
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' 
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(PCM signals) 
. . 
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Fig. 3-3 Formation of PAM and PCM Signals 
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Code Division Multiple Access (CDMA): 
In an effort toward completeness, Code Division Multiple Access (CDMA) 
techniques are mentioned. Whereas TDM and FDM prevent overlap 
(provide orthogonality) in time or in frequency, CDMA does not. For 
CDMA, orthogonality is achieved by using different signaling codes in 
conjunction with matched filters (correlation detection) at the receivers [51]. 
Spread Spectrum Multiple Access (SSMA) is the most prevalent form of 
CDMA. For SSMA, each user has a particular code which is modulated on a 
carrier frequency with the digital data modulated on top of that [52]. 
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3.3 Applicable Queuing Theory 
Communications networks in general have a randomness in utilization 
brought about by the randomness of multiple us·ers. From an analysis point 
of view this is indeed fortunate since this randomness suggests the Poisson 
distribution which allows use of Markovian queuing theory. 
The analysis of most computer networks is usually based on Poisson 
message arrival from the nodes and Markovian queuing theory. These 
abstractions make the mathematics tractable. A justification for using 
these models is that simulation results and real system measurement 
provides the approximately exponential message delay that these Markovian 
models predict [53]. 
The Poisson nature of the nodes as sources is important but equally 
important in the Markovian analysis of the whole network is the 
independence of the nodes from each other. Work by Jackson [54], Burke 
[55], and Kleinrock [56] support the notion of node independence. Jackson's 
Decomposition Theorem implies that the network may be broken into 
independent nodes which behave as though they were separate queuing 
systems with Poisson inputs. Burke showed that the output of an M/M/1 
system is Poisson. (M means exponential or Poisson; first M is the mean 
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time between arrivals, second M is service time, and there is 1 server) 
Kleinrock developed his celebrated "independence assumption" in packet 
~' ~ 
\ 
switching networks which states if there is enough mixin~ (usually 2 or 3 
inputs are adequate) into a node the output behaves as though it was 
independent of the preceding nodes. 
The basis of the pertinent queuing theory referring to Tobagi, et al [57] 
follow from two basic broadly applicable formulae: 
1) Little's Formula n = AT 
where n = average # of customers (messages) 
in the system (includes queue and server) 
A = customer (message) arrival rate 
T = average time a customer spends in system 
2) Pollaczek-Khinchin formula for an M/G/1 
queue (G for general) 
_ 2 (l+Cb) 2 
n = P+P 
2(1- p) 
where p is the traffic intensity === server utilization 
(the server is the communications channel for this discussion) 
= A / µ where µ is the mean service rate. 
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Cb is the coefficient of variance for the service 
time: Cb = 1 for exponential service (M/M/1) 
Cb = 0 for deterministic service (M/D/1) 
Thus for the M/M/1 queue: 
n= 
p 
1-p 
ii' (ave. # messages in system) 
8 
7 
6 
5 
4 
3 
2 
1 
.2 .4 .6 .8 1.0 
( channel utilization, p ) 
Fig. 3-4 M/M/1 System Messages vs. Channel Utilization 
and the average time in the system is: 
-T = .!!_ = __ 1 __ 
µ(1- p) 
From this the delay (from message generation to completion of reception 
normalized to the average message transmission time) is defined by: 
1 µT=--
1- p 
...... 
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If we consider the communication channel as the server, and it has a fixed 
transmission rate, the M/D/1 queue is more appropriate than the M/M/1 
case. For M/D/1: 
p2 
n = p + (via Pollaczek-Khinchin) 
2(1-p) 
- n - 1 P T == , ,A== µp ,then T = (-)(1+ ) 
" µ 2(1- p) 
and the normalized delay µT - I+ P 
2(1- p) 
-µT 
Delay in 6 
M/M/1 average 5 
message 4 
transmission 3 
times 2 M/D/1 
1 
.2 .4 .6 .8 1 
Fig. 3-5 Delay vs. Channel Utilization 
The M/D /1 case represents the optimum scheduling that can be obtained. 
Real systems show degraded delay vs. utilization (traffic load) performance 
because of node delays and channel time wasted due to the access method 
employed. 
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Throughput at an acceptable message delay is the primary measure of 
system performance. The Delay vs. Utilization curve allows the channel 
utilization to be found at a given message delay. The utilization then 
provides direct computation of the throughput. For any general work 
conserving case and where the assumptions of no lost messages or 
retransmissions are made, the average throughput, S, equals the message 
arrival rate from all nodes; 
then S == µp = Cp, 
since µ for our purposes is the communication channel rate C. ( S is in the 
same units as C) 
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3.4 Selection Techniques 
Selection techniques are the oldest and least sophisticated of the access 
methods. The basic principle for selection techniques requires the 
processing element or node wishing access to first receive permission. This 
access permission may be granted from a central controller in centralized 
control or it may be distributed among the network nodes. All of the 
selection techniques may be made centralized or distributed. 
Section 3.4 will discuss these selection techniques; Polling and its variations, 
Probing, Independent Request, Daisy Chaining, and Token Passing. An 
analysis of Roll Call Polling is detailed at the end of this section. 
Polling: 
J 
In polling, a node is selected by being addressed. As an example, assume 
the common centralized control arrangement. The central controller 
transmits a polling message consisting of a bit pattern that allows access to 
the network and the address of the node that is being given this privilege. 
If the node is ready to send w,hen it receives the polling message, it does so. 
If not, it remains silent. The central controller listens to the channel and 
thus knows when to poll the next node. 
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Common polling arrangements include Round Robin, Fixed Priority, Roll 
Call, and Hub polling. The central controller may poll each node in 
Round-Robin fashion giving permission in turn to access the channel. The 
technique called Fixed Priority sequencing returns to the beginning of a 
sequence after any node has used the channel. Questioning each in a 
priority sequence is sometimes called Roll-Call polling. Higher priority may 
be granted by having the address of selected nodes appear several times in 
each polling sequence [58]. Another technique termed Hub polling is 
initiated by the central controllers poll to the first node. This first node 
passes control by polling the next node after either using the channel or 
immediately if channel access wasn't desired. This continues until the last 
node signals the central controller which will initiate the next polling 
sequence. Hub polling may be considered centralized because of the 
initiating central controller. This can be made distributed by removing the 
central node and having the last node poll the first node [59]. 
Since polling requires a constant exchange of control messages, its efficiency 
can be improved by reducing the round trip propagation dela,y and keeping 
the polling message short compared to the average message length. For 
large bursty (high peak to average message load) populations, Carrier Sense 
Multiple Access (CSMA) techniques are preferred over polling because the 
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inherent overhead in polling, especially for a large number of nodes in the 
system, causes a greater average message delay [60]. 
Probing: 
A high overhead due to control messages is incurred in lightly loaded polling 
systems in determining which nodes have messages. A polling technique 
called probing reduces this overhead. In this technique a central controller 
broadcasts a common signal (this suggests a bus or multidrop taxonomy) to 
all nodes asking if there is a message requiring transmission. This continues 
until a node responds. The central controller now broadcasts to subsets of 
the group (often called Multicasting) the same inquiry until the subgroup is 
found. The members of the subgroup are then individually polled until the 
specific node is found and channel access granted. 
As an example, assume there are N nodes and a divide-by-two algorithm is 
used for subgroups. That is, ask all N, if a positive response is generated, 
ask N/2 subgroups, when a positive response is found, ask the 
corresponding N/4 subgroups, continue until the specific node is found. For 
mathematical convenience, let the number of nodes be a binary multiple (N 
= 2n ; n an integer). Then if only one node had information to send but 
the controller doesn't know how many, it requires [61]: 
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Conventional Poll: 
Probing Poll: 
Required # of Polls 
2n polls 
n+l to 2n+l 
For the case where every node has data to send: 
Conventional Poll: 
Probing Poll: 
Required # of Polls 
2n polls 
2(n+ 1) -1 
. 
32 node ( n=5) Ex. 
32 polls 
6 to 11 polls 
32 node (n=5) Ex. 
32 polls 
63 polls 
Note the inefficiency of probing when the system is heavily loaded. To 
avoid this problem the probing technique can be made adaptive in that 
smaller subgroups are probed as the number of nodes with messages 
increases. The subgroup size can be made a function of how long it took to 
complete the last polling cycle. Simulation has shown adaptive probing is 
always superior in reduced overhead time when compared to conventional 
polling [ 62]. 
Independent Request: 
In the Independent Request access method, the node processing elements 
request access permission from the central controller. This has the 
advantage over polling in that the central controller doesn't waste time 
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polling non-busy nodes. Separate control lines for requests and selection 
may be used or the data channel can be multiplexed for requests and 
selection messages [63]. 
Daisy Chaining: 
Daisy Chaining is a distributed method whereby permission to use the 
network is passed from one node processing element to the next on 
dedicated lines. The access granting signal is stopped by a node wishing 
control. When the node has finished using the network, it passes the signal 
to the next node in line. If not required at this node, the access signal is 
immediately passed on. Daisy Chaining enjoys wide popularity particularly 
in computer buses because it is easy to implement. On the debit side it 
imposes a fixed priority and its dedicated lines provide potential failure sites 
[64]. 
Token Passing: 
Token Passing differs from Daisy Chaining in that the access granting signal 
(now called a Token) is passed on the regular data channel instead of using 
dedicated control lines. In a ring topology, for example, an eight bit control 
token would be passed sequentially around the ring. Any network element 
wanting control would remove the control token, send a message, and then 
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reinsert. the control token. The control token is often appended to the data 
message and may be as small as one or two bits since its position fallowing 
the end of message marker precludes its having to have its own start of 
message designation. 
Token passing on a bus allows more access method variations as compared 
to a ring since all bus nodes can be equally aware of what is transpiring. In 
general, the bus becomes a logical ring when considering token passing. 
After sending a message the token addressing the next node may be 
appended to that message or if an acknowledgement is expected, the token 
is sent after the acknowledgement is received. 
Under all loading, the token ring is superior in performance to the token 
bus just described provided the number of token bits for the ring are less 
than that required for the bus token. This is usually the case since the bus 
token carries the address of the next node. Also, the propagation delay for 
the equally spaced ring is 1/N (for N nodes) of that required for an equal 
length bus. 
An interesting token bus protocol passes the token by channel silence. 
These highly efficient techniques, AP and MSAP, are described in section 
3.7. 
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Token passing and Carrier Sense Multiple Access (CSMA) (used in 
Ethernet) are the two access standards approved by the IEEE 802 standards 
committee for Local Area Network Communications (LANC). The token 
passing scheme is supported by IBM while the Xerox developed CSMA 
Ethernet is supported by DEC and INTEL. IBM is close to a full 
announcement on its token passing LANC (65). 
Roll Call Polling Analysis: 
Following Tobagi and Kleinrock (66] an analysis of roll call polling ( and 
generally adaptable to other access methods) is presented. In roll call 
polling, the central controller polls each terminal in a priority sequence. 
( 
t 
The polling message is a fixed length message of hp primarily of the address 
of the node polled. For a channel transmission rate of C bits/sec., the 
polling packet transmission time, Tp , equals hp /C. The polling message 
requires the one way propagation delay time ( r sec.) to reach the node ( all 
nodes assumed T sec. away). If the polled node has a data packet to send, it 
does so. The lack of channel activity 2 r sec. after the polling packet 
informs the central controller of a non busy node. The central controller will 
then poll the next node in sequence. Thus there is a polling overhead of 2 T 
+ Tp seconds for each of the N nodes polled. Normalizing the polling 
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overhead into T sized slots (integer), the polling overhead "r" is defined: 
Tp 
r=2+--
T 
(for T P < T consider slot sizes of T P instead of T ) 
( slots, T sec.) 
The mean queuing delay based on the thorough work of Konheim and 
Meister [67) is defined as: 
- Nv + 1-m + Nr(l-m) Dqs == 
2(1-Nm) 2 2(1-Nm) (slots) 
where m is the expectation and v is the variance of the number of slots 
required to service the message packet ·arrivals at any of the N nodes during 
a slot time. 
If Poisson arrival is assumed, then: 
Prob(# of packets arriving during a slot interval of T sec. = i) = 
where A = Aj is the arrival rate (message packets/sec.) at node j. The 
Poisson mean = AT packets in a slot time and A_!__ is the expected number 
a 
of slots required to transmit AT packets. ( a = _!_ is the normalized p 
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propagation delay and P is the time in seconds to transmit the message 
packet at the channel rate. o: in words is how many message packets can be 
transmitted in r sec.) 
T Thus m = A-
o: 
T 
and v = A 
a: 
(Poisson) 
Since the channel utilization p =NAP, "m" and "v" may be redefined by 
substituting for A . 
m = p /N and v = p /Na 
Substituting m and v into the mean queuing delay formula and normalizing 
D to delays given in message packet times (allows convenient comparisons 
with other access methods) by multipling both sides by a yields: 
Dq = oDqs = p + a(N- p) + ar(N-p) 
2(1-p) 2N 2(1- p) 
-
-
P +~(1- P )(1+ Nr ) 
2(1- p) 2 N 1- p 
-
For N large (N>lO) and typical values of o:, Dq may be approximated as: 
p + o:rN Dq= ---
2{1- p) 
AJ 
(mess. packet times) 
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The normalized (to message packet transmission times) mean time in system 
(total packet delay) is the queuing delay, Dq , plus the message packet 
transmission time, 1, and is given by: 
D = Dq + 1 (mess. packet times) 
The normalized throughput is S = Nm = p , the channel utilization. 
Roll Call Polling Scan Time Derivation: 
An analysis of roll call polling scan time by this author is presented. Scan 
time, the time from access availability at node i to the next access 
availability at node i, is an important factor particularly in process control. 
The maximum scan time is N(2 r + Tp + P) for all nodes busy while the 
mean scan time is a function of the channel utilization, p . The mean scan 
time consists of the N(2 r + Tp) poll overhead during a scan time plus the 
product of the number of busy polls during the scan multiplied by the time 
(P sec.) to service a message packet. Assuming Poisson arrivals of mean A 
packets/sec. at each node, the average scan time, T8 , is derived as follows: 
-
-
N(2r + Tp) 
1- p 
(sec.) 0<= p<= P /(2 r + Tp +P) 
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Because of the 2 T + Tp overhead per poll, the maximum obtainable 
utilization is P/(2 r + Tp + P). 
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3.5 Random Access Techniques 
Random access techniques are the most distributed of all access techniques 
in that the network element itself decides when to transmit on the network. 
Thus, unlike the other techniques which provide permission to the selected 
node, there is a statistical probability that two or more nodes will transmit 
at the same time. This is called a collision and usually requires all messages 
at the time of the collision to be sent again. Messages that are too long are 
typically broken into pieces called packets. The packet concept provides for 
fair access and smoothes out the delay time variations from when a message 
is generated until it is received. These techniques are especially suited to 
bursty traffic typical of most technical offices. 
Section 3.5 covers the completely random Aloha, Slotted Aloha, and the 
various Carrier Sense Multiple Access (CSMA) techniques. The CSMA 
techniques include I-persistent, non-persistent, p-persistent, CSMA with 
Collision Detection (CSMA/CD), and CSMA with Collision Avoidance 
(CSMA/CA) . 
Throughput analysis of non-persistent CSMA and non-persistent CSMA/CD 
are presented near the end of this section. Carrier sense multiple aecess 
with collision detection has become an IEEE standard, is used in most Local 
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Area Networks at present (Ethernet is an example that is analyzed in 
Chapter 5), and thus deserves special consideration. Section 3.5 ends with 
comparisons of the discussed techniques. 
Aloha: 
The Aloha system (1Q70) was an early implementation of the Random 
Access ( contention) techniques. It was a 2400 bits/s radio link tying out 
islands to the University of Hawaii computer. When a remote station had 
information to transmit, it just did, regardless of the network status. The 
lack of an acknowledgement in a fixed time interval on a return radio 
frequency indicated a collision or garbled data. The data packet in question 
would be retransmitted after a randomized time delay to prevent repeated 
collisions [ 68]. 
If the transmission time of the packet is P seconds, there is a vulnerability 
period of 2P seconds for Aloha since the end of one transmission may just 
collide with the start of the next transmission making 2P seconds of wasted 
channel time. Following Kleinrock [69], the channel traffic G is defined as: 
G = number of packet transmissions attempted (actual and deferred 
for newly arrived and repeated packets) per packet transmission 
time, P seconds. Alternately, G is the number of nodes becoming 
ready during a packet transmission time slot. 
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and the throughput, S, is defined as the fraction of time the channel is 
successfully engaged in transmission. 
S = average number of successful packet transmissions per packet 
transmission time, P sec. 
Note: S/G is the probability of a successful transmission and G/S is the 
average number of transmissions required or scheduled for a successful 
transmission. 
Assuming a large number of active network nodes and Poisson ( completely 
random) message arrival, the probability of successfully transmitting a 
packet is: 
Prob [no other packet arrives during the 2P vulnerability period]= 
exp (-2G) 
then the throughput is: S = G exp (-2G) 
The maximum throughput is obtained at G = .5 yielding Smax = 1/2e = 
.184 . If the channel traffic exceeds the optimum rate, G > .5 , then the 
throughput falls off due to excessive collisions. 
Slotted Aloha: 
An improvement on Aloha is Slotted Aloha. In Slotted Aloha, channel time 
is divided into packet transmission time, P sec., intervals. All of the nodes 
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are synchronized to start transmission at the start of a packet time. Thus 
the collision vulnerability period is now P sec. instead of the 2P sec. for 
pure Aloha. The Poisson model now yields; 
S = G exp (-G) (Slotted Aloha) 
The maximum throughput is when G = 1 . This yields an efficiency of 1/e 
= .368 which is twice that of a pure Aloha system. 
CSMA: 
Carrier Sense Multiple Access (CSMA) techniques show improvement over 
Aloha techniques by listening first to see if the transmission medium is busy 
before sending. This Listen Before Talk (LBT) courtesy reduces collisions 
but doesn't eliminate them because of propagation delay. For example, 
assume two nodes are ready to send. The first node senses the channel idle 
and starts transmitting. There is a finite time (propagation delay) required 
for this signal to reach the second node. During this propagation delay 
time, the second node also senses the channel idle if the first node's signals 
haven't yet propagated to it. The second node begins transmitting which 
will result in a collision. Both nodes continue transmitting ( unless collision 
detection is employed) wasting valuable network time. 
\ 
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The previous example suggests the importance of propagation delay. In 
fact, if there could be a system with zero propagation delay, CSMA 
collisions would be completely avoided and performance would correspond 
to perfect scheduling, that of the M/D/1 queue [70]. (for fixed sized packets 
and Poisson sources; ref. section 3.3) 
The calculation of the propagation delay r is dependent on the speed of 
signal propagation. Due to distributed inductance and capacitance in the 
transmission medium, the message propagation speed is approximately .5 to 
.9 the speed of light or equivalently 490 to 885 ft/usec (71]. A common 
design value for cable based systems is 0.8 the speed of light. 
The normalized propagation delay is very helpful in CSMA efficiency 
calculations. It is denoted by a and defined as a = T /P where T is the 
one v.ray propagation delay (the time required for a signal edge to traverse 
the medium's length) and P is the packet transmission time. It is desirable 
to make a small (.01 to .001 is good). This implies the packet transmission 
time P is long compared to the propagation time. As the packet 
transmission time approaches the propagation delay, the CSMA techniques 
lose effectiveness and approach that of Aloha techniques. This fallows 
because a collision may only occur within the first r seconds of a 
transmission. After that time all nodes will recognize a transmission in 
l) 
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progress via carrier sensing. When P = T , a collision may occur at any 
\ 
time within P seconds which is the Aloha protocol. 
Increasing the packet size makes a smaller and increases the channel 
utilization. The packet size tradeoff is that as the packet size increases, 
queuing time will increase, and if a fixed packet size is used, waste results 
from under utilization in transmission of messages shorter than the packet 
• size. 
An improvement over Listen Before Talk (LBT) CSMA is a variation called 
Listen While Talk {L WT). The transmitting node monitors its own 
transmissions in L WT and thus knows when there is a collision. This is 
often abbreviated CSMA/CD where CD stands for Collision Detection. 
When a collision is detected, the detecting node usually jams the channel to 
guarantee that everyone on at that time also detects a collision. All 
colliding parties stop transmission thus freeing the channel minimizing 
wasted channel time. Note that the CSMA/CD minimum message 
transmission time must be twice as long as the propagation time to the most 
distant node to guarantee collision detection [72]. 
When to retransmit after a collision requires some thought. In I-persistent 
(often just called persistent) CSMA/CD, transmission and/or retransmission 
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is attempted immediately. While this maximizes channel use (minimizes 
dead time) throughput often suffers because of collisions. Those nodes 
which collided originally, all sense the channel free and could retransmit at 
the same time resulting in a repeating collision pattern with a probability of 
1. 
The Ethernet standard uses a modified persistent CSMA/CD whereby 
retransmission delays after a collision are computed using the Truncated 
Binary Exponential Backoff algorithm. The delay before retransmitting 
after a collision in round trip propagation delay times (2 r = 51.2 usec. 
worst case is used) is computed from a uniformly distributed random =#= 
from {o to 2n -1} where n is the number of.retransmission tries for a given 
packet. For n>lO the interval is truncated and left at {o to 1023}. After 
15 tries at retransmission, the node is informed of the problem [73]. 
To avoid the repeating collision problem of persistent Carrier Sense Multiple 
Access, non-persistent CSMA was developed. When a node has data to 
send, it senses the channel. If idle, it transmits its data. If busy, it 
dynamically schedules transmissions at a later time. This procedure is 
repeated until the packet is sent. The dynamic nature of the rescheduling 
is usually influenced by factors such as network traffic volume, message 
length, network length, and the number of repeated collisions. 
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Non-persistent CSMA may not optimize throughput because rescheduling 
may leave unused channel time. This led to p-persistent CSMA. For p-
persistent CSMA the channel is sensed and when idle the node will transmit 
its packet immediately with probability p, and will delay transmission by r 
seconds (one way propagation delay) with probability (1-p ). The probability 
p is usually not greater than 0.1 (7 4]. 
As in Aloha, slotted carrier sense multiple access techniques are available. 
Here the slot size is an integer multiple of the one way propagation time, T • 
All nodes are synchronized and farced to start transmissions at slot 
boundaries. Slotting has throughput advantage at high traffic loads [75]. 
The cost of collision detection circuitry has been substantial causing some 
network manufacturers to offer a LBT CSMA called CSMA/CA where CA 
stands for Collision Avoidance. The collision avoidance circuitry is usually 
very fast logic which senses the data channel for activity until the last 
possible moment before allowing a node to transmit thus minimizing the 
chances of a collision. This author feels that CSMA/CD will become the 
dominant carrier sense multiple access mode since the implementation of 
this protocol in custom integrated circuits is removing cost as a 
consideration. 
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Throughput of Nonpersistent CSMA: 
The normalized throughput, S, is the number of good packets sent in a 
packet transmission time. Stated in a more general way, S is the amount of 
time the channel is engaged in good transmissions divided by the total 
channel time (good transmission time plus time lost due to collisions plus 
idle time). Collisions may occur only during the propagation delay time, T 
seconds which normalized to packet transmission times is a = T /P. The 
load on the channel is assumed to be G packets/packet transmission time 
( actual and def erred transmissions). 
Kleinrock [76] develops the throughput, S, for the nonpersistent case of 
CSMA (Poisson arrival and a queue of exactly one at ready nodes) which is: 
Ge-oG 
S=-----
G(1+2a)+e-oG 
(normalized) 
and the total time in system for a packet ( T sec.) normalized to the packet 
transmission time, P sec., is [77): 
µT = l+a+(G /S-1)(2a+ l+B+X) (slots, P sec.) 
where 1+ a is the normalized packet transmission including propagation 
delay. (G/ S - 1) is the number of deferrals and collisions per successful 
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transmission. (2 a + 1) is the normalized carrier sensed deferral time orJ 
( 
\ 
'1 
time lost in collisions per unsuccessful transmission attempt. (This is more?: 
precisely {1 + a + average collision interval}. The worst case normalized 
collision interval time is a.) Xis the mean retransmission delay normalized 
to P sec. For the minimum delay, X should be optimized with respect to 
the throughput, S. B is the normalized acknowledgement time. Each 
channel collision will suffer an acknowledgement delay. For this analysis it 
is assumed (for mathematical ease) that each carrier sensed deferral also 
suffers this delay. 
A more rigorous treatment of the delay time is given by Tobagi and 
presented in Trooper [78]. The Tobagi approach is similar to that given by 
Kleinrock except that collisions and deferrals are handled independently. 
Using the terms as defined in the preceding Kleinrock discussion, the 
Tobagi result is: 
µT = l+a+( H=S )(1+2a+B+X)+( G=H )X 
s s 
This expression is based on the normalized retransmission delay, X, large 
compared to 1 (normalized transmission time), Poisson arrivals, 
acknowledgement packets are always correctly received, and the time to 
generate acknowledgement packets is negligible. 
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H is defined as the number of transmission attempts per packet 
transmission time. Thus (H-S)/ S is the average number of collisions 
experienced per good transmission and (G-H)/ S is the average number of 
deferrals per good transmission. 
H may be computed from H = G multiplied by the probability of not 
def erring in a packet time slot. This yields: 
H-G( l+aG ) 
- l+G(l+a+ Y) 
where Y is the normalized average collision interval. Y may be 
approximated by the maximum collision interval, a. 
The optimum retransmission delay, X, is a function of the number of tries 
required to successfully transmit a packet, G / S. The retransmission delay 
should increase with increasing load. 
The variables involved in the total time in system calculations usually lead 
to difficulties in the analytical solution. Simulation is often resorted to for 
• 
delay-throughput performance results. 
Throughput equations for other variations of CSMA are given in Kleinrock 
(79] pages 398,399. 
- 76 -
Throughput of Nonpersistent CSMA/CD: 
Togagi and Hunt (80] have analyzed the non-persistent • carrier sense 
multiple access with collision detection technique. Their analysis shows 
CSMA/CD provides an improvement in channel capacity, throughput delay 
characteristics, and is more stable (throughput relatively constant and near 
capacity over a large range of offered channel traffic) as compared to the 
already highly efficient non-persistent CSMA scheme. 
The mean throughput, S, (infinite population and cycles statistically 
identical) is: (substituting a G = g and 1/a = T into the original 
expression) 
Ge-aG 
---=--------------
Ge-oG +(1-e- 00 -aGe-oG),+ 1 -TP+I 
where P = a:Ge-aG /(1-e- 00 ) is the probability of a successful 
transmission; I = e-aG /(1-e- 00 ) is the average idle period; and the 
average transmission period is TP=P8 Tps+(l-P8 ), + 1. Tp8 =1/ a is the 
packet transmission time in r sized slots and , is the time in T slots to 
stop all transmitting nodes after a collision. Maximizing S with respect to 
G yields the channel capacity. 
- 77 -
' ' ' ,_ f1"' . ,, ' ' 
' ' . 
The Tobagi and Hunt paper also does an analysis of mixed packet sizes. 
Specifically, short packets indicative of interactive traffic and long packets 
which would be the case during file transfers. Shock and Hupp [81) show 
this bimodal distribution in actual system performance. The results of the 
Tobagi and Hunt analysis are that a relatively small fraction of long packets 
(>20%) in the traffic mix can result in a channel utilization close to that 
with only long packets. The packet delay time for short packets, however, 
increases with an increasing fraction of long packets in the traffic mix. 
Random Access Relationships: 
The analysis and simulation of Random Access Techniques has been amply 
reported in the literature. Some important relationships concerning the 
Random Access techniques are the relationship of channel capacity to the 
normalized propagation delay (Fig. 3-6), throughput versus load (Fig. 3-7), 
and "time in system" versus throughput (Fig. 3-8). 
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Normalized Channel Capacity 
(also maximum throughput) 
- Slotted-nonpersistent CSMA 
Optimum p-persistent CSMA 
0.8 
Nonpersistent CSMA 
I-persistent CSMA ~ 
'1 == 2 
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0.4 Slotted ALOHA 
Pure ALOHA 
0.2 r---------------------------------------------------------~ 
0.001 0.01 0.1 1.0 
a = T /P ; normalized one way propagation delay 
Fig. 3-6 Channel Capacity versus Propagation Delay (82) 
Regarding Fig. 3-6, the Carrier Sense Multiple Access ( CSMA) techniques 
transmit only when the channel is sensed idle. This allows collisions to be 
initiated only during the propagation delay time, r . Thus with smaller r , 
also smaller a since a = r /P, there are fewer collisions resulting in a 
higher channel capacity. A larger transmission time, P, also improves 
channel capacity since as P approaches r more of the channel time is 
susceptible to collisions. The Aloha techniques, on the other hand, transmit 
deaf and are thus not affected by the normalized propagation delay. 
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~CSMA/CD ,== 2 
1.0 Nonpersistent CSMA ----
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0.4. 
I-persistent CSMA 
\ 
Slot!ed ALOHA\ 
0.2 .1.1---- Pure ALO HA 
0.01 1.0 10 100 
G (offered channel traffic) 
Fig. 3-7 Throughput versus Channel Traffic [83] 
Fig. 3-7 is based on analytical results assuming the Infinite Population 
Model. The offered channel traffic, G, is the number of nodes ready to 
transmit during a packet transmission time including actual transmitting 
nodes and those that defer due to carrier sensing. As the offered channel 
traffic increases, so does the throughput until the increasing number of 
collisions with higher traffic dominates reversing this trend. With G very 
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large, all transmissions end in collisions resulting in zero throughput. This 
throughput instability with load is a major complaint of Random Access 
techniques. 
The I-persistent CSMA shows very good low traffic performance because it 
minimizes unused channel time by transmitting immediately when the 
channel goes idle. This protocol, unfortunately, also sharply limits the,IJS 
higher traffic performance since it results in repeating collision patterns. 
CSMA/CD performs well over an extended range of channel traffic and 
shows particular efficiency under high traffic conditions. This is to be 
expected since the collision detection scheme minimizes the time lost in 
channel collisions which are more prevalent with increasing traffic load. 
Table 3-1, Channel Capacities By Protocol is provided to show a relative 
figure of merit among the different access protocols. This table shows the 
maximum channel capacity {maximum normalized throughput in Fig. 3-7) 
with the traffic load {G) optimized for each case. A word of caution; higher 
capacity values are not always the optimum choice since networks are not 
designed to operate at capacity. (To operate at maximum capacity yields an 
infinite mean packet delay; ref. Fig. 3-8) As ·an example, ref erring to Fig. 3-
7, I-persistent CSMA outperforms CSMA/CD at low traffic levels and yet 
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ranks poorly in Table 3-1. 
Protocol Max. Channel Capacity 
Aloha .184 
Slotted Aloha .368 
I-persistent CSMA .529 
.I-persistent CSMA .791 
Nonpersistent CSMA .815 
.03-persistent CSMA .827 
Slotted Nonper. CSMA .857 
Nonpersistent CSMA/CD .Q46 
M/D/1 Scheduling 1.0 
( a = .01 for CSMA techniques) 
( 1 = 2 for CSMA/CD) 
Table 3-1 Channel Capacities By Protocol [84] 
Fig. 3-8 plots the packet delay (time in system) against the normalized 
throughput, S, where S also represents the fractional part of the maximum 
channel capacity utilized in good transmissions. The packet delay is 
normalized to units of P seconds, the average packet transmission time. 
The minimum time in system is the transmission time of the packet plus 
'propagation delay. An average packet takes longer than the minimum time , 
because it must be sent again if involved in a collision. Additionally, for the . 
Carrier Sense Multiple Access techniques, the packet will have deferral time 
waiting for the channel to clear. Deferral time is in lieu of additional 
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collisions which causes the poor response of the Aloha and 1-persistent 
techniques. 
In choosing an access method, the minimal delay over the expected range of 
throughput is desired. Most "good" access methods require less than two 
packet times in delay at 50% throughput. 
The basis of Fig. 3-8 is found in Kleinrock [85]. This author has added 
nonpersistent CSMA/CD to the graph from work done by Tobagi and Hunt 
[80]. 
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Fig. 3-8 Delay versus Throughput 
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3.6 Reservation Techniques [86] 
These techniques pre-allocate portions of the total communications channel 
'\ .. 
,. 
resource among the processing elements (node~) in the network. The 
multiplexing techniques previously discussed, SDM, FDM, and TDM have 
applications which may be considered as Reservation techniques. Space 
Division Multiplex (SDM) may reserve (allocate) one or more dedicated 
physical lines to each node. Frequency Division Multiplex (FDM) may 
reserve portions of the channels frequency spectrum for specific nodes. 
Broadband local area networks use this technique. Time Division Multiplex 
(TDM) Reservation techniques involve pre-assigning time slots to each node. 
All Reservation techniques may be static, that is, preassigned and left that 
way, or dynamic where more of the channel resource is reassigned to the 
busier nodes. It is obvious that dynamic allocation can maximize channel 
utilization over static pre-assignment, however hardware and software 
complexity is incr.eased. 
For dynamic reservation systems with a central controller, the nodes send 
reservation requests either on a separate reservation channel or in dedicated 
reservation request slots on the message channel. The central controller 
dynamically computes a channel access schedule and notifies the nodes of 
their preassigned time slots. These time slots are reserved until the next 
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reservation allocation. Distributed dynamic reservation schemes have been 
proposed for satellite packet switching systems. The long propagation delay 
would make ground based centralized control information "out of date" and 
thus potentially inefficient. 
Reservation systems can show improvement over Selection based access 
systems by greatly reducing the access control message overhead. It has 
further advantage over Random Access techniques in that message collisions 
'. 
are usually avoided and packet header space can be reduced because the 
assigned slot defines the sending station. Reservation access networks are 
not efficient in bursty environments since the reserved slot for nodes will 
often go unused giving the busy node queuing delay increases while waiting 
for its slot to come around again. Reservation techniques find use where the 
traffic attributes of the nodes tends towards heavy constant activity levels. 
The two most common reservation access methods will now be analyzed. 
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Analysis of FDMA and TDMA: 
The common fixed assignment techniques are Frequency Division Multiple 
Access (FDMA) and Time Division Multiple Access (TDMA). TDMA is 
superior to FDMA for nodes with Poisson arrival even neglecting any loss 
due to bandwidth guard bands for fDMA_. An analysis of these techniques 
' .,, . ~··' 
following Tobagi and Kleinrock [87] is presented. 
FDMA analysis: 
The assumptions are: 
1) Finite but large population of N nodes 
2) Poisson arrival of A packets/second at a node 
( the total system arrival rate is N A ) 
3) Fixed length packets of bm bits 
4) Channel capacity of C bits/second 
(FDMA has C/N bits/second per subchannel) 
5) Each channel behaves as an M/D/1 queuing system 
The average total time in system, T, is defined as the average time from 
, 
when a packet is generated until reception is completed at the receiving 
node. Thus T (often called packet delay) consists of the queuing delay at 
the sending node plus the· transmission time of the packet. (The 
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propagation time is ignored.) The queuing delay from M/D/1 analysis (ref._ 
section 3.3) is: 
(M/D /1 queuing analysis) 
and the FDMA packet transmission time is (N/C) bm . Thus T is shown to 
be: 
T = P
2 
/ A + N bm (seconds) 
·2(1-p) C 
The channel utilization is p = NA bm / C= NA/µ where µ= C / bm is the 
effective total channel service rate. Normalizing T to bm/C transmission 
times ( to allow comparisons with other access schemes) yields:, 
µT = N(l+ P ) (FDMA) 
2(1-p) 
TDMA analysis: 
Using the same assumptions as in the FDMA analysis, the average time in 
system (packet delay) for TDMA consists of the packet transmission time 
(bm /C), the queuing delay time, and an average waiting time from when 
the packet is generated until its slot is available. Thus T for TDMA 
becomes: 
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f == bm + P2 /A + N ( bm ) (seconds) and 
C 2(1-p) 2 C 
µT == 1+ Np + N (packet times) 
2(1-p) 2 
The difference between T (Fi\IDA) and T (TDMA) is shown to be (N/2 -
l)(bm /C) seconds demonstrating TDMA's packet delay superiority. 
TDMA holds an advantage over FDMA provided the total bandwidth can be 
utilized. With present cost competitive technology, most node interfaces 
can conveniently operate at about 10 Mbits/second. If, for example, a 
coaxial line capable of 300 Mbits/second is used as the channel, much 
available bandwidth is wasted. Utilization of FDMA to provide multi 10 
Mbit/sec channels on the coaxial line obviously provides improved 
utilization although connectivity is lost. Note that TOMA or some other 
access scheme could be operated on the FDMA multi-channels making each 
channel multi-access. 
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3.7 Mixed Modes 
There is no one pref erred (lowest time delay at a given throughput) access 
method which best covers all applications. In an attempt toward 
optimization, many mixed mode systems have been proposed which combine 
parts of the techniques already discussed to gain further advantage. In 
addition, adaptive techniques are often used with mixed modes to change 
system parameters (access criteria) with reguard to the pattern of channel 
utilization to maximize that utilization. An adaptive example involving 
probing (ref. 3.4) has previously been discussed. 
AP, RR, RO Techniques: 
A token passing access method useful for Bus topology LAN combines the 
reservation technique of TDMA with CSMA. AP, RR, and RO (Alternating 
Priorities, Round Robin, and Random Order) are three similar techniques 
originally developed by Kleinrock and Scholl [88] for packet switched radio 
networks to provide good delay performance for a small number of users (-
20) at higher traffic loads. These techniques require a synchronized slotted 
channel. Each node, except for the last, is assigned (has reserved) what is 
called a mini-slot equal in time to the one way propagation delay. The 
access method works like this: Suppose the highest priority node has data 
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to send. At the start of the slot period, this node puts a carrier on the 
channel for N-1 minislots. The other nodes monitor their assigned mini-
slots ( carrier sense), find the channel busy, and thus defer for this time slot. 
At the end of the N-1 minislots, the node having acquired -the channel sends 
its packet. Suppose now that node i is the highest priority node with data 
to transmit. At the start of the slot, the first i-1 nodes pass the token in 
the form of silence. Node i senses the channel free and seizes the channel 
by transmitting its carrier for the remaining N-i mini-slots. It then 
transmits its packet. 
Slots of one way propagation times 
Packet 
clear the channel 
N-1 
a.-Mini-slots ------ P---.. , 
Fig. 3-9 Slot Configuration for AP, RR, and RO 
The scheduling variations for this technique are: 
AP- This is a fixed sequence with the arrangement that whatever 
node used the slot last has the highest priority for the next slot. 
RR- Round Robin implies a cyclic Cashion. The next slot in line to 
whichever node used the slot last has the highest priority for the next 
- Ql -
. 
( 
• 
slot. This scheduling provides for deterministic access times, a 
,, 
,1 
requirement for process control. 
RO- Each node generates the same pseudo random permutation for 1 
through N to determine a new priority allocation for the upcoming 
slot. 
Note that these techniques leave a slot unused if and only if all users are 
idle. The penalty for this access technique is the N mini-slots of overhead. 
If the one way propagation time and thus the mini-slot channel time is r 
seconds, N r+ P is the total slot time and the effective channel capacity 
(also the maximum throughput) is given by: 
p 1 
Cerf = C =C---
P+Nr l+Na 
where C is the channel capacity and a is the normalized one way 
propagation delay, r/P. 
The effective channel capacity is increased by smaller propagation delay 
(physically closer nodes) and/or fewer nodes. For N = 10 and a= .01, Ceff 
= .91C while for N = 100 and a = .01, Ceff = .5C or equivalently 50% 
maximum channel utilization. 
The delay analysis fallows from modeling this access scheme as an M/D /1 
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priority queuing system with a rest period, N r. Kleinrock a!}.d Scholl [SQ] 
have found the delay in slot times of (P + N r) to be: 
D = 1+ 1 (slots of P + N rsec.) 
2(1-p) 
where the normalized input rate p = N T P{l + Na) = p (1 + Na) for X 
defined as the arrival rate at each node. Normalizing ~o the more 
\.,_, 
-, /'- __.......---"·\'.\ 
conventional P sec. packet transmission time yields: 
1 µT = {l+a){l+ (packet times) 
2(1-p(l+ Na)) 
Assigned Slot Listen-Before-Talk Protocol: 
A variation on the AP, RR, and RO schemes is the Assigned-Slot Listen-
Bef ore-Transmission protocol. In this approach several nodes share common 
minislots thus reducing the overhead. Reduced overhead in minislots is 
traded off against the lost time due to collisions. Note that the limiting 
case of all nodes in one minislot becomes CSMA and the opposite extreme of 
a unique mini-slot per node yields the AP schemes [90]. 
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MSAP, MSRO, and MSRR Protocols: 
A major improvement over AP, RO, and RR is MSAP, MSRO, and MSRR 
where the MS stands for Mini-Slotted. The advantage over the previous 
techniques is that a ready node i starts data transmission whenever its turn 
comes up as opposed to sending a carrier for (N-i)r seconds before starting 
data transmission. An idle channel for the propagation delay of r seconds 
passes the token to the next scheduled user. Each r seconds passes the 
token for idle nodes. If MSAP is used, 100% channel capacity can be 
realized since this mode assigns priority to the sending node. Thus the 
queue of packets at a node can be sent butt to butt with no wasted channel 
time between packets [gl]. , 
Delay analysis of the minislotted techniques is based upon that used in roll 
call polling (ref. 3.4 ). For roll call polling, the time to poll the next user is 
the polling message transmission time plus twice the propagation delay (r = 
Tp / r+2). For the mini-slotted techniques, only one propagation delay is 
required (r = 1) to pass the token. The corresponding delay in packet times 
p a N µT = 1+ +-(1-p/N)(l+ ) 
2(1-p) 2 1-_p 
where µ = service rate = 1/P and p, the channel utilization, =NAP for an 
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arrival rate A at each node. For large N (N> 10) and typical values of a 
( a = T /P = .01) this result may be approximated by: 
µT- -- 1+ p+Na ( k t t· P ) pac e 1mes, sec. 
2(1-p) 
"\ 
The mini-slotted techniquesi, always· perform better than polling and under 
heavy traffic conditions perform better than Carrier Sense Multiple Access 
(CSMA) because collisions are avoided [93]. 
A very informative graphical representation of the number of nodes, N, 
plotted against the normalized propagation delay, a, comparing MSAP with 
other access methods to show regions of pref erred choice (smallest packet 
delay) is provided in Kleinrock and Scholl [94] for 30% and 60% channel 
utilization. This has been reproduced as Fig. 3-10. 
The protocols examined in Fig. 3-10 consist of MSAP, p-persistent Carrier 
Sense Multiple Access (CSMA), Slotted Aloha, and Time Division Multiple 
Access (TDMA). The numbers on the boundary lines of the figures are the 
ratio of the protocol packet dela.y to the packet delay of the M/D /1 perfect 
scheduling queue. At S = .3 and .6, the M/D/1 packet delays (ref. Fig. 3-5) 
are respectively 1.21 and 1.75 packet transmission times. 
The CSMA and MSAP techniques are dependent on the ·normalized one way 
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propagation delay, a. They are the preferred techniques for small a but as 
the propagation delay increases so does their packet delay. Slotted Aloha 
and TDMA, however, are independent of the normalized propagation delay 
and thus prove more effective than CSMA and MSAP at higher values of a. 
MSAP and TDMA show greater packet delay with an increasing number of 
nodes, N, while CSMA and Slotted Aloha have packet delays independent 
of N. Thus for an increasing number of nodes, the random access 
techniques of CSMA and Slotted Aloha show better performance over 
MSAP and TDMA. 
In Fig. 3.9b, the throughput is 60% of maximum capacity. Slotted Aloha 
does not appear in this figure since its maximum throughput is 36.8%. At 
higher throughput, CSMA suffers more collisions eroding its position against 
the MSAP technique. 
It is apparent from Fig. 3.10 that the Mini-Slotted Alternating Priorities 
(MSAP) techniques would be excellent choices for factory networks of less 
than 100 nodes. This author is unaware of any actual systems based on the 
Mini-Slotted techniques. 
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a) #= Nodes (N) vs. a, Superior Protocol Performance Regions at 
Normalized Throughput, S = 0.3 
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b) #= Nodes {N) vs. a, Superior Protocol Performance Regions at S == 0.6 
Fig. 3-10 Protocol Areas of Superior Performance 
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MSRR Scan Time: 
Mini-Slotted Round Robin (MSRR) provides deterministic service and thus 
its scan time can be computed. The worst case, all nodes busy, scan time is 
N(P+r) seconds and the average scan time, T8 is: 
Nr T8 = O~p~P /(Nr+P) (1-p) 
This analysis follows that presented under roll-call polling scan time. 
SRMA Protocol: 
SRMA - Split Channel Reservation Multiple Access is a technique which 
splits the channel into two or more subchannels via TDMA or FDMA. In a 
two subchannel split, one subchannel is used for control information while 
the other is for data messages. A central scheduler receives requests 011 the 
control channel for service from nodes wishing to send and informs also via 
the control channel the requesting node of its future allocated time slot on 
the data message channel. The central scheduler does this by keeping track 
of the backlog on the request queue, computes when the data channel will 
be free, and notifies the requesting node of its time reservation. To prevent 
a node request from colliding with the central scheduler answer to a 
previous request, the control channel may itself be split. This is called the 
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SRMA - RAM (Request, Answer to Request, Message) scheme. The request 
subchannel typically uses Aloha or CSMA random access techniques, the 
answer to request subchannel is dedicated to the central scheduler, and as 
stated previously the message subchannel is accessed by reservation. 
The efficiency of SRMA is proportional to the ratio of the portion of the 
channel used for the data channel compared to the portion used for control. 
This ratio should be kept small (typically .01 to .1) for higher efficiency. 
System throughputs in excess of 95% channel capacity are possible using 
CSMA access schemes on the request channel. Tobagi and Kleinrock [g5] 
provide an in-depth analysis for the interested reader. 
Reservation - Aloha Protocol: 
Reservation - Aloha is a technique where users vie for unused slots via the 
Aloha contention method. Once a slot has been successfully used, that slot 
is available to that user on a conflict free reservation ba..c,is. When the user 
gives up its slot, this is sensed as empty during its next time period and is 
free for Aloha contention in the fallowing period. This technique is useful 
for long multipacket messages but degrades significantly with single packet 
messages due to the empty slot in the following frame for the single packet 
message. 
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4.0 Ring Networks 
4.1 Section Introduction 
Ring netwoclcs rank second only to buses for Local Area Networks but this 
may change since rings are a preferred topology for fiber optic networks. 
On the practical side ( available now), IBM has announced a token ring 
based on the wire center topology (Fig. 2-8). It is interesting that the 
industry standard (IEEE 802.5) is a sophisticated adaptation of the 
simplistic token passing (Newhall) arrangement. Some of the ring networks 
to be discussed show significantly better performance although at greater 
system complexity. 
Section 4.2 will describe ring network attributes and discuss modeling of 
ring networks. Specific ring network types to be covered in the following 
sections are: 
Ring/Loop 
4.3 Newhall 
4.4 Pierce 
4.5 DLCN 
4.5 DDLCN 
Characteristic 
Token passing 
Fixed size packets 
Shift register insertion 
Dual ring DLCN 
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4.6 Jafari Two ring relay switched 
Section 4.7 discusses and presents the simulation result for these ring 
networks. 
4.2 Ring Attributes and Modeling 
Although rings are described as having distributed access control and loops 
as having centralized access control, most of the literature, as will this 
thesis, use the terms interchangeably. A specific example where this 
problem arises is the DLCN (Distributed Loop Computer Network) which is 
fully distributed and would perhaps be better called DRCN. 
Node i 
Address 
Recognition 
and Buffer 
Buffer and 
Transmit 
Prop. 
1--1--.... Delaya----• 
Fig. 4-1 Node Interface 
Node Interface: . 
The ring is characterized as having active electronics in the transmission 
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path at each node's interface. The electronics in these interfaces are 
typically used to read off the incoming messages, to test the message 
address against its own address, to delay the message until the address is 
checked, to regenerate and pass the message on if addressed to another 
node, to transmit the node's own messages when conditions warrant, and 
provide buff er space for incoming and outgoing messages. 
Concurrency: 
The N interface nodes break the transmission medium into N separate links 
(communication path between two nodes). Thus it is possible to have more 
than one node actively transmitting on the link at one time and not 
interfere with other transmitting nodes. This concept is called concurrency 
and is the major reason why ring structures can outperform bus structures. 
(Even without concurrency, the ring structure can provide low overhead in 
passing control from one node to another making it a tough competitor for 
bus access schemes.) 
Node Delay: 
Assume a transmission link has the capacity of C bits/second. If the 
unlikely case is taken where each node is sending to its immediate neighbor 
exclusively, and the assumption is made that as a node removes a message it 
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may transmit its own at C bits/sec., then each link segment could see C 
bits/sec. and the total network could be operating near the theoretical 
maximum of NC bits/second. In comparison, the corresponding N node bus 
structure is limited to C bits/ second as is the token passed ring since only 
the node with the token can transmit and transmission may not exceed the 
channel rate of C bits/sec. 
As a message travels around the ring, there is an electrical propagation 
delay from node interface to node interface which is typically ignored since 
it is usually small compared to the delay experienced in going through a 
node. This node delay may be as short as one bit time in retransmission 
delay for token passed rings. One bit time is the time required to transmit a 
bit at the link rate of C bits/second which is 1/C seconds/bit. The node 
delay for more sophisticated rings, however, is the time required to acquire 
and respond to the "to address" of the incoming message plus the one bit 
retransmission delay. 
Symmetric Traffic on a Ring: 
The case of Symmetric Traffic [96] is usually used in the analytical and 
simulation models of local computer networks. Symmetric traffic for the 
ring model means each node of an N node ring statistically generates the 
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same amount of traffic for the link and that a given message is equally likely 
to be addressed to any of the other N-1 nodes. Mathematically stated: 
Define Pij = portion of traffic originating at node i and destined for 
node j, then: 
Pij = 1/(N-1) i,j = 1,2,3, ... ,N; i + j 
=0 • • l=J 
If Ai == A, the total link traffic is NA. For symmetric conditions, the 
· average message would go around half the ring to get to its addressed 
destination node. Thus the average traffic into any node interface is N>-../2. 
r '°' 
1 Node i 1 
\..._ __J 
I \ 
Ring In ¥, Ring Out .. 
Fig. 4-2 Symmetric Traffic at a Node (Static View) 
If the link is operated at C bits/second and the average message including 
header bits is M bits/message then the message capacity of a link segment is 
C /M messages/second. 
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Link utilization is the fraction of line capacity being utilized to carry traffic 
and is thus determined for the symmetric case to be: 
Sym. Link Utilization = NAM/2C 
Analytical Approach: 
Most ring analysis has been via simulation due to the difficulty of defining a 
mathematically tractable model. However, an iterative model has been 
described which may have general application in network analysis. 
Babic, et al, [97] in work on the DLCN ring have proposed an interesting 
analysis approach which consists of two basic concepts: 
1) modeling of the entire loop communications subnetwork as a single 
exponential server and 
2) solution of the whole computer network queuing model by the 
method of iterations considering each of the N hosts (nodes) in turn. 
Also of interest in the Babic paper is a detailed queuing model of a host 
node with its communications link. 
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4.3 Newhall Loop 
In 1Q6Q, E.E. Newhall of Bell Telephone laboratories described in the 
literature a loop structure utilizing a round-robin token passing 
transmission mechanism. This loop connected together two computers, a 
disc, TTY, plotter, and a card reader via a twisted pair cable operating at a 
3 Mhz bit rate. \ 
DDP 516 Computer 
! 
Disc .. e:-------~,, 
- ~•--. .... - TTY 
Node Interface (typ.) 
• Plotter 
Card Reader 
Fig. 4-3 Original Newhall Loop [98) 
For this implementation a token bit is tacked to the end of the message and 
as in all token passing allows only the node with the token to transmit on ,, 
the loop. When a message goes through a node which itself has a message 
to transmit, it waits until it senses the control token bit which follows the 
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End of Message {EOM) symbol. If the state of the control token bit 
indicates the end of the present message stream, the node changes the state 
of that bit (takes the token) and starts inserting its own message or 
messages. The node reinserts the control token at the end of its final 
message. Specifically dedicated nodes can guarantee there will always be a 
token on the bus. 
An important consideration is the time required for the control token to 
pass around the loop. This is defined as SCAN time. To get a lower bound 
on the scan time, assume that no traffic except the token is traveling on the 
loop. The control token for Newhall's original loop was an End of Message 
symbol (equivalent to 3 bits) plus the one token bit which designates busy 
or avail ab le. 
There is a delay in electrical propagation between nodes but of more 
importance is the one bit transmission delay at each node. Many ring/loop 
implementations require a greater delay per node equal to the acquisition 
time of the message address (usually 8 bits = 1 character) plus one bit time 
in retransmission. 
Let the delay per node be Di and the total delay of the token on a traffic 
free loop be defined as D and given by: 
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D = E DPi, i+ 1 + E Di + token recognition & modification time at 
i-1 i-1 
the receiving node 
where DPi,i+l = propagation delay from node i to node i+l 
Di = node delay = 1 bit time for Newhall (The Newhall loop has 
been simulated in the literature [99] using a node delay of twice the 
address acquisition time) 
Carsten, et. al. [100] developed formulae for the mean and variance of the 
Newhall loop scan time based upon Poisson arrival, exhaustive service (full 
queue transmittal at access), and an infinite buff er at each node. The 
derived mean scan time is: 
E(ts ) = D/(1-p) 
where D (sec.) has been defined above and 
N 
p = loop utilization= (1/ a) E Ai 
i=-1 
where a = link capacity in messages/sec. 
and Ai = message/sec. arrival rate at node i 
Trooper [101] points out there is not a comprehensive response time model 
of the Newhall loop in the literature. Simulation results, however, do exist 
[102] and will be presented shortly. 
\
1 
Given the symmetric traffic assumption that a message generated at a nod~ 
is equally likely to go to any other node, the Newhall loop can achieve about 
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50% maximum link utilization since only one node has access to the link at 
a time and on the average its message will be going through 50% of the 
nodes {and corresponding links) to get to its destination [103]. Even though 
the link utilization is 50%, the maximum message throughput rate will 
approach the channel's message transmission rate for a heavily loaded 
system. 
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4.4 Pierce Loop 
To improve upon the Newhall utilization (and increase throughput and/or 
lessen delay at a given throughput) Pierce [104] suggested a loop which 
would allow multiple nodes access at the same time. 
The Pierce loop achieves this by dividing the communication space on the 
loop into an integral number of frames of fixed time duration. When a 
frame boundary is detected by a node with a message to send, the first bit 
of the frame is checked to determine if the frame is filled. If not, this check 
bit is inverted to show occupancy and a part of the message along with the 
addressing and other header information is placed into this frame space. 
The information in the frame space is called a packet and the frame space is 
often referred to as a slot. This process continues until the whole message 
which has been divided into packets is sent. 
The Pierce proposal was that of a 3 stage hierarchy of connected digital 
data loops. Local loops have an interface box (gateway) to a regional loop 
which ties together many local loops and the regional loop itself has a 
gateway interface to a global loop. 
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Local 
Regional 
Loop 
Regional 
Loop 
A 
National 
Loop 
Fig. 4-4 Three stage Pierce Hierarchy 
Within each loop there is a controller (an A Box) which provides 
synchronization for the loop and packet slot markers. The A Box also 
provides the appropriate delay such that an integral number of packets fit 
on the loop. Finally the A box prevents the buildup of undelivered packets 
on the loop by marking each packet as it goes through the A Box. If a 
marked packet shows up again it is destroyed or the address field might be 
reversed sending the packet back to its source node. 
The B Boxes in Fig. 4-4 are the interfaces to the nodes (processing elements) 
on the local links and the C boxes are the gateways from loop to loop. 
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Inefficiencies result in the Pierce loop due to the packeting of variable 
length messages. The last packet of the message will usually have to be 
padded to make a full packet length. There is also an average wait of 
(Packet Time )/2 per message for a node to access the link even if there is no 
other traffic on the link since all packets must start at a packet boundary. 
If the packet size is made smaller to minimize (Packet Time )/2 and increase 
the number of packets, the overhead in required addressing and header bits 
becomes more significant. If the packet size is made larger more wasted 
delay time in the loop controller must usually be added to the loop since the 
loop must contain an integral number of packets. In addition, there is 
added cost and complexity to the packet assembly and disassembly 
arrangement. 
Analysis and simulation of the Pierce loop is reported in [105] and [106]. 
Two complementary modes for the average message delay due to queuing of 
packets at the nodes are developed in [107]. Packet queuing is a result of 
line blockage due to link traffic from the other (N-1) nodes passing through 
the node under discussion. An evaluation of the link busy and idle periods 
as a result of node source traffic is developed. The node may insert its data 
into packet slots during idle periods on the link. These periods are assumed 
exponentially distributed· as a result of the N exponentially distributed node 
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sources. A classical queuing theory approach (M/G/1) is used where the 
length of the message represents the service time of a customer in queuing 
theory. The link busy time represents the server down time. A second 
model was introduced for heavier traffic conditions. With heavier traffic an 
assumption is made that the data flow from the source is at a constant rate 
equal to the average rate from the source. This smoothes out the 
"burstiness" of the first model. 
The analytical results supported by simulation show the queuing delay is a 
function of the amount of traffic on the link, ie., the number of stations 
times the rate of message generation. The normalized rate of generation at 
a node may be given by the fraction of time messages are being generated, 
the source utilization, multiplied by the ratio of source message rate to line 
message rate. Line loadings as high as 50% of capacity have delays of about 
two average message lengths. 
1 
- 113 -
,1,'. ' 
/J 
4.5 DLCN {Distributed Loop Computer Network) 
A ring network was designed by C.C. Reams and M.T. Liu [108) to improve 
the communication loops' utilization over that of the Newhall and Pierce 
loops. A novel shift register insertion technique allows the following 
advantages: 
1. Variable length message transmission as in the Newhall approach 
2. Concurrent transmission access by more than one node as in the 
Pierce approach 
3. Immediate access to the loop during loop idle times resulting in 
minimum queuing and greater link utilization 
4. Automatic regulation of loop message traffic 
Input 
Buffer 
Variable Delay Buffer.._ 
I r Rin 
Switch 
-
-
- -
-
- Output -
-
Buffer 
Node i 
Fig. 4-5 DLCN Loop Interface Model 
When a node has a message to send, it may do so immediately if 1) the loop 
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is idle and 2) delay buffer space equal to or greater than the message length 
is available. Assume these conditions are true and the node starts 
transmitting on the loop. Now further assume an incoming message arrives 
while this transmission is occurring { concurrent node access). The incoming 
message will be buffered in the variable delay buff er to be clocked out after 
the original node message is sent. 
While relaying a ring message through the node interface, the node is 
temporarily blocked from transmitting as in the other loop arrangements 
previously discussed. However, butt to butt messages on the ring may be 
broken up with the node inserting its message after the first ring message. 
In fact, priorities could be given messages to determine which message 
should go first. 
The variable shift registers limit loop loading as they fill up since enough 
free buffer space in the variable shift registers is a requirement for loop 
access. Simulation [109] has shown that messages almost never waited for 
buffer space when the link was operated at under 75% utilization. DLCN 
shows minimum queuing time as compared with Newhall and Pierce 
arrangements but variable transmission time since a message may be held at 
nodes en route. Overall performance (minimized throughput time per 
message load) of DLCN is superior to Newhall and Pierce arrangements. 
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This has been demonstrated via simulation [110] and will be presented at 
the end of this section. 
Rings/Loops have always had reliability as their major complaint since the 
ring interfaces are in series around the ring and are active in regeneration of 
the ring messages through them. DLCN represents more of a reliability 
problem due to the added electronics required for the variable shift register. 
Any single interface transmission path failure stops the ring completely for 
those systems using message acknowledgments. 
A dual loop network, DDLCN, is reported by J.J. Wolf and M.T. Liu [111] 
to minimize this problem. The ring traffic direction of the added ring is 
opposite to that of the original. The DLCN hardware is duplicated in each 
node and is under microprocessor control to direct node transmissions to 
which of the oppositely directed rings provides the shortest path to the 
receiving node. This dual loop mechanism provides increased performance 
over DLCN when everything is working and gracefully degrades with 
multiple faults . 
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4.6 Jafari Loop 
The Jafari loop (112) shows performance improvement over DLCN by 
considering the loop as partitionable and allowing source and destination 
nodes to be tied together via interleaving nodes but relay switched so as not 
to incur delay through these nodes. This arrangement has a central 
controller using a polling technique on the control loop to set up the paths 
on the data loop. Acknowledgements are returned on the control loop thus 
providing more potential throughput on the data loop. Transmission may 
be in either direction on the connected links avoiding the one way data flow 
requirements of the other ring/loop networks discussed. Concurrency, 
multiple node pairs connected over non interfering segments of the loop, can 
often be obtained resulting in increased throughput. 
' \
Node 
~ 
Node 
Node Node 
Node Node 
Fig. 4-6 Jafari Loop 
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4.7 Ring/Loop Network Simulations 
The ring networks discussed have been simulated [113] using the following 
parameters: 
1. Six nodes 
2. Poisson arrival, symmetric traffic 
3. Exponential message length, mean = 50 characters plus g ch. 
header, truncated length 10 to 512 characters incl. g ch. header 
4. Infinite buffers at node sources 
5. Timing is normalized to character time units which is defined as 
the amount of time req~ired to transmit one character at the ring 
link rate. 
6. Link propagation delay is ignored. 
7. Two character units of delay per node are attributed to traffic 
transferred through the node. 
Exceptions or enhanced requirements per specific ring type: 
Newhall: More than one message may be in the queue when a node acquires 
the token. All queued messages are sent as opposed to only one message per 
token acquisition. This has been shown to maximize throughput [114]. As 
pointed out previously, the two character delay per node would -~()re 
appropriately have been one bit delay per node. 
- 118 -
r 
Pierce: Packet size was optimized to 36 characters [115]. This includes g 
characters of header per packet. The ring was made to contain one 
complete packet. Since there are 12 character times of delay for the 6 
nodes, a delay box of 24 character times is added to make the loop 36 
characters long. 
The Pierce ring simulation presented is greatly handicapped since the small 
number of nodes {6) used means using a small packet size {36 ch.) of which 
25% (9 ch. header) is overhead. Furthermore, on the average, 1/2 of the 
packets will be additionally delayed by the added 24 character delay box. 
This is 4 times the otherwise normal expected delay of 6 character times. 
The most significant understatement of the Pierce loop is in the area of 
concurrency. With only one packet on the ring, 1 there can only be two 
nodes active at one time. This occurs only when a receiving node also has 
data to send. While it is removing the packet address to it, it may output 
its own packet. 
The two character times of delay per node traversed needs amplification. In 
[116], it is stated that one character delay is required for address checking 
and one character delay results in retransmitting that delayed character 
resulting in a two character time delay. A closer analysis shows a more 
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realistic delay to be one character plus one bit for retransmission. For eight 
bit characters, the delay is only 56% of the two character time delay 
specified. This same result should also apply to the DLCN arrangements. 
The Newhall arrangement could and should be one bit delay)per node. Two 
('/ 
I 
character delay, however, may be fairly accurate for Pierce ~nd DLCN since 
the Start of Message (SOM) and the bits required for the "to whom 
addressed" may be close to two characters in some applications. 
DLCN & DDLCN: The DLCN ring was simulated with more realism than 
the other simulations. A 1 in 10000 error rate requiring retransmission was 
added as well as a time out of 5 time units after a node received a message 
before it could receive another. A six character acknowledgement per 
message was also added giving a message the equivalent mean of 64 
characters. 
Jafari: The Jafari loop used an exponentially distributed mean of 50 
characters with no header characters for the data message. All header 
characters are apparently regulated to the control loop. Thus the Jafari 
message is 15% less than the Newhall and 22% less than the DLCN with 
acknowledgements. The Jafari loop does, however, provide 
acknowledgements on its control loop. There is no delay per node traversed 
from sender to receiver. It further appears a one character delay in 
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transmitting and a one character delay in receiving is used to obtain a fixed 
average transmission time of 52 character time units. This author believes a 
one bit time delay in transmitting and none in receiving would be more 
appropriate. 
Fig. 4-10 compares the simulation results for the conditions discussed. The 
numerical results for Newhall, Pierce, and DLCN are reported in [117], the 
Jafari results are from [118], and the DDLCN results were taken from Fig. 
10, page 161 of [119]. 
The Newhall ring allows only one node to transfer data at a time. This 
makes the maximum data transfer equal to the link rate. Assume the 
average message including header has a mean of 59 characters and six active 
nodes are used. Under these conditions the maximum transmission rate of 
one character per character transmission time is reached when the average 
message arrival rate at each of the six nodes is 0.00282 messages/character 
time unit. This has been defined as 100% utilization on Fig. 4-10. 
The other ring/loop arrangements allow concurrency granting them superior 
performance over the Newhall token passing technique and over all bus 
topology approaches as well since utilization exceeding 100% (as previously 
defined) can be achieved. The DDLCN shows standout performance due to 
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the dual ring structure with each ring carrying message traffic. The poor 
performance of the Pierce ring in low traffic is predominately due to the 
added 24 character delay time incurred by 1/2 the messages, the 25% 
header overhead, and the fact that two packets (one usually padded) must 
be sent for the average message length of 50 characters. 
f 
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5.1 Section Introduction '<J 
Chapter 5 will concentrate on Ethernet TM, a bus based Carrier Sense 
Multiple Access with Collision Detection {CSMA/CD) local area networking 
arrangement. It is arguably the only true industry standard presently 
available for local area networks. Its popularity merits the attention of 
Section 5.3. Analysis of other access techniques suitable for the bus 
structure are presented in the following section. 
5.2 Bus Access Techniques 
The access techniques most frequently used on buses include Polling, Token 
Passing, and Carrier Sense Multiple Access ( CSMA). Polling finds 
predominant use in Multidrop configurations {Fig. 2-10) which have a 
centralized controller. The token passing techniques as well as CSMA find 
more general application. They provide distributed control and in most 
circumstances better performance over polling. 
Polling and token passing provide deterministic control (not true of the 
contention method of CSMA) and can be' analyzed in a similar fashion. 
Every protocol suffers loss mechanisms due to its implementation. The 
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overhead for polling (Section 3.4 "Roll Call Polling Analysis") is the time to 
send the polling packet, T P, plus the propagation time, r, to the node and 
the propagation time back to the central controller. Thus channel silence 2r 
seconds after the end of T P is used to indicate an idle node and causes the 
next node to be polled. Token passing shows superior performance over 
polling since the return propagation delay is avoided because the node 
receiving the token becomes the bus master. This assumes the polling 
packet and the token take the equivalent transmission time. The token 
passing overhead is the token packet delay, Tp, plus only one propagation 
delay. 
The variation of token passing called Mini-Slotted Round Robin (MSRR -
Sec. 3.7) passes the token with only channel silence thus avoiding the time 
lost in sending the token (Tp)· The minimum overhead for this technique is 
only one propagation delay time, r . 
To • summarize, the overhead for the three techniques discussed in 
propagation delay, r, sized slots is: 
Polling 
Token Passing 
MSRR 
r = 2+ Tp/r 
r = 1+ Tp/r 
r=l 
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-The normalized packet delay, µT, for these three techniques is given by: 
( derivation in Sec. 3.4 "Roll Call Polling Analysis") 
µT = 1+ P +~{1- P ){1+ Nr ) 
2(1-p) 2 N 1-p 
where "r" is the overhead previously given 
p is the channel utilization 
a is r/P where P is the packet transmission time 
N is the number of Nodes 
Carrier Sensed Multiple Access (CSMA) has losses due to collisions between 
node packets. The analysis of CSMA is found in section 3.5 Random Access 
Techniques. The analysis of a specific CSMA networking standard, 
Ethernet™, is the topic of the next section (5.3). 
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5.3 Ethernet TM 
A Ethernet™ is a commercially available {1Q79) Local Area Network {LAN) 
arrangement for carrying digital data packets among distributed computing 
nodes. It was conceived at Xerox in 1Q72, has undergone considerable 
development, is well supported in the industry {DEC, Intel, etc.), and has 
become a basis for IEEE Std. 802.3. A list of the more important 
Ethernet TM parameters is provided. 
Partial Ethernet™ 1.0 Specifications [121]: 
Topology Bus 
Access Method CSMA/CD 
Data Rate 10 Mbits/s 
Medium 50 ohm coax 
Max. Elec. Length 2.5 km 
' 
Length/Segment 0.5 km 
Max. Nodes/Segment 100 
Max. Segments 3 
Max. Packet Size 1526 Bytes {1221 us) 
Min. Packet Size 72 Bytes (57.6 us) 
Address Fields 12 Bytes ( 6 bytes ea.) 
Data Field 46-1500 Bytes 
Packet Checking 32 Bit CRC 
Min. Packet Spacing 9.6 usec 
Preamble 64 Bits, Alt. 1 's & O's 
ending in two 1 's 
Channel Encoding Manchester 
Round Trip Bit Delay 51.2 usec Max. 
Collision Jam Time 4.8 usec Max. 
Collision Def err al Truncated Binary 
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· Channel Signal 
Transceiver Impedance 
Trans. Cable Conn. 
Exp. Backoff 
0 to -2v (-2v = log. 0) 
>50,000 ohms (Input) 
15-pin D series 
A pictorial of the packet format to improve understanding of the 
specifications list is provided in Fig. 5.1 . 
To From Type 
Preamble Address Address Field Data Field CRC 
8 bytes 6 6 2 46-1500 4 
--CRC covers these fields ------1 
Fig. 5.1 Ethernet TM Packet Format [122] 
The terms Manchester encoding and CRC in the specifications list may 
require further explanation. Manchester encoding of data is used on the 
coaxial cable. It is a self clocking code in that there is always a transition in 
the middle of every bit cell. This greatly improves the reliability of the 
received data and simplifies receiver design. The first half of the bit cell 
contains the complement of the bit value while the second half represents 
the true value of the bit. There is a penalty for the self clocking feature. 
The 10 Mbits/sec data rate requires a 20 Mbaud transmission medium. 
This, however, is not a problem for coaxial cable. 
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The Cyclic Redundancy Check (CRC) provides the mechanism for 
J 
determining if the packet was correctly received. A 32 bit binary pattern 
corresponding to the packet bit pattern is algorithmicly generated in 
hardware. This 32 bit CRC pattern is appended to the packet for use by 
the receiving node to verify the received packet bit pattern. 
Segment! 
~_..,_--------------1 Tap ...-------~~L-~~ 
Node 
Interface 
Transceiver 
I 
Transceiver 
Repeater 
Transceiver 
I 
c:-·-----...... Tap -------------~Tap .... ---0--------~ 
- ~ 
Segment2 
Typical node 
· · connection 
Tying two Ethernet TM 
segments together 
Fig. 5-2 Ethernet TM Physical Arrangement [123] 
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The Carrier Sense Multiple Access (CSMA) scheme used in Ethernet™ is a 
persistent CSMA modified by the collision detection mechanism. A node 
may not transmit when there is channel activity (a carrier) or within the 
minimum spacing time between packets of Q.6 usec (required for receiver 
design to allow receiving two adjacent packets [124]), otherwise if the node 
is ready, it will transmit. Once a node starts transmitting, it does so until 
the packet is sent or a collision is detected. Any collision must be within 
the effective one way propagation delay time, r, and detected by all nodes 
within 2r = 51.2 usec maximum. Nodes, recognizing a collision, jam the 
channel with 4 to 6 bytes of arbitrary data ( 4.8 usec max.). 
The 51.2 usec (512 bit times) is really an effective 2r that allows for 
propagation delay, repeater delay, and node interface delays. The actual 2r 
for the 2500 meter maximum electrical length specified is about 20 usec. 
The corresponding maximum physical Ethernet™ can have three segments 
of 500 meters connected by repeaters, again, with a 2r of 20 usec. The 
remaining time is for node interface delays. 
The Ethernet™ standard uses a modified persistent CSMA/CD whereby 
retransmission delays after a collision are computed using the Truncated 
Binary Exponential Backoff algorithm. The delay before retransmitting 
after a collision in round trip propagation delay times (2r = 51.2 usec. worst 
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case is used) is computed from a uniformly distributed random number 
from {O to 2n -1} where n is the number of retransmission tries for a given 
packet. For n > 10 the interval is truncated and left at { 0 to 1023}. After 
15 tries at retransmission, the node is informed of the problem [125]. This 
algorithm approximates the ideal algorithm where the probability of 
transmission of a packet is 1/G where G is the offered load [126]. 
Performance Analysis of Ethernet TM 
Given the worse case round trip bit delay = 51.2 usec, then the one way 
trip bit delay which is the effective propagation delay r equals 25.6 usec. 
Now consider a network with a fixed packet size equal to the maximum 
packet of 1526 bytes = 12208 bits which will take 1220.8 usec to transmit at 
10 Mbits/s. Theoretical CSMA analysis does not consider minimum channel 
spacing .which was brought about by a design constraint in Ethernet™. 
However, since Ethernet TM specifies Q.6 usec between packets, the analysis 
may still be used by considering the packet to take Q.6 usec longer in 
transmission. Then the normalized one way propagation delay for this 
example is a = r/P = 25.6/1230.4 = .0208 . 
The throughput of an Ethernet™ may be approximated by Tobagi and 
Hunt's [127] CSMA/CD analysis. The Ethernet™'s persistent CSMA/CD 
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should perform better under low traffic conditions than the nonpersistent 
CSMA./CD analyzed by Tobagi and Hunt and should be close to 
'~, 
nonpersistent CSMA./CI? at high traffic loads since the collision detection 
' 
' 
backoff algorithm mi{P.i s the nonpersistent rescheduling. Thus this 
\ 
analysis will proceed us g Tobagi and Hunt's CSMA/CD throughput 
expression: (with aG = g and 1/a = T for consistency) 
-"°'-- -----. Ge- oG 
S=~~~~~~~~~~~~~ 
Ge-oG + (l-e- 00 -ae-oG )1+ 1 
1 is the time in slots required for all nodes to stop transmitting given that a 
collision occurred. Let iT represent actual time. 
iT = 2r + collision detection time + jam time 
iT = 51.2 usec + 0.1 usec + 4.8 usec 
and I normalized to r sized slots = 2.2 
Perhaps a better and more conservative approximation to I would be to 
include the 9.6 usec interframe time since the earliest transmission attempt 
after a collision clears the channel is 9.6 usec. Thr normalized , with this 
consideration is 2.55. This value will be used in future calculations. 
Maximizing S with respect to G via this author's calculations yields a 
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maximum channel utilization of about 92.5 at G = 30 for maximum sized 
Ethernet™ packets. For minimum sized 72 byte packets S = .402 at G = 
2. 
Now consider the case of a more normal traffic distribution, that of variable 
sized packets. Assume a bimodal packet size distribution of the longest and 
shortest packets allowed in Ethernet™. The minimal short packets of 72 
bytes length are indicative of interactive traffic while the maximum sized 
packet of 1526 bytes would be common for bulk data transfers. (This 
bimodal distribution has been observed on Xerox's operating Ethernet TM 
system consisting of over 120 nodes and transmitting 300 million bytes per 
day [128].) Tobagi and Hunt [129] have done an analysis on CSMA/CD with 
mixed packet sizes and have shown that a relatively small fraction (>20%) 
of long packets is sufficient to yield channel utilization close to that of only 
long packets. More explicitly, an . average packet length, L, may be 
computed from the set of "L" sized packets and their relative frequency. 
00 
L =ELi Pr(Li) 
i== 1 
This is justifiable since the probability of a successful outcome depends only 
on the number of ready nodes and is independent of the packet length at 
those nodes [130]. 
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For this bimodal packet size example assume 25% of the packets are 1526 
bytes and 75% are 72 bytes in length. Then L = (1526)(.25) + (72)(.75) = 
435.5 bytes. This yields (including the 9.6 usec spacing) a = .0715 . 
Maximizing S with respect to G yields S = .784 at G = g_ This implies 
(.784)(10 Mbits/s)/(8 bits/byte x 435.5 bt~es/ave. packet) ·= 2250 
packets/sec is the maximum worst case attainable throughput. 
A more simplified analysis following Metcalfe and Boggs [131] for heavily 
loaded (G > 1) traffic conditions is presented. The channel efficiency or 
normalized throughput, S, is approximated by: 
·, 
S = P/(P + WT) 
where P is the packet transmission time, Wis the number of slots of waiting 
in a contention interval before a successful start of transmission, and T is 
the time of the waiting slot. The minimum T = 51.2 usec which is the 
worst case time for a collision to be detected. A more conservative T = 51.2 
usec + 4.8 usec for collision concensus may be used since some but not all of 
the W waiting slots resulted in a collision. 
Solving for W: Assume there are G nodes continuously ready to transmit a 
packet (G is also the total offered load). For heavily loaded systems we 
assume nodes are in the mode of scheduling packets via the collision backoff 
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algorithm. Thus the probability of any ready node transmitting in the 
current slot is 1/G (optimum statistical decision rule approximated by the 
collision backoff algorithm) and the probability of not transmitting is (1-
1/G). The probability that exactly one station transmits in a contention 
slot is A = (1-1 / ciG- l) • Given this, the probability of a packet waiting 
no time is just A. The probability of waiting one slot is A(l-A) and of 
waiting i slots is A(l-A)1 The mean of this geometric distribution is W = 
(1-A)/A. 
. •. 
Solving S = P /(P + WT) yields a maximum of 100% at G = 1 which isn't 
very informative. For comparison, this expression is solved at the maximum 
capacity as predicted by the Tobagi and Hunt equation. 
Solving for G = 30 and P = 1230.4 usec (the long packet channel capacity 
result using Tobagi and Hunt's throughput equation) and using T = 56 usec 
yields S = .929 and solving for G = g and P = 358 usec (the 75% small 
packet assumption) yields S = .803. S = .548 at G = 2 for traffic consisting 
of all small packets. These results somewhat overstate the channel capacity 
when compared to the results of Tobagi and Hunt. 
A third even simpler approximation following Stuck [132) is presented. The 
maximum mean throughput rate is approximated by: 
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1/{Tmessage + Tinterframe + (2e-l)(Tslot + Tjam)} 
where Tmessage is the transmission time of the packet, Tinterframe is the 
Q.6 usec between packets, 2e collisions per successful transmission (rule of 
.0 
thumb, implies G /S = 2e) is assumed, Tslot is the round trip bit delay time 
of 51.2 usec (effective 2r which includes circuit delay), and Tjam is the 
collision concensus reinforcement time · of 4.8 usec. Rewriting the 
throughput rate expression into a normalized throughput, S, yields: 
S = P /{P + (2e - l)(Tslot + Tjam)} 
where P = effective packet transmission time = Tmessage + Tinterframe. 
Note the similarity between this expression and that by Metcalfe and Boggs. 
Solving for P = 1230.4, the long packet assumption, results in S = .836, 
solving for 75% short packets yields S = .59 and for all short packets, S = 
.213 . 
A summary comparison of the maximum channel utilization from the three 
techniques is presented: 
- 136 -
.. , 
Channel Load Tobagi Metcalfe 
Distribution Hunt Boggs Stuck 
100% long packets, G=30 .924 _g2g .836 
75% short packets, G=9 .778 .803 .59 
100% short packets, G=2 .391 .548 .213 
This author believes the analysis via Tobagi and Hunt to more closely 
approximate the actual Ethernet TM and also is the only throughput 
expression of the three valid for low traffic activity. 
Packet Overhead 
Ethernet TM carries 22 bytes of overhead per message packet or just under 34 
bytes of equivalent overhead if the 9.3 usec channel spacing is included. 
Thus the channel utilization or normalized throughput considering data 
only would be: 
Seff = S*(Packet bytes - overhead bytes )/Packet bytes 
As an example consider the maximum sized packet of 1526 bytes + 12 bytes 
equivalent channel spacing with 92.5% channel utilization. Then Seff = 
.925(1538 - 34)/1538 = .905 . 
S for the 75% small packet case of 435.5 bytes with .784 • maximum 
utilization becomes .724 . It is apparent that the packet overhead inherent 
in Ethernet TM is not significant assuming the minimum packet size is not 
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appreciably padded. 
Throughput Delay Performance 
The throughput delay performance of Ethernet™ is of more importance 
than the maximum channel capacity since most systems are designed to 
operate at < 60% capacity. However it is more difficult to analytically 
derive the throughput delay. The components of the the average packet 
delay are: 
·1) Ave. transmission time 
2) Propagation delay, r 
... - .,/.J 
3) Interchannel spacing of 9.6 usec 
4) Ave. of collisions (times) iT 
5) 51.2 usec (times) ave. of slots in collision deferral 
where the average number of collisions is (G/S - 1) since each attempt 
except for the successful one ends in a collision for persistent CSMA. iT = 
2r + Tjam + detection time = 56.1 usec. The average number of slots in 
collision deferral may be approximated by "W" which was previously 
defined in the Metcalfe and Bogks analysis. 
Two CSMA/CD throughput delay analytical approaches are present0ed in 
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the literature. Tobagi and Hunt [133] analyze the non-persi~tent CSMA/CD 
with binary exponential backoff. Simplistically, the normalized throughput 
delay equals the average number of messages in the system divided by the 
throughput via Little's formulae. (ref. 3.3) The derivation of the average 
number of messages • In the system, however, is mathematically 
sophisticated. 
Another method presented by Bux [134] is based upon the work of Lam 
[135]. The Lam analysis is essentially a "slotted" Ethernet™ of slot length 
2r. This slotted assumption ( done for mathematical tractability) implies an 
access delay of r seconds even if the channel utilization approaches zero. 
Bux hueristically modifies Lam's delay formula by reducing the mean delay 
TM by r to more accurately represent the non-slotted standard Ethernet . 
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6.0 MAP - Manufacturing Automation Protocol 
- A Broadband Based Network 
6.1 Chapter Introduction 
} 
.1 
In this section, General Motor's Manufacturing Automation Protocol (MAP) 
will be discussed. MAP is a seven-layer, broadband, token-bus network 
specification for use on the factory floor. The seven layers refers to the' 
Open Systems Interconnection (OSI) Reference Model developed by the 
International Organization for Standardization (ISO) [136]. 
General Motors formalized the development of its Manufacturing 
Automation Protocol (MAP) in 1982. MAP has since aroused world wide 
interest and has been touted to be the "Factory of the Futur~"'s 
automation networking scheme. (This author believes the 100 Mbit/s Fiber 
Optic Distributed Data Interface (FDDI) is a better candidate for this honor 
in the not too distant future [137].) 
GM's need to develop a standardized approach was driven by the economics 
of linking diverse systems on the plant floor. Communication costs 
accounted for up to 50% of the cost of automating due mainly to the 
custom hardware and software interfacing required. In the automotive 
business where retooling (and associated re-networking) is an annual task, 
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the automation networking costs are considerable [138). 
The development of this chapter will be to discuss the operation of MAP, 
the tuning of its timing parameters, and provide pertinent performance 
calculations. Finally TOP, a sister network to MAP, more suited to the 
technical office will be briefly described. b 
( ', 
6.2 MAP Operation: 
The first two ISO levels of MAP describe a broadband system utilizing the 
IEEE 802.4 token bus standard for access control. Broadband was chosen 
to allow multiple networks to exist simultaneously via frequency division 
multiplex. In addition to the Local Area Network (LAN) channel, voice and 
video channels for uses such as security, surveillance, and teleconferencing 
can be accommodated using the same co-axial cable [139]. 
The MAP broadband uses CATV coaxial cable with AM phase shift keying 
as specified in IEEE 802.4. MAP has a backbone 10 megabits/sec bus 
requiring two adjacent 6 IvfHz CATV channels [140]. Local Work Cells on 
the factory floor operate baseband at 5Mbits/sec data rates over 75 ohm 
coaxial cables using frequency shift keying of two related frequencies. For 5 
Mbits/sec, the data is encoded using 5 IvfHz and 10 IvfHz. The local work 
cells access the backbone MAP network,, .. through a bridge or router utilizing 
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directional matching taps (141). A bridge ties networks together at the 
logical link level (ISO Level 2), a router at the next higher ISO Level 3, and 
a gateway interconnects networks at the top ISO Level 7 - the user level 
(142). 
MAP has at its kernal the IEEE 802.4 token bus standard. Token passing 
was chosen because it can guarantee access to the network within a 
specified time - a requirement for real time control. Also, token-passing is 
presently the only data link control protocol supported on broadband (IEEE 
802.4) [143]. 
The token passed between nodes is a MAP frame without a data field. The 
MAP frame is composed of a 1 to 3 byte Preamble, a one byte Start 
Delimiter (SD), Frame Control byte (FC), a two or optional six byte 
Destination Address (DA), a Frame Check Sequence (FCS), and the final 
End Delimiter (ED) byte [144]. 
Preamble SD FC DA SA Data Field FCS ED 
1-3 Bytes 1 1 2 or 6 2 or 6 0-1014 4 1 
Figure 6.1 Map Frame 
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The Preamble helps the receiver synchronize to the frame. It must be a 
minimum of 2usec long. This requires 3 bytes at 10 Mbits/sec, 2 bytes at 5 
Mbits/sec, and 1 byte at 1 Mbits/sec [145). 
The IEEE 802.4 standard specifies node timers which dynamically allocate 
node access time. Dynamic allocation increases utilization efficiencies while 
guaranteeing a maximum time between servicing. Each node may be 
thought of as being composed of 4 sub-nodes. Each sub-node has its own 
timer and queue to handle a particular message class. The classes are: 
1) Class 6 -Urgent Messages 
2) Class 4 -Normal Control & Maintenance 
3) Class 2 -Routine Data Gathering 
4) Class 0 -File and program transfer 
Class 6 - Urgent messages have a guaranteed time between servicing. The 
other classes may or may not be serviced depending on the network 
utilization and the setting of their respective timers. For Class 6, the timer 
value ( called the high priority token hold timer) is fixed. When the token is 
received, the timer value is loaded into the Token Hold Timer (THT) which 
begins· to count down. As long as the timer value is greater than zero, a 
new frame transmission may be initiated. When the timer times out and 
the fran1e being sent is completed, the token is passed within the same node 
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sequentially to the node queues for the other classes [146). 
The Token Rotation Timers (TRT) for classes 4,2, and O are dynamically 
adjusted by how long it took the token to return since that class queue was 
last serviced. The timing procedure works as follows; when a class 4,2 or 0 
queue receives the token, it loads the residual value in its TRT, which is 
inversely proportional to the time between servicing, into the THT timer. 
The TRT timer is then reinitialized with its programmed value and allowed 
to count down. When the token is next received at this queue, the residual 
value or zero if the count is negative would be loaded into the transmission 
counter (THT) [147). Thus as the utilization of the link increases, the time 
between queue servicing grows larger, making the residual values in the 
class 4,2,0 timers less. This dynamically gives less access to the link thus 
maintaining a guaranteed access time for class 6 messages. If the queue 
timers are appropriately adjusted, Class O will be denied access first, then 
Class 2 will drop out, and with high link utilization, finally Class 4 will be 
locked out. Graphically, this is represented in Fig. 6.2. 
To guarantee differentiated service as shown in Fig. 6.2, two rules must be 
applied [148). 
- 144 -
' 
,! 
' 
Delay in 
Average 
Message 
Transmissions 
Class O 2 4 
Link Load 
6 
Figure 6.2 Access Class Differentiation Performance 
Rule A: make t 4 >= t2 >= to 
Rule B: make t4 + b4 >= t2 + b2 >= to + ho 
where t 4 , t 2 , and t0 are the token rotation times for frames of class 4,2,0 
respectively and b4 2 0 are the service times for these classes of service. , , 
6.3 MAP Simulations 
A MAP performance analysis by Janetzky and Watson [14Q) uses simulation 
to tune the token bus parameters to meet given performance requirements 
(waiting times and throughputs). Three benchmark load patterns were 
simulated. All simulations assumed no handshaking (request with no 
response) and nodes uniformly distributed. 
The simplest benchmark used Poisson arrival at all queues and 25% of the 
frames transmitted were from each of the four classes. All frames contained 
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80 bytes of data. The other two benchmarks assumed periodic arrival of 
class 4, the control and maintenance information. The data lengths and 
proportion of frames per class of benchmarks 2 and 3 were: 
Class Data Bytes/Frame %Frames 
,r 6 60 5 
.. 4 80 10 . 
2 80 83 
0 1000 2 
Benchmark 3 differed from BM2 in that additional loads in Class 2, data 
gathering, were added when the network data load exceeded 50%. The 
rationale for BM3 is that in practical cases it is probable that higher loads 
have higher proportions of a particular class. 
The simulations were primarily done to characterize wait time. The concept 
is to guarantee a maximum wait time for class 6 queues while tailoring the 
performance of the other access classes. These simulations used either 16 or 
64 nodes, network data transmission rates of 5 and 10 Mbits/sec, while 
varying the timer parameters for the four classes following rules A & B 
given previously for selection of timer parameters. In general all simulations 
showed no class locked out under 65% data load. This demonstrates good 
utilization considering that the frame overheads alone for 5 and 10 
Mbits/sec limits the attainable relative throughput to no higher than .84 
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and .79 respectively. The simulation environment and its parameters was 
considered more significant than the graphical results. The interested reader 
is referred to the original work [14g]. 
6.4 MAP Perf ormance-i 
This section will discuss MAP's data transferring efficiency, Token transfer 
time, and minimum and maximum token rotation times. 
The packet overhead limits MAP efficiency. There are 14 bytes of overhead 
{at lOMbits/sec) with a maximum of 1014 data bytes. This yields a 
potential 98.6% efficiency. Class 0, file transfers, would probably exhibit· 
efficiencies of this order. For 60 bytes of data, perhaps suitable for Class 6 
messages, the efficiency drops to 81 %. 
Token transfer time consists of the transmission time, propagation delay, r, 
and node handling time which was assumed to be 10 usec in [150]. Token 
transmission time {14 bytes) at lOMbits/sec is 11.2 usec. The propagation 
delay for a physical token busr9perating as a logical ring is usually much 
worse than the token ring topology since for all N nodes equally spaced, the 
worst .propagation time of the token bus is N times that of the token ring. 
The average propagation delay, Tave, would be 1/2 the maximum. An 
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engineering number for Tave for a 2500 foot token bus would be about 1.5 
usec. 
Ave. Token Transfer Time = Tp + Tave + Node Handling Time 
where Tp is the token transmission time (11.2 usec at 10 Mhz). 
Minimum Token Rotation Time: The minimum token rotation time for a 
class 6 frame, Rmin, is the number of nodes, N, times the average token 
transfer time. 
Rmin = N*(Tp + Tave + Node Handling Time) 
Tave assumes all nodes equally spaced. 
and the maximum token transfer time, Rmax, for a class 6 frame is: 
Rmax = N*M* b6 + Rmin + k*MAX(bj) 
where j=4,2,or O and k is the smallest integer satisfying k*MAX bj > 
MAX ti for i=4,2,or 0. Also: 
N =#of nodes 
M = # of class 6 frames which can be sent per token pass per node 
bj = transmission time of a j class frame: j=6,4,2,0 
This material under :MAP Performance follows the work by Janetzky and 
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Watson (151] with the following differences. Their Average Token Transfer 
Time, Rmin, and Rmax neglect propagation delay which can be significant 
at higher transmission rates. Also their derivation for Rmax, {Rmax = (N-
1 )*M* b6 + MAX(MAX tj + bj : j=4,2,0), M* b6 + Rmin}, while suitable 
for steady state is believed incorrect in the general case. An example to 
demonstrate: assume M* b6 + Rmin > MAX(tj + bj ); further assume a 
no load network where all nodes and access classes suddenly go true ( data 
to transmit). The first node will send M* b6 fallowed by other class data 
because the timers have not timed out since the system was previously 
empty except for the token. Other nodes may also have time for non-class 6 
data as well. Since (N*M* b6 + Rmin) must be satisfied and other non-
class data has been sent, this exceeds the maximum as given by Janetzky 
and Watson. This author's derivation for Rmax, which could be more 
eloquent, does guarantee a maximum time. 
6.5 TOP (Technical Office Protocol) 
TOP, Technical Office Protocol, is being developed by Boeing Co. as a 
sister development to MAP. TOP supports technical office communications 
while MAP provides factory floor networking. OSI Layers 2 through 6 are 
the same for both MAP and TOP. In OSI Layer 1, MAP uses the 
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deterministic Token Ring while TOP has opted to use Carrier Sense 
Multiple Access with Collision Detection (CSMA/CD) as defined in the 
IEEE 802.3 standard [152]. Thus TOP is similar to the Ethernet standard 
described in Chapter 5. 
The major objectives of TOP are [153]: 
1) Allow network interconnection of Local Area Networks (LAN's ), 
Wide Area Networks (WAN's), and digital Private Branch Exchanges 
(PBX's) 
2) Allow equipment from multiple vendors to be used 
3) Facilitate data access and interchange among different vendor 
equipment 
4) Reduce cost by reducing the need for multiple cables and 
customized software 
5) Improve network flexibility and adaptability to meet changing 
demands 
6) Shorten design and implementation times of integrated office 
systems 
7) Specify existing and emerging national, international, and industry 
standards 
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7.0 OTHER MAJOR LOCAL AREA NETWORKS 
7.1 Introduction 
Local Area Networks (LANs) can be thought of as dividing themselves into 
three performance areas. First is high speed Mainframe-to-Mainframe 
communications for massive data transfer, next in performance are the 
backbone networks which tie together minicomputer based equipment, and 
finally the low end which is typified by tying together office personal 
computers (PC's). 
In Chapters 5 and 6, Ethernet and MAP were discussed iri some detail. 
These network types typify the backbone performance area. In this chapter 
other major network contenders will be considered. Mainframe-to-
Mainframe communications have usually involved proprietary synchronous 
parallel data transfer protocols which are not within the scope of this thesis. 
However, the emerging fiber optic networks with potential gigabit/sec 
operation are a natural for this application as well as the backbone LAN 
level. 
In the lower end applications, IBM's Token Ring, AT&T's StarLAN, the 
Ethernet variation Cheapernet, IBM's PC Network, and the proprietary 
Omninet will be reviewed. Finally, potentially the greatest improvement to 
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the quality of communications life, Integrated Services Digital Network 
(ISDN) will be discussed. 
7.2 Carrier Sense Multiple Access (CSMA) Based LANs 
The IEEE 802.3 access protocol (CSMA/CD) is used in the majority of 
LANs today. Ethernet, described in Chapter 5, is the prominent member of 
this class accounting for 45% of all LANs [154]. 
Cheapernet: A cheaper version of Ethernet is Cheapernet. Cheapernet 
places the transceiver inside the node instead of at the tap at the primary 
cable. This also allows use of less expensive, thinner, and more flexible 
coaxial cable. The 10 Mbit/sec data rate of Ethernet is maintained but 
system performance is reduced in terms of maximum cable length and 
number of itations which can be connected [155]. While Ehternet and 
Cheapernet LANs still predominate among Personal Computer (PC) 
workstation links in the United States, StarLAN and IBM's Token Ring 
may rapidly captu.re this market segment [156]. 
~ 
StarLAN: The least expensive ($200-$300/node) of all IEEE 802 LANs is 
StarLAN [157]. Low cost is accomplished by using the existing telephone 
wiring within a building. Standard telephone wiring in buildings is with 25 
twisted pair cables. A Star LAN node uses 2 pairs ( one for transmit - the 
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other for receive) of twisted pairs which carry Manchester encoded data at 
lMbit/sec via the EIA standard RS-422 line drivers and receivers to and 
from the telephone wiring closet. The nodes, usually PC's, can be within 
.,, 
600 to 800 feet of the telephone wiring closet. Point to point connections 
from the nodes to the wiring closet look like a star configuration [Fig. 2.4a) 
giving StarLAN its name. Within the closet is the StarLAN hub. The 
heart of the hub is a CSMA/CD (Carrier Sensed Multiple Access with 
Collision Detection) bus of 1 meter length [158]. Since the performance of 
the CSMA technique is inversely proportional to the propagation delay on 
the bus (ref. Section 3.5), the 1 meter bus greatly enhances the potential 
throughput by reducing collision time loss. Collision detection on so short a 
bus is also simplified and it is accomplished within the hub instead of at 
each of the node transceivers as with Ethernet or Cheapernet (159]. 
StarLAN is a hierarchical system where each STAR can be networked to 
other STARs in the Inverted Rooted [Fig. 2.5b] configuration or a hub can 
be bridged conveniently to a standard Ethernet. 
In direct competition to StarLAN is a proposal for a 10 Mbit/sec twisted 
pair Ethernet which uses a StarLAN type hub in the wiring closet and 
allows a 100 meter range [160]. 
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PC NET: A competitor to StarLAN in the PC networking environment is 
IBM's PC NET, a network protocol licensed from Sytec Inc. (was LOCAL 
NET /PC). PC NET operates at 2 Mbits/sec broadband over 75 ohm 
coaxial cable. Up to 72 IBM personal computers within 1000' of a node can 
be interconnected. The CSMA/CD access method is used with a modified 
Non Return to Zero (NRZI) data encoding. A 50.75 :MHz carrier frequency 
is used for transmitting and 219 :MHz is used for receiving. Broadband 
implies the cable may also support voice and video as well as data [161] . 
.. ~ 
OMNINET: OMNINET is a proprietary CSMA LAN that was introduced in 
1979 by CORVUS Inc. It has become a de facto LAN standard for PC LAN 
systems outside the United States with over 250,000 networks worldwide. 
Its network topology and protocol are similar to IEEE 802.3 but it doesn't 
support collision avoidance and uses shielded twisted pair instead of the 
more expensive coaxial cable while running at a 4 Mbit/sec data rate [162]. 
7 .3 Token Ring LANs 
Ring networks have been analyzed in Chapter 4. This section will discuss 
the newly introduced IBM token ring protocol and the evolving fiber optic 
LAN, Fiber Distributed Data Interface (FDDI). 
7 .3.1 IBM's Token Ring: 
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IBM's Token Ring has a 4 Mbit/sec data rate operating over twisted pairs 
utilizing the IEEE 802.5 token ring access protocol standard. The topology 
is similar to StarLAN in that nodes connect in a star like configuration to a 
wire center concentrator which houses the physical ring [ref. Fig. 2.8]. Over 
250 nodes at distances of up to 700 meters from the wiring concentrator can 
be interconnected [163]. 
The protocol allows for asynchronous (packet oriented) or synchronous 
(guaranteed delay or throughput) operation. Under synchronous operation 
bandwidth can be allocated; for instance, 64 kbit/sec for digitized voice 
[164]. The line encoding is differential (polarity insensitive) Manchester 
coding which allows for accidental interchanging of the twisted pair wires 
[165]. 
The inherent reliability problem in rings is minimized by the wiring 
concentrators which have bypass relays to take out bad nodes [166]. Also, a 
monitor function is included in each ring adaptor (node interface) which 
allows fast recovery (4000 bit times) in case of errors [167]. 
While IBM's Token Ring operates four times faster than the current 
StarLAN version, it can't use the existing telephone wiring. The office must 
be rewired - a substantial cost. The new 10 1v1Hz twisted wire Ethernet 
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which can use existing telephone wiring is a faster and less expensive 
alternative. To counter this competition IBM has announced a 16 Mbit/sec 
Token Ring over shielded twisted pair to be used as a backbone network to 
which the 4 Mbit/sec rings would be networked. The new 16 Mbit/sec 
offering is expected at the end of 1988 [168]. 
7.3.2 Fiber Distributed Data Interface (FDDI) 
FDDI is a fiber optic based 100 Mbit/sec token ring networking scheme that 
is presently being shaped by the American National Standards Institute 
{ANSI) 3T9.5 committee. Levels 1 through 4 of the ISO standard will be 
defined [169]. FDDI was conceived as a top end Mainframe-to-Mainframe 
network but is now also viewed as a high performance backbone LAN to 
interconnect lower speed LANs including all those previously discussed in 
this chapter. Additionally, synchronous services such as real time voice are 
being considered [170]. 
An FDDI ring may consist of two counter rotating rings (similar to the 
DDLCN dual loop network reported in Chapter 4) of up to 100 km in length 
with 2 km between nodes using multimode fiber or up to 40 km between 
nodes using single mode fiber [171 ]. Nodes terminate 
• • • 1n w1r1ng 
concentrators similar to StarLAN and IBM's Token Bus [172]. 
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The media access control protocol is predominately IEEE 802.5, that of the 
IBM Token Bus just described with major performance improvers. To 
achieve efficient utilization at 100 Mbits/sec, bus concurrency - multiple 
tokens are allowed. Another difference is that block code is used instead of 
the self clocking Manchester encoding. This requires elastic buffers at each 
node to compensate for timing offsets. FDDI uses the IEEE 802.4 timer 
based priorities described in Chapter 6 - MAP instead of the reservation 
priority scheme of IEEE 802.5 [173]. 
The Fiber Distributed Data Interface is available now in pre-production 
form at $10,000/node or ten times the cost of an Ethernet connection. 
Fully defined FDDI is expected to be commercially available in 1990 [174]. 
Other fiber networks being discussed are SONET - Synchronous Optical 
Network which is proposed to operate at up to 1.327 Gbits/sec and a 
Broadband ISDN (Integrated Services Digital Network) operating at 150 
Mbit/sec [175]. ISDN is the subject of the next section. 
7.4 INTEGRATED SERVICES DIGITAL NETWORK (ISDN) 
ISDN, Integrated Services Digital Network, while specifically defined in 
certain contexts, is perhaps more an encompassing networking concept. 
The ISDN vision is universal inform~tion servicing. It is an Information Age 
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network concept internationally defined. ISDN is intended to provide 
integrated digital services including digital voice, packet data, digital data, 
and video to the ISDN node. From the node point of view, realization of 
the network is immaterial since the capabilities are defined through the 
interface. It is the start of a dream - a common ubiquitous open system 
interface and protocol making available the spectrum of information age 
capabilities. 
Presently ISDN proposes to allow the customer (node) integrated access to 
the common carrier (telephone companies) network of digital services. It 
allows several simultaneous digital channels (voice and data for example) at 
its lowest implementation (Basic Rate). This service gives the customer 
about 50 times the bandwidth previously available over the same twisted 
pair wires. In addition to this Basic Rate, a higher Primary Rate is defined 
providing 1.5-2 Mbits/sec giving ISDN the bandwidth of a LAN structure. 
A future wideband ISDN of perhaps 150 Mbits/sec which C<)uld provide a 
high performance backbone network is under discussion. But more than a 
backbone network - a gateway to all public networking services. 
ISDN will conveniently allow terminal operators to work at home using the 
same telephone line they presently have. Telephone usage and terminal 
data transfer can coexist simultaneously and the data transfer will greatly 
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exceed the present capabilities of modems and dedicated telephone lines. A 
more generic example is found in the factory environment. Needs for 
production control, computer aided design and manufacture - CAD /CAM., 
accounting, payroll, engineering records, inventory and material control, and 
production control could all be available to a node even though these 
services may be physically spread over many data bases and/or LANs. 
ISDN presently specifies a Basic and a Primary Rate essentially based on 
bandwidth increments of 64 kbits/sec. An information or Bearer, B, 
channel operates at 64 kbits/sec. Basic Rate specifies 2B, Bearer channels, 
plus a signalling or Data, D, channel which operates at 16 kbits/sec. The 
144 kbits/sec of 2B+D channels are embedded in a frame -Structure which 
clocks at 192 kbits/sec. Primary Rate in the United States is 23B+D where 
D is also 64 kbits/sec. The European standard specifies 30B+D. The 
difference is due to existing standards of 1.544 Mbits/sec in the U.S. versus 
2.048 Mbits/sec rate in Europe [176). 
The Basic Rate ISDN as specified in CCITT I.430 provides for networking 
up to 8 nodes using a 4 wire passive bus structure. More specifically the 
topology is the full duplex bus mulitidrop configuration of Fig. 2-10 and the 
access mechanism is SR:MA. - Split Channel Reservation Multiple Access 
with collision detection on the D channel (Ref. 3.7). Networking is passive 
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in that it requires no special interface, just tie the transformer coupled lines 
together! The D signalling/data channel is competed for by all nodes. 
Contention is reconciled by having each node see the echo of what was 
transmitted on the D channel on its received channel. All nodes who 
disagree with the echo bit stop transmitting letting the node in agreement 
continue. When the D channel goes idle for an appropriate time, the nodes 
who deferred try again. After a node has successfully completed a high 
priority transmission, it automatically has to wait one more D bit idle time 
than in its priority mode thus allowing other nodes fairer access. 
There are two classes of priority on the D channel with each class having 
two levels of priority. Signalling has precedence over data. This is 
accomplished by requiring a wait of 8 or g idle D bit times for Signalling 
versus 10 or 11 idle D bit times when in the lower priority Data mode. The 
D channel uses the serial bit oriented HDLC (High level Data Link Control) 
protocol and is often used to allocate the B channels which have no 
specified protocol associated with them. 
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8.0 Sillv1!\1ARY & OBSERVATIONS 
8.1 Introduction 
The goal of this thesis is to provide insight into the characterizing principles 
· of networks suitable for factory or office automation. Focus has been on 
topology, transmission medium, and particularly access mechanisms - the 
lowest two levels (Physical and Data Link) of the International Organization 
for Standardization (ISO) Model. This chapter will highlight and generalize 
principles important for network design or selection. 
8.2 Topology 
f 
Of the wiring topologies discussed in Chapter 2, the following are the most 
important to the automation effort: 
1) Bus 
2) Ring 
3) Star 
Buses require the minimum network path lengths of the three topologies 
listed. Buses also have full connectivity, nodes can be added or deleted 
easily, a failed node doesn't stop the n~twork, and high data rates can be 
achieved. 
. 
\ 
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The ring while requiring more cabling than a bus is better than the star in 
required path length. Rings may be thought of as a series of point to point 
links closing back on the starting node with unidirectional data transfer. 
Because the links can be electrically isolated, it is possible to have more 
than one message being simultaneously transmitted. This process, called 
concurrency, can greatly • improve efficiency. Rings are naturally 
deterministic (guaranteed maximum time to service) and typically use a 
token passing access method. Rings perform better under high loads than 
do buses, an overhead price buses pay for their simple structure. 
Rings are more of a reliability problem than buses. Since all nodes are in 
series, a failed node can take down the network. Adding or deleting nodes 
while maintaining operation is also a problem. 
Since ring networks have the greatest throughput potential of the three 
topologies, much work has been done to mitigate the reliability and 
operating problems. Redundancies via dual ring structures and the wire 
center ring (Fig. 2.8), which makes the topology look like a Star with the 
ring at the hub, can overcome most objections. 
The Star wiring topology is more important than its logical topology. Star 
wiring topologies are being used in IBM's Token Bus and AT&T's StarLAN. 
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Their logical topologies are a Ring structure for IBM and a·Bus structure for 
StarLAN. The Star configuration requires more wiring length but has 
provided significant improvement in operation ease, reliability, and 
throughput. In contrast, the logical Star with its central controller tied 
point to point with all nodes, while simplistic, provides inferior reliability 
and throughput. 
8.3 Transmission Media 
There are three significant transmission media described in Sections 2.8 and 
2.9 which are important to factory networking. 
1) Twisted Pair (Shielded and Unshielded) 
2) Coaxial Cable 
3) Optical Fiber 
Twisted pair is the cheapest of the three media. With care, it can support 
10. Mbits/sec over typical factory areas. In the office, standard telephone 
pairs may be used saving substantial wiring costs. 
Coaxial cable is dollars per foot versus pennies per foot for twisted pair and 
it is more difficult to work with. Its advantage is high bandwidth and good 
noise immunity. Coaxial cable is used in both baseband and broadband 
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systems. Broadband systems invariable use CATV (cable television) 
components. They provide in excess of 100 Mbits/sec over many frequency 
division multiplex channels which lack connectivity. One of these channels 
may be a LAN while other channels provide different communication 
services. Chapter 6 - MAP describes such a system. Chapter 5 - Ethernet 
uses coax in a baseband (time division multiplex) 10 Mbits/sec data transfer 
rate. 
From today's vantage point, optical fiber is the future for high end and 
backbone network systems. Extremely high bandwidth, no crosstalk, 
immunity from receiving or generating interference, light weight, and small 
size make fiber the technical medium of choice. Difficulty in physically 
connecting fiber optics and the present high interfacing costs are being 
addressed. 
8.4 Access Methods 
Access methods provide the mechanism which regulates how and when a 
processing element, node, will gain access to the network. Any access 
method can be used with any topology although they often show advantage 
with specific topologies. Interestingly, there is no preferred access method 
(lowest tim·e delay at a given throughput) which best covers all applications. 
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Chapter 3 deals with over 20 access techniques. For heavy traffic, typical of 
co~puter communications, TDMA, Time Division Multiple Access is a very 
effective technique. If large bandwidth is required and multiple 
independent channels are acceptable, FDMA, Frequency Division Multiple 
Access (Broadband) should be considered. However, the two most 
important access methods from a practical LAN networking point of view 
are Token Passing - a Selection technique and Carrier Sense Multiple Access 
with Collision Detection (CSMA/CD) - a Contention technique. 
In the LAN network environment considering the marriage of a topology 
and access method, three combinations merit the most attention: 
Access Method/ 
Topology 
1) Token Ring 
2) Token Bus 
3) Contention Bus 
Industry 
Standard 
IEEE 802.5 
IEEE 802.4 
IEEE 802.3 
Typical 
Implementation 
IBM's Token Ring 
MAP 
Ethernet 
IBM's Token Ring is described in Section 7.3.1, MAP, Manufacturing 
Automation Protocol is the subject of Chapter 6, and Ethernet is analyzed 
in Chapter 5. The IEEE, Institute of Electronic and Electrical Engineers, is 
a professional society with working groups that set standards. 
8.5 System Performance 
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The topology and access method used provides the limiting factors on 
performance. Network performance is characterized by the packet delay 
time at a given throughput. The time delay is the total time a packet stays 
in the system - queuing time at a node plus transmission time. As network 
utilization goes up so does the delay time - exponentially. (Ref. Fig. 3-5) 
Section 3. 7 derives the normalized delay 
µT = 1+ P 
2(1-p) 
where µT is the delay time in average packet transmission times 
and p is the channel utilization 
This is the best performance a network with independent nodes (Poisson 
packet arrival) and a fixed transmission rate can have. Additional packet 
delay occurs due to the access mechanism's overhead; polling or token 
passing time, collision resolution, propagation delay, node "think" time, etc. 
Section 5.2 discusses the overhead for non-contention Bus protocols. 
In looking at system performance of the three LAN types in general use, 
Token Ring, Token Bus, and Contention Bus, the Token Ring in most 
circumstances is technically better. All other system constraints equal, the 
Token Ring is always superior to the Token Bus since the propagation times 
of both the token and data will be less for the ring topology. In comparing 
the Token Ring to CSMA/CD, Carrier Sense Multiple Access with Collision 
- 166 -
' ';,' ' ',-i) •• , 1;·, 
,,, 
, 1 Detection (a Contention mechanism), on the Contention Bus, performance 
tradeoffs come with the number of nodes, link utilization, link length, and 
lin.k frequency. Section 3.5 shows that as link length, link frequency at a 
given link utilization, and/or link utilization increases, CSMA suffers from 
more collisions and thus more packet delay. However, for bursty networks 
of many nodes, typical of a technical office environment, the Contention 
Bus can outperform the Token Bus in packet delay, reliability, and cost. 
The number of nodes doesn't affect the Contention Bus but each additional 
node adds at least one bit delay on the ring. 
Which network type to choose? Simulation [177] shows both Token Ring 
and CSMA/CD perform equally well at 1 Mbit/sec with typical factory floor 
requirements of 2km link length and 50 nodes. At higher operating 
frequencies and/or extended link cabling, Token Bus shows substantially 
less delay at higher link utilizations. Generalizations, however, must be 
made with care. For example StarLA~ (Section 7.2) which use CSMA/CD 
minimizes its deficiencies by shrinking the bus to under one meter thus 
greatly reducing the collision overhead. 
Two other network protocols which aren't backed by industry standards, at 
least not yet, but show exceptional technical merit require mentioning. The 
J 
first is the token bus protocol Mini Slotted Round Robin (MSRR - S:ec 3.7) 
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which passes the token with channel silence avoiding the time lost in 
sending the token. The second novel approach is the token ring DDLCN 
(Distributed Loop Computer Network) described in Section 4.4. This design 
dynamically inserts sufficient buffer space at the node's ring interface to 
avoid contention with the traffic to be transmitted and the data stream 
already on the ring. This allows concurrent transmission. The addition of a 
second counter-rotating ring reduces the path length from the transmitting 
node to the receiving node while also providing increased reliability. 
8.6 Network Choices 
Technical Office: The Carrier Sense Multiple Access with Collision 
Detection (CSMA/CD) techniques are perhaps the most cost effective for 
this application. Ethernet, TOP, Cheapernet, and StarLAN are suitable 
(Reference Chapters 5,6,7). O_f these, StarLAN is the least expensive to 
implement and if 1 Mbit/sec performance is acceptable (10 Mbit/sec soon?) 
it may be the best choice. 
Factory Floor: This is an awkward time for investing in a backbone factory 
network. A fiber optic token ring is an obvious performance choice, but it 
will be several years till the optical network comes down in cost and the 
problems are shaken down. The 100 Mbit/sec FDDI, Fiber Distributed Data 
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Interface, of Section 7.3 should be production ready by lQQO. The 10 
Mbits/sec MAP - Manufacturing Access Protocol described in Chapter 6 is 
acceptable for large networks where the substantial overhead of this 
broadband system can be amortized. A promising development is a 32 
Mbits/sec fiber optic version of MAP recently introduced by Nippon 
Telegraph and Telephone Corp. [178]. IBM's 16 Mbits/sec Token Ring due 
out the end of 1988 is another contender. 
8.7 Future Trends 
For technically compelling reasons, fiber optic based systems, probably 
token ring with a Star-Burst (Fig. 2-4b) like wiring configuration with the 
rings in wire centers at the hubs (Fig. 2-8), will service the high end and 
backbone LAN requirements for most future systems. As optical interface 
costs drop, there will be a migration into the low end LAN market with 
fiber optic systems finally capturing the technical office. 
All major networking vendors are on board the Standards' bandwagon. The 
dream of universal connectivity will inch closer and the spirit of ISDN - · 
Integrated Services Digital Network (Section 7.4) will integrate our diverse 
networks. 
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