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Olli Lehto and K. I. Virtanen (24) def1ned normal 
functions in 1957 in the following way. A meromorphic 
function f(z) is called normal 1n a simply connected domain 
G, 1f the family {r(s(z))} is normal, where z• = S(z) 
denotes an arbitrary one-one mapping of G onto itself. This 
definition relies on the definition of a normal family, 
which was introduced by Montel in 1912. A family F of 
functions {ra(z)}, meromorphic.in a domain D, is said to be 
normal in D if every sequence {rn(z)} ~ F contains a sub-
sequence which converges spherically uniformly on every 
compact subset of D. Thus the normality of a function f(z) 
is def1ned in terms of the normality of the family of 
functions tf(S(z))}. This condition of normality will 
enable us to describe more accurately the boundary behavior 
of a meromorphic function in the un1t disk. Although the 
study of normal functions is relatively new 1n the field of 
complex variables, its importance is more evident when one 
examines the journal article~ published since 1957. 
This dissertation is an effort to bring together the 
major results on normal functions since Lehto and V1rtanen's 
1 
or1g1nal work. Included here will be character1zat1ons of 
normality, sufficient conditions for normality, necessary 
conditions for normality, and examples of normal and non-
normal functions. In add1t1on, we will take a brief his-
2 
torical look at the period between 1907 and 1957, noting the 
ma.in normal family results which appeared during this time. 
We will also look at what progress was made in the develop-
ment of normal functions during this fifty year period. 
Since normal families are basic to the definition of a 
normal function, one section of Chapter I will be devoted to 
the h1.stor1oal development of normal families. Included 
here will be several of Montel's theorems, Marty's theorem, 
I 
and Lindelof's theorem. The development of normal functions 
includes the work of K. Yosida and Kiyoshi Noshiro. 
Although neither man formalized the definition of a normal 
function, both men obtained results which were to parallel 
some of Lehto and V1rtanen's later results. 
The formal beginnings of normal functions are found in 
Lehto ann V1rtanen's "Boundary Behavior and Normal Meromor-
~hie Functions". Hence, Chapter II will be devoted to this 
paper. We will find that if f(z) is a normal meromorphic 
funotlon defined 1n a. domatn G, then the existence of an 
asymptotto limit at a boundary point P implies t(z) has 
angular limit at P. Two more results will be proven. One· 
characterizes normal functions 1n terms of the quantity 
lr•(z)l/(1 + lr(z)l 2 ) and the other generalizes a result due 
to Lindelof. 
, 
Chapter III will contain some of the more elementary 
properties or normal funct1onsi Also included here will be 
several examples of functions, including the elliptic 
modular function, which is normal, and Va1iron's spiral 
function, which is not normal. 
Chapter IV is an attempt to present the major results 
on normal funct1.ons which have been published since 1957. 
These results have been grouped into five major areas1 
(1) results related to uniform p-d continuity1 (2) generali-
zations of results from Chapter II 1 {J) cluster .sets and 
.normal functions 1 ( 4) characterizations involving the 
spherical derivativ~1 and, (5) results related to the 
Lindelof theorem, Fatou points, and normal functions. 
A brief summary and some open questions concerning nor-
mal functions can be found in Chapter V. 
Normal Families 
Normal families are an important pa.rt of this presenta-
tion because the original aeflnition of normal functions 
relies on normal families. But normal families are also 
· important in their own right. Many results related to nor-
· mal families have been obtained. Normal families have 
played R role in the proofs of such important theorems as 
the Riemann Mapping Theorem (11, p. 157) and the Big Picard 
Theorem (l t, pp. 302-JOJ). 
Before discussing the history of normal· families one 
· need A an understanding of the spherical (chordal) metric 
4 
(See (11, pp. 8-9)) and spherical uniform convergence. The 
spherical metric is a distance function ·on the extended com-
. 00 
plex plane, ct , which extends continuity properties to func-
tions assuming the value ~. To give an intuitive feeling 
for this metric, we represent ¢ 00 as the set S in aJ, 
X 21 + X22 + (X-:i - .1.) 2 - .i.} ,· S = {(x1 ,xz,XJ) E RJ1 .J I - "ii 
Let N = (O,O,t) be the north pole on S and let S intersect 
Ns (0,0,1) 
Figure 1• The Set B 
¢at the point (O,O,O). For each point z E ~. consider the 
straight line in a3 through z and N. It intersects the 
sphere in exactly one point Z 1' N. As I z I ~ ao, clearly 
Z ~Ni hence, we identify N with the point oo, Thus there is 
QO a one-one correspondence between CC and the sphere S. 
5 
Por po\.nts z, z• E C~, the spherioa.l d.istanoe betwee.n z 
and z•, d(z,z•), 1s defined to be the oh~rdal d1stanoe be-
tween the corresponding points Zand Z' on the sphere in RJ. 
In (1t, pp. 8-tO) 1t is shown that 
d( '> \·z-z•I ... c 'E<C) z • z = (( t + I z 2 ><1 + I z' 12rrt' z • z 
and 
d(z,oo) = (1 + lz1 2Ti• 
Definition t.1. A sequence of functions {fn(z)} de-
fined on a set S converges i=ipherioally uniformly on S, tf 
given any E > O, there exists an N = N(~) such that 
d(fm(z),fn(z)) < E, "' n > N, 
for every z in S. 
Paul Montel began his work 1n normal ram111es in 1907 
(18, p. 243). His early work dealt with analytic f.unctions, 
but in 1912 he made the extension to meromorphic functions 
and· obtained the following definition. 
Definition 1.2. A family F of functions {fCl'(z)}. 
meromorphic in a.· domain D is said to be normal in D 1f every 
sequence {fn(z)} CF contains a subsequence which converges 
spherically uniformly on every compact subset of D. 
The next theorem, sometimes referred to as the Montel-
Caratheodory theorem (18, p. 248), is frequently used in 
determining whether a family 1s normal. 
Theorem 1.1. A ta.mily F of functions {f0 (z)} 
meromorphic 1n D is normal 1n D if there are three fixed 
numbers a, b, c such that none of the equations 
fa(z) - a, fa(z) = b, fa(z) = c 
has a solution in n. 
Definition 1.3. A set P of analytic functions 1s 
locally bounded if and only if for eaoh compact set KC G 
there is a constant M such that 
lf(z) I SM 
for all f E F and z EK. 
The following theorem, also due to Montel, charac~ 
terizes normality for analytic functions. 
6 
Theorem 1.2. A family F of ana.lyt1c.funct1ons is nor-· 
mal if and only if F is locally bounded. 
It is meaningless to try to consider the local bounded-
ness of meromorph1~c functions. In order to d isouss the 
normality of families of meromorphic functions, one must 
introduce.the quantity lr•(z) I/Ct+ lf(z)l 2 ). However, 1f z 
is a pole, f'(z) is meaningless. In this case, we take the 
limit of the previou~ expression as z approaches·the pole. 
Th1.s expression will be known as the spherical derivative of 
.f(z). 
Definition t.4. If f(z) is a meromorphic function on 
the region G then we define p(f)1 G ~ R by 
p(f(z)) = lt'(z)l/(1 + lrCz)l 2 ) 
whenever z is not a pole of f, and 
P ( r' a)) . =- l i m I f • ( z) I I< 1 + I r < z) 12 ) 
z_.a 
if a is A pole of f. 
7 
In 1931, Marty extended the previous theorem to include 
meromorphic functions by using the spherical derivative (11, 
p. 154). 
Theorem 1.3. A family F of meromorphic functions is 
normal in the space of continuous functions if and only if 
{p(f)1 f E F} is locally bounded. 
A result for normal functions similar to the above 
theorem, which will be proven in Chapter II, will illustr~te 
how the spherical derivative provides the 1 needed re.str1ction 
. I 
to insure that a meromorphic function will be normal. 
The next two results we consider here are L1ndel5f's 
theorem ( 13, pp. 79-81) .!:ind Gross' generalization of 
LindelBf's th~orem (10, p. 42). 
Theorem t.4. Let f(z) be analytic and bounded in 
I z I < 1. If f ( z) -t a as z-+ ei9o along some arc L lying in 
lzl < 1 and terminating at e 19o, then f(z) ~a uniformly as 
z...., ei 9o inside every angular domain lying in lzl < 1 and 
having ei9o as vertex. 
Theorem t.5. Let f(z) be meromorphic and non-constant 
1.n lz I < 1. let f(z) omit three distinct values a, b, and c 
tn. lz I < 1, and let a be an asymptotic value along some path 
L .terminating at a point e19~,_ then f(z) tends to a uni:t'orm-
ly as z ~ e 19o inside any angular domain lying in lzl < 1 
and having e1 ~o as vertex. 
The· proof of Theorem 1~5 can be based on the. elliptic 
modular function which is discussed in Chapter III, Example 
J.1. This proof is given following Example 3.1. 
Lehto and Vtrtanen were successful in extendtng 
Lindelof's Theorem t.4 to normal meromorphic functions in 
1957. 
Early History or Normal Functions 
K. Yos1da. ( J8) began laying the foundation for normal 
functions in 19)4. His work was confined to the complex 
8 
plane <C. He defined a new, class of functions which he. 
called class (A), now known as the Yosida functions. A 
meromorphic function ·re z) is in class (A) if and only if for 
every .sequence of complex numbers {aj}, the family 
.{r(z + aj)} is normal on compact subsets of the plane. 
Yosida proved that f(z) is a Yosida function if and only if 
sup { I r • c z > I ic1 + I f c z > I 2 >s I z I < oo l < oo. 
Kiyoshi Noshiro ()O) tried to prove results for the 
unit disk similar to those Yosida obtained for the plane. 
He made the following.definition for the unit diska a rune-
. ·t1on f(z), meromorphic in the unit disk, is 1n class (A) 
(known today as normal functions) if an.d. only if the family 
{ f (( z - a j) I ( 1 - ij z)) }. , I aj I < 1 , is normal in I z I < 1 . 
·Paralleling the above ·result by Yosida, · Noshiro proved that 
f(z) is normal in the unit disk if and only if 
9 
'\ . . 
sup { ( 1 ... I z 12) I f • ( z) I / ( l + I f ( z) 12 ) 1 I z I < 1 } < oo • 
Lehto an<i Virtanen were to later include this result for 
normal functions in their 1957 paper. The proof they use is 
essentially the ea.me as that of Noshiro and will be dis-
cussed in Chapter II. We will discu21s one more theorem from 
Noshiro's paper and we need the following definitions 
Definition 1.5. The pseudo-distance between two points 
a1 and a2 lying inside the circle lz I < 1 1s defined by 
D(a1 ,a2 ) = la1 - a.2 1/l~a2 - ti. 
The pseudo-circle Cp(a) with pseudo-center a and pseudo-
ra.dius p is the set of all points whose pseudo-distance from 
a is p. 
Theorem 1.6. Suppose that'w = f(z) is a meromorphic 
function of class (A) in lz I< 1. Let L1 ~ ::s '(t) • 0 S: t < 1 
be a continuous curve inside the unit circle such that 
~(O) = O and 11m l'Ct)I = 1 and denote by A the domain con-
t..+1 
si~ting of ~11 points interior to any pseudo-6irole Cp(a) 
(p being fixed, 0 < p < 1} where the pseudo~center a 
describes the curve L.. If w = f(z) has an asymptotic .value 
a. along L, then w = f( z) converges uniformly to a inside the 
domain 6, as the modulus of the variable z tends to unity, 
and moreover the normal family {r a ( z). ='· f( ( z - a)/( 1 - 'iz))} 
generated by w = f(z) admits at least one constant limit. 
Proof.' Let Ls ' = (Ct) (OS t < 1) be a continuous 
curve lying 1ns1de the un1t-o1rcle such that '(O) = O and 
11m lt(t)I = 1. We will call a an asymptotic value of 
~1 
w = f(z) along L provided that 11m f(C(t)) =a. Suppose 
t~t 
that•= f(z) is a funotion of class (A) and has an asymp-
10 
totic value a along the curve L. Let {tn~ be any increasing 
sequence such that 0 < tn < 1 and tn ~ 1 and set ln. = ~( tn) 
(n = t, 2, ), .•. ). Consider the sequence of functions 
{gn(z)1 defined .bY 
gn ( z ) = r c n ( z ) ,. r (( z - r n ) I (~ z - t )) • . 
Since w = f(z) belongs to class (A), we may select from ·the 
1 r 
z'-plane z-plane 
Figure 2. Image of lz• I = p 
sequence ~gn(z)l a subsequence {g~(z)J which converges uni-
formly to f 0(z) on every compact subset of D. The image in 
the z-plane of the circle lz•I = p (p fixed, 0 < p < 1) 
f ormea by the transformation 
z = (z' - {~)/(f~z' - 1), <'! = ~(t!>> 
. . k . k 
1.S A pseUdO-C1role CJ)(~ft) With pseudo-center '(tn) Of 
·pseudo-radius p. Denote by CC.t~*) the farthest point from 
the origin of the points of intersection of L with CP(~!>· 
Setting 
we have 
-~ lim f( ~(t~*)) = a. 
k~oo 
11 
Thus the limiting function f 0(z) has at least one a-point on 
I z• I = P• since all z~* l~.e on lz• I ~ p. Since p was arb1.-
trary, the Id.entity Theorem gives us that
1
f 0 (z) is identical· 
· to the constant a. It then follows that the original 
sequence lr~n(z)} converges to the constant a, else it would 
contain a subsequence which converges to some constant c /,. .. a.-. 
But the same arguemerit above which showed {g~} converges to 
a; ·proves this new sequence has a subsequence which con-
verges to a also, which is a contradiction. Hence given 
E > 0, there exists a positive S = 6(E-) such that 
l·f{{t)(z) - al< E in lzl 5 p < 1, p being fixed but arbi-
trary, if t ~ 1 - o. 
Noshiro came very close in the above theorem to 
extending the Lindelof theorem to meromorphic functions. 
For under the assumptions of the previous theorem, we may 
state the following corollary: 
Corollary 1.1. If f(z) 1s a meromorphic function 
12 
belonging to class (A) in lzl < t and if the curve L lies in 
a Stolz angle, then f(z) hAs angular limit in Stolz angles. 
The proof is not difficult. Given any Stolz angle 
containing L, there exists a domain G consisting of all 
points interior to any pseudo-circle C (a), a E L, 0 < p < 1, 
p 
such that !), CG. Then by Theorem 1. 6, f ( z) has uniform 
limit in G and hence angular limit in 4. 
It was not until 1957 that norme.l functions were really 
given their rightful place in complex vsriables when Olli 
Lehto and K. I. Virtanen published their paper "Boundary 
· Behavior and Nor.ma.l Meromorphic Functions". Their original 
motivation in the pe.per we.s to investigate the boundary be-
havior of meromorphic functions defined 1n lzl < 1. In. 
particular, they considered "the conditions under which the 
existence of an asymptotic value implies the existence of an 
·angular limit". It is here that the definition of normal 
meromorphic functions as functions generating a normal 
family {r((z - a)/(1 - ~z))} entered in a very natural man-
ner. For with this definition, Lehto and Virtanen were able 
to prove that a normal function does indeed have the 
Lindelof property, that is, if f(z) has an asymptotic value 
at e boundary poiht e 19 , then it has this limit 1N any Stolz 
i9 . 
angle approAch. to e • 
CHAPTER II 
THE LEHTO-VIRTANEN PAPER 
An Idea Whose Time Had Come 
0111 Lehto and K. I. Virtanen's (24) article "Boundary 
Behavior and Normal Meromorphic Functions" is probably the 
most important paper in the theory of normal functions. 
Although the concept had previously been introduced by.K. 
Nosh1ro, it was not until 1957 that normal functions were 
~et aside as A separate class of function,. 
Lehto and Virtanen discovered normal functions in their 
investigation of the LindelBf property and meromorphic 
functions. A function f(z) has the L1nde1Bf property in a 
domain G if, given some arc L lying in G and terminating at 
a point F on the boundary of G, with f(z) tending t6 ~ ~s 
z ~ P along L, then f ( z) ~ ex u.niformly as z -+ P inside any 
angular domain lying in G and having P as its vertex. 
·Lindelof discovered that analytic and bounded functions· do 
indeed have this property. However, this need not be the 
cese for meromorphic functions (See Example J.4). 
In Lehto and Virtanen's first theorem, they study the 
situation that a. meromorphic functiori possess an asymptotic 
limit a along a path r at a boundary point P but not the 
angular limit ex at this point. Under these cond1t1011s there 
13 
14 
are certAin "last" curves termina.ti.ng at P near r on which 
f ( z) st:lll tends to a. This first result is then used in 
finding the conditions under wh1.ch the existence of an asymp-
totic limit implies the existence of the angule.r limit. lt 
is here that the family {r(s(z))}, where S(z) is the family 
of conformal rrapp1ngs of the unit disk ortto 1tself 1 enters 
in a very natural way. for if {f{S(z))} is a normal family~ 
then the angular limit aoes exist. This gave rise to the 
definition of normal meromorphic functions as functions 
generating norma.1 families. In Theorem 2.3, they obtain a 
ch~iracterizatt on of norma.1 functions using the quantity 
lr•(z)I /(1 + I f{z)l 2 ). Theorem 2.2 is then restated in 
I 
termA of Theorem 2.3. Finally, we will look at.a result of 
Lindelof that Lehto and Virtanen generalize using normality. 
The Underlying Theorem 
We f1.rst collect some definitions and notation that will 
be used 1n this section. Let f(z) be a meromorphic function 
in a simply connected domain G bounded by a Jordan Curve. 
The function f(z) may not be defined at a boundary point 
z ~ z0 , so we denote lr(z0 )j = lim sup lr(z)I for every 
Z'Zo 
boundary point z 0 • If f(z) 4 a as z _, P along a Jordan arc 
in the closure of G, we say that f(z) has asymptotic value· 
a. Let YU/3 = fbe the boundary· of a Jordan domain G. 
Then by w(zsY,G), the harmonic measure of z with respect to 
G, we mean the harmonic function of z in the region G that 
has boundary values 1 on Y and boundary values 0 on the 
15 
complementary arc ~. This function 1e the unique solution 
to the corre!!poncling Dirichlet problem. We will define an 
engle to be a domain A with vertex at P with this propertys 
If Q ls some other boundary point and w(z) the harmonic 
measure in G of one of the arcs PQ, then A is a domain whose 
point~ satisfy the condition E < w(z) < 1 - E, ~ > O. If 
f(z) converges uniformly to a as z ~ P inside every angle A 
as just described, we say f(z) possesses the arigular limit a 
at the point P. 
we·will now state and di:scuss Lehto and Virtanen's 
first theorem. 
Theorem 2.1. Let the function f(z)~ meromorphic in G, 
. have the asymptotic value zero at a boundary point P along a 
Jordan curve r lying in the closure of G. If f(z} does not 
have Angule.r limit zero at P, there exist for any given 
t > O two curves in G with endpoints at P, such that f(z) 
tends to zero on one curve but not the other, and such that. 
the hyperbolic distance between these curves is less than £. 
In proving this theorem, Lehto and Virtanen first per-
·rormed a. series of conformal mappings on the region G to 
simplify it and the curve r. Under the above assumptions 
they discovered there is e. zone D, bounded by r and a curve 
C, on which f( z) doe!! not tend to zero,· but within which 
f(z) hae zero as angular limit. Then for every ~ > 0, they 
note one can find two curvee tending to P, namely a curve 
c• in D and the curve C, such that f(z)' 0 on c• but not on 
16 
C and the hyperbolic distance between these curves is less 
than £. This last statement about the di.stance needs some 
clarif1ca.t1on. Let E: > O be given and C and C' be the pre-
viously mentioned curves with parameterizations Cs z =A~t), 
0 ~ t < 1, and C's z = A2 (t), 0 5 t < 1. Then the hyper-
bolic distance between C and C' is less than ~ means there 
exists a homeomorphism Ts C ~ C' such that · eup p(l\f(t), 
tG(0,1) 
T(A1 (t))) < E, where p(z1 ,z2 ), the hyperbolic distance 
between z1 and z2 , will be discussed in detail in the proof 
of the theorem (Seep. 21). Therefore, for each point on C 
there 1e at lea.st one point on C' within hyperbolic distance 
f, 
Al though the main importe.nce of Theorem 2 .1 lies in. the 
role it plays in Theorem 2.2, the proof of Theorem 2.1 con-
tains a very important result which is frequently referred 
to in l~.ter theorems. I will f1.rst sta.te th1 s result as Lem-
ma 2.2 a.nd then Lehto and Virte.nen's Theorem 2.1 will follow 
more readily. Before proving Theorem 2.1, I will also state 
and prove the following lemma. 
Lemma 2.1. Let f(z) be a meromorphic function in a 
simply connected domain G bounded by a closed Jordan curve. 
If lr(z 0 ) I tends to zero as z0 on the boundary approaches a 
point P, then there exists a Jordan curve in G with endpoint 
et P, on which f(z) ~ 0 as z"' P. 
Proof. Let r be the boundary of G. Since If( zo) l ~ 0 
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as zo -+ p' zo £ r, we know for 8. given 1/n' there e:x1 sta a 
closed suba.rc ctn c r .such that p E 1nt(an) and If ( zol I < 1/n 
for every z0 E.~. But since lr(z0 )1 = 11m sup JrCz)\, 
Z....,Zo . 
there exists 6z 0 = 6(z0 ,n) such that lt(z)I < lf(z0 ) I+ 1/n, 
for every z E G, I z - z 0 I < o zo. Combining the above 
inequalities yielnsa lr(z)I < 2/n, for every z E G, 
l z ;_ z I < o o z0 • 
Consider U (B( z0 ; oz ) n r). Clearly 1.t 1s. an open z Ea o 
cover of an. 
o n 
Since an is compact, there exists a finite set 
TC {z0 1 z0 E an} such that an C LJ (B(z so ) n f]. Con-z ET o zo . 
e1der U [B(z· ,csz ) n aJ. It maY not be oonne.oted, but 
. z ET o o 
conei~t~ of at most a finite number of separated regions. 
I 
Take Un to be the component of U [B(z0 ;6z ) () G] whose 
z0 ET · . 0 
boundary contains qn, Then Un is open and connected. 
p 
. -, u 
~-I n I ' .. _ -:.... ...... ,,,, ........... / ... -
Figure 3. Neighborhood of P 
Without loss of generality, we may assume Un+t c Un, since 
* 1 f not, we may. replace °'n+l with Un+l = Un+l (l Un. 
For every n, there exists ~~ > O such that B(P,E~) n G 
C Un. Let fn = m1nh/n,E~}. Since B(P,En) t\ G may not be 
connected, we take B*(P,En) to be ·the component of B(P,en) 
()G which contains P. We then have B*(p,~n) t1 G C Un. In 
* each B (P ,En), we pick zn, thus obtaining the sequence 
* Since every B (P,En) is connected, there exists a Jordan 
* curve Ln ( t ) , 0 
* . 5 t S. 1, contained in B (P,(n) such that 
L~(O) = zn and L~(1) = zn+l" 
For every n, define fn(t) == n{n + l)t - (n2 - 1), 
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( n .;.. 1 ) In < t ~ n/ ( n + 1 ) , n = · 1 , 2 , 3 , . . . . Set Ln = L * ( f ) 
oo . n n 
and let L = U L . In particular, we see t 1 is the image of n::::1 n 
[o,~J and L 1 (o) = z1 , L1 (i) = z2 r L2 is the image of [i,2/.3] 
and L2 (~) = z2 , L2{2/3) = z3 a etc. We also note that 
Ln(t) ~ B*(P,E-n) C B(P,1/n) for every n. Hence we have 
z = L(t) ~Paet-; 1 einoe IL(t). - Pl< 1/n for (n - 1)/n < 
t <- 1. Finally, we need to show that f(L(t)) ~ 0 as t ~ t. 
Fort> (n - 1)/n, we have Ln(t) E B*(P,en) C Un. But 
lr(Ln(t) )I < 2/n for Ln(t) ~ Un. So as t ~ 1, we have 
L ( t ) ~ P and I f ( L ( t) ) I ~ O • 
Lemma 2.2. If f(z) 
( 1) 1 e meromorph1.o in 0 < arg z < rr/2, 
(11) is defined and continuous on.the positive real 
axis with lim r(x) = 0, 
X#OO 
( 111) does not converge to zero urt1formly 1n some 
anp;le O < a.rg z < ..,,.;2 - 2o, Le., for eome o > 0 
there exiete tzn} euch that O < arg zn < rr/2 -
28 and lim f(zn) ' O, 
· n-'100 
then ,a-1ven E > O there exist two disjoint paths A1 and A2 
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lying in O < arg z < v/2 - o tending to oo such that f(z) ~ 0 
on Ai but not on A.2 as ·z ~ 0o and. the hyperbolic distance 
between Ai_ and A2 is less than '· 
Proof. By condition (1ii) we know that given any three 
non-zero values a, b, and c, there exists in arg z ..; rr/2 - 6 
an 1.nf 1ni te number of points, clustering at infinity, at 
which f(z) assumes at least one of the values a, b,. or c. 
For if this were not true, then f(z) would omit three 
ve.lues, a, b, and c 1n (arg z < v/2 - o) () ( lzl >. R) for 
sufficiently large R. But then f(z) would converge uniform-
ly to zero in arg z < rr/2 - 2<5 as z ...+ oo, by Theorem 1.5, 
thus contradicting the hypothesis that' r(z) does not con-
verge to zero in 'this a.ngle. 
We now introduce a family· of similar triangles ~. 
defined as followe1 The base of A lies on the real axis, 
the Other two Sides a.re Of equal length, and the Vertex 
e.ngle equals 6/2. Given three non-zero values a, b, and c, 
we construct all triangles -~ of the above kind containing no 
points at which f(z) takes one of these values. Since 
f(z) ...+ O on the real axis, there exists x0 such that for 
x. > x 0 ·, f(x) .,!: ·a; b, .nor c. So there does exist a component 
1n the union of these triangles e.nd 1 t is an unbounded 
simply connected strip domain bounded by the coordinate axis 
and a polygonal curve. If necessary, we cut the tops off of 
the latter curve to be certain that it lies entirely within 
the .angle arg z < "/2 - 8s we denote this curve just 
Figure 4. Domain Formed by Union 
of Triangles 
obtained by c and the corr~sponding strip domain by D. So 
we have that f(z) omits the three values a, b, and c in D, 
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by construction, whereas on C there 1.s an infinite number of 
points at which f(z) assumes these values. 
In the domain D, we again apply the generalized 
Lindelof theorem to f(z) and conclude that f(z) does have 
angular limit zero at infinity. If. 1.i1(z,D) denotes the har-
monic measure of D which vanishes on the· real axis and 
equals 1 on the rest of the poundary, then f ( z) -+ 0 on every 
level curve w( z ,D) = A·, 0 < A <: 1. 
We now claim.these level curves have a bounded hyper ... 
belie distance from the polygon.a.l curve C and that this 
bound tends to zero as ). ~ 1. Let P( z = u 0 + iv 0 ) be an 
arbitrary point on c. Let w(z,A) denote the harmonic 
measure of the triangle·~ with vertex at P, which vanishes 
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on the base and equals 1 on the remaining boundary. Consi-
der u(z) = w(z,6) - w(z,D). Since the triangle A is con-
tained in D, u(z) ~ 0 as z approaches the boundary of A. 
The Minimum Principle guarantees that u(z) > 0 in the in-
terior of A, giving us w(z,A) > w(z,D) for every z Ell.. 
Let Q1 (u0 + iv1 ) and Q2 (u0 + 1v2 ) denote the points at which 
the curves ,.u( z ,D) = .\ and w( z, A) :s ,\ intersect the straight 
line z = u 0 + 1.v~ Then the Euclidean dista.nce of Q1 from P 
is.less than the Euclidean distance of Q2 from P. For since 
w(Q2 ,~) ~A and w(Q2 ,D) = p <A, in order forw(Q1 ,D) to 
equal A, Q1 must be closer t6 P, where w(z,D) = 1. 
We will make use of the hyperbolic metric for the first 
quadrant and brie'fly consider its derivation. We first ob-
tain dp = lazl/(1 - lzl 2 ), the differential invariant under 
one-one mappings of the disk onto itself, by considering 
- ) 1~ . I -. (w - w0 )/(1 - w0 w = e (z - z 0 ) (1 - z0 z) and taking the 
limit as z.~ z and w ~ w • Then fz2 dp ::11 Jzz2 jdzl/(1 ... lzl2 L 
o o z1 . 1 
tl=lken along the geodesic from z1 to z2 , 1s the hyperbolic 
clist.:ance tn the disk between z1 and z2 • To obtain the 
hyperbolic metric for the half plane, we me.p the half plane 
onto the disk by Z= X(~ ~a)/(~ -a), IA.I= 1, and compose 
this map with dp:: lazl/(1 - lz1 2), obtaining dp =- ldtl/ 
2 Im~. Hence the hyperbolic metric for the half plane is 
p 
p ( P ,Q) = J Q Id~ I I ( 2 Im ~) • Finally, mapping the ·first qua-
·drant onto the half plane by ( :11 w2 , and composing this w1 th 
the differential for the half plane, we obtain 
dp =· ld.(\/(2 Im{) =- (21wl ldwl)/(2•2uv) 
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where w = u + iv. Thus, for P and Q1 in the first quadrant, 
p(P,Q1 ) = f:t ~A./u2 _;_t/v2 lawl. 
Set w = u 0 + iv. Then dw = idv implies .1 dw I = ldv I. 
·Therefore, 
(P Q ) S Jvvo ~- ~-··-~-fv2 dv 
p , 1 1 0 (1) 
since integrating along any path will yield a value greater 
than or equal to the integral along the geodesic. Now for 
arg w < »/2 - fi, v/u0 ::s tan arg w < tan ( 11/2 - cS) = cot o. 
Hence (v/u0 ) 2 + 1 < cot2 cS + 1 = csc2 & and.Jt/u~ + 1/v2 = 
t Iv v'( v I u 0 ) 2 -~- -1 < 1 I ( v sin 6). Combining this with (1), we 
ob ta.in 
j ';V 0 p(P,Q1 ) <it/sin & v dv/v. . 1 
·1ntegratinP;,.we have J t/sinli J!.~ dv/v = i 1/sln 8 
·log (v0 /v1 ) <it/sin & · log (v0 /v2). Thus 
p(P,Q1 ) < ~ .1/sin o · log (v0 /v2 ), 
Since the triangles ~ are similar, we can show v 0 /v2 = 
k (A). 1 s 1 nciependent of the choice cif P and depends on A 
only. Let L'.\p and ~P' be tw_o similar triangles, wh_ere ~p has 
base [0,1) •vertex at P, and,~p• has base [a,b], vertex at 
P'. Consider the mapping W(w) = ctw + /3 from Llp to .tip•, 
where c( == b - a a.nd B ::: a. Clearly, 0 ~ a, 1 .., b, and 
P ~ (au 0 +a)+ i(4v0 ) = P'. Let w(w;(0,1),-l\p) and 
to(Wi(a .b) '~P') denote the harmonic _measures on .6p and~·, 
equal to 1 on (0,1) and (a,b), respectively. Then since 
harmonlc measure is invariant under conformal mappings, 
w( W ; ( a , b) , Llp, ) = w( t /<'t. ( W - /J ) 1 ( 0 , 1 ) , Llp) • Let w = u + iv 
0 0 
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such that w(w0 ;(0,t) ,.1p) :a: .\. Then, w(W0 s(a,b) ,AP,) = A for 
W0 == «w0 + "fj = (au0 + (3) + i(«v). So for any two similar 
triangles Ap and Apt, we have 
Im p• -= ESY.o v 0 Im p 
Im WO av = v = Im Wo 
So the rat~o vo/v2 is dependent on ,\ Oll.ly. 
As A~ 1, Q2 "' P and v 0 /v2 ,,. k0..) ~ 1. Hence 
log (v0 /v2 ) ~ O. · Therefore for a given ~ > O, there exists 
l = A(~) such that ~ t/sin 8 • log k(~) < ~· So the hyper-
bolic distance between the curve t.ll(z,D) =A, on which f(z) 
' 0, and the curve C, on which f ( z) ~ 0, is less than 
~ t/s1n o · log k( A) , which tends to zero as X _, 1. Thus we 
I 
conclude that given f > 0, there exist two disjoint paths 
lying 1n 0 < arg z <" 1t'/2 - o tending to oo such that f ( z) ~ 0 
on one path but not the other, and such that the hyperbolic 
distance between these paths is less than E-· 
Theorem 2.1. Let the function f(z), meromorphic in G, 
have the asymptotic value zero at a boundary po1nt P along a 
Jordan curve f lying in the closure of G. If f(z) does not 
have the angular·limit zero at P, there exist for any given 
E > O two curves in G with endpoint at P, such that f(z) 
tends to zero on one curve but not on the other, and such 
that the hyperbolic di.stance of these curves is less· than <:. 
Proof •. Without loss of generality we choose the domain 
· G to be the right angle 0 < arg z < ~12, since the given 
simply connected bounded domain G is conformally equivalent 
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to O < arg z < 11'/2 by the Riemann Mapping Theorem. The 
H1emA.nn Mapping Theorem also allows us to assurne the bound-
ary point P lies at z = oo, By Lemma 2.1, we assume that the 
asymptotic path r, along which f(z) tends to zero, lies 
enttrely within G. Flna.lly, we assume that r starts at z = 0 
so that it divides G into two distinct parts G1 and G2 : and, 
we let G1 denote the part of G bounded by f and the imagi-
nary a)t'i s •. 
Since f(z} does not converge to zero uniformly 1.n every 
angle, there ex.1 sts an engle As 8 < .arg z < "Tr/2 - 2o, 6 > O, 
containing an infinite number of points which cluster at 
infinity and at which ~(t) doesn't have ~he.limit zero. 
This must also be true in at least one of G1 n A and G2 n A; 
we assume it is true in G1 n A. 
In order to a.void diffioulties arising from the possi-
ble complicated structure of the asymptotic path r, we use 
the Hiemann Mapping Theorem to perform the conformal mapping 
w = w(z) which mapr:J G1 onto the right angle 0 < arg w <11'/2, 
keeping fixed the boundary points 0 and oo. This mapping 
~ 
w = w( z) 
Figure 5. Mapping G1 Onto the First Quadrant 
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takes the curve r onto the positive real axis. Moreover, 
the following argu111ent will show the image of G1 n ... A 1.ies 
in the angle arg w < rr/2 - 2li. Consider the harmonic 
measures w(z;f,G1 ) and w(w(z);Re,G), where the harmonic 
measure on Gl' h.l ( z; r ,Gt) I is 1 on r and 0 on the imaginary 
axis, and, the harmonic measure on G, w(w(z) ;Re,G), is 1 on 
the real axis a.nd O on the. imaginary axis. We see that 
<ti( z ;He ,G) ::s t - 2/rr arg z by noticing that 1 - 2/tr arg z -+ 1 
as z ~ real axis ~nd 1 - · 2/rr arg z -t 0 as z ~ imaginary axis, 
and by applying the Maximum Principle. Hence, arg z = 
11/2 ( 1 - cl) ( z ;Re ,G)). Re·wri ting arg z ! 7T /2 - 2o in terms of 
,,,(z;Re,G), we have 7r/2(t - w(z,;Re,G)} ~ 1fl2 - 26, or , 
<,,(z;Re,G) ~ 4o/77 • So to show arg(w(z)) <,17'/2- 25, z E G1nA, 
we need to show tu(w( z) ;Re ,G) ~ 4o/rr. Since harmonic measure 
ls invariant under conformal mappings, we know w(w(z);Re;G) 
~ w(z;r,G1 ). Next, consider Gas an extension of G1 across 
f' ~ Fr(G1 ). Then by the Extens.1on Principle of Carl~man 
(28, p. 68), we have w(z;Re,G) .5 m(z1r.G1 ), z E. G1 • So for 
z E. G1 n A, we have that w(w(z) :Re,G) ~ w(z;Re,G) ~ 4o/rr. 
Therefore, arg w( z) < n-/2 - 28 for z E G1 n A. 
Now consider· the W-$ngle 1 0 < · a.rg w < TT/2 - · 28. Since 
f' has been mapped onto the positive real axis, f(w) -+ 0 on 
the positive real axis as w ~ oo, while.in the region arg w 
< TT/2 - 2S, f(w) doesn't possess the angular limit zero. 
Therefore, by Lemma 2. 2, for every e > 0, there E.'Xiet two 
curves in 0 , arg w ·~ rr/2 - o stretching to oo such that 
f(w) -+ 0 on one curve but not on the other and so that the 
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hyperbolic distance between these o_urves with respect to G is 
less than f. 
Let pG denote the hyperbolic di$tance with respect to 
Ga O <. ,arg w < 7T/2 and let pG1 denote the hyperbolic dis-
t-A.nee w1 th respect to G1 • · Since the hyperbolic distance 1s 
invariant under one-one conformal maps, PG(w(z1 ) t'W''(z2 )) = 
·pG ( z1 , z2 ) , where w = w( z) maps G1 onto G 1n a one-one con'-. 
1 -
formal manner. On the other hand, G1 CG, so by the Princi-
ple of Hyperbolic Measure (28, p. 49) 
PG ( z1 ~ Zz) ~ P Gt ( z1 ' z2 ) • 
Thus, PG ( z1 , z2 ) ~ ·p(; ( w1·, w2 ) , and we have that, for any 
E > O, there exist two curves in G, stret1ching to oo, such 
that f( z) ~ 0 on one curve· but not the other, and such that 
the hyperbolic distance between the curves with respect to 
G is less than f• . 
Lindelof Property Extended 
Us1np;: Theor~m 2 .. 1-, .we are now able to derive a cond1...: 
t1on under which the existence of an.asymptotic value zero 
at the boundary. point P 1tnpl1e·s the existence of the angular 
11mi t · zero at P. We assume t.he conditions of Theorem 2 .11 
f(z)· is meromorphic in a J~rdan doma1n_G1 f(z) has asymp-
totic value zero at a boundary point P, along a Jordan curve 
lyfng in the closure· of G such that f(z) doesn't have angu-
lar limit zero at P. The.n Theorem 2.1 implies there exists 
a Jordan curve L <; G w1 th endpoint at P on which f( z) .., O, 
and, _there exists a sequence Qf points {zn}, n = 1, 2, ••• · 
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such that zn ~ P and f(zn) = a JO, and so that the points 
zn have a bounded hyperbolic distance less than M from- L •. 
The a refers to the proof of Lemma 2.2 in which the function 
f assumed at least one of the nonzero values a, b, and c 
1.nfini tely many times on the polygonal boundary C. 
Fix an arbitrary ZO E G. Then for every zn' define 
Sn: G -t G by Sn(z) ·- z. , where s n is. a one-one conformal 
ina.pping of G onto G, Sn(P) = p and Sn(zo) = Zn• 
Figure 6. Simply Connected Region G 
Let K = {z1 p(z0 ,z) ~ M + 1J denote the hyperbolic disk 
whose center lies at z = z0 and whose ra.dius in the hyper-
bolic metric is M + 1. Since the distance between fzn} and 
L 1s less than M, for every n there exists zn* on L such 
that p(zn,Zn*> <: M. Then since the hyperbolic metric is 
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· 1nvar1n.nt wl th respect to one-one conformal mappings, we 
. have p(S~ 1 (zn) ,s~1(zn*)) < M < M + 1, implying every trans-
formation z = s-1(z') maps one or several arcs of the curve n 
L inside K. For large values of n, the functions f(Sn(z)) 
are small on these image arcs since f( z) ·"'"> 0 on L. Also, 
f(Sn(z 0 )) = f(zn) =a:/, O for every n. 
Suppose the family of functions { f (Sn( z))} is normal •. 
We recall that a family of meromorphic functions is normal 
·in a domain G 1f every sequence of its functions contains a 
subsequence which converges spherically uniformly in every 
compact subset of G. 
The space of meromorphic functions ~nd the function . 
g(z): oo is closed. Since the functions f(Sn(z)) are small 
on certain arcs in K for large values of n, they. can't tend 
to oo. Therefore, since {f(Sn(z))} 1s normal, there exists a 
subsequence {f(Sn*(z))} which converges spherically uniform-
ly to a meromorphic function f/>( z) on the compact set K. 
Consider the images of the arcs of L mapped inside K by 
the functions z = s~! < z') • Of the arcs associated with each 
..:.1 
Sn*, there is at least one arc that intersects the circles 
p(z,z0 ) ::: Mand p(z,z0 ) = M + 1. Pick one such arc and call 
it L •. Consider the circles p(z,z0 ) = M + 1/j, j = 2, J,, •.. n. 
For every j, each of the arcs in {Ln*} 1ntersect"s p( z; z 0 ) == 
M + 1/ j. For each n*, pick one such point and name 1 t /3n*. 
T·hen {Rn*J is an infinite subset of the compact set p(z,z0 ) 
= M + 1 I j and the ref ore has a limit point /3j. Now, as n* -t · 
c:o, we have f(Sn*(fin*)) '°" O, or .p<p j) = O, since f(z) .:po O on 
. L as 17.I -; 1. As j .+ '""'• the circles p(z,z 0 ) = M + 1/j tend 
to the circle p(z,z0 ) : M. On every circle p(z,z0 ) = 
29 
M + t/j, we have a point Pj such that ¢(~j) = o. Again 
since { /3j J is an infinl te subset of the compact set K, there 
exists~ EK, {8j«} C ipj }, such that.~j* ~ ~. Therefore 
cp(z) :=: 0 on K by the Identity Theorem. But f(Sn*(z 0 )) =a 
!. o for every n * 1 hence <J> ( z 0 ) ~- 0. Therefore we have a con-
tradiction and obtain the following results If f(z) does 
not possess the angular limit zero, the family {r(Sn(z))} 
cannot.be normal. 
We now introduce the definition of a normal function. 
Definition 2.1. A meromorphic fun.ction f(z) is called 
normal in a simply connected domain G, if the family 
{f(S(z))} ls normal, where z• = S(z) denotes an arbitrary 
one-one mapping of G onto itself. 
In terms of this definition, the contrapositive of the 
E3.bovo result becomes.a 
Theorem 2.2. Let f(z) be meromorphic and normal in G 
and let f(z) have an asymptotic value a at a boundary point 
P along a Jordan curve lying in the closure of G. Then f( z) 
possesses the angular limit a at the point P. 
Lehto ano Virtanen made the remark that if the asymp-
tot 1c pa.th r lies on the boundary, a normal function f(z) 
does not only possess the limit oc in every angle A, but it 
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also tends to ~ uniformly in the part of G lying between A 
an<i the curve r. Let us 1nve stigate the reasoning behind 
this statement. Take ~ :: 0 and let f(z) ~ 0 uniformly with-
. 1n an angle A with vertex at P, as z ~ F. Let N = {z E;. G: 









Figure 7. Neighborhood of P 
Restricted to D' 
TRke D' to be the re~ion bounded by f, f' and N. The 
Riemann Mapping theorem allows us to map D' onto 0 < arg z 
< -rr/2 • tak1 ng the point F to o0 and the curve r onto the 
positive axjs. Suppose f(z) does not converge to zero un1-
forni] y 1n some angle 0 < a.rg z <" rr/2 - 2o. Applying Lemma 
2.2, we have there exist two curves rl and r2 tending top 
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in D' such that f ( z) ~ 0 on f1 , but not on r 2 and such that 
the hyperbolic distance between r1 and r2 is less than t. 
There exist Zn E f 2 such that Zn~ P and f(zn) = a J O, 
where the a is the.t referred to in the proof of Lemma 2. 2 • 
. Fix An arbitrary z0 ED'. Now {r(Sn(z})} is a normal family, 
where S mAps D' in a one-one conformal manner onto itself n . 
~'1th Sn(z0 ) = zn' Sn(P) = P. Proceeding now exactly as in 
the proof of Theorem 2.2, we arrive at a contradiction to 
the assumption that f ( z) d.oes not converge to zero uniformly 
in some angle 0 < arg z < rr/2 - 2o. Therefore f(z) must 
tend to zero uniformly in D' as z ~ P. 
Normal Meromorphic Functions a;nd p(f(z)) 
Lehto and Virtanen's next step was to characterize nor-
mal functions in terms of the spherical derivative, p(f( z)), 
of f( z). If f( z) is a meromorphic function on the region G, 
then we.define p(f)a G ~ R by 
lr•(z) I 
p(f(z)) = 1 + lr(z)l 2 
when.ever z 1 s not a pole of f, and 
p ( f (a)) lr•(z>I = lim 1 + I f(z)l 2 
z~a 
if a is a pole of f. It follows that p(f) is a continuous 
function. 
The geometric meaning of the quantity p(f) gives us 
some insight into why Lehto and V1rtanen sought to relate 
p(f) to normal functions (11, pp. 8-9, 154), The spherical 
p1stance between two points is given by 
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( ( ) ( }} lr(z) - f(z•)I 
. d r z • r 2 ' = < < 1 + 1 r < z > 1 2 ) ~ 1 + 1 r < z • ' 1 2ni · 
Then 
lim d(f(z),f(z'))_ lim !f(z) - f(z')I 
z' . .z lz - z'I - z'+z lz - z'I 
1 
• ((1 + lf(z}l 2 H1 +lr(z•)l 2"IT~ 
lf 1 (z)I 
= t + lr(z)l 2 · 
Therefore, 
d(f(z),f(z')) = 1 lfj}(~j 1 2 lz - z' I+ €(1z - z• I), 
where flz - z' I -t 0 as z' -t z. Since p(f(z)) = lr•(z)I/ 
(1 + lf(z)l 2 ), we see that the spherical distance 
d(f(z),f(z')) is approximated by p(f(z})• 1 lz - z•I. Thus 
Jl'p(f(z))lazl is the spherical length of the image of the 
arc y under f(z). 
In proving Theorem 2.3, we will use Marty's result that 
a family F of meromorphic functions is normal in a domain G 
if and only tf 
sup p( f ( z) ) < oo 
fE:F 
in every compact set in G (11, p. 154). This condition will 
assume e much sharper form when applied to the family 
{r(S(z))} whlch is conformally invariant. 
Definition 2.2. A fa.mily ~of meromorphic (not neces-
sarily normal) functions jn a simply. connected domain is 
called conformally invariant if f(z) E !f' always implies 
· f(S(z)) E. !i, where S(z) is any conformal one-one mapping of 
· G onto G. 
l•'or thH moment, take G = f z 1 I z I < 1} • 1rhen the one-
one mappings S( z) = z' of G onto G take the form 
Then 
S(z) = eiC\' z +~· (oreal, ICI < 1). 
1 + "f Z' 
P (f(S(z))) = lf'(S(z)~!ls'~z~I . 1 + Ir s z) I 
df z• dz' I 
= t + f z' 12 
1 - ltl2 
1 + cz 2• 
by simply evaluating S'(z). Now taking z = 0 (hence z' = 
e 1 'l C) y 1. e 1 d s 
p(f(S(O))) =- ldf ( e
1C\'C ~ /d ( e 1 ~,lL 
1 ;+·Ir eiqr)12 • 1 -
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= (1 - 1~1 2 )p(f(e 1 a~)). (2) 
Therefore, 
p ( r < e 1 ct ~) ) = 1 _ f { I 2 • p < r ( s < o ) ) ) . · 
Let !i be a conformally invariant class of functions in 
I I . r:- ' 1t:r z < 1. Then for f E. .:t-, z = e · ~, 
p(f(z)) = 1 _1 rzl2 ~(f(S(O))) = 1 _1 lzl2 p(F(O)), 
for some FE ff. (3) 
Suppose sup p(f(z)) =~.where i is fixed but arbitrary. 
fE.'i 
Then there exists frn} C~ such that p(fn(z))~ N. By (J), 
. there exists {Pn} <;;.!]such that 1/(1 - lzl 2 )p(Fn(O})-+ C\'. 
Thus a 5.1/(1 - lzl 2 ) su:e_ p(F(O)) and sup p(f(z)) 5 
2 . . f f;.!;f fE~ . 
1/(t - lzl ) sup p(F(O)). Similarly, suppose sup p(F(O)) = 
FEf FEf · 
fl· Then there exists {Fn} <;;: f' such that p(Fn(O)) ~fl. 
Again by (3) there exists {rn} cf' such that (1- lzl 2 )· 
p(fn(z))-? B. Therefore fJ ~ (1 - lzl 2 ) SUR.p(f(z)), and 
fE.!t 
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sup p(F(O)) 5: (1 ..;lzl 2 ) sup p(f(z)). ·Hence we conclude 
FE.f FE,f. 
¥~· P < r < z » ,. t - t I z 12 ¥~-~ P < r co> > • 
Denoting dp(z) = lazl/(1 - lzl2 ) for the hyperbolicelement 
of length, the previous line becomes 
suR. p ( f ( z) ) I dz I = su~ p ( f ( 0) ) dp ( z) , 
fC::;t fEt 
( 4) 
which holds for lzl < 1. 
Every domain 1n the complex plane 1s conformally equiv-
alent to the unit disk (hyperbolic type) or the punctured 
plane (parabolic type) or the whole extended plane (elliptic. 
type) • We cla.1m ·that 
SUE_ p(f(O)) = oo 
f (:?~ I 
in domains G of elliptic or parabolic type, if the confor-
mally invariant family !f contains non-constant functions. 
We can assume that G is either the whole extended z-plane or 
the punctured plane, z I. oo. In either case, S(z) = z• = az 
+ b is ·a one-one mapping of G onto 1 tself, where a I. O and b 
are arbitra.ry complex numbers. For f(z) meromorphic 1n G, 
we have 
and 
P ( r<s<.z>)) = I df(az + b)(d~az + b) I Is• ( z) f 
1 + · f az + b) 12 
p c r c s < o > ) > = I ~ f ! b? ~ 1 ~! I J!i 1 = I a I p c r c b) >. 
Therefore p(F(O)) =la.I p(f(b)) for some F E.!f. Since w.e 
may choose S(z) such that a~ oo, and since f nonconstant im-
plies p(f(b)) ~ O, we have the above assertion. 
We now prove another lemma. 
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·Lemma. 2. 3. A conformally invariant 1 class S containing 
non-constant functions is a normal family 1n a domain G if 
and only if 1ts functions satisfy the inequality 
p(f(z))lazl .5 Cdp(z) 
where C is a f1:xed f1ni te constant. 
( 5) 
Proof. If .!f is a normal family, then by the above dis-
cussion and Marty's result we conclude G must be of hyper-
bolic type, else sup p(f(O)) = +cu1 and thus we can introduce 
. fE:f 
a hyperbolic metric. Since Marty's result guarantees 
sup p(f(O)) < <:0, we set·c = su12 p(f(O)), Substituting this 
fEf . fE§ .· 
in (4) yields 
supp(f(z)) lazl 5 Cdp(z). 
fe,J . 
Hence ( 5) hold.a for every f E S:. 
Conversely, we suppose (5) holds. Then 
¥~~ P ( r < z) > ~ c a f ~ ~? == t - c I z 12 < co 
in every compact subset of the disk. By Marty's criterion, 
·5'1s a normal family. 
We are now able to state and prove Lehto and Virtanen•s 
Theorem 2. 3 in which tbey characterize normal funQtions 1n 
· terms of p ( f). This theorem was proven in· 1939 by Noshiro 
in essentially the same way as by Lehto and Virtanen, but of 
course was stated 1n terms of h1s class (A) instead of nor-
mal functions. 
Theorem 2.3. A non-constant f(z), meromorphic in a do-
me.in G, 1 s normal if and only if the condi t1on ( 5) 
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fl ( f ( z) ) Id z I ~· Cd f ( z) 
is satisfied at every point of G. 
Proof. If f(z) is normal, then the conformally in-
variant family {f(S(z))} is normal. Then Lemma 2.J implies 
. p( f ( S ( z))) I dz I 5. Cdp( z) for some f4.-xed C and each function 
f(S). Iri particular, taking S(z) = z, p(f(z))lazl ~ Cdp(z). 
Suppose now p(f(z)) ldz I ~ Cdp(z) at every point of G. 
since 1 I ( 1 - I z 12 ) p ( f ( S ( o) ) ) : p ( f ( z) ) by ( 2 ) , we have 
(az/(t/(1 .. lzl 2 )) p(f(S(O))) = ldz\p(f(z)) 
< Cdp( z), 
·or 
p(f(S(O))) < C. 
Thus (4) gives us 
p(f(S(z)))lctzl S sup p(f(S(z)))ldzl 
s 
= sup p(f(S(O))) dp(z) 
s . 
$ Cdp(z). 
Hence Lemma 2.J implies {f(S(z))} ls a normal family and 
f(z) 1.s a normal function. 
We remind ourselves here tha.t although we proved the 
results in this section for the disk, they can be extended 
to every domain G of hyperbolic type since dp( z) and 
p( f( z)) I dz I are conformally invariant. 
l-Te can now restate Theorem 2. 2 in terms of the spher1-
cal derivative. 
Theorem 2.2'. Let f(z) be meromorphic in G and have an 
asymptotic value t( at a boundary point P along a Jordan 
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curve lying ln the closure of G. If 
lim sup e(f(z~)Jdzl < ~ (6) 
. z~P . dp z . ' 
then f(z) possesses the angular limit~ at the point P. 
Proof. If (6) is valid, there exists a finite C such 
that p(f(z)) ldzl 5: Cdp(z) in a G-neighborhood N of P. Since 
N c G, the Principle of Hyperbolic Measure (28, p. 49) 
implies dpG(z) ~ dp~(z). Therefore p(f(z)) ldzl ~ CdpG(z) . 
. <capN(z). Hence Theorem 2.J implies f(z) is normal in the 
neighborhood N, and by Theorem 2.2, f(z) has angular limit 
' 
in N at the point P. 
I We will see that by adding normality to meromorphic 
functions we extend some of the propertie's previously pos-
sessed only by bounded and analytic functions to meromorphic 
functions, as in the following boundary theorems of Lindelof 
(29, p. 200) and Lehto a.nd Virtanen's (24) Theorem 2.5. 
Theorem 2.4. Let G be a simply connected domain 
bounded by (i Jordan curve r, and. let f( z) be an analytic 
fun~t1on in G which satisfiesa 
(t) lr(z)I S 1, for every z E G, 
(11) f(z) is COntinUOUS at all boundary points S Off 
(111) 
with the exception of a single boundary point 
' 0 ; and, 
as ('-+ t on r, the boundary values of f(z) tend 
0 
to a well-defined limit a= 11m f(t). 
~~ro 
JS 
Then f(z) 1s continuous at z = t 0 , 1.e., lim f(z) =a as the 
point z E G tends to t 0 • 
Theorem 2.5. Let f(z) be meromorphic in G and approach 
a limit tX a.a z --t P in an arbitrary manner along the boundary. 
Then f ( z) tends to q uniformly as z ~ P in the closure of G 
if and only 1.f the condition (6), namely lim sup P(f(z) ~ ldzl. 
z~P dp( z ·.· 
< ~, is fulfilled. 
Proof. Suppose condition (6) holds. Then there exists· 
a C < ao, such p ( f ( zJ) I dz I S. Cdp( z) in a ne 1ghborhood of P by 
the Principle of Hyperbolic Measure, as in the proof of 
Theorem 2. 2'. Therefore f ( z) is normal in a neighborhood of 
I 
P, by Theorem 2.J. Theorem 2.2 and the remark following it 
imply f(z) ~ «uniformly in the closure of G. 
To simplify proving the converse, we assume G = 
{Im z > o} and P is z = o. Then dp( z) f dzl = 2 Im z is the hyi.. 
perbollc element of length w1 th respect to G (See p. 21). 
Let dp8 (z) denote the hyperbolic element of length with 
resp~ct to R 
onto lzl < 1 
. I az I 
1 - lzl2• we 
= {lzl < r} n {Im z > O}. 
12 
by z = rf-and making this 
have dpR'C~) = ~'2~{/il!l. 
Then by mapping R 
substitution in 
We then have d~~~~ 
is bountlled in every·· smaller semicircle I z I < r - o, 8 > 0, 
since 
!leat~J _ !±!it z I Im,,.! < 00 • dpTZT -_ r - lzf~ 
In particular, we write~~ < k(6) or idpR(z) < dp(z) in 
every smaller semicircle. Suppose (6) is not valid 1n G. 
Then there exists lznJ -+ P such that for every neighborhood 
M of P, there exists zn EM such that 
p ( f ( S ( Zn ) ) ) f dz I > Cdp ( Zn) • 
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But then p(f(S(zn))) 1·azl > C·i dpR(z). Theorem 2.J implies 
f(z) is not normal in any semicircle lzl < r. Now f(z) 
ca.n•t om'-t more than two valu.es in any neighborhood of P, 
for if it did, each functi9n in the·family {f(S(z))} would 
om1 t the same three values and Montel • s theorem would imply 
{r(S(z))} is a normal family. But this contradicts f(z) 
tending to l( uniformly as z ~ P. Hence ( 6) 1 s valid. 
CHAPTER III 
PROPERTIES.AND EXAMPIES 
Sufficient Conditions for Normality 
In this chapter we attempt to put the reader at ease 
with normal functions by considering some of the more ele-
mentary propert1es of normal functions. In each of the 
following properties, unless stated otherwise, G 1s a simply 
connected domain in ¢ 0°, f ( ~) is a meromorphic function 
defined on G, and S(z) = z• denotes an arbitrary one-orie 
mapping of G onto G. 
Property J.1. If f(z) omits three values, then f(z) is 
normal. 
Proof. If f(z) omits three values in G, then all func-
tions of the form f(S(z)) omit the same three values.· By 
Mantel's theorem (18, p. 248}, {r(S<z))} is a normal family 
and hence·f(z) is a normal function. 
Property ;.2. If f(z) is analytic and omits two finite 
values, then f(z) is normal. 
Proof. This follows immediately from Property J.t 
since the third omitted value is infinity. 
40 
Property J.). If f(z) 1s analytic an~ bounded, then 
f( z) 1 s normal. 
Proof. ·Since f(z) omits three values, f(z) is normal 
by Property 3. t. 
Property J.4. If f(z) :ts normal and g(z) is bounded, 
then f(z) + g(z) is normal. 
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Proof. Let K be any compact subset of G and ff ( S ( z)) .n 
+ g(Sn(z))} be a sequence from the family {f(S(z)) + 
g(S(z))J. Since {r(S(z))} is a normal family, there exists 
a subsequence { f (Sn, k( z))} of {r (Sn ( z))} which- converges 
spherically un1forml;r on K to some funct.ton f 0 (z). Since 
{g(S(z)}} 1s also a normal family, there exists a subse-
quence {g(Sn,k,l(z))} of !g(Sn,k(z))} which converges 
spherically uniformly on K to some function g0 (z). Thus the 
sequence fr(sn,k,l(z)) + g(Sn,k,l(z))} converges spherically 
uniformly on K to f 0 (z) + g 0 (z), which is not an indeter-
minate form because g(z) is bounded. Hence f f(S:n(z)) + 
g(S (z))} has a convergent subsequence, implying {r(S(z)) + 
n 
g(S(z))} is a normal family and therefore f(z) + g(z) is a 
normal function. 
Property 3.5. If f(z) is normal then all powers 
( f ( z) )I' , p real , a.re normal. If µ. is not an integer, we 
suppose f (z) ~ 0, 06 so that ( f ( z))µ will be single-valued.. 
Proof. Consider the sequence {(r(Sn(z)))µ} from the 
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family {(f(S(z)))ltl. Since {f(S(z))} is a normal family, 
there exists a subsequence {f(Sn k(z)) l of Jf(Sn(z))} which . . 
converges uniformly to g(z) on compact subsets of G. There-
fore, (f(Sn,k(z)))J( ._, (g(z))µ on compact subsets of G, 
implying /(f(S(z)))µj is a normal family and hence that 
(f(z))µ is a normal function. 
The technique used in the proofs of Properties J.4, 
3.5, and J.6 is quite common and we include these proofs to 
emphasize its importance. 
Property 3.6. If f(z) 1s normal and R is a rational 
function, then R( f( z)) is a normal function .• 
I 
Proof. Consider the sequence {R(f(Sn(z)))J from the 
family fR(f(S(z)))}. Since ff(S(z))} is a normal family, 
there exists a subsequence {r(sn,k(z))} of {r(Sn(z))} which 
converges uniformly to g(z) on compact subsets of G. Since 
a rational function is continuous with respect to the 
chordal m~tr1c, we have· R(f(Sn,k(z)))-+ R(g(z)) on compact 
subsets of G. Bence {R(f(S(z)))} is a normal family and 
R(f ( z)) is a normal function. 
Property 3. 7. If f ( z) omits 0 and 1)(1 and takes some 
third value N only a finite number (n - 1) of times, then 
(f(z))l/n and f(z) are normal. 
Proof. From the above assumptions, (f(z))l/n is 
single-valued and omits at least three valuess 0, ao, and 
one of the nth roots of c1t. Therefore ( f ( z)) l/n is normal 
J 
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by Property 3.1 and f { z) = ( ( f ( z)) l/n)n is normal by Proper-
ty 3.5. 
Pro:rzerty J.8. If f(z) is a schl1cht function in a 
doma1n G of hyperbolic type, 1.e., G is conformally equiva-
lent to D, the unit disk, then f(z) is normal. 
Proof. Let {r(Sn(z))} be e sequence from the family 
/r(S(z))}. Since G is of hyperbolic type, there exists an 
analytlc 'function g such that g is one-one and g(G) = ·D. 
Hence the family I g( Sn( z)) l is normal because g( z) is bound-
ed. We will need the following result from (11, p. 151)1 
If F, a family· of analytic functions defi
1
ned on G, 1s normal 
and n is an open subset of C such that f(G) C n for every f 
in F, and if gs n ~ C is analytic, then /g(f)1 f E F} is 
normal. Since g is one-one and conformal, g-1 e;xists ancl is 
analytic. We now apply the above result a.nd conclude the 
fa.mily {g-1 (g(Sn(z)))} = {sn(z)} 1s a normal family. Ap-
plying this result a second time, we have the family 
/r(Sn(z))} is normal.· Thus the original family {f(S(z))} 
1s normal as must be. the function f(z). 
Examples 
The abundance of examples of normal functions 1s illus-
trated by the numerous properties of normal funot1oris in the 
previous section. We present here some concrete examples of 
functions which are normal and some which are not normal. 
Example J.1. The first example of a normal function is 
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the ell\pt\c modular function (t), pp. 54-57), which is best 
und.erstoon by an illustration. In the figure below, let 
(oo) 
Figure 8. The Elliptic Modular 
Function 
region t be the closed triangular-shaped region in 
.; 
lz I < 1 
with vertices z = e 1"12 , ei?1r/6 , e 111"/6 and whose sides are 
I I e 111" /2,. 1711'/6 arcs of a circle which intersect z = 1 at e · , 
eitt1t/6 at right angles. Then let w = G(z) map region 1 in 
a one-one conformal manner onto the positive half plane Im z 
> O, with G(z).--t oo as z ~ e 11112 , G(z)-+ 0 as z ~ e 1717/ 6 , and 
it t-rr/6 G(z) ~ 1 as z' e • Next, region 1 is reflected 
about each of its three sides obtaining regions 2, .3, and 4. ·. 
Then by analytic continuation by means of the reflection 
principle regions 2, J, and 4 are mapped in a one-one 
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conformal manner onto the negative half plane Im z < o·.with, 
. irt/6 ' for exa:mple, in region 2, G(z)-+ 0 as z ..+ e , G(z) ~ oo 
as z ~ ei1t/2 , and G( z) -+ 1 as z ~ e 1117r/6 • By con~inuing 
this process of analytic continuation by means of the reflec-
tion principle the domain of G becomes the entire open disk 
lzl < 1, with w = G(z) analytic in D. There ·are an infinite 
number of regions in D which are mapped onto the negative 
half plane and onto the positive half plane. Thus the 
ellipt~.c modular funct"ion, w = G(z), assumes every value in 
the complex plane, except O, t, and oo, infinitely ·orten 1~ 
D. Since G(z) does omit three· values, the elliptic modular 
·function i.s normal by Property J.1. 
The elliptic modular function is part of a more general. 
class of functions called the Sohwarzian triangle .functions, 
which are also normal. Pora d1scussion of this.class, we 
refer the.reader to (8, pp. 173-194). 
As an application of the elliptic modular function, we 
.?;i ve the proof of Theorem 1 • 5. 
Proof. Without loss of generality, we may assume f(z) 
orni ts O, 1, and oo, for if not, we consider the function: 
f*(z) = c - b c .;.. a - a - b' 
which would omtt O, 1, and ao. Let w = G(z) be the elliptic 
modular function on the unit disk. Then G(z) is analytic 
and omits 0 and 1 on lzl < 1. Let z = h(w) be the inverse 
of the elliptic modular function G(z) and select a given 
branch h0 (w). Consider the function F(z) = h0 (f(z)). Each 
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br~nch of h ls analytic and single-valued, locally. Since 
f(z) om1ts the only "bad" points for h0 and since lzl < 1 is 
simply connected, the Monodromy Theorem implies F(z) 1s ana-
lytic and single-valued. We also note that IF(z)I < 1, and 
F( z) tends to h0 (C\') as z. ~ e 19o on L. Since the conditions 
of Theorem 1.4 are satisfied, F(z) tends to h0 (q) inside any 
angular domain at ei 9o. Finally, f(z) ·tends to <f inside any 
angular domain at ei 9o. 
Example 3.2. Lehto and Virtanen remarked that the sum 
of a normal function and a bounded function is a normal 
function. (See Property J.4.) The natural question as to 
whether the sum of two arbitrary normal functions ·is normal 
was answered negatively by Peter Lapp~n (1 9) 1n 1961. He 
also proved that the product of two normal functions need 
not be normal. To prove these results, we need the follow-
ing lemma by Bagemihl and Seidel (2, p. 10), which appears, 
wtth proof, in the following chapter as Theorem 4.J. 
Lemma J.1. Let f(z) be a meromorphic function ;ln D,. 
a.nd let f zn} and { z~} be two sequences of points in D such 
that lim p(zn,z~) = O and 11m lznl = t. If 
n~~ . . · n4oo . 
lim f(zn) =a and 11m t(z~) = E (a~ p), 
n~oo n~oo . 
then f(z) is not a normal function. 
Theorem J.t. Let f(z) be a normal meromorphic function 
in D with an 1nf1n1ty of poles. Then there exists a 
Blaschke product Bf(z) such that h(z) = f(z)Bf(z) is not a 
normal function. 
Proof. Let iz~} be a sequence of poles of f( z) w1 th 
the property that ~ ( 1 - I z• I ) < oo. This sequence exists L n n=l ·. 
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because the infinite set of poles of f(z) must have a limit 
point and,. this limit point cannot be in D. Since the poles 
of f(z) are isolated,.we may choose another sequence of 




= o. Thus [, (1 - I zn I) < oo and we ,may def).ne 
n=1 
the Blaschke product 
Bf(z) = fl ~nl -1Zn~ n==t Zn · - 'ZnZ' 
which 1s analytic and bounded in lzl < 1, with zeroes {zn}• 
The function Br(z) is normal in D (10, pp. 28-31). Define 
h(z) = f(z}Bf(z). Then h(z) is meromorpl11c. For n 2. 1, 
h(zn) = 0 and h(z~) = oo, and therefore by Lemm.a J.1, h(z) is 
not a normal function. 
Lemma 3.2. Let f(z) be a normal meromo.rphic function 
in D, and let g(z) be an analytic function in D such that 
o < M1 < lg(z)I < M2 , 
where M1 and M2 a·r& finite constants. Then the function 
h(z) = f(z)g(z) is a normal meromorphic function. 
Proof. The proof is a direct ver1ficat~on that h(z) 
satisfies the definition of a normal function. For example, 
the proof is similar to that of Property J.4. 
Theorem 3.2. Let f(z) be a normal meromorphic function 
in D with an infinity o,f poles. Then there exists a normal 
meromorphic function g(z) in D such that h(z) = f(z) + g(z) 
48 
is not a normal function. 
Proof. Since f(z) 1s normal with an infinite number of 
poles, there exists a Blaschke product Br ( z) such that h( z) 
= f(z)Bf(z) is not normal. Set g{z) = iCBf(z) - 2)f,(z). 
Since IBf(z) I < 1, we have 
1 ~ IBf(z) - 21 < ), 
and g(z) 1.s normal by Lemma J.2. Thus 
h(z) = f(z) + g(z) = ~Bf(z)f(z), 
which is not normal by Theorem 3.1. 
David Bash (5) has shown necessary and sufficient con-
ditions for the sum and the product of two normal functions 
to be normal. 
Theorem 3.3. Let f(z) and g(z) be normal functions in 
D. Then f(z) + g(z) is normal in D if and only if for each 
sequence {znl in D such that f(zn) ~ oo, g(zn) --t ·X>, and 
. /f( zn) + g( zn) l· converges to. a complex value ot. (possibly oo), 
the sum {r(z~) + g(z~)} converges to a for each sequence 
{z~} close to {zn}, that is, lim p(z ,z') ~ O. 
n~ao n n 
Theorem ).4. Let f(z) and g(z} be normal functions in. 
D. Then f(z)g(z) is normal in D if and only if for each 
sequence {zn} in D such that f(zn) ~ 0, g{zn) ~ ~ (or 1f 
f(zn) ~ ~. g(zn) ~ 0) and 1r<zn)g(zn)} converges to a com-
plex value ct (possibly oo), the product {r ( z~rg( z~)} con-
verges to ct for each .sequence { z~} close to { zn}. 
We see that Bash has essentially just eliminated the 
"bad. case" where the limits of {f(z~) + g(z~)} a~d 
ff(z~)g(z~)J may be uridefined. 
Example J.J. 
Valiron in (J6). 
Spiral functions were f1rst introduced by 
I 
We say that f(z), analytic in lzl < 1, is 
a spiral functton if f(z) is unbounded in lzl < 1 yet remains 
bounded on a spiral path •. A spiral path is a boundary path 
Ss z = s(t), Ost< 1, of lzl < 1 whe+e arg s(t)-+ +~or 
a.rg s( t) -+ -on as t _, 1. Val'1ron showed that if f ( z) is a 
spiral function then there exists another spiral in lzl < 1 
along which f(z)-+ ~as lz1~1. 
Lehto and Virtanen (24, p. 53) have proven that a nor-
mal meromorphlc function has the Lindelof' property, which 
hAs been defined on p. 13. Valiron functions illustrate 
that the converse of this statement need not hold. Valiron 
functions do have the Lindelof property since there do not 
exist any paths ending at a point e 18 at which f(z) has a 
limiting value. In order to see that Valiron functions are 
not normal, we refer the reader to Theorem 4.19 and note 
that for a given Valiron function f(z), there would exist a 
Koebe sequence of arcs {Jn} such that f(z) ~ oo along·'{Jn} 
but it is not the case that f(z) - ~. 
Example J.4. A function f(z) 1s said to be of bounded 
characteristic if f(z) can be expressed as the quotient of 
two bounded analytic functions (28, p. 187). Functions of 
bounded characteristic are not neeessar1ly normal functions. 
A function which illustrates this is 
</l(z)-= (z - t)exp((1 + z)/(1 - z)), lzf < 1. 
To prove that ¢>(z) 1s of bounded characteristic, we 
wr 1 te if> ( z) = cfl 1 ( z ) I¢ 2 ( z ) , where </> 1 ( z) = z - 1 and <I> 2 ( z) -
exp( ( z + 1) /( z - 1)). Then I <1>1 ( z) I < 2 and I¢ 2 ( z) I = 
exp(Re((z + t)/(z - t))) < e 0 in D. Hence ~(z) 1s of 
bounded character:1stic. 
A previously mentioned theorem (Theorem 2.2) by 1.ehto 
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and Vlrtanen stated that if a normal meromorphic function 
posses~es an asymptotic limit ~at a boundary po1nt P then 
f(z) must possess the angular limit o at P. As z ~ 1 along 
F1.gure 9. Illustration of the Function 
w(z) = (1 + z)/(1 - z) 
the Jordan pa.th lz - ii=~. lexp((t + z)/(1 - z))I = 
exp (Re((l + z)/(1 - z))) = e. Hence the function </>(z) has 
asymptotic value O at 1 along th1s path. But consider now 
the limit of q,(z) as z ~ 1 along the radius of the unit 
d 1 sk. S1nce I exp( ( 1 + z) /( 1 - z)) I ~ OC) much more rapidly 
than lz - 1 I --t O, we hAve <~(z) _,·xi. Hence cJ>(z) does not 
he.ve anp:;ular limit at 1 and the above theorem implies </>( z) 
is not normal. 
We also see that normal functions are not necessarily 
of bounded chara.cter1stic by considering the elliptic 
modular function (24, p. 57). 
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CHAPTER IV 
MAJOR RESULTS ON NORMAL FUNCTIONS 
SINCE 1957 
Results Related to Uniform p-d Continuity 
A well known theorem states that a family of functions 
meromorphic in D 1s normal if and only if the functions are 
spherically equicont1nuous on each compact subset of D (18, 
p. 244). We wish to use this tesult to obtain a similar 
theorem for normal functions, which ls re'ferred to in the 
literature as La.ppan's uniform p-d continuity (21, p. 155). 
A meromorphic function f(z) ls normal in D if and only if 
the family f f(S(z) >J is normal, where S(z) = z' denotes ar-
bitrary one-one conformal mappings of D onto D. By the 
above theorem, this is equivalent to the functions f(S(z)) 
being spherically equ1continuous on compact subsets of D. 
Thus the definition of spherical equ1cont1nu1ty (18, p. 242) 
gives us that at ea.oh poi.nt z 0 of D, for every E > O, .there 
exists a 6' = &'(z0 ,e) such that 
d(f(Sa(z)),f(S«(z 0 ))) < E: (1) 
for z E D, I z - z I < 6•, and for every ct. Then there 
0 
extsts a. o > O such that (1) 1s true for z E D, p(z,z0 ) < t;. 
Finally, taking S<Y(z) = z1 and Soc(z0 ) = z2 , and noting the 
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non-Euclidean metric ie invar1ant under the mapping S, we 
obtain.the following ·theorem by Lappan. 
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Theorem 4.1. · The function f(z), meromorphic in D, is 
normal if and only if for every E > O, there exists a 8 > 0 
such that d(f(z1 ),f(z2 )) < E for each pair of points in D 
satisfying p(z1 ,z2 ) < o. 
The next theorem ( 20) follows directly from Theorem 4.1. 
It is sometimes referred to as Property c. 
Theorem 4.2. The function f ( z) , meromorphic in D, is 
normal if and only if for every pair of sequences { z t· n and 
{ z' } 
n in D with p ( zn, z~) ~ 0 then d ( f ( zn) ,
1f ( z~) ). · ~ o. 
Theorem 4.J. Let /zn} be a sequence of points in D for 
' which lznl ~ 1 and let f(z) be a meromorphic normal function 
inD such that f(zn) .ot c. If {z:i} denotes any sequence of 
points in D for which lim p(z ,z:i> = O, then also f(zii) .., c. 
n~oo · n 
The proof of Theorem 4.J illustrates an important tech-
.. nique. The proof is, in fa.ct, very similar to the proof of 
Theorem 1. 6 already included in Chapter I. · This technique 
,involve·s the composition of mappings of :p onto .D with 
f(z) to yield a normal family fgn(t)}. Then we use the 
normal family definition to obtain uniform convergence of a 
subsequence of {g (t)} on an appropriate sequence of points, n 
which will be equivalent t.o the convergence of f( z) on the 
sequence { z:i}. 
Proof. Let gn(t) : f((t + zn)/(1 + ~t)). Then each 
P::n(t) 1s meromorphic in lzl < 1, with 
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lim gn(O) = lim f(zn) = c. (2) 
n~oo • n~oo 
Setting tn = (z~ - zn)/(1 - "Z;;z~), we note the linear trans-
formation z = ( t + zn) /( 1 + ~t) carries t. = 0 into z = zn 
f(z) oo 
~a: 
Figure 10. The Mapping gn(t) 
and t = tn into z = z~. Therefore p(O,tn) = p(zn,z:i_) since 
the hyperbolic metric is invariant under one-one conformal 
mappings of D onto D. Thus, applying the hypothesis, we 
have lim p(O,tn) = 0, which gives us 
n'7oo 
lim tn = O. (3) 
n-700 
Since f is normal, the family {gn(t)} is a normal family in 
ltl < 1 and must have a subsequence {gn k(t)} which con-
. ' 
verges spherically uniformly to some function g(z) on every_ 
compRct. subset of It I < 1. By ( 3) we may pick k sufficient-·· 
ly large so that the points tn,k lie in a small neighborhood 
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N of zero, an'd (2) and the cont1nu1ty of g in N imply 
d(g(tn,k),c) < ,;2 for large enough k. The untform conver-
gence of /gn,k(t)} implies we may again pick k, so large 
that d(gn,,k(tn,k) ,g(tn,k)) < £:/2 in r. Combining these 
inequalities yields 
lim gn k(tn k) = c. 
k-7oe> , , 
Thus 11m gn(tn) = c, else for some sequence {tn,j} we would 
n.;oo 
have lim gn,j<tn,j) = d J c, which would contradict (2) and 
j ~'.:>0 . 
( J). Hence since gn( tn) = f( z~), we have 11m f( z~) = c. 
n-too 
The essence of this theorem is essentially the same as 
the following theorem [ly Lappan ( 20). · 
Theorem 4.4. The meromorphic function f(z) is non-
normal 1f and only if f(z) has property D, 1.e., there is a 
sequence f znl such that for any a in C00, there is a sequence 
{z~} with p(zn,z~) ~ 0 and f(z~) ~a. 
Gauthier has characterized normal meromorphic funct1oris 
·1n terms of a special type of sequence called p-points. Be-
fore arriving at this characterization, we must first define 
p-po1nts and another sequence known as P-po1nts. We will 
also look at the historical development which led up to this 
important result. 
Definition 4~1. Let f(z) be a meromorphic function in 
the unit disk. A sequence of points {zn} of the unit disk 
ls called a sequence of P-points for the function f(z) 1f 
for each r > O and each subsequence {zn,k} the function f(z) 
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assumes every VAlue, w1 th at most two exceptions, 1nf1n1 tely 
often in the union of the disks 
Dk = { z 1 p f z , zn , k) < r }, k = 1 , 2 , ••• 
Def1n1t1on 4.2. Let f(z) be a meromorphic function 1n 
the unit disk. A sequence of points {zn} of the unit disk 
is called e sequence of p-points for the function f(z) if 
there are sequences (Ln} and frn}, where 
(A) . L1 > L2 > • • • > Ln > • • • , Ln "" 0, for n ~ o::., 
and 
(B) r 1 > r > • • • > r > • • • , rn. ~ 0, for n -+ oo~ . 2 n 
and there exists a sequence {nn} of open disks, Dn = {za 
p(zn,z) < rnL he.ving the following property& 
(C) in ea.eh disk ·nn• n = 1., 2, ••• , the 'function f(z) 
assumes all values of the Riemann sphere with the possible 
exception of two sets of values En and Gn whose chordal 
diameters do not exceed Ln. 
V. I. Gavrilov (16) has shown that a function f(z), 
enalytic in D, ls normal if a.nd only if f(z) does not pos-
sess a sequence of p-po1nts. Gavrilov also obtained an 
e.nalagous result· for meromorphic functions by showing that a 
meromorphic function 1n D is normal if and only if it does 
not possess a sequence of P-points. In this same paper it 
was shown that there ls a strong relationship between se-
quences ·of p-points e.na sequences of P-po1ints for analytic 
functions. If {zn} ls a sequence Of p-points for an 
analytic function f(z). then {zn} is also a sequence of 
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P-po1nts. If {zn} is a sequence of P-points for f(z), then 
there ls a subsequence of {zn} which is a sequence of p-
points for the function f(z). In 1968, Paul Gauthier (15) 
extended the notion of p-points by introducing Definition 
l~.2 and proving that a sequence {zn} of points in D is a 
sequence .. of p-po1.nts for e meromorphic function f ( z) if and 
only if {zn} is a sequence of P-po1nts for f(z). From this 
equivalence and Gavr11ov's criterion for normalcy, we obtain 
·a new criterion for normalcy. A function f(z), meromorphic 
in D, is normal if and only if it does not possess a se-
quence of p-points. To prove these last two results we need 
· · the following theorem. 
Theorem 4.5. A sequence of points {zn1 in D is a 
sequence of P-points for the function f{z) if and only if 
there is a sequence of points {wn} 1n D and a positive num-
ber r such that 
(> ( zn, wn) -+ O, for n .... ao, and 
d(f(zn) ,f(wn)) > r, for n = 1, 2, •.•. (4) 
Proof. Suppose {zn} is a sequence for which there is 
no corresponding sequence {wn} satisfying (4)~ Then for any 
positive number r, one can find a sequence of indices 
, n ( 1 ) < n ( 2 ) < • • • < n ( k) < • • • , and a. 8 ( r) > 0 
such that for all sufficiently large k, 
d(f(zn(k)) ,f(z)) < r, for p(zn(k) ,z) < 6(r). 
In particular, we ta.ke r to be any positive number which is 
smaller than the diameter of the Riemann sphere. There 
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ex1sts a subsequence or·{zn(k)f whose images under f(z) con-
verge on the Riemann sphere and hence this subsequence can-
not be a sequence of P-po1nts. But from the definition of 
P-points it is clear tha.t any subsequence of a sequence of 
P-points must a1so be a sequence of P-po1nts. Therefore the 
original sequence fzn} is not a sequence of P-po1nts. 
Conversely, suppose there is a sequence of points {wn} 
for which p(zn,wn) ~ O while d(f(zn) ,f(wn)) is bounded away 
from zero. Let F be the family of functions {r(gn(z)J}, 
where gn ( z) = ( z + zn) /( 1 + ~z) and gn ( z) maps D onto 
itself. We claim the family F of functions is not equ1con-
t1nuous at z = O. Let r be such that d(~(zn),f(wn)) > r for 
every n and let s be any pos1 tive number.. Then for 
p(O,g~1(wn)) < s, we have d(f(gn(O)),f(gn(g~1(wn)))) = 
d ( f ( zn) , f ( wn) ) > r and the claim is proven. By a charac-
terization of normality (18, p. 244), for every r > 0, Fis 
riot a. normal family in the set {zc p(O,z) < r}. So by 
JY!ontel's theorem (18, p. 248), the family F must assume each 
.value of the Riemann sphere, with at most two exceptions, 
infinitely often in {zs p(O,z) < rL Therefore f(z) assumes 
each value of the Hiemann sphere, with at most two excep-
tions, infinitely often in the union of the disks {za 
p'( zn, z) < r}, n = 1 , 2, • . • . Since the same argument can be 
applied . for e.ny positive number r and any subsequence of 
fzn} it follows that /zn} is a sequence of P-po1nts. 
Lemma 4.t. (15, p. 2f30) A sequence of points {zn}of 
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the unit disk 1s a ~equence of p-points for the funct·1on 
f ( z) , meromorphic in the unit disk, if and only if for each 
r > O, there are sets E(r,n) and G(r,n) whose chordal diam-
eters do not exceed r, and there is an integer N(r) such 
that in eR.ch disk {z: p(zn,z) <:: r}, n > N, the function f(z) 
assumes all values of the Riemann sphere with the exception 
of the sets of values E(r,n) and G(r,n). 
Proof. The proof is rather straight forward ano we 
refer the reader to ( 15). 
Theorem 4.6. A sequence {zn} of points of the unit 
disk is a sequence of p-points for a funqtion f(z), mero-
morphic in the unit disk, .1r and only if ,the sequence {zn} 
is a sequence of P-points for the function f(z). 
Proof. Let {zn} be a sequence of p-po1nts and r > 0 be 
given. Then there exist sequences {Ln} and {rn} decreasing 
to zero, disks Dn = {z1 p(zn,z) < rn} with the property in 
eAch Dn, f assumes all values of the Riemann sphere with the 
possible exception of sets G and E , of chordal diameter · n . n . 
less than Ln. For every n, pick wn in Dn such that 
d(f(zn),f(wn)) > r. Then we have a sequence {wn} such that 
p(zn,wn) ~ 0 as n ~ oo~ but d(f(zn) ,f(wn)) > r. Hence {zn} 
is a sequence of P~po1nts by Theorem 4.;. 
Conversely, suppose {zn} 1s not a sequence of p-points. 
Then there exists an r > 0 for which the condition of Lemma 
L~.1 is not satisfied. Therefore there exists a subsequence, 
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which for convenience we denote {zn}, euch that for every n, 
if Dn is the non-Euclidean disk with center zn and radius r, 
then the set of values of the Riemann sphere not assumed by 
f ( z) in Dn can not be contained. in two sets whose chordal 
Figure 11. Two Sets. of 
Radius "JJ/2 
diameters do not exceed r. Thus f(z) omits three values an, 
bn~ and en in Dn such that 
d(an,bn) ~ r/2, d(an,cn)?. r/2, and d(bn,cn) 2. r/2, 
n = 1, 2, . . . . For otherwise f(z) would not omit any value 
en outside the shaded region in the above figure. But this 
contradicts the omitted values of f(z) being contained in 
two sets of chordal diameter not exceeding r. From {zn} we 
may choose a subsequence, which we again denote by /zn}, 
. such that (an}, lbn} a.nd {cnJ converge respectively to 
(necessarily distinct) values A, B and C. Let f n(z) = 
f(gn(z)), where gn(z) = (zn + z)/(1 + z~) and gn(O) = zn. 
Then for every n, fn(z) omits an, bn and cn in the disk 
{zs p(O,z) < rL By a result ln (8, p. 202),.{r (z)} 1s a n 
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·normal family of functions. Hence, there exists a sub-
sequence, which we continue to denote {fn(z)}, which con-
verges spherically uniformly on {z1 p(O,z) ~ r/2} to a. 
function which 1s either meromorphic or identically 
lnfinlte. Since the behavior of fn(z) ln {za p(O,z) :S r/2} 
is the same as that of f(z) in {zz p(zn,z) ~ r/2}, we have 
for every s > 0, there ex1stsi an irttegerN and.R > 0 such 
that 
d(f(zn) ,f(z)) < s, for n) N and p(zn,z) < R. 
Thus by Theorem 4.5, {znl can not be a sequence of P-po1nts. 
Theorem 4. 7. I A function :f(z),.merornorphic 1n the unit 
disk, is normal lf and only if f(z) has no sequence of 
p-points. 
Proof. This follows immediately from Theorem4.6 and 
Gavrilov's criterion for normality. 
Generalizations of.Results 
From Chapter II 
In th1. s section we wish to investigate generalizations 
of severgl results found in Chapter II. These results U:se a 
.new distance called the Frechet distance, which we consider 
now ln some detail. 
Definition l+.3. Let s1 and s2 be two curves inside the 
·unit disk, s1 a z 1 = z(t), 0 ~ t < 1 and s2 a z 2 = z(t), 
OS t < 1, with 11rn lz(t)I = 1, and T be any homeomorphism 
t•t 
between s1 and s2 . Then we define the Frechet distance 
between s1 and s2 to be 
B<s1 ,s2 ) ~inf (sup p(z,T(z))). 
T ZESt 
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By talring the infimum over all possible transformations, 
we eliminate the dependence of this distance on different 
paramaterizations. If we consider the first illustration 1n 
the· following figure, we see that the Frechet distance does 
·----· Figure 12. Example of Frechet Distance 
not only indicate closeness near the boundary but is some• 
what global in that the distance between two curves s1 and 
s2 is never less than the non-Euclidean distance between the 
1ntt1al points of s1 and s2 • In fact, even though 1n the 
second illustration in Figure 12 the curves are identical 
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near the boundary, we still have ~(31 ,s2 ) 2 p(S1 (O).s2 (o)) 
> O. The next two lemmas elaborate on what is meant by the 
Frechet distance. 
Lemma 4.2. Let s1 and s2 be two curves inside the unit 
disk, defined by 8 1 I z1 = z( t) and s2 1 z2 = z ( t) ' 0 ~- t <'.. 1' 
with lim I z< t) I -:::: 1 • Then ./.}"( s1 , s2 ) < E if and only if there 
t--t1 
exists a homeomorphism Ta s1 -+ s2 and an El with the 
property that 0 <fl.( f and p(z,T(z)) < E1 < f, z E s1 • 
Proof. Sup.pose J1( s1 , s2 ) = d ~ f. Then there exists a 
. homeomorph! sm T0 1 s1 ~ s2 such that sup p( z ,T0 ( z)) < E. Thus 
ZES1 
p(z,T0 (z)) < f"t < € for every ~ E 81 for 1the fixed transfor-
mation T0 and for some e:1 .> O. 
Next, suppose the condition of the converse statement 
holds. Then sup p(z,T(z)) ~ft < E and inf (sup p(z,T{z)) 
zES1 T ZESt 
< E. Hence b(s1 ,s2 ) < f. 
Lemma 4,3, The Frechet distance is a metric. 
Proof. Let S1 and 82 be two curves inside the unit 
dlsk, def 1.ned by S1 I zl = z(t) and s2 s z2 = z(t), 0 ~ t < 
with 11m lz<t>I,,,. 1 . We claim St =- S2 if and only if 
t~1 
f)( 8t ,s2 ) = o. If s1 =: S2' then clearly J)( 81 , s2 ) = o. To 
1 ' 
prove the converse, we suppose the contrary, that is, there 
exists a. point zo on st such that z 0 is not on s2 • Then 
there exists a disk D = {z1 0 p(z,z0 ) = d, d > o} such that 
D0 n 82 = ¢. Let T be any fixed but arbitrary homeomorphism 
from st to s2 • Then 
Do 
' / z \ 
0 \ 
I 
Figure 13. Two Non-identical 
Curves 
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sup p(z,T(z)) ~ p(z 0 ,T(z0 )) ~ ipf p(z0 ,z) ~ d > o. 
zES1 . . zes2 · . 
Since T was arbi tra.ry, this 1nequal1 ty ls, true for every 
transformation T. Therefore 
inf (sup p(z,T(z)) ~ d > 0, 
T zES1 
end. we have proven· iJ(s1 ,s2 ) ~ O. 
We next show that ,e<s1 ,s2 ) S B(s1 ,s3) + Des3,s2 ). Let 
M ::: 1J(s1 ,s3), N ::: tJ(s3 ,s2 ) and t: > 0 be given. The previous 
characterization of the Frechet distance def1n1t1on implies 
there exist homeomorphisms T1 and T2 , T1 1 s1 ~ s3 ~ T2 1 
s 3 ~ s2 , and values € 1 and E 2 , 0 <El< M + E and 0 < 6 2 < 
·N + '• such that p(z,T1 (z)) < c: 1 (z E s1 ) and p(z,T2 (z)) < 
~ 2 (z E s3). Consider now the homeomorphism T2 (T1 )s s1 ~ 
s2 . Since p ls a metric, we have 
p(z,T2 (T1 (z))) < p(z,T1 (z)) + p(T1 (z),T2 (T1 (z))),; 
Thus p(z,T2 (T1 (z))) < Et+ '" 2 < M + N + 2f (z E s1 ). 
Therefore Lemma 4.2 implies . B<s1 ,s2 ) < M + N + 2E ~ Since E 
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was fixed but arbitrary, .8'( s1 , s2 ) ~ M + N and the transitive 
property does hold for the Frechet distance. 
The symmetric property is not difficult to verify. 
Since p(z,T(z)) = p(T(z),z), it follows that 
inf (sup p( z ,T( z))) = inf (sup p(T( z), z)), or I1Cs1 ,s2 ) = 
T zES1 . 'l' zES1 · 
,J)( s2 ,s1 ). Therefore the Fre?het distance is indeed a 
metric. 
The first theorem using the Frechet distance is one by 
Bagemihl and Seidel (1, p. 264), which generalizes Lehto and 
Virtanen's Theorem 2.1. We refer the reader back to Chapter 
II, especially to Theorem 2.1 and the paragraph following 
this theorem on page 15. By stating that the hyperbolic 
distance between two curves, s1 1 z1 = z(t) and s2 1 z2 = 
z(t), O ~ t < t, is less than E in the Lehto-Virtanen sense, 
we mean there exists a homeomorphism T 1 s1 ~ s2 such that 
su}) p(z1 ,T(z1 )) < f• This distance between the curves s1 
Zlt: S1 . 
and s 2 is dependent on the fixed homeomorphism T. Since the 
Frechet distance between s1 and s2 is the infimum over !'lll . 
possible homeomorphisms between the curves, we see that the 
Frechet distance is less than or equal to Lehto and 
Virtanen's hyperbolic distance between two curves. Before 
proceeding with Theorem 4.8, we need the following defin1-
tions. 
Definition 4.4. A boundary path is a simple continuous 
curve,. z-= z(t) (O S: t < t), in D such that lz(t)l -+ 1 as 
t ...,. 1. 
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Definition 4.5. The initial point of a boundary path 
I\ ls the point z(0)1 the end of A is the set of limit points 
of !\ on C. 
Theorem 4.8. Let f(z) be a non-constant meromorphic 
function in D that tends to c along a boundary path A whose 
. end E contains more than one point. Then, given E > 0, 
there exist boundary paths 1\1 and A2 whose ends are con-
tained in E, such that~. A1 , A2 are mutually exclusive, 
tXA. 1 ,~2 ) < 40, and f(z) ~ c along Ai but not along Az· 
Proof. Let G denote the simply connected region D - A. 
The initial point z0 of I\ is the impression of one prime end 
i 
of G •. (We refer the reader to {10, pp. 167-187) for a dis-
cussion of impressions and prime ends.) Every other point 
of A is the impression of two prime ends of G. We will con-
sider two cases. 
Suppo.se E ·- c. Then E is the impression of a single 
prime end P of G (9, p. 9). Let ¢{z) = z• map G onto the 
unit disk D' in a one-one conformal manner such that the 
initial point of!\. and the prime end P correspond, respec-
tively, to -1 and 1. The !Unction defined 1n D' is F( z•) = 
f(¢-1 ( z')). Now f ( z) is not constant and f( z) .-. c along 
I\.. Therefore there exists I zn} .<;; G '· I zn I ....+ 1, such that 
f( zn) ~ b .J c. Otherwise, we would have that at each point 
e 19 on the set E of positive measure, there would. exist an 
angular domaln in which f(z)-; c, which by Pr1valov•s 












Figure 14. The Composition of f(z) and c,f>-lcz•) 
• 
Therefore there exists a sequence { zn'} C 1D' , z' " 1, such . n 
that F(z~) ~ b. Some segments• of D', bounded by a suit-
1 
able chord and an arc M of C', both having an endpoint at 1, 
contains 1nf1n1tely many PC!ints of this sequence. We now 
have that F(z') ~ c as z' -t 1 along M, but F(z') ~ c as 
z' ~tins•. By mapping D' onto the first quadrant, with 
the image of 1 and M being oo a.nd the positive. real axis, 
respect1 vel,y, we can apply Lemma 2 .2. Thus given E > 0, 
there exist tWO disjoint boundary paths A_~ J !\.~ in S' t Whose 
ends are _the point 1, such that the hyperbolic distance 
·between~ and 1\2 is less than t, and F(z') -t c along ti~, 
but not Along A2. But then the Frechet distance, 
~s• (A~ ,I\~), is less than f-. Since q,-1, D' ..,. G, the 
Principle of Hyperbolic Measure (28, p. 49) gives us 
f'G(z,T(z)) -=p 0 ,(w,T(w)) ~ p 8 ,(w,T(w)), 
. where w E A~, T(w) E ~, ~-l (w) = z E !\, snd <P-1 (T(w)) = 
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T(z) E 4 2 . Thus 
inf (sup pG(z,T(z))) 5 inf (sup p 8 ,(w,T(w)))• 
T zEAt < . 1 , T . ZEll1 . · . . 
a.no hence Jt (A1 ,l\.2J - b8 , (t\.1 ,A2 ). By the Principle of 
. Hyperbolic Mee.sure out conclusion follows since .f)(A1 ,~) ::S: 
£{; (1\.1 ,A2) • 
Next, we consider the case where E ,J. C, 1.n which case E 
ls the impression of two prime ends P1 and P2 of G. Again· 
we let G = D - A and r/>( z) = z' map G in a one-one conformal 
manner onto D' such that the 1n1 tial point z 0 of A, the 
prime ends P1 and P2 correspond to -1, -1, .and i, respec-
tively. Denote by F(z') the transplanted function 1n D' ,, 
namely F ( z' ) = f ( t/J -l ( z' ) ) • Let A' , A1' and A~ be the open . I 
I 
subarcs of c• which have initial and terminal points -i and 
1, ·-t and -i, a.nd 1 and -1, respectively. Then under 4', A' 
corresponds to the arc C - E, each of the arcs Ai and A; 
1 
tp' • • 
I 2 ~ • . -. I • z 
• n 




c zo (; 
z =<f>-1 (z') • • z • n . 
.F 
-1 
Figure 15. Another Compos1t1on 
• 
correspond to one side of I\ minus 1ts initial point. There-
fore,· as the point i (or -1) is approached along A• , then 
. .J..-1. ( ) o/ approaches a limit, namely, an endpoint E2 or E1 · of 
the arc E. Since q.-1 is analytlc and bounded in I z• I <: 1, 
the Lindelof Theorem ( 10 t p. 42) implies q,-1 cz•) ..,. E2 (or 
'E ) 1 a.s z' --t 1 (or -1) inside the angular domain t Z 1 I 
I z' I $ 1 • Re(z') ~ o}. As in the f 1rst part of the proof, 
since f ( z) 1 s not identically constant, Pri valov• s Theore·m 
(10,· p. 146) implies there exists {z } c G, z _. e 19 , where n n 
e 10 is in the interior of E, such that f(zn) ~ b ~ c. 
Therefore there exists a sequence of points {z~} in D' tend-
ing to l or -1 (say -1) such that F(z~) = f(zn) ~bas 
• I 'i . I 
n ..; '"'°• · We kr1ow that Re ( zn!) < 9 because t:he image of the 
f -1 points in Re ( zn) ~ 0, under th , tend to E1 or E2 , which are 
distinct from the point e 19 in the interior of arc E by 
Ca.ratheodory's correspondence theorem (10, p. 173). Now we 
he.ve F( z') ~ c as z' -7 -1 a.long A~, but F( z') # c as 
z' ~ ~1 on {z•1 z' ED', Re(z') < o}. Lemma 2,2 can now be 
applied to D', a.nd the conclusion of the proof 1s identical 
to that in part 1. 
Theorem 4,9. Let f(z) be a normal meromorphic function 
in D and suppose that A1 and A2 are boundary paths for which 
£X!\. 1 ,A2 ) 1.s finite, If f( z) -+ c along A1 , then f ( z) ~ c 
a.long A2 • 
The counterpart of Theorem 4.9 in Chapter II is Theorem 
2.2. The proofs are almost identical. Theorem 2.2 uses the 
• 
70 
hyperbolic distance whereas Bagem1hl and Seidel (1) use the 
Frechet distance. 
Corollary 4.t. If a normal meromorphic.function f in D 
tends to a 11m1t along a boundary path whose end contains 
more than one point, then the function 1s identically con-
stant. 
Proof. Suppose f is not identically constant. Then 
Theorem 4. 8 1mpl1es for every E > 0, there exist paths A1 
a.nd ~, whose ends are contained in E such that A, A. 1 , and 
A2 are disjoint, .B(!\.1 ,t\2 ) < c, f(z) ~ c on A1 , but f(z) -+1 o 
on A2 • But since .B(A 1 ,A2 ) is finite, a.nd, f(z)....,. con Ai_, 
Theorem 4.9 implies f(z) ~ c onl\2 , a. contradiction. Thus 
f is identically constant. 
The final theorem (2, p. 10) we consider is similar to· 
Theorem 2.2, but differs in that the approach to the bound-
ary 1 s not e. pa th but rather a sequence of points. 
Theorem 4.10. Let {z } be a sequence of points in D 
n 
which converges to a point P E C and is such that Pn = 
p(zn,zn+1 .> _, 0, and let f(z) be a meromorphic normal func-
tion in D for which lim f(zn) = c, where c is finite or 
n-+oo 
·infinite. Then f(z) has angular limit cat P. 
Proof. Let L be the curve consisting of the non-
Euclidean segments connecting the points zk, zk+l' for 
· k = 1, 2, • • • • Suppose there exists a sequence .of points on 
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L converging to P on which f(z) fails to have the limit c. 
Then there exists a subsequence, say !zk'} such lim f( zk') = 
k'oo 
d ~ c. Without loss of generality, we may assume the points 
of the se9uence {zk,} are all distinct from the points of 
the sequence {zk}. To ea.ch k there corresponds an index 
n(k) such that zk' lies on the segment of L that connects 
Zn(k) with zn(k)+t• Then we have 
p(zn(k)'zk,) ~ p(zn(k)'zn{k)+1) = Pn(k)" 
By hypothesis, Pn-+ O. Hence 11mp(zn(k)'zk,) = 0. By 
k+:io 
Theorem 4:.3, 11m f(zk,) == c, which is a contradiction. Thus 
k~oe 
Theorem 2.2 implies f(z) has angular limit c at P. 
I 
Cluster Sets and Normal Functions 
Cluster sets describe the behavior of a function near 
the boundary of a region and. hence it was only natural for 
Paul Gauthier and Leon Brown to try to characterize normal 
functions in terms .of cluster sets. Before presenting this 
and several preliminary results, we make the· following 
defin1t10'1S• 
Definition 4.6. For a set S <,;;;;, D. and number r > O, we 
define 
H ( S, r) = I z 1 p ( s, z) $ r} = { z 1 inf p ( z' , z) < r 1 . 
z'ES 
Definition 4.z. For a set St;, D, we define 
C(.f,S) = {w E ¢'Vl1 there exists {zn} ~ S, 
lznl ~ 1 and f(zn) ~ wl. 
The set C(f,S) is called. the cluster set off restricted to 
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the set S. 
Definition 4.8. Let S be a Stolz angle or a segment in 
D with only one endpoint on C and let A vary over all Stolz 
anp;les prpperly containing S. Then we define 
6(r,s) = nc(i,6). 
A 
We note that 
.A 
C(f,S) = nc(f,H(S,r)). (5) 
r)O 
The next definition involves p-points, which have already 
been linked to normal functions in Theorem 4.7. 
Definition 4.9. A subset Sc:; Dis called a p-set if 
there exists a sequence {zn} of p-po1nts 1for f(z) with 
zn E S , n = 1 , 2 , • • • . 
Theorem 4.11. Let w = f(z) be a function meromorphic 
in D and let S ~ D. Then e1.ther S is a p-set or 
6 
C(f,S) = C{f,S). 
Proof. Without loss of generality, we assume that 
S n C .J flJ, for otherw1 se 
A 
C(f ,S) = C(f ,S) = ¢. 
Suppose that C{f,S) .J 6(f,S). 
. A 
Then since C(f,S) ~ C(f,S), 
..... 
there exists a point w0 1n C(f ,S) for which w0 is not in 
C(f,S). So from (5), for every integer n > 0, w0 is in 
· C(f,H(S,lfn)) and. therefore one can find a point zn in 
B(S,t/n) such that lznl > 1 -1/n and 
d{f{zn),w0 ) < 1/n. ( 6) 
Since zn ls in H(S,t/n), there exists z~ in S such that 
p(zn,zri) ~ t/n. For large n, we must have d(f(z~) ,w0 ) ?.. M 
> 0 since w 
0 
is not in C(f,S). Hence by (6) we have that . . 
d ( f ( zn) , f ( z~ )) > (7) ~ P (zn 'Zn) + 0 and. B.' 
for n = 1 ' 2, .... ' and for some fixed positive number R. It 
follows (15) from Theorems 4.5 and 4.6 and (7) that {z~} is 
a sequence of p-polnts for f ( z) and hence that S is a p-set. 
Gauthier (Theorem 4.7) has also shown that a meromor-
phic function ls normal if and only tf f(z) has no sequence 
of p-points. Combining this with Theorem 4.11, we obtain 
the following corollary. 
' Corollary 4.2. Let w = f(z} be a normal meromorphic 
function in D and let S ~ D. Then 
8(f,S) ~ C(f,S). 
Def1n1t1on 4.10. Let s1 , s2 <;; D. We shall call s1 and 
s2 equivalent sets if for each r ) 0, there is a o, 0 < o 
< ·1, such that 
s2 n {za lzl > 1 - ~} C H(S1 ,r) 
and 
s1 1 -, f z 1 I z I ) t - o } ~ H ( s2 , r) • 
Corollary 4.3. Let w = f(z) be a meromorphic function 
ln.D, and let s1 and s2 be equivalent subsets of D. ·Then 
'" "" C(f,S1 ) = C(f,S2 ). 
A 
Proof. Suppose~ is not 1n C(f,S1 ) = n C(ftH(S1 ,r)). 
r>O 
-'.-• 
Figure 16. · Equivalent Sets 
Then a 1s not in C(f,H(s1 ,r0 )) for some ~o > 0 and hence 
there does not exist~ sequence {zn~ in H(S1 ,r0 ) with lznl 
~ 1 and f~zn) ~ «. ~ince s 1 is equivalent to 82 , given 
r == r 0 /4, th~re exists a o = 8(r0 /4) su.ch that 
s2 n {z1 I zl > t - {) (r0/4)j ~ H(S1 ,r0/4). 
Now since H(S2 ,r0 /4) £ H(S1 ,r0 ), we know.there.does not 
exist {zn\ in. H(S2 ,r0 /4) with lznl ~ 1 and f(zn) -ta. Hence· 
q is not .in C(f,H(s2 ,r0 /4)). and therefore cannot belong to 
ecr,s2 ). Reversing s1 ·with 82 gives the desired equality. 
The next theorem follows immediately from Corollary 
4.2 and 4.J. 
Theorem. 4.12. Let w :: f ( z) be a normal meromorphic 
function in D, and let s1 and. s2 be equivalent subsets of D. 
Then· 
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We now come to Brown and Gauthier's (6} characteriza-
ti.on of normal functions in terms of cluster sets. 
Theorem 4.1;3. A meromorphic function w = f(z) 1s nor-
mal 1.n D if and only if the cluster set of f ( z) is the same 
on any two equivalent subsets of D. 
1-~roof. We first suppose C(f,S1 ) = C(f,s2 ) for a.ny two 
equivalent subsets s1 and s2 in D. Then there do not exist 
two sequences { zn l and { z~} with p ( zn, z~) .; 0 as n ~ oo, on 
which f ( z) converges to different values in C00• Thus 
Theorem 4.2 implies that f(z) is a normal function. The 
other ha.If of the theorem 1 s Theorem 4.12. 
. • . . I 
An example (7, p. 26) of a nonnormal function that has 
unequal cluster sets on two equivalent sets iss f(z) = 
exp(i/(1 - z)). We consider the sequences obtained by 
zn = 1 - (27rn)-1 and. z~ = 1 - (21Tn)-1 + in-2 • Since 
p(zn,z~) ~ O, the sets lzn} and {z~} are equivalent. Clear-
ly C(f,{znl> = 1 since f(zn) = 1 for each n, while f(z~) = 
exp(2111n 3/(n2 + 4trn2 )) • exp(-4n-2n2/(n2 + 417'2 )), which tends 
to infinity for large n. Hence C(f,{z~}) = oo. 
Characterizations Involving the 
Spherical Derivative 
In Theorem 2. J we saw Lehto and V1rtanen 's. characteri za-
ti.on of normal functions in terms of the spherice.l der1va.~ 
t1ves A meromorph1c fUn.ction f(z) def.ined in the unit disk 
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D 1s a normal function if and only if 
sup {Cl - lzl 2 )1f'(z)l/(1 + lr(z)l 2 ): lzl < 1t < oo~ 
In 1972, Ch. Pommerenke (32) asked the following questions 
If M > O is given, does there exist a finite set E such that ,, 
1 f f is meromorphi o in D then the eond 1 ti on that .( 1 - I z 12 ) 
• p(f(z)) :;. M for each z E r-1 (E) implies that f is a··normal 
function? Peter Lappan (2:3) ·has shown the answer ts affii"m-
atjve and that the set E can be chosen to be any set con-
. s1st1n1r of five complex numbers. In proving this result, we 




If a non-con.stant meromorphic function f 
is not a normal function then t~ere exist sequences {zn1 and 
{pn} with zn ED, /znl ~ 1, Pn > 0, pn/(1 - lznl) .--t· O, such 
that the sequence f( zn + pnt) converges locally uniformly 
to a non-constant function g(t) meromorphic in the complex 
plane. 
For ~he proof of this theorem, we refer the reader to 
(26). 
Theorem 4.15. Let E be a.ny set consisting of five com-
plex numbers, finite or infinite. If f is a meromorphic 
function in D such that 
sup f(t - lzl 2)p(f(z))1 z e r-1(E)} < ~. 
~ . 
then f ls a normal function. 
Proof. We prove the contrapositive of Theorem 4.15s 
If f is a .. meromorphic function in D such that f is not a 
normal function,· then for each complex number ,\, with at 
most four exceptions, 
~ sup .1 ( t - I z 12 ) p ( f ( z)) 1 z E r-1 O.)} = '.)()• 
Since f is not normal, Theorem 4.14 implies there exist 
sequences ·/zn} and {pn\, zn ED, lznl ~ 1, Pn ~ O, 
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Pn/(t - I zn I) ~ O, and there exists a nonconstant function 
g, meromorphic in cc, such that gn(t) --. g(t) locally uniform-
ly, where gn(t) : f(zn + Pnt), n = t, 2, .••• 'l'here exists a 
.complex number )., finite or infinite, for which g(t) = A. has 
a solution. t 0 which i·s not a multiple solution, because g 
being non-constant guarantees the ex:i.stence of a t 0 where 
-~'{t0 ) ..J. o. By Hurwitz's theorem (18, p. 205), ·in each 
neighborhood of t 0 , gn(t} assumes the value A (once) for all 
but a finite number of Sn,'s. Thus there exists a tn such 
that gn ( t,n) = A., for sufficiently large n in every neighbor-
hood of t 0 , wh:tch allows us to pick a sequence { tn} such 
that t n ~- t 0 and gn ( tn) -= >.. Since gn ._, g locally uniform-
1 y, we have p{gn(tn)) ~ p(g(t0 )). 
Let .sn = zn + pntn. Then p(gn(tn)) = Pn • .. p(f(sn)), 
·and 
p(f(sn))(t - lsnl} :: p(gn(tn))(1 - lsnl }/pn 
= p ( gn ( tn) ) ( ( 1 ... I zn f } I Pn) 
• ( 1 - I s n I ) I ( 1 - I zn I ) . ( 8) 
We claim µ(f(sn))(1 - lsnl) ~~as n ~ oo by considering (8) 
above. First, p(gn(tn)) -+ p (g(t0 )) J. 0, and (1 - lznl )/pn 
-+ oo. Also fznl-+ 1 ~nd f>n/(t - lznl)-+ O. Hence Pntn --+_ 0 
-
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since tn ..-. t 0 ~'.~ D. Since an = zn + /l n tn, we obtain sn - zn 
~ O and therefore the last term in (8) tends to 1. Thus our 
claim :Is proven, and in fact, we have p(f(sn))(1 - lsnl 2 ) 
-+°"'. We pave now shown that lf the equa.tion g(t) =A has a 
solution which is not a multiple solution, then 
sup {<t - I zl 2 )p(f(z)) 1, z E r-1 (A.)} = ea. 
However, there can be at most four values A. for which all 
solutions to the equa,tion g( t.) = A are multiple sol,utions 
(See (18, p. 231)). Thus the proof of the theorem 1s com-
pleted. 
rrheorern 4.15 gives a sufficient condition for a mero-
,morphic function to be a normal function. It follows from 
the def1n1.t1on of a normal function that this condition is 
also necessary. Thus we obtain the following characteriza-
ti on. 
Theorem 4.16. If f is a meromorphic function in D, 
then f is a. normal function if and only if there exist five 
disttnct values >i1 , A. 2 , .x 3 , >.. 4 ,, x5 such that 
sup {(1 - lzl 2 )µ(f(z))1 z ED, f(z) E fA 1 .~2•~3• 
~ 4 • "s \} < 00 • 
Before concluding thls section, we note another theorem 
(25) which illust.ra.tes the usefulness of Theorem 2.3 and the 
spherical derivative in determining normality. 
Theorem 4.tz. If f(z) 1s analytic and schlicht in 
lzl < 1, then f'(z) 1s a normal analytic function in izl < 1. 
Proof. From the proof of Koebe's Distortion Theorem 
( 18, p. 351) , 1 t is known that 
lf"(z)l/lf'(z)I ~ 6/(1 - lzl 2 ). 
Thus 
· lf''(z)f/(1 + lr•(z)l 2 ) ~ 6/((1 - lzl 2 )· 
(1/lf'(z)I + lr•(z)I)} 
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= 31<1 - I z 12 } • 
2/((1/lf'.(z)f) + ff'(z)I) .. 
'rherefore 
lr••(z)l/(t + lr•(z)l 2 ) s J/(1 - lzl 2 ) 
anrl (t - lzf 2 )p(f'(z)) is bounded in lzl < 1, giving us 
f'(z} is normal in lzl < 1. 
'fhe question whlch immediately comes to mind is whether 
the derivative, or the integral, of an arbitrary analytic 
I 
normal function is normal. Hayman and Storvick (17) have 
given simple examples to illustr~te that thi~ need not be 
the case. Consider the functions 
f(z) = exp((z + 1)/(z - 1)), and 
2 r'(z) = (-2/(z - 1) ) exp((z + 1)/(z - 1)), 
defined on the unit disk. The function f(z) is bounded by 
one, analytic, A.nd hence normal in D. By considering the 
image of D under the mapping (z + 1)/(z - 1), we see f'(z) 
has two d1Rt1nct asymptotic values at z = 11 
11m f'(z) = ~ as z ~ 1 along lzl = t, and 
11m f'(z) = O as z ~ 1 through real values. 
By Theorem 2.2~ f'(z) is not normal and thus f(z) illus-
trates that the derivative of a normal function need not be 
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normal. 
We next conslder the functions 
· g(z) = ((4 + 2z)/(1 - z))·exp((2 + z)/(1 - z)). 
Jg(z) dz= 2(1 - z) · exp((2 + z)/(1 - z)). 
The image of D under the mapping (2 + z)/(1 - z) is 
{ z1 Re z > ~}. Since lg(z)I > el in D, g(z) must be normal. 
Now fg(z) "oo as z _, 1- through real values. On the other 
hand, tf z = !(1 + ei9), 0 <" e < 2rr, exp((2 + ·z)/(1 - z) = 
e 2 since the image Of the circle Z = t(1 + ei9 ), 0 < 0 < 2rr, 
under the mapping (2 + z)/(1 - z) is the line Re z = 2, and 
w~ also have 2I1 - z I = M- .. JOOS e = 2 I sin 0/21. In this 
case, lfg(z)I = 2e 2 1sin 0/21 ~ 0 as e ~ O. Theorem 2.2 
implies Jg(z) is not normal and thus g(z) shows that the 
integral of a normal function ls not necessarily normal. 
The Lindelof Theorem, Fatou Points 
and Normal Functions 
It ~s not always the case that properties for bounded, 
analytic functions hold for meromorphic functions. However, 
the.v frequently can be extended to meromorphic functions if 
the functions are also normal. We ha.ve already seen two 
e:xa.mples of this in Chapter II. Lindelof discovered that 
analytic and bounded functions have the Lindelof prop~rty, 
which is .defined in the following way. A function f(z) has 
the L1ndel5f property in a domain D if, given some arc L 
lylng in D and term1nat1np; at a point P on the boundary of 
D, with t(z) tending to" as z ~ P along L, then f(z) ~ cc 
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uniformly ~s z ~ P 1n~1de any angular domain lying in D and 
having P as its vertex. Lehto and V1rtanen (24) extended 
this result to normal meromorphic functions in Theorem 2.2. 
We refer the reader to Theorems 2 .4 and 2. 5 for other ex-
a.mp1es tn Chapter II •. Before discussing another extension, 
we need the following definitions. 
Definition 4.11. Let A be an open arc of C, possibly C 
itself. A Koebe sequence of arcs (relative to 
sequence· of Jordan a.res {Jn\ 1n D such that (a) 
sequence ( t=n \ satisfying the conditions 0 '( fn 
2, J, .•• ) and t 0 ~Oas n 4 oo, Jn lies in the 




(n = 1 ' 
·neighborhood of A (n = 1, 2, J, .•• ),and (b) every open 
sector d of D subtending an arc of C that lies strictly in-
.ter1or to A has the property that, for all values of n 
except for at most a f1.n1 te number, the arc Jn contains at 
lea.st one Jordan subarc lying wholly in 6 except for its two 
end points which 11e on distinct sides of 6. 
Def1n1t1on 4.12. If f(z) 1s a meromorphic function in 
D and c is a consta.nt, f1n1 te or :'):)' we say that f ( z) -+ c 
along a Koebe sequence of arcs {Jn}, provided that, for some 
sequence of positive numbers h1n}, where rin ~Oas n ~ oo, we 
have ~ for every z E Jn ( n = 1 , 2 , J , ••• ) , I f ( z ) - c I < ri n 
or lr(z)I > tlr1n' according as o is finite or infinite • 
. Definition 4.13. A Fatou point of a function f(z), 
meromorphic in D, 1s a point ~ EC such that, for some 
complex number c (possibly <io) , a.s z -+ { :ln any Stolz angle 
at t., f ( z) ~- c; o :ls then called a Fatou value of f ( z). 
Theorem 4.18. Let f(z) be an analytic and bounded 
function 1n D. If f ( z) -+ c along a Koe be sequence of arcs 
lJn}, theh.f(z) ~ c. 
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Proof. Suppose- the contrary, that is, f(z) is not con-
stant. Let the arcs .f Jn} be defined relative to an arc A. 
By Fatou's Radial Limit Theorem, we know f(z) has a radial 
11m1t almost everywhere on the boundary C and thus on A. 
F'or every: point z0 E. A where the radial lim1 t ex1sts, the 
rad1al segment 1ntersects the arcs I Jnl and, hence, there 
.. 
must exist a sequence of points on the radius tendlng to z0 
such that f ( z) ~ c · on th1 s sequence of points. . The ref ore 
f(z) has re.dial limit o on a set of positive measure on c. 
Thus R1esz's Theorem implies that f(z) :::. c, which contra-
dicts the assumption. 
The proof of Theorem 4.18, originally done by Koebe; 
cannot be duplicated if we allow f(z} to be meromorphic 
since F'atou•s Radial Limit Theorem and Riesz's Theorem can 
be applied only to analytic and bounded functions. However,. 
if we add the condition that f(z) is normal, we obtain the 
following theorem .of Bagemihl and Se1del ( 3). 
Theorem4.19. Let f(z) be a normal meromorphic func-
tion in D. If f( z} -+ c along a Koebe sequence of arcs 
{Jn}, then f(z) ~ c. 
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Proof. Without loss of generality we assume c = O, for 
otherwtse we consider the normal meromorphic function 
f(z) - o if c i~ finite, or 1/f(z) if c = ~. 
Let :the given sequence {Jn} be a Koebe sequence rela-
tive to an arc A and consider the arc B = /z1 lzl = 1, 
q 1 < arg z < q 2\ strictly interior to A. Denote by 4 the 
open sector of D w1 th vertex angle f3 at the or1g1n, subtend-
ing the arc B. Call the sides of~ s1 a:rld s 2 , where t.hese 
Figure t 7. Mapping Dw Onto On 
segments terminate at e 1qt, e 1Q2, respectively. In view of 
.(b) in Definition 4.11, there is no loss .of generality in 
asserting now that for every n, the arc· Jn contains a Jordan 
subarc rn lying wholly in L\ except for its end points P~1 ~ 
P~2 ), which lie wholly on s 1 , s 2 , respectively. 
is a Koebe sequence of arcs relative to B. 
Set 
Then lr } n 
rn =min. lzl, Rn= m~x lzl (n = 1, 2, .), 
zEr zE:fn 
. . . ) 
Then it follows frBm (a) in Definition 4.11 that 
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11m rn = lim Rn ~ 1 (9) 
n~'xi n~oo 
For n = t, 2, 3, ••• we define the Jordan curve Kn i_n the 
following manner. Let the circle lzl =Rn intersect s 1 and 
s 2 in the respective points Q~~), Q~2 ). and denote the radial 
segments p~l)Q~t), P~2 )Q~2 ) by t~l) and t~2 ) respectively, 
where these segments may be degenerate. Then if Bn is the 
open arc of the. circle I z l = Rn which lie
1
s in Ll and B~ is 
the complimentary arc, we set 
K = t(l) U B* U t( 2 ) U f 
n n n n n· 
The interior of Kn will be called nn, and we set Gn = 
{zr lzl < R \. n 
The Jordan domain Gn is an extension of the domain nn 
. across t~1 } U r~ U t~ 2 ) <; Fr(fln). By taking z = O and 
·applying Carleman' s gxten.sion Principle for harmonic measure 
(28, pp. 68-69) to Gn' we obtain 
( <1> r <2> > ,.., O,tn U n LI tn ,nn) - w(O,Bn,Gn), 
where 111(0,Bn,Gn) = -d;r f:+f:lt d.j> = fJ/21r. Also, the addJ.tive 
property of harmonic measure (28, p •. · 7) g1ves us 
( 0 t < i > u r· lJ t < 2 > o .> . < . < t) u < 2 > > w • n n n • n '== i.u O ' tn tn ,fln 
+ (ti ( 0 ' r n ,nn) • 
An ineqw'lli ty due to Ostrowski ( 14, p. 42) g1 ves us 
\ 
111(0,t~1 ) u t~2 ) ,nn) ~ 4/rr arc sin vC"tt~ ~·-;~,/an. 
Thus by (9), lim w(O,t~t) U t~2 ) ,On) = 0. Hence 
n~oo 
lim inf 1u(O,r'n,n) ~ f:1/2rr. 
n~oo n 
The Riemann Ma.pping Theorem allows us to map Dw con-
formally onto On by means of the function z = 'fin ( w), where 
"1n(O) ,,,, 0 and the point w:: e 1q1 corresponds to the point 
. (1) 
z -= P n . · Since harmonic measure is invariant under con-
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formal maps' each arc r·n' for n sufficiently large' is the 
imAge of an arc of Cw, of harmonic measure at least p/2rr and 
hence of length at least S/2, with its end point of smaller 
argument at e 1qt. 
If w:e set 
gn ( w) = f (y1 n ( w) ) ( n = t , 2 , 3 , ..• ) ( t 0) 
then gn(w) (24, p. 57) is a normal meromorphic function in 
Dw. Since f(z) is normal in D, there exists a finite posi-
tive constAnt 1 (24, p. 56) such that for every z in D, 
(1 - lzl 2 )1r•(z)l/(t + lf(z)l 2 ) SY. (11) 
Now from (10) we obtain 
· < t - I w 12 ) I g~ < w) I I< t + I gn < w > I 2 > = 
(1 - lwl 2)1f'(tl'n(w))l ll/t~(w)l/(1 + lf(lf'n(w)) 12 ).(12) 
According to (33, p. 133), if D1 (z) denotes the. radius of 
univalence at the point z = \l'n(w) of the region nn' we have 
(1 - lwl 2 )11f!~(w)I S 4D1 (z). (13) 
Since.fin lies in D, we also have 
. D1 ( z ) 5 1 - I z I < 1 - I z 12 • (t4) 
Combining statements (11) through (14), we find that 
< t - I w I 2 ) I g~ < w > I I< t + I sn < w > I 2 > < 
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4(1 - lzl 2)1f'(z)l/(1 + lr(z)l 2 ) S 4-Y. (15} 
Let S denote the subarc of Cw whose end point of 
smaller argument is eiq1 and whose length is p/2. The -.· 
hypothes1s that f(z) -. 0 along the Koebe sequence {Jn} 
implies that 11m gn(w) = 0 uniformly on S. A result in (24, 
no+a:i 
p. 64), together with (15), shows that the sequencf! f gn(w)} 
tendA uniformly to zero in every compact subset of Dw• 
We now show that f(z) = O. Suppose the contrary, that 
is, f(z 0 ) .J 0 for some z0 ED. By (a) in Definition 4.11, 
z En for all sufficiently large values of n. Let w = o n · 
~n(z) be the inverse of the function z = ~n(w). Then using 
( 10) ' 
gn(tfln(zo)) = f(zo) 
for large enough values of n. Since {g (w)} tends uniformly n 
to zero on every compact subset of Dw• but f(z 0 ) J O, we 
must have lim l</>n(z 0 )1 == 1. But, if we fix p such that 
no+oo 
lz 0 l < p < 1, then Schwarz's Lemma (11, p. 126) implies 
I 4> < z 0. > I 5- I z I < I z I / p < t n o o 
for large· enough va.lues of n, which is a contradiction. 
Hence f ( z.) = 0. 
The next two theorems are concerned with Fatou points 
and normal Analytic functions. Theorem 4.20 (1) guarantees 
the existence of. at least one Fatou point for every normal 
analytic function. We include Theorem 4.21 (3) for its 
proof more than for the content of the theorem. The proof 
illustrates the technique of using a nested sequence of 
regions converging to the boundary to enable us to pick a 
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pa.th tendinp; to a point on the boundary. 
Theorem 4. 20. 1Every normal analytic function in D has 
a Fatou pbint. 
Proof. Let f(z) be a normal analytic function in D. 
If f(z) is bounded in D, then by Fatou's Radial Limit 
Theorem and Lindelof's theorem, almost every point of C is a 
Fatou point of f(z). Suppose that f(z) is unbounded in D. 
Then f(z) tends to a limit along some boundary path A (27). 
Corollary 4.1 implies the end of A is a single point C E C. 
Thus f(z) is normal, meromorphic, has an asymptotic limit at 
(, and by Theorem 2. 2, must have angular 
1
lim1 t at C. Hence 
f(z) has a Fatou point. 
Theorem 4.21. Let f(z) be a normal analytic function 
in D and A be an open subarc of c. If the set of Fatou 
points of f(z) on A is of measure zero, then A contains a 
Fatou point of f(z) at which the corresponding Fatou value 
1 s oo. 
Proof. Let A be an open subarc of C and C a point on 
A. Then f(z) can not be bounded in any neighborhood of C, 
because if otherwise, Fatou's Radial Limit Theorem and 
Lindelof's theorem would imply the set of Fatou points on A 
ls of posit1.ve measure, contradicting the hypothesis. Thus 
there exists a o > O such that the region H = D n {z1 
lz - ~I ~ ~} satisfies the condition that H n CC A and f(z) 
is unbounded 1n H. There must exist a sequence of points 
I f ( z ) I ..,. oo as n ..,. 00 , 
n 
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where 1 < M < M2 < ••• < M < •••• For n = 1, 2, ••• , l~t 1 n 
Vn be the-open set ·or all points in D at which lr(z) I >Mn 
1, and denote by Rn that component of Vn which contains.the 
point zn. · Then If ( z) I = M - t a.t all boundary points of Rn 
n 
that lie in D. By the maximum principle,~ (IC .J ¢. We 
claim as n -t oo, the diameter of R ~ O. Let r = min I z I. 
n n zERn . 
Then since f ( z) is analytic in D, we must ha.ve rn -+ t. Sup-
pose the diameter of Rn does not tend to 0 as n ~ 00 • Then 
we could f1.nd a Koebe sequence of arcs along which f( z) ~ oo, 
and by Theorem 4.19, we have f(z) .::: 00, which is a contradic-
tion. Thus the diameter of Rn-+ O, and tihere exists a 
natural number N suc.h that RN CH. SetG1 =RN. 
We shall now show that f(z) is unbounded in G1 • Let G~ 
be the smallest simply connected region contain.ing Gt and 
. * * -* let z :: ¢>(w) map Dw conformally onto G1 • Set B = G1: n C, 
which is nonempty stnce we showed RN' n C is nonempty. 
* * Denote by B1 the set of all points of B that are accessible 
. * from the region Gt. By Fa,tou·• s theorem, f/J(w) has a· radial 
·limlt alm~st everywhere on Cw. Put 
rp* (e 11L) = 11m cp(reiµ) 
r-t1 
for everyµ for which the limit exists. The set 
E1 :: {e1µ, 1¢*<e1A) I = 1} 
is a Borel set a.nd therefore measureable. We have 
B7 - {¢*(ei~)1 e 1µ E E1}. 
Consider now the function 
g(w) = f(~(w)) 
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in Dw. W~ will show g(w) is unbounded in Dw. Suppose g(w) 
is bounded in Dw• Either m(E1 ) > O or m(E1 ) ,,,, O. 
Suppose first m(E1 ) > O. By Fatou•s Radial Limit 
Theorem, there exists a Borel subset E0 of positive measure 
of e; 1 at each point of which g(w) possesses a radial limit. 
. * · Let B 0 be the image of E 0 under the map z = ¢(w). An appli-
cation of an extension of L8wner's theorem (35, p. '322) 
·. . * . * ( *> shows that B0 is a measureable subset of B1 with m B0 . > 0. 
Let ( 0 i:; B~. Then there exists a path in G; terminating at 
~o a.nd this path is the image, under the mapping z = <f,(w), 
of a path 1n Dw that terminates at a point eiµC? E E0 • Now 
~*(e 1µ0 ) ::-:: ( 0 , and g(w) has a radial lim~t at the point eiµo 
'l'herefore f ( z) tends to a limit along a path in G~ terminat-
ing at t0 • By hypothesis, f(z) is normal in :p, and conse-
quently, Theorem 2.2 implies ro is a Fatou point Of f(z). 
1''1nally, .since ~· 0 was an arbitrary point in B* and m(B~) > 0, 0 . 
we have c.ontradicted the hypothesis that the set Of Fatou 
points of f(z) on A is of measure zero. 
Supppse next mO\) : 0. * Every boundary point of G1 is 
C * A boundary po:1.nt of G1 , since G1 _ G1 • We recall from the 
first paragraph in the proof that lf(z)I = M - 1 at all 
n 
boundary points of Rn that lie in D. Also, E1 is the set 
of points of measure zero on Cw that are mapped to boundary 
points of Rn lying 1n C. Thus g(w) = f(<jl(w)) has Fe.tou 
·value equal to MN - 1 in modulus almost everywhere on cw. 
By considering the Po1.sson integral representation of 
. g(reit) = 2~ L:Pr(e - t) g(eit) dt, we see lg(w) I S MN t 
/ 
throughout Dw. But then I f(z) I 5. MN - 1 = L throughout 
G1 = RN, contrary to the definition of RN. 
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In either case we obtain a contradiction and so g(w) is 
unbounded in Dw' which implies f(z) is unbounded in G* d 1 an . 
hence in G1 • Thus the open set of all points of G1 at which 
lf(z)I ) L + 1 is not empty. Letting G2 be a component of 
this set, we conclude as above that f(z) is unbounded in G2 • · 
Continuing in this manner, we obtain a sequence of nested 
subregtons Gn d Gn+t such that for n :::r 1, 2, 3, ••• , lf(z)I 
> L + n, for z E: Gn. We pick z1 E G1 , z2 E G2 - {z1} , ••• , 
zn 6 Gn - { z1 , ••• , zn_1}, • • • • Next we join z1 to z2 by, a 
Jordan arc Kt lying in Gt, join z2 to z 3 by a Jorden arb K2 
lying in G2 and having no point exoept z2 in common with K1 , 
and in general, join zn to zn+l by a Jordan arc Kn lying in . 
Gn and having no point except zn in common with K1 U K2 U 
00 
••• U Kn... Thus we obtain the path P ::s U K in D wi.th · 
n=t n 
initial point z1 • 'l'he path P converges to C since 11m min 
n ~QCJ z€'.Kn • 
If ( z) I = m while f is analytic in D. Therefore P is a 
boundary ,path in D whose end is a single point along which 
f(z) ~ ~ •. Finally, Theorem 2.2 implies f(z) has a Fatou 
point at which· the corresponding Fatou value 1s oo. 
CHAPTER V 
SUMMARY AND OFEN QUESTIONS 
Normal families had their beginning in 1912 with Paul 
. Mon tel. Although normal functions are defined in terms of 
normal faMil1es, they did not have their formal beginning 
until 1957 when Lehto and Virta.nen extended the Lindelof 
property to meromorphic functions by requiring them to be 
normal. For this reason we devoted Chapter II to the study 
of their important pa.per. Is is an attempt to improve the 
readability of the Lehto-Virtanen paper and to make it more 
accessible to graduate students in mathematics. Besides the 
theorem involving the Lindelof property and another theorem 
which acts es a lemma for this result, this chapter contains 
two other theorems, both of which characterize normality in 
terms of the spherical derivative. Many of the simpler 
properties of normal functions found in the Lehto ... Virtanen 
paper are contained in Chapter III, as well as examples of 
functions which are normal and some which are not. 
The major results on normal functions which have been 
published s1.nce 1957 are contained in Chapter IV. Rather 
than discussing them chronologically, we found it more 
natural to divide them into five categories. Included 1n 
the first ca.tegory are those results related to Lappan's 
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(21) equating normality to uniform p-d continuity, as well 
as Gauthier's (15) characteriza,t1ons involving p- and P-
po1nts. Results of Bagemihl and Seidel (1,2) which genera-
lize and shed further light on several of the theorems in 
Chapter II make up section two. The next section includes 
several results which lea.ct up to Brown and Gauthier• s ( 6} 
relating normal functions to functions which ha.ve eq.ual · 
cluster sets oh equivalent sets in the disk. Another sec-
tion is devoted to characterizations of normal functions in 
terms of the spherical derivative, with emphasis being given 
to Lappan's (2J) five-point theorem. A final section con-
tains several miscellaneous results. Included here are two 
theorems which extend results for bounded and analytic func-
tions to normal rneromorphi.c functions. 
We list below some of the questions which have arisen 
during the preparation of this d1ssertat1on and .which have 
not yet been answered. 
Question 5.L Let f(z) be meromorphic and riormal in 
lzl < 1 and let n(r) denote the number of poles in lzl S.r. 
Is it true that 
n(r) = 0(1/{1 - r)) 
where r tends to 1 from the left (32)? 
Question ,5.2. Let f(z) be meromorphic in lzl < 1. Let 
&f(z) denote the radius (measured as the angle from the cen-
ter of the sphere) of the largest schlicht disk around f(z) 
on the Riemann image surface, considered as a covering of 
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the HlemHnn sphere. It is known that supfor(Z)• lzl < 1} < 
11-/J implies that f(z} is normal. Is -rr/3 best possible (32)? 
Question 5.4. It 1.s an open question whether the 
existence of a nonconstant function f(z), meromorphic and 
normal in D, implies there do not exist sequences {zn} and 
{ Pn} with zn <e. D, Pn 2. 0, Pn ~ o+, such that 
lim f(zn + Pns) = g(') 
no+oo 
locally uniformly int, where g(~) is a nonconstant mero-
morphic function 1.n t, the finite complex plane (7, p. 51}. 
Question 5.5. Must a function which is harmonic and 
normal possess asymptotic values on a den,se set of the unit 
circle (21)? 
Question 5.6. If the answer to Question 5.5 is affirm-
ative, then must a function which is harmonic and normal 
have Fatou points? If so, must these constitute a dense 
subset of the un1t circle (21)? 
We note ~re that the answer to Question 5.6 is yes for 
normal analytic functions (J). 
Question 5.7. A function f(z) analytic in D is uni-
formly normal 1f, for each M > 0, there exists a finite num-
ber K > O such that for each z 0 E D, p( z, z0 ) < M implies 
If ( z) - f( z0 ) I < K. Let u and v be harmonic functions. If 
u and v are both normal, then is f(z) = u(z) +iv(z) uniform-
ly normal (21)? 
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Question 5.8. If u and v are harmonic functions and if 
f(z) = u(z) + iv(z) is uniformly normal, can anything be 
said about the asymptotic values of u(z) and v(z) ,·or about 
the Fatou values of u(z) and v(z), in addition to the 
answers to Que st1ons 5. 7 and 5. 8 ( 21)? 
In view of the open questions and the articles re-
searched in this thesis, there appear to be several trends 
in the study of normal functions. The first one is to 
invest112;ate what propert1.e s are possessed by normal harmonic 
functions, and in particular, to extend, if possible, the 
properties of normal Emalytlc functions to normal harmonic 
I 
. functions. Also, in the mf.'lthematlcal journals more emphasis 
is beinp: p;iven to the m~iny variationR of normality, such as 
a-normal (12), nee-normal (J4), finitely normal (31), very 
norm.A 1 ( 4, 22) , and . weakly normal ( 24) , which though beyond 
·the scope of this thesis, may well achieve more prominence 
in the future. 
BIBLIOGRAPHY 
(1) Bagemihl, F. and W. Seidel. "Behavior of Meromorphic 
Functions on Boundary Paths, With Applications to 
Normal Functions. 0 Arch. Math., Vol. 11 (1960), 
263-269. - -
(2) Bagemihl, F. and W. Seidel. "Sequential and Contin-
uous Limits of Meromorphic Functions." Ann. 
Acad. Sci. Fenn. Ser. A. I., No. 280 (19bOT, 
1-17. - - - - -
( 3) Bagemihl, F. and W. Seidel. "Koe be Arcs and Fatou 
Points of Normal Functions. 11 Comm. Math. Helv., 
Vol. 36 (1961), 9-17. ~ ~ ~ 
(4) Bash, David W. "The Sum of Normal Functions and Very 
Normal !"unctions." Comment. Math. Univ. St. 
Paul., Vol. 2t (1972-1973), 1~ ~ ~ 
( 5) Bash, David W. "Sums and Products of Normal Func-
tions." Cenad. J. Math., Vol. 24 (1972), 261-
269. 
(6) Brown, Leon and Paul Gauthier. "Cluster Sets On a 
Banach Algebra of Non-tangential Curves. u Ann. 
Acad. Sci. Fenn. Ser. A. I., No. 460 (1969)-;-T-4. ------. 
(7) Campbell, Douglas M. and Gene Wickes. 11 Characteriza-
tions of Normal Meromorphic Functions." 
(Unpublished pa.per.) Provo, Utah: Brigham Young 
University, Department of Mathematics, 1978. 
(8) Caratheodory, c. Theory .£f Functions of~ Complex 
Variable, Vol. II. New York1 Chelsea Publishing 
Company, 1954. 
(9) Choike, James R. "On the Asymptotic Boundary Behavior 
of Functions Analytic in the Unit Disk." Nagoya 
Mathematical Journal, Vol. 67 (1977), 1-1.J. 
(10) Collingwood, E. F. and A. J. Lohwater. The 'I'heory of 
Cluster Sets. Cambridge: Cambridge University 
Press, 1~ 
(11) Conway, John B. Functions of One Complex Vari.able. 








Dre.gosh, Stephen. "The Spherical Derivative of 
Meromorphic Functions." Journal Fur die Reine 
und Angewandte Mathematik, Vol. 252 (1972), 
5t-67. . . 
Fuchs, W, H~ J. Topics 1!l !b!, Theory !2!. Functions ,2!. 
~ CQ11lplex Variable. Pri~oeton, New Jerseys 
D. Van Nostrand Company, Inc., 1967. 
Gattegno, c. et A. Ostrowski. Representation 
Confo:rme a la Frontiere Domaines Giniraux. 
Peri s , 19T;.9-;-
Gauthier, Paul. "A Criterion for Normalcy." Nafioya 
· ·Mathematical Journal, Vol. 32 (1968), ~77-2 2. 
Gavr11ov, V. I. "On the Distribution of Values of 
Functions Meromorphic in the Unit Circle Which 
Are Not. Normal." Math. Sb,, Vol. 67 (1965), 
408-427. - - . 
Hayman, W. K. and D. A. Storvick. "On Normal Func-
tions." ~· London~· s9c., Vol. J (1971), 
193-194. 







New York1 Blaisdell Publishing Company, 1959, 
Lappan, Peter. "Non-normal Sums and Products of 
Unbounded Normal Functions." Michigan !1.!!h· 
Journal, Vol. 8 (1961), 187-192. 
Lappan, Peter. ."Some Sequential Properties ·or Normal 
and Non-normal Functions With Applications to 
Automorphic Functions." Comm. Math. Univ. 
Sanct1 :Pauli, Vol. 12 (1901IT:' 41-47. -
Lappan, Peter. nsome Results on Harmonic Normal . 
Functions." Math. Zeitschr., Vol. 90 (1965), 
155-159· -
Lappan, Peter. "Fatou Points of Harmonic Normal 
Functions. and Uniformly Normal Functions." 
Math. z-, Vol, 102 (1967), 110-114. - -
Lappap, Peter. "A Criterion for a Meromorphic Func-
tion to be Normal." Comm. Math. Helv., V;ol. 49 
' (i974). 492-495. - - -
Lehto, o. and K. I. Virtanen. "Boundary Behavior and 
Normal Meromorphic Functions." Aota Mathepiatiea, 
Vol. 97 (1957), 47-65. 
97 
(25) Lohwater, A. J, "Boundary Behavior of the Derivative 
of a Schlicht Function." Soviet Math. Dokl., 
Vol. 11 (1970), 1620-1622. . - -
(26) Lohwater, A. J. and Ch. Pommerenke. "On Normal 
Meromorphic Functions." Ann. Acad • .§.21. ~· 
.§.£!:. !• !•, No. 550 (1973J.t-U.-
(27) MacLe.ne, G, R. "Asymptotic Values of Holomorphic 
Functions." Rice Univ. Studies, Vol. 49 (1963), 
No. t, t-83. ~ ~ . 












Nevanlinna, Rolf anrl V. Paatero. Introduction to 
Complex Analysis. Reading, Massachusetts:-
Addison-Wesley 'Publishing Company, 1969. 
Noshiro, K. "Contributions to the Theory of Meromor-
phic Functions in the Unit Circle." J. Fae. Sc. 
Hokkaido .!l.!'ll.!·, Vol. 7 (1938), 149-159. - -
Pommerenke, Ch. "On Bloch Functions." J. London 
~· .§.££•, ( 2) , Vol. 2 ( 1970), 689-:695, 
Pommerenke, Ch. "Problems in Complex Function 
Theory." !ll!l!. London Ma th. Soc. , Vol. 4 ( 1972) , 
J54-J66. 
Seidel, w. and J. L. Walsh. "On the Derivative of 
Functions Analytic ln the Unit Circle and Their 
Rad11 of Univalenoe and of p-valence."· Trans. 




"Neo-norrnal Functions in Arbitrary 
Nagoya .t1!1t!. J. , Vol. 48 ( t 972) , 
Tsuji, M. Potential Theort l!l Modern Function Theory. 
New York1 Chelsea Pu lishing Company, 1975. 
Valiron, G, "Sur les S1ngularit6s des Fonct1ons 
Holomorphes Dans ·un Cercle." C •. R. Acad. Sci. 
(Paris), Vol. 15 (19J4), 2065.;.'206?. - -
Yamashita, Sh1nji. "On Normal Meromorphic Functions." 
!1!.!t!• ~.,Vol. 141 (1975), 139-145. 
Yos1da, K. "On a Class of Meromorphic Functions." 
~·Phys.~·..§££. Japan, Vol. 16 (1934), 
227-235. 
VITA 
Joan E. Palsme1er Bell 
Candidate for the Degree of 
Doctor of Education 
Thesisa THE DEVELOPMENT OF NORMAL FUNCTIONS 
Major F1elda Higher Education 
Biograph1ca11 
Minor Field• Mathematics 
Personal Dataa Born in Wichita, Kansas, January 10, 
19.51, the daughter of Theodo.re 1N. arid Anne. M. 
Palsme1er. 
Eduoation1 Graduated from Conway Springs High School, 
Conway Springs, Kansas, in 1969r received the 
Bechelor of Science degree from Sacred Heart 
College (now Kansas Newman College), Wichita, 
Kansas, in May, 1973, with a aajor in .mathematiosr 
received the Master of Science degree trom 
Oklahoma State University, Stillwater; Oklahoma, 
in May, 1975, with a major 1n mathematics; 
completed requirements for the Doctor of Education 
degree at Oklahoma State University in July, 1979 . 
. Professional Experiences Graduate Teaching Assistant,. 
Oklahoma State University, Department of Mathe-
matics, Stillwater, Oklahoma, 1973-1977• 
Professional Organizations a Member of Pi Mu Epsilon 
Mathematics Fraternity, The Mathematical 
Association of America, and Kappa Delta Pi. 
