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Abstract
Recent years has seen a surge of interest in building learning machines through adver-
sarial training. One type of adversarial training is through a discriminator or an auxiliary
classifier, such as Generative Adversarial Networks (GANs). For example, in GANs, the
discriminator aims to tell the difference between true and fake data. At the same time, the
generator aims to generate some fake data that deceives the discriminator. Another type
of adversarial training is with respect to the data. If the samples that we learn from are
perturbed slightly, a learning machine should still be able to perform tasks such as classi-
fication relatively well, although for many state-of-the-art deep learning models this is not
the case. People build robust learning machines in order to defend against the attacks on
the input data.
In most cases, the formulation of adversarial training is through minimax optimiza-
tion, or smooth games in a broader sense. In minimax optimization, we have a bi-variate
objective function. The goal is to minimize the objective function with respect to one vari-
able, and to maximize the objective function with respect to another. Historically, such
a problem has been widely studied with convex-concave functions, where saddle points
are a desirable concept. However, due to non-convexity, results with convex-concave func-
tions would often not apply to adversarial training problems. It becomes important to
understand the theory of non-convex minimax optimization in these models.
There are mainly two focuses within recent minimax optimization research. One is
on the solution concepts: what is a desirable solution concept that is both meaningful in
practice and easy to compute? Unfortunately, there is no definite answer for it, especially
in GAN training. Besides, since non-convex minimax optimization includes non-convex
minimization as a special case, there is no known efficient algorithm that can find global
solutions. Therefore, local solution concepts, as surrogates, are necessary. Usually, people
use local search methods such as gradient algorithms to find a good solution. So such
concept must be at least stationary (critical) points. Based on the notion of stationarity,
a solution concept called local minimax points is recently proposed. Local minimax points
include local saddle points and they are stationary points at the same time. Moreover,
they correspond to the well-known Gradient Descent Ascent (GDA) algorithm to some
extent. I provide a comprehensive analysis of local minimax points, such as their relation
with global solutions and other local solution concepts, their optimality conditions and the
stability of gradient algorithms at local minimax points. My results show that although
local minimax points are good surrogates of global solutions in e.g. quadratic functions,
we may have to go beyond this minimax formulation since gradient algorithms may not be
stable near local minimax points.
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Another focus of recent research in the area of minimax optimization is on the algo-
rithms. Including GDA, many old and new algorithms are proposed or analyzed for non-
convex minimax optimization. Convergence rates and lower bounds of gradient algorithms
are given, improved and compared. Compared to these noticeable contributions, my work
focuses more on the stability side of these algorithms, as it is widely-known that gradient
algorithms often exhibit some cyclic behaviour around a desirable solution in e.g. GAN
training. I use the simplest bilinear case as an illustrative model for understanding the
stability. I show that for a wide array of gradient algorithms, updating the two variables
one-by-one is often more stable than updating them simultaneously. My stability analysis
for bilinear functions can also be extended to general non-linear smooth functions, which
allows us to distinguish hyper-parameter choices for more stable algorithms.
Finally, I propose new algorithms for minimax optimization. Most algorithms use gra-
dient information for local search, with few exceptions that use the Hessian information as
well to improve stability. I give a synthetic view of the convergence rates of current algo-
rithms that use second-order information, and propose Newton-type methods for minimax
optimization. My methods alleviate the problem of ill-conditioning in a local neighbor-
hood, which is inevitable for gradient algorithms. This claim is proved by my theory and
verified in my experiments.
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Deep neural networks have become the default model for extracting features from data,
due to their power to approximate arbitrary functions. Deep models are versatile: people
use them to classify images, to embed words, to take actions and to generate samples.
In the recent decade, there has been successful frameworks that combine several deep
neural networks to perform a task, including Generative Adversarial Networks (GANs)
(Goodfellow et al., 2014) and Domain Adversarial Neural Networks (DANNs) (Ganin et al.,
2016). Such frameworks are known as adversarial training models: there is an auxiliary
adversarial network that rectifies the behavior of the main network of interest when it does
not perform well.
Another recent trend of modern machine learning is regarding its robustness w.r.t. data.
Since neural networks are often over-parametrized, there is a danger that they are over-
fitting and only memorizing the dataset. If the samples are slightly perturbed, then the
performance of a neural network could be severely degraded (Madry et al., 2018). This
limits the application of deep models into the real world: imagine a self-driving car can
distinguish pedestrians and stop signs during training, but if the performance decreases
quickly at a slightly different scene not met before, then such a system could not be used
in real applications. In order for a deep neural network to perform well with perturbation
of data, there has been a series of research works on robust deep models (e.g. Goodfellow
et al., 2015; Madry et al., 2018; Cohen et al., 2019).
Undoubtedly, optimization is the backbone of machine learning in terms of searching for
good model parameters. In deep learning, model parameters are often vectors in Euclidean
space, and thus continuous optimization is needed. Different from conventional optimiza-
tion where the focus is mainly on minimizing a single convex function, there are two new
1
challenges brought by modern machine learning: the objective function is non-convex and
the problem is minimax optimization. Specifically, for the applications I mentioned above,
different variables are competing with each other: for the same objective function, we may
want to maximize it w.r.t. one variable, and minimize it w.r.t. another. The non-convexity
of deep models adds to the difficulty of understanding such optimization, which is still a
popular research topic.
In this chapter, I will first introduce adversarial training models which are recently
proposed, including learning machines that are robust to sample perturbation. Then I
abstract away the exact formulation and define the general optimization problem. I will
study this problem in later chapters.
1.1 Adversarial Training Models
In this section I introduce a few adversarial training models, including Generative Adversar-
ial Networks and Domain Adversarial Training, and also an adversarial training procedure
for achieving robustness against perturbations of the input. For the first two types of mod-
els, there is an auxiliary adversary that helps the main task by doing some discrimination
or classification. For the adversarial training procedure, the adversary instead perturbs the
samples so as to make sure the model performs well against the worst case perturbation.
1.1.1 Generative Adversarial Networks
Generative Adversarial Networks (GANs) have been a very popular model for generating
images from Gaussian noise (Goodfellow et al., 2014). The basic design of a GAN ar-
chitecture has a generator G(θg, ·) and a discriminator D(θd, ·), which are neural network
functions, with parameters θg and θd. The generator takes a Gaussian noise as input and
outputs a synthetic image. The discriminator takes an image and determines whether it
is a real image or is generated from the generator. Through optimization, we want the
generator to generate some images that are very close to the real images such that the






V (θg, θd) := Ex∼pdata [logD(θd, x)] + Ez∼pz [log(1−D(θd, G(θg, z)))], (1.1)
where pdata is the real distribution and pz is a latent distribution such that the push-
forward G#pz would approximate the distribution pdata. D(θd, ·), called the discriminator,
2
Figure 1.1: An illustration of GAN training. pz is a latent distribution and the generator
G takes a sample from pz and generate some image. The discriminator tells whether the
image is synthetic or real. The generated image sample is taken from StyleGAN (Karras
et al., 2019).
is a function from an image to a probability between 0 and 1. According to this objective,
for x ∼ pdata, the discriminator would prefer D(θd, x) = 1 and for z ∼ pz the discriminator
would prefer D(θd, G(θg, z)) = 0. Therefore, the role of the discriminator is to distinguish
real data pdata from synthetic data G#pz. On the other hand, the generator tries to
fool the discriminator such that the discriminator cannot tell the difference. Figure 1.1
gives an illustration of this learning scheme. Ideally, a successful generator would give
D(θd, x) = D(θd, G(θg, z)) = 0.5 for any z ∼ pz and x ∼ pdata.






where pg is the distribution of G(θg, z) with z ∼ pz and x is on the support supp(pdata) ∪
supp(pg). We use θ
∗
d(θg) to denote that the optimal value θ
∗
d depends on the choice of θg.
With this notation, we have
V (θd, θg) ≤ V (θ∗d(θg), θg). (1.3)
Suppose the inner maximization problem is solved. We need to find parameter θ∗g such
that for any parameter θg, we have:
V (θ∗d(θg), θg) ≥ V (θ∗d(θ∗g), θ∗g). (1.4)
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In fact, the minimization of V (θ∗d(θg), θg) is equivalent to the minimization of the
Jensen–Shannon (JS) divergence between pg and pdata. It is possible to replace the JS
divergence with other discrepancy terms between two distributions, such as the broader
class of f -divergences (Nowozin et al., 2016), the Wasserstein distance (Arjovsky et al.,
2017), the maximum mean discrepancy (Li et al., 2017) and the Sobolev integral proba-
bility metric (Mroueh et al., 2018). These generalizations follow the same pattern as (1.3)
and (1.4), i.e., we first optimize a discriminator fixing the generator, and then minimize the
maximum over the generator. This can be interpreted as the problem of finding a global
minimax point, as I will demonstrate in Section 2.1.
1.1.2 Domain Adversarial Training
Similar to GANs, domain adversarial training of neural networks (DANN, Ganin et al.,
2016) is another type of adversarial training models that aims to solve the problem of
unsupervised domain adaptation. In this problem, there is a source domain (i.e. a source
distribution), for which we know the labels, and a target domain (i.e. a target distribution),
where we only have unlabeled samples. For example, we could have labeled synthetic
images generated from computer graphics as a source domain, and unlabeled real images
taken from the real world as a target domain. The goal of unsupervised domain adaptation
is to find a feature embedding G(θg, ·), usually represented with a neural network, such
that the push-forwards of the source and target distributions are similar, i.e.,
G#pS|x ≈ G#pT |x, (1.5)
where pS and pT denote the (joint) source and target distributions, and pS|x and pT |x
denote the marginal source and target distributions on the input. G#pS|x and G#pT |x
denote the push-forward distributions of pS|x and pT |x separately. Based on this feature
embedding, any classifier that performs well on the source domain should perform well on
the target domain.
Denote X as the input space and Z as the feature space (a subset of a Euclidean space).
The framework of DANN has three parts: a feature extractor G : X → Z as we mentioned
before; a classifier C that takes a hidden vector in Z and outputs a label; a discriminator D
which tells whether a hidden vector in Z is from the source domain or the target domain.
Through optimization, we want the feature extractor to satisfy (1.5), and also the classifier
C to be able to predict the label from the input, no matter whether it is from the source
domain or the target domain. In such a case, the discriminator D would not be able to
tell whether a feature is from the source domain or the target domain. This is a minimax
4
Figure 1.2: An illustration of the DANN framework. The feature embedding G encodes
samples from the source and target domains in such a way that the discriminator D would
not be able to tell the difference. Therefore, a good source classifier C based on the feature
embedding G can also be applied to the target domain. Images taken from Bermúdez-
Chacón et al. (2019).





V (θg, θc, θd) := E(x,y)∼pS [`(y, C(θc, G(θg, x)))]+
+ λ
(




where `(y, ŷ) is a loss function that tells how good the prediction ŷ is compared to the
ground truth y, and we use θd, θc, θg to denote the parameters of the neural network
functions D, C and G.
We note that the second line of (1.6) resembles the GAN formulation in (1.1). If the




(G#pS|x)(z) + (G#pT |x)(z)
, (1.7)
where G#pS|x and G#pT |x are the distributions of G(θg, x) with x ∼ pS|x and x ∼ pT |x
respectively, and z is on the support supp(G#pS|x) ∪ supp(G#pT |x). The optimal value
θ∗d depends on the choice of θg, and we have:
V (θd, θg, θc) ≤ V (θ∗d(θg), θg, θc). (1.8)
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V (θ∗d(θg), θg, θc) ≥ V (θ∗d(θ∗g), θ∗g , θ∗c ), (1.9)
for any parameters θg and θc. The minimization of V (θ
∗




E(x,y)∼pS [`(y, C(θc, G(θg, x)))] + λDJS(G#pS|x‖G#pT |x), (1.10)
where DJS is the Jensen–Shannon (JS) divergence between two distributions. Namely, we
are minimizing both the classification loss on the source domain, and the JS divergence
between the feature embedding of the source domain and the target domain. This has
close relation with the domain adaptation theory by Ben-David et al. (2010).
There are many follow-up works after Ganin et al. (2016) on unsupervised domain
adaptation, using adversarial training, such as Shu et al. (2018), Long et al. (2018), Hoffman
et al. (2018), Zhang et al. (2019), Acuna et al. (2021), and Shen et al. (2018). Specifically,
Acuna et al. (2021) consider generalizing the use of JS divergence to the more general f -
divergences, and Shen et al. (2018) consider replacing the JS divergence with Wasserstein
distance. In these works, the parameters are solved through a minimax game, similar to
(1.6), (1.8) and (1.9).
1.1.3 Adversarial Robustness
Deep neural networks have been more and more widely used in many areas of machine
learning, such as computer vision and natural language processing. They are powerful
models for feature embedding and classification. At the same time, they are fragile. It has
been observed that for many trained neural network classifiers (Szegedy et al., 2014), small
perturbations of the samples would decrease the performance significantly (see Figure 1.3),
which is undesirable for real-life tasks such as autonomous driving. Efficient attack methods
such as Fast Gradient Sign Method (FGSM) (Goodfellow et al., 2015) and multi-step
projected gradient descent (Madry et al., 2018), and the corresponding defense methods
for robust neural networks have been designed. Specifically, Cohen et al. (2019) give
certified robustness through the method of randomized smoothing.
The attack and defense w.r.t. the sample perturbation can be formulated as a minimax
game, similar to (1.1) and (1.6). In such a game, the defender aims to find a robust neural
network that can classify samples for any small perturbations, and the attacker aims to find
6
Figure 1.3: Deep neural networks are fragile under small adversarial perturbations in the
sense that the prediction label changes even though the image barely changes from human
eyes. Image taken from Madry (2019).






`(y, C(θ, x+ δ))], (1.11)
where pdata is the sample distribution, `(y, ŷ) is a loss function that tells how good the
prediction ŷ is compared to the ground truth y, C(θ, x) is a classification neural network
with parameter θ and sample x, and S is the set of allowed perturbations. Usually, S can
be `2 or `∞ norm balls.
The task of training a robust classifier can be treated as solving (1.11) in the following
way. For a given parameter θ, we find the worst perturbation (possibly set-valued) function
δ∗(θ, ·) : supp(pdata)→ S, such that:
E(x,y)∼pdata [max
δ∈S
`(y, C(θ, x+ δ))] ≤ E(x,y)∼pdata [`(y, C(θ, x+ δ
∗(θ, x, y)))], (1.12)
this is equivalent to saying that given θ, for any (x, y) ∈ supp(pdata), we have:
max
δ∈S
`(y, C(θ, x+ δ)) ≤ `(y, C(θ, x+ δ∗(θ, x, y))). (1.13)
After the worst-case perturbation function is found, we want to find an optimal classifier
θ∗ such that for any θ, the following holds:
E(x,y)∼pdata [`(y, C(θ, x+ δ
∗(θ, x, y)))] ≥ E(x,y)∼pdata [`(y, C(θ
∗, x+ δ∗(θ∗, x, y)))]. (1.14)
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What we have mentioned in the problem above is making a perturbation for each
sample. It is also possible to treat the samples as a distribution and study the distribution
shift. This is called distributional robust optimization (DRO). Sinha et al. (2018) proposed






DRO(θ, p) := E(x,y)∼p[`(y, C(θ, x))]− γW (p, pdata), (1.15)
where W is the Wasserstein distance (see e.g. Sinha et al. (2018)), C(θ, ·) is the model
classifier given an input, and ρ > 0, γ > 0 are hyperparameters. In such a formulation,
we first find an adversarially perturbed distribution and then find the parameter θ for
(certified) robustness. Namely, we find the adversarial distribution p∗(θ) such that for any
distribution p, we have:
DRO(θ, p) ≤ DRO(θ, p∗(θ)), (1.16)
and then we find a robust model parameter θ∗ such that:
DRO(θ, p∗(θ)) ≥ DRO(θ∗, p∗(θ∗)). (1.17)
1.2 Minimax Optimization
From the examples above, one can abstract away the exact task and focus on the opti-
mization problem. In general, we have a smooth function f : X ×Y → R and the minimax






The domains of variables X and Y can be polymorphic. For example, for GANs and
DANNs, x and y are parameters of neural networks, and thus X and Y are Euclidean
spaces. For adversarial robustness in (1.11), Y is the set of functions whose values are
bounded.
While the problem (1.18) has been studied a long while ago for convex-concave functions
(Nemirovsky and Yudin, 1983), recent tasks impose new challenges for the non-convex
settings. Since neural network functions are non-convex, knowledge of optimization for
convex problems cannot be applied on the more general problem (1.18).
There are mainly two questions regarding the minimax game (1.18). One is:
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What is the solution we are trying to find?
From our examples in Section 1.1, the problem (1.18) is solved as bi-level optimization.
Given x, one finds the optimal variable y∗(x) such that:
f(x, y) ≤ f(x, y∗(x)), ∀y ∈ Y , (1.19)
and then f(x, y∗(x)) is minimized so that the minimizer x∗ can be found:
f(x, y∗(x)) ≥ f(x∗, y∗(x∗)), ∀x ∈ X . (1.20)
As we will see in Section 2.1, the solution (x∗, y∗(x∗)) is known as the global minimax
point. Another important question is:
What is a good algorithm for finding the solution?
If we constrain the definition of “a solution” to be global minimax points, there is no
efficient algorithm for it in general for nonconvex-nonconcave functions. This is because
even finding the optimal y∗(x) given x is a non-convex maximization problem and thus
NP-hard (Murty and Kabadi, 1987). Therefore, one has to look for other surrogates of
global minimax points, and associated algorithms have to be designed and analyzed. I will
discuss these problems in following chapters.
1.2.1 General-Sum Games
We can also regard (1.18) as a zero-sum game: we can consider f(x, y) as a utility function
of y and −f(x, y) as a utility function of x. Each player aims to maximize its own utility
function, and the sum of utility functions is always zero. It is possible to extend zero-sum
games to general-sum games. Suppose the utility functions of x and y are −f1(x, y) and




∗(x)), y∗(x) ∈ argmax
y∈Y
f2(x, y). (1.21)
This is also known as bi-level optimization (Anandalingam and Friesz, 1992). In such a
case, f1 and f2 do not have to be equal. This is a more general formulation than the zero-
sum minimax game, and thus finding (or even defining) a good solution is more difficult.
There are real applications where the problem can be formulated as a general-sum game
but not a zero-sum game. For example, in neural architecture search (Liu et al., 2018) and
9




Lval(θ∗(α), α), θ∗(α) ∈ argmin
θ
Ltrain(θ, α), (1.22)
where α denotes the hyperparameters and θ denotes the model parameters. Ltrain and
Lval are the training loss and the validation loss. We first train a model given some
hyperparameters, and then tune the hyperparameters automatically based on the validation
loss.
1.2.2 Roadmap
In the following chapters, I will focus on minimax optimization although parts of the results
can be extended to general-sum games as well. Chapter 2 talks about global and local
solution concepts in nonconvex minimax optimization; Chapter 3 is about the stability of




In the first chapter we have seen several problems in machine learning where (nonconvex)
minimax optimization is relevant. In these problems, we have a bi-variate function f(x, y),
and the optimal solution is defined in the following way: first, we find y∗(x) such that:
y∗(x) ∈ argmax
y∈Y
f(x, y), x∗ ∈ argmin
x∈X
f(x, y∗(x)). (2.1)
Such a solution is called a global minimax point, as we will see in Section 2.1.
In this chapter I further explore global minimax points and their relation with the
more widely-known global saddle points in Section 2.1. Since global minimax points are
difficult to find, I study local solution concepts in Section 2.2 as surrogates of the global
solutions. I explore optimality conditions of local solutions in Section 2.3. Since we used
local optimal solutions as surrogates, it is important to understand the relation between
local and global solutions, which I study in Section 2.4 for quadratic games. I find that
in quadratic games local and global solutions are in some sense equivalent, but this is not
true in general non-convex-non-concave cases.
We assume X ⊆ Rn and Y ⊆ Rm are subsets of Euclidean spaces.
2.1 Global Solution Concepts
In this section we study two global solution concepts for minimax optimization: global
saddle points and global minimax points. In game theory, they are also called Nash equi-
libria and Stackelberg equilibria. Saddle points are widely studied when the function f
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is convex-concave. However, in general non-convex-non-concave (NCNC) cases, they may
not even exist. Global minimax points are a broader solution concept. They include global
saddle points and are better suited for NCNC minimax optimization.
2.1.1 Global Saddle Point
In the convex setting, the following solution concept is well-known:
Definition 2.1.1 (global saddle point). We call (x?, y?) global saddle if for all x ∈ X
and y ∈ Y:
f(x?, y) ≤ f(x?, y?) ≤ f(x, y?). (2.2)
In other words, we simultaneously have:
x? ∈ argmin
x∈X
f(x, y?), y? ∈ argmax
y∈Y
f(x?, y). (2.3)
Global saddle points correspond to Nash equilibria (Nash, 1950), where each player has
no incentive to deviate from his/her current strategy even after knowing the opponent’s
strategy exactly.
2.1.2 Global Minimax Point








For envelope functions, we allow f̄ to take value +∞ and
¯
f to take value −∞. Defini-
tion 2.1.2 occurs if one player is doing robust optimization. For example, x could minimize





On the other hand, player y simply maximizes f(x, ·) given any x ∈ X . This leads imme-
diately to the following solution concept:
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f̄(x), y∗ ∈ argmax
y∈Y
f(x∗, y). (2.6)
In other words, for all x ∈ X and y ∈ Y:
f(x∗, y) ≤ f(x∗, y∗) = f̄(x∗) ≤ f̄(x). (2.7)
Similarly, we call (x∗, y∗) ∈ X × Y global maximin if
y∗ ∈ argmax
y∈Y ¯
f(y), x∗ ∈ argmin
x∈X
f(x, y∗). (2.8)




f(y∗) = f(x∗, y∗) ≤ f(x, y∗). (2.9)
The concept of global minimax points is used widely in adversarial training, as we have
seen in Section 1.1.
Remark 2.1.4 (difficulty of finding global minimax points). Although the notion of
global minimax is well-defined, it suffers from some major issues once we enter the NCNC
world:
• We are not aware of an efficient algorithm (Murty and Kabadi, 1987) for finding a
global minimizer x∗ for the nonconvex function f̄ . This can be mitigated by contending
with a local minimizer or even stationary point.
• Given x∗, it is NP-hard to find a global maximizer y∗ for the non-concave function
f(x∗, y). While it is tempting to relax again to a local solution, this will unfortunately
affect our notion of optimality for x∗ in the first place. We will return to this issue
in the next section.
• The envelope function f̄ is not smooth even when f is. Although we can turn to
non-smooth optimization techniques, it will be inevitably slow to optimize f̄ .
If we define the “mirror” function f(y, x) = f(x, y), then (x∗, y∗) is global maximin
for f iff (y∗, x∗) is global minimax for − f. For this reason, we will limit our discussion
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mainly to minimax. Such a definition arises in the optimization literature as well since






We note that the ordering of x and y, i.e. which player moves first, matters: for instance,
to get a global minimax pair (x∗, y∗), we must first find x∗ and then conditioned on x∗ we
find the “certificate” y∗. In game-theoretic terms, this is also known as a Stackelberg game
(von Stackelberg, 1934), where x is the leader while y is the follower.






always holds. Strong duality, namely when equality is attained in (2.10), holds only under
stringent conditions. The following theorem easily follows from the definitions:
Theorem 2.1.5 (e.g. Facchinei and Pang 2007, Theorem 1.4.1). For any function f , the
pair (x?, y?) ∈ X × Y is global saddle iff it is both global minimax and global maximin iff
strong duality holds and
x? ∈ argmin
x∈X
f̄(x), y? ∈ argmax
y∈Y ¯
f(y). (2.11)
Let us give some examples to digest the definitions. In general, it is possible to find a
game where both global maximin and minimax points exist, but there is no saddle point:
Example 2.1.6 (both global minimax and maximin points exist; no saddle
point). Consider the bivariate function
f(x, y) = x4/4− x2/2 + xy (2.12)
defined on R × R. Global minimax points are clearly {0} × R with value 0. On the other









x4/4− x2/2 ≤ −1
4
, (2.13)
with equality attained at (±1, 0). Note that we have xy ≤ 0 in the first inequality since we
can always take x → −x to decrease the objective if xy > 0. The failure of strong duality
proves the non-existence of saddle points (Theorem 2.1.5).
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Note that given a global saddle pair (x?, y?), y? ∈ Y? := argmaxy∈Y f(x?, y) but not
every certificate ȳ ∈ Y? forms a global saddle pair with x?. This is known as “instability,”
which is the reason underlying the non-convergence of the gradient descent ascent (GDA)
algorithm (Golshtein, 1972; Nemirovsky and Yudin, 1983).
Example 2.1.7 (instability of GDA). Consider the bilinear (hence convex-concave)
f(x, y) = xy
defined on R × R. It is easy to verify that global minimax points are precisely the set
{0} × R while global maximin points are R × {0}. Taking the intersection we have the
unique global saddle point (0, 0). This bilinear function is unstable, since given x∗ = 0, not
every global minimax certificate (namely the entire R) forms a global saddle point with x∗.
The last iterates of GDA do not converge to the unique global saddle point for this function
with any (constant or not) step size, provided that it is not initialized at the saddle point
(Nemirovsky and Yudin, 1983, p. 211).
Another interesting example consists of quadratic games, which we completely classify
in Section 2.4. Below we give a one-dimensional example where there is no global maximin
or saddle point, but global minimax points exist.
Example 2.1.8 (global minimax points exist; no global maximin or saddle
points). Let f(x, y) = ax2 + by2 + cxy with a < 0, b < 0 and c2 ≥ ab. According to
the characterization in Theorem 2.4.1, f only admits global minimax points. Note that
for quadratic games, the existence of both global minimax and maximin points implies the
existence of a saddle point, in sharp contrast with Example 2.1.6.
From the example above, we see that even for simple quadratic games, saddle points
may not exist. In fact, unconstrained quadratic games are often given as typical examples
for NCNC minimax optimization (Jin et al., 2020; Daskalakis and Panageas, 2018; Ibrahim
et al., 2020; Wang et al., 2020). Locally, they can also be regarded as second-order ap-
proximations of any smooth function, and thus seem to be good representatives of NCNC
games. However, we will show in Section 2.4 that they are special in many aspects.
2.2 Local Solution Concepts
In the last section I studied global solution concepts. The biggest problem is that we do not
know efficient algorithms for finding them. Therefore, we have to resort to local solution
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concepts. The main concepts I present are local versions of saddle points and minimax
points in Section 2.1. Our results extend Jin et al. (2020). Specifically, we show that local
saddle points are a special subclass of local minimax points called uniformly local minimax
points. I will also discuss the relation between local and global minimax points.
Let us study definitions of local optimal points based on envelope functions and in-
finitesimal robustness (in the same spirit as Hampel (1974)). Compared to global optimal
points, for local versions, we assume that we only have access to local information of f ,
i.e., given a point (x, y), we only know f over a neighborhood N (x) × N (y). Therefore,
each player can only evaluate its current strategy by comparing with other strategies in
the current neighborhood, corresponding to the notion of a local minimum (maximum).
This can be achieved with the following local envelope functions. In the definition below,
we denote
N (y∗, ε) := {y ∈ Y : ‖y − y∗‖ ≤ ε}, (2.14)
as the intersection of Y with a ball of radius ε surrounding y∗ in Rm, and similarly for
N (x∗, ε). The exact form of the ball depends on the norm we choose.
Definition 2.2.1 (local envelope function). Fix a reference point y∗ ∈ Y and radius
ε ≥ 0, we localize the envelope function:







fε,x∗(y) is similar if we fix some x
∗ ∈ X .
2.2.1 Stationary Point
Perhaps the easiest way to define a local optimal solution for a differentiable function is to
say that it is a fixed point of gradient algorithms. In other words, (x∗, y∗) in the interior
of X × Y is locally optimal if:
∂xf(x
∗, y∗) = ∂yf(x
∗, y∗) = 0. (2.16)
This shares similarity with the stationary point x∗ of a differentiable uni-variate function
h(x), which satisfies:
∇h(x∗) = 0. (2.17)
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For the constrained minimization problem minx∈X h(x), a stationary point (Bertsekas,
1997) x∗ ∈ X is defined such that:
∇h(x∗)>(x− x∗) ≥ 0, ∀x ∈ X . (2.18)
This condition is equivalent to being a global minimum in the case when X and h are
convex. Similarly, we can define the stationary point for the minimax problem (1.18):
∂xf(x
∗, y∗)>(x− x∗) ≥ 0 ≥ ∂yf(x∗, y∗)>(y − y∗), ∀x ∈ X , y ∈ Y . (2.19)
The only difference with (2.18) is that the problem is a minimax game, and we are also
maximizing over y. If f is convex-concave, and both X and Y are convex, then a stationary
point is equivalent to a global minimax/global saddle point.
2.2.2 Local Saddle Point
In the NCNC setting, it is natural to consider local versions of saddle points (c.f. Defi-
nition 2.1.1) by localizing around neighborhoods N (x?, ε) and N (y?, ε). Below, when we
mention the local envelope functions f̄ε(x) and
¯
fε(y) (see Definition 2.2.1) the centers and
the neighborhoods are often omitted since they are clear from the context.
Definition 2.2.2 (local saddle). We call the pair (x?, y?) ∈ X × Y local saddle if there
exists ε > 0, such that for all x ∈ N (x?, ε) and y ∈ N (y?, ε), f(x?, y) ≤ f(x?, y?) ≤ f(x, y?).
In other words,
• Fixing x? then y? is a local maximizer of
¯
f0,x?(y) = f(x?, y);
• Fixing y? then x? is a local minimizer of f̄0,y?(x) = f(x, y?).
In the above definition, each player contends with the local optimality of its strategy
by comparing with other strategies in a neighborhood. For local saddle points, we can
WLOG take the norm ‖ · ‖ in the neighborhood definition (see (2.14)) to be Euclidean.
2.2.3 Local Minimax Point
We can now generalize the definition above. One player may not be aware of the exact
strategy of the opponent, and thus doing robust optimization, given a certain range of the
opponent’s strategy. If x is doing (a sequence of) local robust optimization and y is doing
usual optimization given the strategy of x, we have the following definition:
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Definition 2.2.3 (local minimax). We call (x∗, y∗) ∈ X × Y a local minimax point if




• Fixing y∗ then x∗ is a local minimizer of f̄εn,y∗(x) for all εn in some sequence 0 <
εn → 0.
Furthermore, if the neighborhood over which x∗ is a local minimizer of f̄εn can be chosen
to be independent of εn, then we call (x
∗, y∗) uniformly local minimax.
In the definition above, we defined uniformly local minimax points. By uniformity we
meant that the neighborhood N does not depend on the element in the sequence. We will
show a close relation between local saddle points and uniformly local minimax points in
Proposition 2.2.7.
Definition 2.2.3 reveals the asymmetric position between the two players x and y: y
needs only be a local certificate to testify the local optimality of x, but x only has an
inexact estimate of y and thus minimizes the envelope function f̄ε(x) as the worst-case
payoff. By switching the role of x and y we obtain a similar notion of local maximin.
In Proposition 2.2.6 we will see that Definition 2.2.3 has a seemingly stronger but
equivalent form. To help digesting the somewhat complicated definition, we mention the
following interpretation (e.g. Wang et al., 2020):
Theorem 2.2.4 (sufficient and necessary condition of local minimax when ∂2yyf is
invertible). Let X = Rn,Y = Rm and f : Rn → Rm be twice continuously differentiable.
Suppose ∂2yyf(x
∗, y∗) is invertible, then (x∗, y∗) is local minimax iff
• ∂yf(x∗, y∗) = 0, ∂2yyf(x∗, y∗) ≺ 0, and
• x∗ is a local minimizer of the total function f(x, y(x)) where the domain of y is an
open set that contains x∗ through the nonlinear equation
∂yf(x, y) = 0. (2.20)
Proof. Given that ∂2yyf(x
∗, y∗) is invertible, the first condition is clearly equivalent to y∗
being a local maximizer of f(x∗, ·). Consider the nonlinear equation (2.20), whose solution
is determined by the implicit function theorem as a continuously differentiable function
y(x) defined near x∗. Fix any ε. Since y(x∗) = y∗, shrinking the neighbourhood around x∗
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if necessary we may assume y(x) ∈ N (y∗, ε) so that f̄ε(x) = f(x, y(x)). Thus, if (x∗, y∗) is
local minimax, then for x near x∗:
f(x∗, y(x∗)) = f(x∗, y∗) = f̄ε(x
∗) ≤ f̄ε(x) = f(x, y(x)), (2.21)
so, x∗ is a local minimizer of the total function. Reversing the argument proves the converse.
We emphasize that, unlike the definition in Jin et al. (2020), we do not allow εn to take
0 in Definition 2.2.3 for two reasons: (a) This allows us to better separate local saddle from
local minimax; (b) It is unnecessary to have εn = 0, which we will see in Proposition 2.2.9.
We now show how to simplify Definition 2.2.3, starting with the following key lemma:
Lemma 2.2.5. Suppose y∗ maximizes f(x∗, y) over some neighborhood N (y∗, ε0). If x∗ is
a local minimizer of f̄ε,y∗ (for some 0 ≤ ε ≤ ε0), then it remains a local minimizer (even
over the same local neighborhood) of f̄N (x) := maxy∈N f(x, y) for any N (y∗, ε) ⊆ N ⊆
N (y∗, ε0).
Proof. We first note that since y∗ maximizes f(x∗, y) over N (y∗, ε0), we clearly have for
all y∗ ∈ N ⊆ N (y∗, ε0):
f̄N (x
∗) = f(x∗, y∗). (2.22)
Moreover, for any N ⊇ N (y∗, ε) and any x ∈ X :
f̄N (x) ≥ f̄ε,y∗(x) =: f̄ε(x). (2.23)
Since x∗ is a local minimizer of f̄ε, say over the neighborhood M, we have for all x ∈ M
and N (y∗, ε) ⊆ N ⊆ N (y∗, ε0):
f̄N (x) ≥ f̄ε(x) ≥ f̄ε(x∗) = f(x∗, y∗) = f̄N (x∗), (2.24)
i.e., x∗ is a local minimizer of f̄N (x) over the same local neighborhood M.
Note that in the lemma above we allow ε = 0. Lemma 2.2.5 reveals a key property of
the local minimax point in Definition 2.2.3: the norm in the neighborhood definition (see
(2.14)) is immaterial (since we can shrink the neighborhood using Lemma 2.2.5 without
impairing local minimaximality). In other words, the definition of local minimax points is
topological and it does not depend on the norm we actually choose.
Using Lemma 2.2.5 we can “strengthen” the notion of local minimax even more. In
particular, if Definition 2.2.3 holds for one sequence such that ε0 ≥ εn → 0 then it auto-
matically holds for all sequences that satisfy this same condition. We can even extend the
sequence to an interval of ε’s:
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Proposition 2.2.6 (equivalent definition of local minimax). The pair (x∗, y∗) ∈
X × Y is a local minimax point iff




• Fixing y∗ then x∗ is a local minimizer of f̄ε,y∗(x) for all ε ∈ (0, ε0] with some ε0 > 0.
Proof. We need only prove if (x∗, y∗) is local minimax according to Definition 2.2.3, then
there exists some ε0 > 0 such that x
∗ is a local minimizer of f̄ε(x) for all ε ∈ (0, ε0].
Indeed, from Definition 2.2.3 we know f(x∗, y) is maximized at y∗ over some neighborhood
N (y∗, ε0) for some ε0 > 0. For any 0 < ε ≤ ε0, one can find 0 < εn < ε since the promised
sequence εn → 0. By definition x∗ is a local minimizer for f̄εn , hence by Lemma 2.2.5 it
remains a local minimizer for f̄ε.
From Definition 2.2.3, every uniformly local minimax point is local minimax. In fact,
much more can be said between uniformly local minimax and local saddle:
Proposition 2.2.7 (local saddle and uniformly local minimax). Every local saddle
point is uniformly local minimax. If for any x ∈ X , f(x, ·) is upper semi-continuous, then
every uniformly local minimax point is local saddle.
Proof. Let (x?, y?) be local saddle, i.e., y? maximizes f(x?, ·) over the neighborhoodN (y?, ε)
and x? minimizes f̄0,y? = f(·, y?) over the neighborhood N (x?, ε). We fix the neighborhood
N (x?) = N (x?, ε) and choose any sequence {εn} ⊂ (0, ε]. Applying Lemma 2.2.5 we know
x? remains a minimum for all f̄εn over the (fixed) neighborhood N (x?). Thus, (x?, y?) is
uniformly local minimax.
Conversely, let f be upper semi-continuous (in y for any x) and (x∗, y∗) uniformly local
minimax over the fixed neighborhood N (x∗). By definition y∗ maximizes f(x∗, ·) over some
neighborhoodN (y∗, ε0), and x∗ minimizes all f̄εn over the fixed neighborhoodN (x∗), where
the positive sequence εn → 0. Fix any x ∈ N (x∗). Since f(x, ·) is upper semi-continuous
at y∗, we have for any δ > 0, there exists εn ∈ (0, ε0] such that:
f(x∗, y∗) = f̄εn(x
∗) ≤ f̄εn(x) ≤ f(x, y∗) + δ. (2.25)
Letting δ → 0 we know f(x, y∗) ≥ f(x∗, y∗) for any x ∈ N (x∗).
Thus, for upper semi-continuous functions (in y), surprisingly, local saddle points coin-
cide with uniformly local minimax points. We cannot drop the semi-continuity assumption:
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Figure 2.1: The relationship among different notions of local optimality. usc: upper semi-
continuity and lsc: lower semi-continuity. The arrow and the bracket signs mean “to
imply.” For example, a uniformly local minimax point is bona fide local minimax, and if a
point is both local minimax and local maximin, it is local saddle.
Example 2.2.8 (uniformly local minimax does not imply local saddle without
semi-continuity). Fix any y∗ ∈ Y and consider the lower semi-continuous function
f(x, y) =
{
−x2, y = y∗
x2, y 6= y∗
, with f̄ε,y∗(x) =
{
−x2, ε = 0
x2, ε 6= 0
. (2.26)
(0, y∗) is uniformly local minimax but not local saddle.
Figure 2.1 shows the relation between local saddle and (uniformly) local minimax (max-
imin) points. Finally, we prove our Definition 2.2.3 coincides with the seemingly different
one in Jin et al. (2020, Definition 14). Effectively, we manage to remove the continuity
assumption in their Lemma 16 (c.f. Proposition 2.2.6).
Proposition 2.2.9 (equivalence with Jin et al. (2020)). The pair (x∗, y∗) is local
minimax w.r.t. the function f iff there exists δ0 > 0 and a nonnegative function h satisfying
h(δ) → 0 as δ → 0, such that for any δ ∈ (0, δ0] and any (x, y) ∈ N (x∗, δ) ×N (y∗, δ) we
have







Proof. (⇐=) Suppose (x∗, y∗) satisfies (2.27). Then clearly, y∗ maximizes f(x∗, ·) over the
neighborhood N (x∗, δ0). Take an arbitrary positive sequence {δn} with δn → 0 and let
εn = supm≥n h(δn). Since h(δ)→ 0 as δ → 0, we may assume WLOG that εn is well-defined
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and bounded from above. If h(δn) = 0 for some n then (x
∗, y∗) is local saddle and hence
local minimax thanks to Proposition 2.2.7. Otherwise we have εn > 0 for all εn and εn → 0
since limδ→0 h(δ) = 0. WLOG we assume ε1 ≤ δ0 (for otherwise we may discard the head
of the sequence {εn}). From (2.27) we know for any x ∈ N (x∗, δn):
f̄h(δn)(x) ≥ f(x∗, y∗) = f̄h(δn)(x∗), (2.28)
since h(δn) ≤ ε1 ≤ δ0 and y∗ maximizes f(x∗, y) over N (x∗, δ0). Therefore, x∗ is a local
minimizer of f̄h(δn) hence also of f̄εn thanks to Lemma 2.2.5.
(=⇒) Suppose (x∗, y∗) is local minimax (see Definition 2.2.3). Then, y∗ maximizes
f(x∗, ·) over some neighborhood N (y∗, ε0) where ε0 > 0. Since x∗ is a local minimizer
of f̄εn , it minimizes f̄εn over some neighborhood N (x∗, δ′n) with δ′n > 0. From {δ′n} we
construct another positive sequence {δn} where δ0 = min{δ′1, 1, ε0} ¿ 0 and
δn = min{δ′n, δn−1, 1/n}, n = 1, 2, . . . , (2.29)
which is diminishing by construction. Define h(δ) = εn if δn+1 < δ ≤ δn. Since εn → 0,
limδ→0 h(δ) = 0. WLOG we assume ε1 ≤ ε0 and by definition δ0 ≤ ε0. For any δ ∈ (0, δ0]
there exists some n such that δ ∈ (δn+1, δn]. Thus, for any (x, y) ∈ N (x∗, δ′n)×N (y∗, ε0):
f̄h(δ)(x) = f̄εn(x) ≥ f̄εn(x∗) = f(x∗, y∗) ≥ f(x∗, y). (2.30)
Since δ ≤ δn ≤ δ′n and δ ≤ ε0, the above still holds over the smaller neighborhoodN (x∗, δ)×
N (y∗, δ), which is exactly (2.27).
From this equivalence, we can also derive that every local saddle point is local minimax
(Jin et al., 2020, Proposition 17). However, our Proposition 2.2.7 gives a more detailed
depiction of local saddle points. For functions that are convex in x and concave in y, we
naturally expect that local optimality is somehow equivalent to global optimality:
Theorem 2.2.10 (local and global minimax points in the convex-concave case).
Let the differentiable function f(x, y) be convex in x and concave in y. Then, an interior
point (x, y) is local minimax iff it is stationary, i.e., ∂xf(x, y) = 0 and ∂yf(x, y) = 0 iff it
is saddle. In particular, local minimax implies global minimax.





is convex by our assumption. To see that x∗ is a local (hence global) minimizer of f̄ε, we
need only verify that 0 ∈ ∂f̄ε(x∗). Since y∗ maximizes f(x∗, ·) by assumption, we know
from Danskin’s theorem that ∂f̄ε(x
∗) 3 ∂xf(x∗, y∗) = 0 since (x∗, y∗) is stationary.
Now suppose (x∗, y∗) is local minimax. Then, y∗ is a local hence global maximizer of
f(x∗, ·). Also, x∗ is a local hence global minimizer of f̄ε. Thus,
f̄(x) ≥ f̄ε(x) ≥ f̄ε(x∗) = f(x∗, y∗) = f̄(x∗), (2.32)
i.e., x∗ is a global minimizer of f̄ .
However, non-stationary global minimax points cannot be local minimax, see Exam-
ple 2.1.7 and Proposition 2.3.1 (below). Even with stationarity, the convex-concave as-
sumption in Theorem 2.2.10 cannot be appreciably weakened, as illustrated in the following
example:
Example 2.2.11 (stationary global minimax points are not local minimax in the
nonconvex case). Let f(x, y) = x3y which is nonconvex in x but linear in y. The point
(x∗, y∗) = (0, 1) is clearly stationary and global minimax. We verify that
f̄ε(x) =
{
(1 + ε)x3, x ≥ 0
(1− ε)x3, x ≤ 0
, (2.33)
hence x∗ = 0 is not a local minimizer of f̄ε (for any ε < 1) and (0, 1) is not local minimax.
This counterexample is constructed by performing the C1 homeomorphic transformation
(x, y) 7→ (x3, y) of the bilinear game b(x, y) = xy. We can verify that (separate) home-
omorphisms transform local/global minimax points accordingly. However, C1 homeomor-
phisms can turn non-stationary points into stationary (which is not possible in presence of
convexity since in convex settings stationarity equates minimality which is preserved under
homeomorphisms).
Nevertheless, for quadratic games, we can remove the convexity-concavity assumption, as
will be shown in Theorem 2.4.1 below.
2.2.4 Other Notions of Local/Global Optimality
Besides stationary points, saddle points, and minimax points, there are also other defini-
tions of local/global optimality, which we will briefly introduce here for completeness.
Evtushenko (1974a) proposed a different notion of local minimax points:
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Definition 2.2.12 (Evtushenko’s local minimax). We call z∗ = (x∗, y∗) ∈ X × Y a
local optimal solution of f if there exists a neighborhood N (x∗)×N (y∗) such that z∗ is a






However, different from Definition 2.2.3, this definition may not always satisfy station-
arity, as we can adapt Example 2.1.7 to construct such a counterexample. Interestingly,
the sufficient condition for Definition 2.2.3 (see Corollary 2.3.14):
∂2yyf ≺ 0 and ∂2xxf − ∂2xyf(∂2yyf)−1∂2yxf  0,
is also sufficient for Definition 2.2.12 (Evtushenko, 1974a). Such points are called strict
local minimax points. Several methods using second-order information have been proposed
for finding strict local minimax points, including the ones we will see in Chapter 4.
The next two definitions are proposed for GAN training, but can also be written for
general settings. In Farnia and Ozdaglar (2020), the authors proposed an interpolation
between global saddle points and global minimax points:
Definition 2.2.13 (λ-proximal equilibrium). We call z∗ = (x∗, y∗) ∈ X × Y a λ-
proximal equilibrium (with λ ≥ 0) if
f(x∗, y) ≤ f(x∗, y∗) ≤ max
y∈Y
f(x, y)− λ‖y − y∗‖2, ∀x ∈ X , y ∈ Y . (2.35)
Since the right hand side satisfies:
f(x, y∗) ≤ max
y∈Y
f(x, y)− λ‖y − y∗‖2 ≤ max
y∈Y
f(x, y), (2.36)
we know that every global saddle point is a λ-proximal equilibrium and every λ-proximal
equilibrium is a global minimax point. Based on this definition, they proposed a new
algorithm for training GANs, which improves the state-of-the-art in terms of inception
scores.
Finally, to define a computable solution concept, some people use the dynamics of
gradient algorithms as a definition. For example, Mazumdar et al. (2018); Berard et al.
(2020) define local stable stationary points, by computing the Jacobian of the vector field
v(x, y) = (∂xf(x, y),−∂yf(x, y)) and analyzing the spectrum of the Jacobian:
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Definition 2.2.14 (local stable saddle point). We call z∗ = (x∗, y∗) ∈ X × Y a
locally stable stationary point (LSSP) if we have v(x, y) = (∂xf(x, y),−∂yf(x, y)) = 0 and






−∂2yyf(x∗, y∗) −∂2yyf(x∗, y∗)
]
. (2.37)
It can be shown that if at a stationary point z∗ = (x∗, y∗) ∈ X × Y such that
∂xf(x
∗, y∗) = ∂yf(x
∗, y∗) = 0, ∂2xxf(x
∗, y∗)  0  ∂2yyf(x∗, y∗), (2.38)
then it is an LSSP (Mazumdar et al., 2018). Such a stationary point is also a saddle point.
Berard et al. (2020) shows that in GAN training, the final solution we want to converge to
can be an LSSP but not a saddle point.
2.3 Optimality Conditions
Optimality conditions are an indispensable part of optimization (Bertsekas, 1997) since
they help us identify local optimal points and design new algorithms. In this section,
we provide first- and second-order necessary and sufficient conditions for local minimax
(maximin) points. Our results extend existing ones in Jin et al. (2020) to cases where
the domains X and Y are constrained and where the Hessian for the max-player ∂2yyf is
not invertible. We assume X and Y are closed and thus N (y∗, ε) is compact. We build on
some classical results in nonsmooth analysis, for which we provide a self-contained review in
Appendix A.1, including the definition of the directional derivative Df̄(x; t) of an envelope
function f̄ at x along direction t:





Specifically, if f and ∂xf are jointly continuous (continuous w.r.t. (x, y)), then the di-
rectional derivative Df̄(x; t) always exist (Theorem A.1.9). In the following subsections,
f ∈ Cp means that f is pth continuously differentiable.
2.3.1 First-order Optimality Conditions
Theorem 2.3.1 (first-order necessary, local minimax). Let f ∈ C1. At a local mini-
max point (x∗, y∗), we have:
∂xf(x




for any directions t̄ ∈ Kd(X , x∗),
¯
t ∈ Kd(Y , y∗), where the cone




:= {t : ∀{αk} → 0+ ∃{αki} → 0+, {tki} → t,
such that x+ αkitki ∈ X}
and Kd(Y , y) is defined similarly.
Proof. Use Theorem A.1.3, Theorem A.1.9 and the assumption that f ∈ C1.
In the theorem above, Kd(X , x) is known as the derivable cone (Rockafellar and Wets, 2009,
p. 198), which may strictly include the feasible tangent cone. When the set X is closed and
convex, Kd(X , x) is the same as the tangent cone (Hiriart-Urruty and Lemaréchal, 2004,
p. 65):
Kd(X , x) = cone(X − x) := cl(d ∈ Rn : d = α(y − x), y ∈ X , α ≥ 0), (2.41)
with cl denoting the closure of a set. We can derive a similar reduction when Y is closed
and convex. If both X and Y are closed and convex, then (2.40) reduces to:
∂xf(x
∗, y∗)>(x− x∗) ≥ 0 ≥ ∂yf(x∗, y∗)>(y − y∗), for any x ∈ X , y ∈ Y . (2.42)
This can be regarded as a bi-variate version of first-order (necessary) optimality condition
for a local minimum (Bertsekas, 1997, Prop. 2.1.2). Solutions that satisfy (2.42) are often
called stationary points (c.f. Section 2.2.1). It extends the result in Jin et al. (2020) to the
constrained case. Specifically, if (x∗, y∗) is in the interior, in particular when X = Rn and
Y = Rm, then Proposition 2.3.1 simplifies to
∂xf(x
∗, y∗) = 0, ∂yf(x
∗, y∗) = 0, (2.43)
which agrees with Jin et al. (2020). Local minimax points have the same necessary con-
ditions, (2.40), (2.42) and (2.43), as local saddle points (e.g. Barazandeh and Razaviyayn,
2020, Definition 2). It also implies that in the convex-concave case, all notions of optimality
agree:
Corollary 2.3.2 (local optimal solutions in the convex-concave case). Let X and
Y be convex and the function f(x, y) be convex in x and concave in y. A point is local
(global) saddle iff it is local minimax (maximin) iff it is a stationary point.
Proof. In convex cases, stationarity is equivalent to optimality (Bertsekas, 1997, Prop. 2.1.2).
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However, this corollary does not hold in the non-convex setting, see Examples 2.4.3.
Let us define the active sets of the zeroth order (by “zeroth” we mean that only the
function values are involved):
Y0(x∗; ε) = {y ∈ N (y∗, ε) : f̄ε(x∗) = f(x∗, y)}, (2.44)
We derive the first-order sufficient conditions for local minimax points (which follow from
the sufficient condition in Theorem A.1.5 and Danskin’s theorem in Theorem A.1.9):
Theorem 2.3.3 (first-order sufficient condition, local minimax). Assume ∂xf(x, y)
is continuous. If f(x∗, ·) is maximized at y∗ over a neighborhood around y∗, and there
exists ε0 > 0 such that for any ε ∈ (0, ε0),
0 6= t ∈ Kc(X , x∗) =⇒ Df̄ε(x∗; t) = max
y∈Y0(x∗;ε)
∂xf(x
∗, y)>t > 0, (2.45)
where the contingent cone is defined as:




:= {t : ∃{αk} → 0+, {tk} → t, such that x+ αktk ∈ X},
then (x∗, y∗) is a local minimax point.
In the case when X is a convex set. Kc(X , x) reduces to:
Kc(X , x) = cone(X − x) := cl(d ∈ Rn : d = α(y − x), y ∈ X , α ≥ 0). (2.46)




∗, y)>(x− x∗) > 0, ∀x ∈ X . (2.47)
Let us demonstrate the first order condition with the following example:
Example 2.3.4 (application of the first-order sufficient condition of local mini-
max points). Suppose f(x, y) = xy is bilinear. At (x∗, y∗) = (0, 0), we have:
f̄ε(x
∗) = f(x∗, y) = 0, ∀y ∈ R. (2.48)
Therefore, according to (2.44), Y0(x∗; ε) = N (y∗, ε). Also, ∂xf(x∗, y) = y and
Df̄ε(x
∗;x− x∗) = max
N (y∗,ε)
y(x− x∗) = ε|x| > 0, ∀x 6= x∗. (2.49)
According to Theorem 2.3.3, (x∗, y∗) is a local minimax point.
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2.3.2 Second-order Optimality Conditions
We now turn to the second-order necessary condition of local minimax points. We some-
times use ∂2xxf as a shorthand for the second-order derivative ∂
2
xxf(x
∗, y∗), and similarly
for other second-order partial derivatives. For a local minimax point (x∗, y∗), y∗ maximizes
f(x∗, ·) locally, and thus we have the property that f̄ε(x∗) = f(x∗, y∗) for any small ε, from
which we can make significant simplifications. The following technical lemma, when com-
bined with the necessity condition in Theorem A.1.3, allows us to classify the directions:
Lemma 2.3.5 (directional derivatives for different f̄ε). Suppose f and ∂xf are jointly
continuous and thus the directional derivative exists. If y∗ is a local maximizer of f(x∗, ·)
over a neighborhood N (y∗, ε0), then for any 0 ≤ ε1 ≤ ε2 ≤ ε0, Y0(x∗; ε1) ⊆ Y0(x∗; ε2) and
for each t ∈ Kd(X , x∗), Df̄ε2(x∗; t) ≥ Df̄ε1(x∗; t).
Indeed, for a local minimax point (x∗, y∗) and any direction t ∈ Kd(X , x∗), we know
from the necessity condition in Theorem A.1.3 that Df̄ε(x
∗; t) ≥ 0 for all small ε, which,
combined with Lemma 2.3.5 above, leaves us with two possibilities:
1. Df̄ε(x
∗; t) > 0 for all ε > 0 smaller than some ε0(t);
2. Df̄ε(x
∗; t) = 0 for all ε > 0 smaller than some ε0(t).
We call the direction t a critical direction in the second case above. With this distinction
among directions, we derive the second-order necessary condition for local minimax points:
Theorem 2.3.6 (second-order necessary condition, local minimax). Suppose f, ∂xf
and ∂2xxf are all (jointly) continuous. If (x
∗, y∗) is a local minimax point, then for each
direction t ∈ Kd(X , x∗), one of the following holds:
1. Df̄ε(x
∗; t) > 0 for all ε > 0 smaller than some ε0(t);
2. Df̄ε(x












where t† = 1/t if t 6= 0 and 0 otherwise.
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The important point to take from Theorem 2.3.6 is that we should test the second order
condition (2.50) only for critical directions, and the second-order derivatives of f may not
fully capture the second-order derivatives of the envelope function f̄ε, which can be clearly
demonstrated from the following examples:
Example 2.3.7 (the importance of critical directions). Let
f(x, y) = −x2 + xy3
be defined over X = Y = R and consider the local minimax point (x∗, y∗) = (0, 0). Indeed,
for any ε > 0, x∗ is a local minimizer of f̄ε(x) = |x|ε3 − x2. However, ∂2xxf = −2 while
f(x∗, y∗) = f(x∗, z) = 0 for any z. Thus, the second-order condition (2.50) fails at the
directions t = ±1. However, there is no contradiction since these directions are not critical:
Indeed, using Theorem A.1.9 we can verify that Df̄ε(x
∗;±1) = ε3 > 0.
Example 2.3.8 (the importance of critical directions; high dimensional). Let
f(x, y) = −x22 + x2y32 − (y1 + y2)2 + 2x1(y1 + y2)
be defined over X = Y = R2 and consider the local minimax point (x∗, y∗) = (0,0): Indeed,
f(x∗, ·) is clearly maximized locally at y∗ = 0 and upon choosing y1 = x1− sgn(x2)ε/2, y2 =
sgn(x2)ε/2 and considering |x1| < ε/2 and |x2| < (ε/2)3, we have
‖y − x‖∞ ≤ ε/2 + (ε/2)3, f̄ε(x) ≥ f(x, y) = x21 + |x2|(ε/2)3 − x22 ≥ 0 = f̄ε(x∗), (2.51)


















We have Y0(x∗; ε) = {y ∈ N∞(x∗, ε) : y1 + y2 = 0} and for any direction t,
Df̄ε(x
∗; t) = max
y∈Y0(x∗;ε)
t>∂xf(x
∗, y) = ε3|t2| ≥ 0. (2.53)
It follows that the critical directions satisfy t2 = 0. Take a non-critical direction t = (1, 3),


















so that the second-order condition in (2.50), which in this case coincides with
t>(∂2xxf − ∂2xyf(∂2yyf)†∂2yxf)t,
does not hold (−18 + 2 = −16 6≥ 0). Nevertheless, along a critical direction t (where
t2 = 0):
t>∂2xxf(x
∗, y∗)t = 0, f(x∗, z) = −(z1 + z2)2, ∂xf(x∗, z)>t = 2t1(z1 + z2), (2.55)
and thus the left-hand side of (2.50) simplifies to 2t21 ≥ 0. In other words, the second-order
condition indeed holds for critical directions.
Example 2.3.9 (high order derivatives might be involved in Theorem 2.3.6).
The second term in (2.50) may involve higher order information of f , rather than the
standard second-order optimality condition for the minimizer of a smooth function that
only relies on second order derivatives. The higher order term comes from the difference
of function values. Let f(x, y) = −x2 − y4 + 4xy2 and consider the local minimax point
(x∗, y∗) = (0, 0). We have Y0(x∗; ε) = {y∗} hence every direction is critical. In the direction
t = 1, the l.h.s. of (2.50) becomes −2 + max{4z2t, 0}2/(2z4) = 6 > 0.
Under the condition that ∂2yyf is invertible, we show the following as in Jin et al. (2020):
Corollary 2.3.10 (second-order necessary condition, invertible). Let f ∈ C2. At a
local minimax point (x∗, y∗) in the interior of X × Y, if ∂2yyfß is invertible, then
∂2yyf ≺ 0 and ∂2xxf − ∂2xyf(∂2yyf)−1∂2yxf  0. (2.56)
Proof. It is easy to prove ∂2yyf  0 and since ∂2yyf is invertible, we have ∂2yyf ≺ 0. By
expanding f(x∗, z) to the second order, the second term in (2.50) becomes:
lim sup
z→y∗
max{(z − y∗)>(∂2yxf)t, 0}2
(z − y∗)>(−∂2yyf)(z − y∗)
. (2.57)
With a change of variables z − y∗ = (−∂2yyf)−1/2(w − y∗) and using Cauchy–Schwarz
inequality, we obtain −t>∂2xyf(∂2yyf)−1(∂2yxf)t. It follows that ∂2xxf − ∂2xyf(∂2yyf)−1∂2yxf 
0.
Finally, we can compare our second order necessary condition with Jin et al. (2020,
Proposition 19), which applies to quadratic functions (cf. Example 2.4.2). The difference
is that Jin et al. (2020, Proposition 19) did not take the critical directions and higher order
derivatives into consideration, as demonstrated by Examples 2.3.7 and 2.3.9.
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Second-order sufficient conditions
We introduce two second-order sufficient conditions for local minimax points, with the help
of results from non-smooth optimization literature (Seeger, 1988; Kawasaki, 1992). Our
results extend Jin et al. (2020) to a case when ∂2yyf is not invertible, which may happen in
real applications.
In the following theorem, we define x+ = max{x, 0} and the first order activation set:
Y1(x∗; ε; t) = {y ∈ Y0(x∗, ε) : Df̄ε(x∗; t) = ∂xf(x∗, y)>t}. (2.58)
Theorem 2.3.11 (second-order sufficient condition, local minimax). Assume X =
Rn and Y is convex and f , ∂xf , ∂2xxf are (jointly) continuous. At a stationary point
(x∗, y∗), if there exists ε0 > 0 such that:
• f(x∗, ·) is maximized at y∗ on N (y∗, ε0);










2(f(x∗, y∗)− f(x∗, z))†
)
> 0, (2.59)
and in any direction d ∈ Rm, there exist α, β 6= 0 and p, q > 0 such that for every
y ∈ Y1(x∗; ε0; t), the following Taylor expansion holds:
f(x∗, y + δd) = f(x∗, y) + αδp + o(δp), ∂xf(x
∗, y + δd)>t = βδq + o(δq), (2.60)
then (x∗, y∗) is a local minimax point.
Proof. It follows from Theorem A.1.17. From Danskin’s theorem Df̄ε(x
∗; t) ≥ 0 for any
small ε > 0. Besides, for any small enough ε, (A.72) is satisfied since y∗ ∈ Y1(x∗; ε0; t).
Noting that f̄ε(x
∗) = f(x∗, y∗) = f(x∗, y) for any 0 ≤ ε < ε0 and y ∈ Y1(x∗; ε0; t), (2.60)
follows from Assumption A.1.16.
Note that in the statement above, the variables α, β and p, q may depend on the direction
d. If f ∈ C∞ is smooth and both f(x∗, ·) and ∂xf(x∗, ·)>t have non-zero Taylor expansions,
then (2.60) is always true for every y ∈ Y1(x∗; ε0; t). Here by “critical direction” we mean
that Df̄ε(x
∗; t) = 0 for some ε0 > 0 and any ε ∈ [0, ε0]. Another second-order sufficient
condition for f ∈ C2 is:
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Theorem 2.3.12 (second-order sufficient condition, local minimax). Assume f ∈
C2 and let X be convex. Suppose y∗ is a local maximizer of f(x∗, ·) and that (x∗, y∗) is
an interior stationary point. If there is ε0 > 0 such that for any ε ∈ (0, ε0], there exists


























+ 〈∂yf(x∗, y), w〉 > 0, (2.61)
then this point is local minimax, where V(x, y; t) := {v ∈ Kd(Ω, y) : Df̄ε(x; t) = ∂xf(x, y)>t+
∂yf(x, y)
>v}, Ω := N (y∗, ε) and
Kd(Ω, y; v) := lim inf
t→0+
Ω− y − tv
t2/2
:= {g : ∀{tk} ↓ 0 ∃{tki} ↓ 0, {gki} → g,
y + tkiv + t
2
ki
gki/2 ∈ Ω}. (2.62)
Proof. Since y∗ ∈ Y0(x∗; ε), from Danskin’s theorem (Theorem A.1.9) we know that
Df̄ε(x
∗; t) ≥ 0 for any ε small enough. We then combine Theorem A.1.6 with Theo-
rem A.1.11. Note that all the directions t, v, w are bounded.
The definition of feasible directions for convex sets can be seen in Hiriart-Urruty and
Lemaréchal (e.g. 2013). We used the standard notation that if we are maximizing over an
empty set, then the maximum is −∞. Specifically, if there exists y ∈ Y0(x∗, ε) such that
it is in the interior of Y , Theorem 2.3.12 can be simplified as:
Corollary 2.3.13 (second-order sufficient condition, interior version). Assume
f ∈ C2 and let X be convex. Suppose y∗ is a local maximizer of f(x∗, ·) and that (x∗, y∗) is
an interior stationary point. If there is ε0 > 0 such that N (y∗, ε0) ⊂ Y ⊂ Rm, and for any
ε ∈ (0, ε0), there exist R, r > 0 such that for any feasible direction ‖t‖ = 1 that satisfies









∇2xxf(x∗, y) ∇2xyf(x∗, y)










+ 〈∇yf(x∗, y), w〉 > 0,
(2.63)
then this point is local minimax, where V(x, y; t) := {v ∈ Rm : Df̄ε(x; t) = ∇xf(x, y)>t +
∇yf(x, y)>v}.
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Proof. If y ∈ N (y∗, ε), then we have Kd(Ω, y) = Kd(Ω, y; v) = Rm.
In the special case when ∂2yyf(x
∗, y∗) ≺ 0, we have the following corollary. This special
type of local minimax points that satisfy (2.64) are also known as strict local minimax
points (Jin et al., 2020).
Corollary 2.3.14 (second-order sufficient condition, invertible, Jin et al. (2020)).
Let f be twice continuously differentiable. At an interior stationary point (x∗, y∗) ∈ X ×Y,
if
∂2yyf ≺ 0 and ∂2xxf − ∂2xyf(∂2yyf)−1∂2yxf  0, (2.64)
then (x∗, y∗) is a local minimax point.
Proof. The active set Y0(x∗; ε) = {y∗} is a singleton. From Danskin’s theorem (Theo-
rem A.1.9) all directions are critical. The l.h.s. of (2.61) becomes t>(∂2xxf−∂2xyf(∂2yyf)−1∂2yxf)t
if we choose R = ‖(∂2yyf)−1∂2yxf‖.
However, Corollary 2.3.14 does not fully cover Theorem 2.3.12 when ∂2yy is not invertible:
Example 2.3.15 (Theorem 2.3.12 strictly includes Corollary 2.3.14). Take
f(x, y) = xy2 + x2
and a stationary point (x∗, y∗) = (0, 0). Df̄ε(x
∗; t) = ε2 if t = 1 and Df̄ε(x
∗; t) = 0 if
t = −1. Take r = ε2/2. Along the critical direction t = −1, the l.h.s. of (2.61) becomes
2 > 0, since ∂yf(x
∗, y) = 0, and V(x∗, y; t) = ∅ if y 6= 0 and R if y = 0. So, (0, 0) is local
minimax from Theorem 2.3.12. Note that Corollary 2.3.11 does not apply since f(x∗, y)
does not have a non-zero Taylor expansion.
We also give an example when Theorem 2.3.12 is not applicable but Corollary 2.3.11 is:
Example 2.3.16 (application of Theorem 2.3.11 where Theorem 2.3.12 cannot
be applied). Take
f(x, y) = xy3 − y6
and a stationary point (x∗, y∗) = (0, 0). Fixing x∗ = 0, f(x∗, ·) is maximized at 0, and for
any t 6= 0, Df̄ε(x∗; t) = maxy6=0 y3t = 0. Since ∂xf(x∗, z) = z3t and f(x∗, y∗)− f(x∗, z) =
z6, the l.h.s. of (2.59) is t2/2 > 0. Moreover, Y1(x∗; ε0; t) = {y∗} for any ε0 > 0, and
f(x∗, y∗ + δd) = −δ6d6, ∂xf(x∗, y∗ + δd)>t = δ3d3t.
So, (0, 0) is a local minimax point. Note that Theorem 2.3.12 does not apply since Y0(x∗; ε) =
{0} and all second-order derivatives are zero.
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2.4 Quadratic Games: A Case Study











where x ∈ X = Rn and y ∈ Y = Rm. In particular, a game is bilinear if A,B vanish and
homogeneous if a, b vanish. Since quadratic games are continuous, local saddle points are
the same as uniformly local minimax points (see Proposition 2.2.7).
Our first result completely characterizes stationary, global minimax and local minimax
points for homogeneous quadratic games:
Theorem 2.4.1 (sufficient and necessary conditions for optimality in quadratic
games). For (homogeneous) unconstrained quadratic games, a pair (x, y) is



















(Recall that P⊥L = I − LL† is the orthogonal projection onto the null space of L>.)
• local minimax iff B  0, P⊥L (A−CB†C>)P⊥L  0, and stationary (i.e. (2.66) holds).
In particular, local minimax points are always global minimax.
Proof. The first claim follows directly from the definition of stationarity.
To prove the second claim, we note that fixing x, q(x, ·) is clearly quadratic in y. Thus,
it admits a local (hence also global) maximizer y iff
B  0, (2.68)
C>x+By = 0. (2.69)
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Note that there exists some y to satisfy (2.69) iff C>x belongs to the range space of B iff
P⊥BC
>x = 0, i.e. L>x = 0, (2.70)





x>(A− CB†C>)x, L>x = 0
∞, otherwise
. (2.71)
Thus, the quadratic function q̄ (when restricted to the null space of L>) admits a local
(hence also global) minimizer iff
P⊥L (A− CB†C>)P⊥L  0, (2.72)
in which case the minimizer x satisfies
L>x = 0 = P⊥L (A− CB†C>)x, (2.73)
whereas the maximizer y satisfies (2.69). It is easy to verify that (2.73) and (2.69) are
equivalent to (2.67). For the last claim, note first that we have proved in Theorem 2.3.1
that any local minimax point is stationary. Moreover, if (x∗, y∗) is local minimax, then x∗
locally minimizes q̄ε,y∗ (for all small ε), i.e., for x close to x
∗, we have
q̄(x) ≥ q̄ε,y∗(x) ≥ q̄ε,y∗(x∗) = q(x∗, y∗) = q̄(x∗), (2.74)
where the last equality follows since fixing x∗, y∗ is a local hence also global maximizer of
the quadratic function q(x∗, ·). We have shown above that any local minimizer of q̄(x) is
necessarily global. Therefore, (x∗, y∗) is global minimax.
Lastly, we prove the converse of the last claim. Let B  0, P⊥L (A − CB†C>)P⊥L  0,
and (x∗, y∗) be stationary, i.e. they satisfy (2.66). Fixing y∗ we have for all small ε > 0:













We are left to prove x∗ is a local minimizer of q̄ε for all small ε.
1 Let c = max{‖B†C>‖, ‖A−
CB†C>‖}. We assume first c > 0 and L 6= 0. Let σ be the smallest positive singular value
of L = CP⊥B . Consider any x such that ‖x− x∗‖ ≤ ε(σ ∧ 1)/(3c). We decompose
x− x∗ = δ‖ + δ⊥, where δ⊥ = P⊥L (x− x∗), (2.76)




y − y∗ = −B†C>(x− x∗) + εL>(x− x∗)/(2‖L>(x− x∗)‖), (2.77)
where by convention 0/0 := 0. Clearly, ‖y − y∗‖ ≤ ε/3 + ε/2 < ε. Thus, using the
stationarity of (x∗, y∗):












(note BL> = 0) = (x− x∗)>(A− CB†C>)(x− x∗) + ε‖L>(x− x∗)‖ (2.79)
= δ>‖ (A− CB†C>)δ‖ + 2δ>‖ (A− CB†C>)δ⊥+
+ δ>⊥(A− CB†C>)δ⊥ + ε‖L>δ‖‖ (2.80)
≥ −εσ‖δ‖‖/3− 2εσ‖δ‖‖/3 + 0 + εσ‖δ‖‖ = 0 = 2q̄ε(x∗), (2.81)
where we used the fact that ‖δ‖‖ ∨ ‖δ⊥‖ ≤ εσ/(3c) and P⊥L (A− CB†C>)P⊥L  0. Finally,
we note that if c = 0, then A − CB†C> = 0 hence the proof still goes through (with c
replaced by 1 say). Similarly, if L = 0, then δ‖ = 0 hence the proof again goes through
(with σ replaced by 1 say).
Comparing Theorem 2.4.1 with Theorem 2.2.10, we find that in both cases, local min-
imax points are global minimax, which is not true in general (Example 2.4.9). This shows
that there exists some “hidden convexity” in quadratic games when local/global minimax
points exist: fixing any x, q(x, ·) is concave in y; q̄(x) is convex in x (c.f. (2.71)).
Remark 2.4.2 (application of Theorem 2.3.6 in quadratic games). We could also
use Theorem 2.3.6 to obtain the necessary condition of local minimax points for quadratic
games. First write
f(x∗, y∗)− f(x∗, y) = −y>By/2 and − ∂xf(x∗, y)>t = −y>C>t
and Df̄ε(x
∗; t) ≥ δ‖P⊥BC>t‖ for some δ > 0. The critical directions are t ∈ N (P⊥BC>).
If BC> = 0, then ∂xf(x
∗, y)>t = 0 for any y and thus the second term in (2.50) is zero.
So, we have P⊥L AP
⊥
L  0 with L = CP⊥B . Otherwise, take critical directions t such that
t ∈ N (P⊥BC>). The second term in (2.50) becomes −t>CB†C>t (using Cauchy–Schwarz).
Combining with the case BC> = 0, we have P⊥L (A− CB†C>)P⊥L  0.
We remark that the last claim of Theorem 2.4.1 does not follow from Theorem 2.2.10:
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Example 2.4.3 (quadratic games can be nonconvex). Let A = −1, C = 1, B = 0, a =
b = 0. Then, from Theorem 2.4.1 (x, y) = (0, 0) is local and global minimax. However,
q(x, y) = −1
2
x2 + xy is clearly non-convex in x (although q̄ is convex). Also, (0, 0) is not
local saddle since q(x, 0) ≥ q(0, 0) does not hold.
Theorem 2.4.4 (equivalence between global and local minimax in quadratic
games). An unconstrained quadratic game admits a global minimax point iff it admits a
local minimax point iff











For such quadratic games, local minimax coincides with stationarity and are global mini-
max.













Then, performing the translation (x, y)← (x− x∗, y − y∗) we reduce to the homogeneous
case and applying Theorem 2.4.1 we obtain the existence of a local (or global) minimax
point. If a local minimax point exists, then stationarity yields the range condition. Per-
forming translation and applying Theorem 2.4.1 again establishes all conditions in (2.82).
All we are left to prove is when a global minimax point (x∗, y∗) exists the range condition
holds. Indeed, fixing x∗, y∗ maximizes the quadratic q(x∗, ·) hence from stationarity:
C>x∗ +By∗ = b. (2.84)
The above equation has a solution y∗ iff P⊥BC
>x∗ = P⊥B b, i.e. L
>x∗ = P⊥B b (recall that
L := CP⊥B ). Solving y and plugging back in q we obtain: for all x such that L
>x = P⊥B b,
q̄(x) = 1
2
x>(A− CB†C>)x+ x>CB†b− a>x. (2.85)
Since x∗ is a global minimizer of q̄, we obtain the stationarity condition:
P⊥L [(A− CB†C>)x∗ + CB†b− a] = 0. (2.86)
Combined with (2.84) we obtain:
P⊥L [Ax
∗ + CB†By∗ − a] = 0 ⇐⇒ Ax∗ + CB†By∗ − a = Lz = CP⊥B z for some z (2.87)
⇐⇒ Ax∗ + C(B†By∗ + P⊥B z) = a (2.88)
From (2.84) and (2.88) we deduce (x∗, B†By∗+P⊥B z) satisfies the range condition (2.83).
37
In this theorem we used R(·) to denote the range of a matrix. It is clear that stationary,
global minimax, and local minimax points are characterized in the same way as in Theo-
rem 2.4.1: we need only replace 0 on the right-hands of (2.66) and (2.67) with the vector
[a; b]. These points always form an affine subspace for quadratic games.
Theorem 2.4.4 allows us to completely classify (unconstrained) quadratic games:
• no stationary points (hence no local or global minimax points);
• exist stationary points but no global or local minimax point;
• exist local minimax points which coincide with global minimax points.
• exist local minimax points which are strictly contained in global minimax points.
Clearly, for homogeneous (unconstrained) quadratic games, stationary points always exist
hence only the last three cases can happen. For (nontrivial) bilinear games, only the last
case can happen:
Corollary 2.4.5 (bilinear games). For (homogeneous) unconstrained bilinear games
(A = 0, B = 0, C 6= 0, a = 0, b = 0), global minimax points are null(C>) × Rn while
local minimax points (i.e. stationary points) are null(C>)× null(C).
It is thus clear that even in bilinear games, there exist global minimax points that are not
local minimax. From Theorem 2.4.4, we can derive that:
Corollary 2.4.6 (saddle points in quadratic games). For (unconstrained) quadratic
games, the following statements are equivalent:
1. Local saddle points exist.
2. Local maximin and minimax points exist.
3. Global saddle points exist.
4. Global maximin and minimax points exist.











Figure 2.2: The relation among definitions in quadratic games. A ←→ B means A exists
iff B exists. The brackets also show the existence relation. For example, global saddle
points exist iff both global minimax and maximin points exist.
6. stationary points exist and they are all local (global) saddle.
A summary of Corollary 2.4.6 and Theorem 2.4.1 can be visualized at Figure 2.2. Note
that we used R(·) to denote the range of a matrix. We remark that Theorem 2.4.6 does
not follow from typical minimax theorems (such as Sion’s) since our domain is unbounded
and we do not assume convexity-concavity from the outset. Thus, Theorem 2.4.6 reveals
strong duality under weaker assumptions than the usual convexity-concavity. This is in
stark contrast with generic NCNC games (see Example 2.1.6).
Remark 2.4.7 (non-uniformly local minimax in quadratic games). Since quadratic
functions are continuous (and thus upper semi-continuous), from Prop. 2.2.7 we know
that local saddle points are equivalent to uniformly minimax points. By comparing Theo-
rem 2.4.6 and Theorem 2.4.4, whenever A  0  B and (2.89) holds, local saddle points
and thus uniformly local minimax points exist. However, if (2.82) holds but A  0 does not
hold, local saddle points/uniformly local minimax points do not exist from Theorem 2.4.6,
but local minimax points still exist from Theorem 2.4.4 which are hence non-uniform. We
can see it more clearly from Exammple 2.4.3. One can compute q̄ε(x) = ε|x| − 12x
2, and
obtain that q̄ε(x) ≥ q̄ε(0) = 0 iff |x| ≤ 2ε. According to Definition 2.2.3 the point (0, 0) is
non-uniformly local minimax.
Theorem 2.4.6 reveals some fundamental and surprising properties of quadratic games.
On the one hand, quadratic games consist of an important theoretical tool for understand-
ing general smooth NCNC games (through local Taylor expansion) (e.g. Daskalakis and
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Panageas, 2018; Jin et al., 2020; Ibrahim et al., 2020; Wang et al., 2020). On the other
hand, they are really special and many of their unique properties do not carry over to
general smooth NCNC games, as we demonstrate in the following examples:
Example 2.4.8 (stationary/global minimax points exist, no local minimax points).
For general NCNC games, the existence of a global minimax point may not imply the ex-
istence of local minimax points. Indeed, consider
f(x, y) = −y4/4 + y2/2− xy, x ∈ R, y ∈ R. (2.90)
We claim (±1, 0) are the only global minimax points. Indeed,
f̄(x) = max
y
−y4/4 + y2/2− xy = max
y≥0
−y4/4 + y2/2 + |x|y ≥ max
y≥0
−y4/4 + y2/2 = 1/4.
Clearly, the inequality is attained only at x∗ = 0 and y∗ = ±1. Its only stationary point is
(x, y) = (0, 0). However, ∂2yyf(0, 0) = 1 hence y = 0 cannot be a local maximizer of f(0, ·).
Note that in this example the global minimax points are not stationary. For an example
where a stationary and global minimax point exists with no local minimax point, please
refer to Example 2.2.11.
Example 2.4.9 (local minimax exists, no global minimax). This is possible even for
separable functions, such as f(x, y) = x3− x− y2 defined on R×R. Clearly, it has a local
minimax point at (1/
√
3, 0) but no global minimax points exist.
Example 2.4.10 (local minimax and local maximin points exist; no local saddle).
We can also construct an example when both local minimax and local maximin points exist
but there is no local saddle point. Take f1(x, y) = g(x, y)h(x, y), where











is a bump function that smoothly interpolates between the unit box and the outside. By
numerically computing the stationary points and checking the second order conditions, we
found there is no such a point where ∂2xxf1 ≥ 0 and ∂2yyf1 ≤ 0 in the open box B1 = {(x, y) :
|x| < 1, |y| < 1}. In other words, local saddle points do not exist. There is a local minimax
point (0, 0) since
f̄ε(x) ≥ (ε|x| − x2) exp(−1/(1− x2)) exp(−1/(1− ε2)) ≥ 0
when |x| ≤ ε and ε2 < 1. Similarly we can construct f2(x, y) = −g(y − 10, x − 10)h(x −
10, y − 10) where there is a local maximin point but no local saddle point in the open box
B2 = {(x, y) : |x− 10| < 1, |y − 10| < 1}. Therefore, f(x, y) = f1(x, y) + f2(x, y) has both
local minimax and local maximin points, but there is no local saddle point on B1 ∪ B2.
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Chapter 3
Stability of Gradient Algorithms
In minimax optimization, it is well-known that gradient algorithms may not always be
stable at a desirable optimal solution. It is important to understand if a gradient algorithm
would even converge before we prove some convergence result. In this chapter we study
the stability of gradient algorithms. With a powerful tool from control theory called
Schur’s theorem, we are able to characterize exactly the hyper-parameter choices (e.g. step
size, momentum coefficient) with which a gradient algorithm could (locally and linearly)
converge. For instance, in bilinear games, we show that adding momentum to simultaneous
Gradient Descent Ascent would not yield convergence; in general cases, we find that having
a more aggressive extra-gradient step could enhance stability.
3.1 Linear Dynamical System and Schur’s Theorem
In this section, we study linear dynamical systems (LDSs, a.k.a. matrix iterative processes,




(t−i) + d, (3.1)
where d ∈ Rb, z(i) ∈ Rb for i = 1, 2, . . . , and Ai ∈ Rb×b for i = 1, 2, . . . , k. On the
l.h.s. of (3.1), t ≥ k and we initialize from {z(0), . . . , z(k−1)}. As we will see later, iterative
gradient algorithms can be reduced to linear dynamical systems in terms of bilinear games
as well as local dynamics. Understanding the stability of gradient algorithms reduces to
understanding the stability of LDSs.
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The following well-known result decides when such a k-step LDS converges for any ini-
tialization:
Theorem 3.1.1 (e.g. Gohberg et al. (1982)). The LDS in eq. (3.1) converges for any
initialization (z(0), . . . , z(k−1)) iff the spectral radius r := max{|λ| : p(λ) = 0} < 1, in which
case {z(t)} converges linearly with an (asymptotic) exponent r.
Therefore, understanding the dynamics of an LDS reduces to root analysis of the char-
acteristic polynomial.
3.1.1 Schur’s Theorem
The (sufficient and necessary) convergence condition in Theorem 3.1.1 reduces to that
all roots of the characteristic polynomial p(λ) lie in the (open) unit disk, which can be
conveniently analyzed through the celebrated Schur’s theorem (Schur, 1917):
Theorem 3.1.2 (Schur (1917)). The roots of a real polynomial p(λ) = a0λ
n+a1λ
n−1+· · ·+
an are within the (open) unit disk of the complex plane iff ∀k ∈ {1, 2, . . . , n}, det(PkPHk −
QHkQk) > 0, where Pk, Qk are k × k matrices defined as: [Pk]i,j = ai−j1i≥j, [Qk]i,j =
an−i+j1i≤j.
In the theorem above, we denoted 1S as the indicator function of the event S, i.e. 1S = 1
if S holds and 1S = 0 otherwise. The superscript H denotes the Hermitian conjugate of a
matrix. For a nice summary of related stability tests, see Mansour (2011). We therefore
define Schur stable polynomials to be those polynomials whose roots all lie within the
(open) unit disk of the complex plane. For real polynomials, Schur’s theorem has the
following corollary:
Corollary 3.1.3 (real polynomial, e.g. Mansour (2011)). A real quadratic polynomial
λ2 + aλ+ b is Schur stable iff b < 1, |a| < 1 + b; A real cubic polynomial λ3 + aλ2 + bλ+ c
is Schur stable iff |c| < 1, |a + c| < 1 + b, b − ac < 1 − c2; A real quartic polynomial
λ4 + aλ3 + bλ2 + cλ + d is Schur stable iff |c − ad| < 1 − d2, |a + c| < b + d + 1, and
b < (1 + d) + (c− ad)(a− c)/(d− 1)2.
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Proof. It suffices to prove the result for quartic polynomials. We write down the matrices:













1 0 0a 1 0
b a 1
 , Q3 =





1 0 0 0
a 1 0 0
b a 1 0
c b a 0
 , Q4 =

d c b a
0 d c b
0 0 d c




k − Q>kQk) =: δk > 0, for k = 1, 2, 3, 4. If k = 1, we have 1 − d2 > 0,
namely, |d| < 1. δ2 > 0 reduces to (c− ad)2 < (1− d2)2 and thus |c− ad| < 1− d2 due to
the first condition. δ4 > 0 simplifies to:
−((a+ c)2 − (b+ d+ 1)2)((b− d− 1)(d− 1)2 − (a− c)(c− ad))2 < 0, (3.7)
which yields |a+ c| < |b+ d+ 1|. Finally, δ3 > 0 reduces to:
((b− d− 1)(d− 1)2 − (a− c)(c− ad))((d2 − 1)(b+ d+ 1) + (c− ad)(a+ c)) > 0. (3.8)
Denote p(λ) := λ4 +aλ3 +bλ2 +cλ+d, we must have p(1) > 0 and p(−1) > 0, as otherwise
there is a real root λ0 with |λ0| ≥ 1. Hence we obtain b + d + 1 > |a + c| > 0. Also, from
|c− ad| < 1− d2, we know that:
|c− ad| · |a+ c| < |b+ d+ 1|(1− d2) = (b+ d+ 1)(1− d2). (3.9)
So, the second factor in (3.8) is negative and the positivity of the first factor reduces to:




To obtain the Schur condition for cubic polynomials, we take d = 0, and the quartic Schur
condition becomes:
|c| < 1, |a+ c| < b+ 1, b− ac < 1− c2. (3.11)
To obtain the Schur condition for quadratic polynomials, we take c = 0 in the above and
write:
b < 1, |a| < 1 + b. (3.12)
The proof is now complete.
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We may also encounter complex polynomials in the study of local dynamics, and we give
a corollary for complex quadratic polynomials:
Corollary 3.1.4 (complex polynomial). For complex quadratic polynomials λ2 +aλ+b,
the exact convergence condition is:
|b| < 1, (1− |b|2)2 + 2<(a2b̄) > |a|2(1 + |b|2). (3.13)
Proof. For quadratic polynomials, we compute














k − QHkQk) =: δk > 0, for k = 1, 2. If k = 1, we have 1 − |b|2 > 0. If





1− |b|2 ā− ab̄
a− āb 1− |b|2
]
, (3.16)
where ā means the complex conjugate. The determinant should be positive, so we have:
(1− |b|2)2 + 2<(a2b̄) > |a|2(1 + |b|2). (3.17)
3.1.2 Solving Stability Conditions through Mathematica
In later sections we will study the stability conditions of gradient algorithms using Corol-
lary 3.1.3 and Corollary 3.1.4. This requires simplification of polynomial inequality arrays.
Although there are systematic ways for it using tools in algebraic geometry (Collins, 1975),
they will be inevitably tedious computation. For this regard, we will rely on Mathematica
code in our proofs (mostly with the built-in function Reduce) and in principle the code
can be verified manually using cylindrical algebraic decomposition.1




In the study of GAN training, bilinear games are often regarded as a simple yet important
example for theoretically analyzing and understanding new algorithms and techniques (e.g.
Daskalakis et al., 2018; Gidel et al., 2019a,b; Liang and Stokes, 2019). It captures the diffi-
culty in GAN training and can represent some simple GAN formulations (Arjovsky et al.,
2017; Daskalakis et al., 2018; Gidel et al., 2019a; Mescheder et al., 2018). Mathematically,
bilinear zero-sum games can be formulated as the following minimax optimization problem:
minx∈Rn maxy∈Rn x
>Ey + b>x+ c>y. (3.18)
The set of all saddle points (Definition 2.1.1) is:
{(x, y) |Ey + b = 0, E>x+ c = 0}. (3.19)
Throughout, for simplicity we assume E to be invertible. We also assume x and y to have
the same dimension. The analysis is not fundamentally different if x and y have different
dimensions or E is non-invertible (Zhang and Yu, 2020). The linear terms are not essential
in our analysis and we take b = c = 0 throughout this section2. In this case, the only saddle
point is (0,0). For bilinear games, it is well-known that simultaneous gradient descent as-
cent does not converge (Nemirovsky and Yudin, 1983) and other gradient-based algorithms
tailored for minimax optimization have been proposed (Korpelevich, 1976; Daskalakis et al.,
2018; Gidel et al., 2019a; Mescheder et al., 2017).
3.2.1 Gradient Algorithms
We define some popular gradient algorithms for finding saddle points in the general un-






We present gradient algorithms for a general (bivariate) function f . Note that we intro-
duced more “step sizes” for our refined analysis, as we find that the enlarged parameter
space often contains choices for faster linear convergence. All hyperparameters below in-
cluding α1, α2, γ1, γ2, β1, β2 are positive.
2If they are not zero, one can translate x and y to cancel the linear terms, see e.g. Gidel et al. (2019b).
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Gradient Descent Ascent The generalized GDA update has the following form:
x(t+1) = x(t) − α1∂xf(x(t), y(t)), y(t+1) = y(t) + α2∂yf(x(t), y(t)). (3.21)
When α1 = α2, the convergence of averaged iterates (a.k.a. Cesari convergence) for
convex-concave games is analyzed in (Bruck, 1977; Nemirovski and Yudin, 1978; Nedić
and Ozdaglar, 2009). Recent progress on interpreting GDA with dynamical systems can
be seen in, e.g., Mertikopoulos et al. (2018a); Bailey et al. (2019); Bailey and Piliouras
(2018).
Extra-Gradient We study a generalized version of EG, defined as follows:
x(t+1/2) = x(t) − γ1∂xf(x(t), y(t)), y(t+1/2) = y(t) + γ2∂yf(x(t), y(t)); (3.22)
x(t+1) = x(t) − α1∂xf(x(t+1/2), y(t+1/2)), y(t+1) = y(t) + α2∂yf(x(t+1/2), y(t+1/2)). (3.23)
EG was first proposed in Korpelevich (1976) with the restriction α1 = α2 = γ1 = γ2,
under which linear convergence was proved for bilinear games. Convergence of EG on
convex-concave games was analyzed in Nemirovski (2004); Monteiro and Svaiter (2010),
and Mertikopoulos et al. (2019) provides convergence guarantees for specific non-convex-
non-concave problems. For bilinear games, a slightly more generalized version was proposed
in Liang and Stokes (2019) where α1 = α2, γ1 = γ2, with linear convergence proved. For
later convenience we define β1 = α2γ1 and β2 = α1γ2.
Optimistic Gradient Descent We study a generalized version of OGD, defined as
follows:
x(t+1) = x(t) − α1∂xf(x(t), y(t)) + β1∂xf(x(t−1), y(t−1)), (3.24)
y(t+1) = y(t) + α2∂yf(x
(t), y(t))− β2∂yf(x(t−1), y(t−1)). (3.25)
The original version of OGD was given in Popov (1980) with α1 = α2 = 2β1 = 2β2 and
rediscovered in the GAN literature (Daskalakis et al., 2018). Its linear convergence for
bilinear games was proved in Liang and Stokes (2019). A slightly more generalized version
with α1 = α2 and β1 = β2 was analyzed in Peng et al. (2020); Mokhtari et al. (2020), again
with linear convergence proved. The stochastic case was analyzed in Hsieh et al. (2019).
It has been observed recently in Mokhtari et al. (2020) that for convex-concave games,
EG (α1 = α2 = γ1 = γ2 = η) and OGD (α1/2 = α2/2 = β1 = β2 = η) can be treated as
approximations of the proximal point algorithm (Martinet, 1970; Rockafellar, 1976) when
η is small. With this result, one can show that EG and OGD converge to saddle points
sublinearly for smooth convex-concave games (Mokhtari et al., 2019).
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Momentum Methods Generalized heavy ball method was analyzed in Gidel et al.
(2019b):
x(t+1) = x(t) − α1∂xf(x(t), y(t)) + β1(x(t) − x(t−1)), (3.26)
y(t+1) = y(t) + α2∂yf(x
(t), y(t)) + β2(y
(t) − y(t−1)). (3.27)
This is a modification of Polyak’s heavy ball (HB) (Polyak, 1964), which also motivated
Nesterov’s accelerated gradient algorithm (NAG) (Nesterov, 1983). Note that for both x-
update and the y-update, we add a scalar multiple of the successive difference (e.g. proxy
of the momentum). For this algorithm our result below improves those obtained in Gidel
et al. (2019b), as will be discussed the next section.
3.2.2 Simultaneous and Alternating Updates
In the last subsection we have introduced a few gradient algorithms. In fact, they are
all algorithms with simultaneous updates, i.e., the variables x and y are updated simulta-
neously. In numerical linear algebra this is also known as the Jacobi update. There is a
different way to update the variables, called the alternating update, which means updating
the variables one after another. For instance, the alternating update version of GDA (3.21)
is:
x(t+1) = x(t) − α1∂xf(x(t), y(t)), y(t+1) = y(t) + α2∂yf(x(t+1), y(t)), (3.28)
where we update y(t+1) based on x(t+1) rather than x(t). In this way, we hope the algorithm
is more stable. Alternating updates are also called Gauss–Seidel updates. A well-known
result is the Stein–Rosenberg theorem (Stein and Rosenberg, 1948), which shows that
Gauss–Seidel (GS) updates converge faster than Jacobi updates if the update matrices are
entry-wise non-negative.
Let us formally define Jacobi and GS updates. Suppose Jacobi updates take the form
x(t) = T1(x
(t−1), y(t−1), . . . , x(t−k), y(t−k)), y(t) = T2(x
(t−1), y(t−1), . . . , x(t−k), y(t−k)).
Then Gauss–Seidel updates replace x(t−i) with the more recent x(t−i+1) in operator T2:
x(t) = T1(x
(t−1), y(t−1), . . . , x(t−k), y(t−k)), y(t) = T2(x
(t), y(t−1), . . . , x(t+1−k), y(t−k)),
where T1, T2 : Rnk×Rnk → Rn can be any update functions. We can apply this replacement
to all algorithms in Section 3.2.1. Inspired by Stein–Rosenberg theorem for element-wise
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non-negative matrices, our goal is to understand the relation between Jacobi and GS
updates for gradient algorithms in bilinear games. Note that all gradient algorithms in
Section 3.2.1 can be written as linear dynamical systems (Varga, 1962).
We find a nice relation between the characteristic polynomials of Jacobi and GS updates
in Theorem 3.2.1, which turns out to greatly simplify our subsequent analyses:




where Ai = Li + Ui and Li is strictly lower block triangular. Then, the characteristic
polynomial of Jacobi updates is p(λ, 1) while that of Gauss–Seidel updates is p(λ, λ).
Proof. Let us first consider the block linear iterative process in the sense of Jacobi (i.e., all


































where Ai,j is the j-th column block of Ai. For each matrix Ai, we decompose it into the
sum
Ai = Li + Ui, (3.30)
where Li is the strictly lower block triangular part and Ui is the upper (including diagonal)
block triangular part. Theorem 3.1.1 indicates that the convergence behaviour of (3.29) is






































+ dl, l = 1, . . . , b. (3.32)
We can rewrite the Gauss–Seidel update elegantly3 as:




(t−i) + d, (3.33)






(I − L1)−1(Li+1 + Ui)z(t−i) + (I − L1)−1d, (3.34)
where Lk+1 := 0. Applying Theorem 3.1.1 again we know the convergence behaviour of





























Note that A0 = −I and the factor det(I − L1)−1 can be discarded since multiplying a
characteristic polynomial by a non-zero constant factor does not change its roots.
Compared to the Jacobi update, in some sense the Gauss–Seidel update amounts to






, with Lk+1 := 0. This observation will significantly
simplify our comparison between Jacobi and Gauss–Seidel updates.
3.2.3 Stability Analysis of Gradient Algorithms
We are now ready to compare Jacobi and Gauss–Seidel updates for gradient algorithms.
The following lemma is well-known and easy to verify using Schur’s complement:







If C and D commute, then we have detM = det(AD −BC).
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We formulate necessary and sufficient conditions under which a gradient-based algo-
rithm converges for bilinear games (3.18). We use “J” as a shorthand for Jacobi style
updates and “GS” for Gauss–Seidel style updates. For each algorithm, we first write down
the characteristic polynomials for both Jacobi and GS updates, and present the exact con-
ditions for convergence. We used the term “convergence region” to denote a subset of the
parameter space (with parameters α, β or γ) where the algorithm converges. We show
that in many cases the GS convergence regions strictly include the Jacobi convergence
regions. Our result shares similarity with the celebrated Stein–Rosenberg theorem (Stein
and Rosenberg, 1948), which only applies to solving linear systems with non-negative ma-
trices. In this sense, our results extend the Stein–Rosenberg theorem to cover nontrivial
bilinear games.















= det[(λ− 1)2I + α1α2EE>], (3.40)
With spectral decomposition we obtain (3.41). Taking α2 → λα2 and with Theorem 3.2.1
we obtain the corresponding GS updates. Therefore, the characteristic polynomials for
GDA are:
J: (λ− 1)2 + α1α2σ2 = 0, GS: (λ− 1)2 + α1α2σ2λ = 0. (3.41)
Scaling symmetry From Section 3.2.3 we obtain a scaling symmetry
(α1, α2)→ (tα1, α2/t),
with t > 0. With this symmetry we can always fix α1 = α2 = α. This symmetry
also holds for EG and momentum. For OGD, the scaling symmetry is slightly different
with (α1, β1, α2, β2) → (tα1, tβ1, α2/t, β2/t), but we can still use this symmetry to fix
α1 = α2 = α.
Theorem 3.2.3 (GDA). Jacobi GDA and Gauss–Seidel GDA do not converge if the
initialization is not a saddle point. However, Gauss–Seidel GDA can have a limit cycle
while Jacobi GDA always diverges.
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Proof. With the notations in Corollary 3.1.3, for Jacobi GDA, we have b = 1 + α2σ2 > 1.
For Gauss–Seidel GDA, we have b = 1. The Schur conditions are violated.
In the constrained case, Mertikopoulos et al. (2018a) and Bailey and Piliouras (2018)
show that Follow-The-Regularized-Leader, a more generalized algorithm of GDA, does not
converge for polymatrix games. When α1 = α2, the result of Gauss–Seidel GDA has been
shown in Bailey et al. (2019).
Extra-gradient From eq. (3.22) and eq. (3.23), the update of Jacobi EG is:
z(t+1) =
[
I − β2EE> −α1E
α2E
> I − β1E>E
]
z(t), (3.42)
and the characteristic polynomial is:
det
[
(λ− 1)I + β2EE> α1E
−α2E> (λ− 1)I + β1E>E
]
. (3.43)
Since we assumed α2 > 0, we can left multiply the second row by β2E/α2 and add it to
the first row. Hence, we obtain:
det
[
(λ− 1)I α1E + (λ− 1)β2E/α2 + β1β2EE>E/α2
−α2E> (λ− 1)I + β1E>E
]
. (3.44)
With Lemma 3.2.2 the equation above becomes:
det[(λ− 1)2I + (β1 + β2)E>E(λ− 1) + (α1α2E>E + β1β2E>EE>E)], (3.45)
which simplifies to (3.46) with spectral decomposition. Note that to obtain the GS poly-
nomial, we simply take α2 → λα2 in the Jacobi polynomial as shown in Theorem 3.2.1.
For the ease of reading we copy the characteristic equations for generalized EG:
J: (λ− 1)2 + (β1 + β2)σ2(λ− 1) + (α1α2σ2 + β1β2σ4) = 0, (3.46)
GS: (λ− 1)2 + (α1α2 + β1 + β2)σ2(λ− 1) + (α1α2σ2 + β1β2σ4) = 0. (3.47)
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Theorem 3.2.4 (EG). For generalized EG with α1 = α2 = α and γi = βi/α, Jacobi and
Gauss–Seidel updates achieve linear convergence iff for any singular value σ of E, we have:
J : |β1σ2 + β2σ2 − 2| < 1 + (1− β1σ2)(1− β2σ2) + α2σ2,
(1− β1σ2)(1− β2σ2) + α2σ2 < 1, (3.48)
GS : |(β1 + β2 + α2)σ2 − 2| < 1 + (1− β1σ2)(1− β2σ2),
(1− β1σ2)(1− β2σ2) < 1. (3.49)
If β1 + β2 + α
2 < 2/σ21, the convergence region of GS updates strictly includes that of
Jacobi updates.
Proof. Both characteristic polynomials can be written as a quadratic polynomial λ2+aλ+b,
where:
J: a = (β1 + β2)σ
2 − 2, b = (1− β1σ2)(1− β2σ2) + α2σ2, (3.50)
GS: a = (β1 + β2 + α
2)σ2 − 2, b = (1− β1σ2)(1− β2σ2). (3.51)
Compared to Jacobi EG, the only difference between Gauss–Seidel and Jacobi updates
is that the α2σ2 in b is now in a, which agrees with Theorem 3.2.1. Using Corollary 3.1.3,
we can derive the Schur conditions (3.48) and (3.49).
More can be said if β1 + β2 is small. For instance, if β1 + β2 + α
2 < 2/σ21, then (3.48)
implies (3.49). In this case, the first conditions of (3.48) and (3.49) are equivalent, while
the second condition of (3.48) strictly implies that of (3.49). Hence, the Schur region of




More precisely, to show that the GS convergence region strictly contains that of the
Jacobi convergence region, simply take β1 = β2 = β. The Schur condition for Jacobi EG
and Gauss–Seidel EG are separately:
J: α2σ2 + (βσ2 − 1)2 < 1, (3.52)
GS: 0 < βσ2 < 2 and |ασ| < 2− βσ2. (3.53)
It can be shown that if β = α2/3 and α → 0, (3.52) is always violated whereas (3.53) is
always satisfied.





, then Jacobi EG converges iff α2σ2 < 3
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With eq. (3.2), the characteristic polynomial for Jacobi OGD is
det
[
(λ2 − λ)I (λα1 − β1)E
(−λα2 + β2)E> (λ2 − λ)I
]
. (3.55)
Taking the determinant and with Lemma 3.2.2 we obtain (3.56). The characteristic poly-
nomial for GS updates in (3.57) can be subsequently derived with Theorem 3.2.1, by taking
(α2, β2)→ (λα2, λβ2). The characteristic equations can be computed as:
J: λ2(λ− 1)2 + (λα1 − β1)(λα2 − β2)σ2 = 0, (3.56)
GS: λ2(λ− 1)2 + (λα1 − β1)(λα2 − β2)λσ2 = 0. (3.57)
Using the characteristic polynomials and Corollary 3.1.3, we obtain the following the-
orem, with the detailed proof in Appendix B.1.
Theorem 3.2.5 (OGD). For generalized OGD with α1 = α2 = α, Jacobi and Gauss–
Seidel updates achieve linear convergence iff for any singular value σ of E, we have:
J :
{
|β1β2σ2| < 1, (α− β1)(α− β2) > 0, 4 + (α + β1)(α + β2)σ2 > 0,
α2 (β21σ
2 + 1) (β22σ
2 + 1) < (β1β2σ





(α− β1)(α− β2) > 0, (α + β1)(α + β2)σ2 < 4,
(αβ1σ
2 + 1)(αβ2σ
2 + 1) > (1 + β1β2σ
2)2.
(3.59)
The convergence region of GS updates strictly includes that of Jacobi updates.
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From eq. (3.2), the characteristic polynomial for Jacobi momentum is
det
[
(λ2 − λ(1 + β1) + β1)I λα1E




Taking the determinant and with Lemma 3.2.2 we obtain (3.62), while (3.63) can be derived
with Theorem 3.2.1, by taking α2 → λα2. For the ease of reading we copy the characteristic
polynomials from the main text as:
J: (λ− 1)2(λ− β1)(λ− β2) + α1α2σ2λ2 = 0, (3.62)
GS: (λ− 1)2(λ− β1)(λ− β2) + α1α2σ2λ3 = 0. (3.63)
Using the characteristic polynomials and Corollary 3.1.3, we obtain the following the-
orem, with the detailed proof in Appendix B.1.
Theorem 3.2.6 (momentum). For the generalized momentum method with α1 = α2 = α,
the Jacobi updates never converge, while the GS updates converge iff for any singular value
σ of E, we have:
|β1β2| < 1, | − α2σ2 + β1 + β2 + 2| < β1β2 + 3, 4(β1 + 1)(β2 + 1) > α2σ2,
α2σ2β1β2 < (1− β1β2)(2β1β2 − β1 − β2). (3.64)
This condition implies that at least one of β1, β2 is negative.
Prior to this work, only sufficient conditions for linear convergence were given for the
usual EG and OGD. For the momentum method, our result improves upon Gidel et al.
(2019b) where they only considered specific cases of parameters. For example, they only
considered β1 = β2 ≥ −1/16 for Jacobi momentum (but with explicit rate of divergence),
and β1 = −1/2, β2 = 0 for GS momentum (with convergence rate). Our Theorem 3.2.6
gives a more complete picture and formally justifies the necessity of negative momentum.
The stability regions of EG, OGD and the momentum method can be visualized in
Figure 3.1. In this figure, we take α1 = α2 = α and β1 = β2 = β in these algorithms. It
can be seen that the stability regions for Gauss–Seidel updates are generally larger than
Jacobi updates, and thus verifies the statement that Gauss–Seidel updates are more stable.
3.3 General Local Stability
From Theorem 2.3.1 we know that local minimax points are fixed points of gradient al-








Figure 3.1: Stability regions of Extra-gradient (EG), Optimistic gradient descent (OGD)
and the Heavy ball method (HB). We take α1 = α2 = α, β1 = β2 = β for illustration
purpose.
with f twice continuous differentiable. We use zt instead of z
(t) in this section for the
iterative updates.
We focus on local linear convergence at stationary points z∗ using spectral analysis, by
which we mean that when initialized in a neighborhood of z∗, an iterative method would
give:
‖zt+1 − z∗‖ ≤ r‖zt − z∗‖, (3.66)
where 0 ≤ r < 1. Spectral analysis of a matrix A mainly involves two types of quantities:
the spectrum of A, Sp(A) := {λ : λ is an eigenvalue of A}, as well as the spectral radius,
ρ(A) := maxλ∈Sp(A) |λ|. An algorithm is exponentially stable if the spectral radius of its
Jacobian matrix is less than one, which guarantees local linear convergence (Polyak, 1987).
A more rigorous definition uses the Hartman–Grobman theorem (Katok and Hasselblatt,
1995). Below when we refer to convergence, we always mean local linear convergence.
To obtain convergence near local minimax points, we consider two-time-scale (2TS)4
gradient algorithms, as proposed in Heusel et al. (2017) to train GANs. Also, Jin et al.
(2020) proved the “equivalence” between the stable points of 2TS-GDA and strict local
minimax points (see Corollary 2.3.14). The intuition is that 2TS algorithms help the
convergence by taking a much larger step w.r.t. the maximization variable y. We denote
zt = (xt, yt) and define the vector field for the gradient update
v(z) = (−α1∂xf(z), α2∂yf(z)).
4This terminology comes from analogy with the continuous training dynamics. In our paper we simply
mean choosing two different step sizes.
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Local stability results can be obtained by analyzing the Jacobian of v(z) at a stationary
point (x∗, y∗):










Define α2 = γα1, and Hα1,α2 = α1H1,γ. Note that Hα1,α2(f) may not be symmetric, hence
its spectrum lies on the complex plane. We also define H := Hα,α/α which is independent
of α. To characterize the stable set of an algorithm, we ask the following question:
Given hyper-parameters {µi}ki=0 (e.g. step size, momentum coefficient) of an
algorithm A, what exactly are the geometric conclusions on the spectrum of
Hα1,α2 such that A is exponentially stable at z
∗?
Similar questions have been asked in Niethammer and Varga (1983) for problems of linear
equations, where the Jacobian is a constant matrix. Such geometric characterizations allow
us to analyze the convergence near local saddle, local minimax and local robust points.
Note that in this section we are mostly considering one type of algorithmic modifi-
cation in sequential games using two-time-scale (except in Prop. 3.4.5) and simultaneous
updates. For non-convex sequential smooth games, it is possible to use alternating updates
in algorithms as studied in the previous section for bilinear games.
3.3.1 Stable Sets of Extra-gradient (EG) and Optimistic Gradi-
ent Descent (OGD)
We consider the generalized extra-gradient method EG(α1, α2, β) (Korpelevich, 1976) (the
original version has β = 1):
zt+1 = zt + v(zt+1/2)/β, zt+1/2 = zt + v(zt). (3.68)
and the generalized optimistic gradient descent (Peng et al., 2020), which we denote as
OGD(k, α1, α2)):
zt+1 = zt + kv(zt)− v(zt−1). (3.69)
EG has recently been studied in e.g. (Mertikopoulos et al., 2019) for special NCNC games,
and in Azizian et al. (2020a,b) for convex-concave settings using spectral analysis. OGD
was originally proposed in Popov (1980) as the past extra-gradient method, and recently
studied in the GAN literature (e.g. Daskalakis et al., 2018). We show a close connection
between EG and OGD, as observed recently (Hsieh et al., 2019; Mokhtari et al., 2019):
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Lemma 3.3.1 (equivalence between past extra-gradient and OGD). The past extra-
gradient method
zt+1 = zt + v(zt+1/2)/β, zt+1/2 = zt + v(zt−1/2) (3.70)




t)− v(z′t−1) with k = 1 + 1/β and z′t = zt−1/2.
Proof. From the second equation of (3.70) we obtain















In the second line we used the first equation of (3.70) and in the third line we used the
second equation of (3.70).
Due to this correspondence, we will only consider OGD with k > 1. We now charac-
terize the stable sets of EG and OGD, or the necessary and sufficient conditions for local
convergence:
Theorem 3.3.2 (stability of EG/OGD). At (x∗, y∗), EG(α1, α2, β) is exponentially
stable iff for any λ ∈ Sp(Hα1,α2), |1 + λ/β + λ2/β| < 1. OGD(k, α1, α2) is exponentially
stable iff for any λ ∈ Sp(Hα1,α2), |λ| < 1 and |λ|2(k − 3 + (k + 1)|λ|2) < 2<(λ)(k|λ|2 − 1).
Proof. From (3.68) the update of EG can be rewritten as zt+1 = zt + v(zt + v(zt))/β. We
compute the Jacobian matrix of this update:




It then follows that Sp(J) = 1 + Sp(Hα1,α2)/β + Sp(Hα1,α2)
2/β, where the operation is
element-wise. Therefore, ρ(J(f)) < 1 iff
max
λ∈Sp(Hα1,α2 )
|1 + λ/β + λ2/β| < 1.
Similarly for OGD, the spectrum can be computed as:
Sp(JOGD) = {x : p(x) := x2 − (1 + kλ)x+ λ = 0, λ ∈ Hα1,α2}. (3.72)
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Figure 3.2: The blue region is where EG/OGD is exponentially stable. The green region
represents where the eigenvalues of Sp(Hα1,α2) at local saddle points may occur (Sec-
tion 3.4.1). (left) EG(α1, α2, β) with β ∈ {1.0, 4.0, 6.0,∞}; (middle) OGD(k, α1, α2) with
k ∈ {1.1, 2.0, 3.0}. (right) Comparison between EG(α1, α2, 1) (blue) and OGD(2, α1, α2)
(yellow).
With Corollary 3.1.4, we obtain the necessary and sufficient conditions when the roots of
p(x) are in the unit circle:
|λ| < 1, (k − 1)|λ|2(k − 3 + (k + 1)|λ|2) < 2(k − 1)<(λ)(k|λ|2 − 1), ∀λ ∈ Hα1,α2 .
From this theorem, we can plot the stable region of EG and OGD with the original
parameters, and find that EG and OGD are indeed similar, as shown on the right of
Figure 3.2. For EG, we note that Azizian et al. (2020b) used the spectral shapes of the
support of Sp(Hα1,α2) to give upper and lower bounds of the convergence rates of EG, but
our results are orthogonal to it since we do not assume a geometric shape of the support
of Sp(Hα1,α2).
When β → ∞, k → 1+, and the step size of extra-step is much larger than the step
size of the gradient step. In Zhang and Yu (2020) it was found that for bilinear games,
taking β →∞ gives the best convergence rate among all hyperparameters. We show that
larger β increases the local stability as well (see also Hsieh et al. (2020) for saddle point
problems):
Theorem 3.3.3 (more aggressive extra-gradient steps, more stable). For β1 >
β2 > 1, whenever EG(α1, α2, β2) is exponentially stable at (x
∗, y∗), EG(α1, α2, β1) is ex-
ponentially stable at (x∗, y∗) as well. For k1 > k2 > 1, whenever OGD(k1, α1, α2) is
exponentially stable at (x∗, y∗), OGD(k2, α1, α2) is exponentially stable at (x
∗, y∗) as well.
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Proof. Rewriting λ = x+ iy with x, y ∈ R for λ ∈ Hα1,α2 and using Theorem 3.3.2, we run
the following Mathematica code (b1 ≡ β1, b2 ≡ β2):
Reduce[ForAll[{x, y, b1, b2}, ((y + 2 x y)/b2)^2 +
(1 + (x + x^2 - y^2)/b2)^2 < 1 && b1 > b2 > 1,
((y + 2 x y)/b1)^2 + (1 + (x + x^2 - y^2)/b1)^2 < 1]]
The answer is True. For the second part, we rewrite the stability condition for OGD as:
k|λ|2(1 + |λ|2 − 2<(λ)) < 3|λ|2 − |λ|4 − 2<(λ). (3.73)
Since <(λ) ≤ |λ|, 1 + |λ|2 − 2<(λ) ≥ 0. The left hand side increases with k.
In the limit when β → ∞, the stable region is <(λ + λ2) < 0 whose boundary is a
hyperbola. Similarly, when k → 1+, OGD has the largest convergence region: {λ ∈ C :
|λ| < 1, |λ− 1/2| > 1/2}. Figure 3.2 gives a visualization for the stable sets of EG/OGD.
Their convergence regions strictly include that of GDA, and thus these algorithms are more
stable:
Corollary 3.3.4. Given |λ| < 1 with λ ∈ Hα1,α2, whenever GDA(α1, α2) converges,
EG(α1, α2, 1) converges as well. Given |λ| < 1/
√
3 with λ ∈ Hα1,α2, whenever GDA(α1, α2)
converges, OGD(2, α1, α2) converges.
Proof. When β = 0, (3.80) becomes |1 + λ| < 1. The first part follows from:
|1 + λ| < 1 and |λ| < 1 =⇒ |1 + λ+ λ2| < 1. (3.74)
Taking k = 2, from Theorem 3.3.2, the stability condition for OGD is:
|λ|2(−1 + 3|λ|2) < 2<(λ)(2|λ|2 − 1). (3.75)
We want to show that for all |1 + λ| < 1 and |λ| < 1/
√
3, (3.75) holds, and thus we define
λ = u+ iv (u, v ∈ R) and use the following Mathematica code:
Reduce[ForAll[{u, v}, (1 + u)^2 + v^2 < 1 && u^2 + v^2 < 1/3,
(u^2 + v^2) (-1 + 3 (u^2 + v^2)) < 2 u (-1 + 2 (u^2 + v^2))]]
This result is True.
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3.3.2 Momentum Algorithms
We study the effect of momentum for convergence to local saddle points, including heavy
ball (Polyak, 1964) and Nesterov’s momentum (Nesterov, 1983). They are similar to GDA
and do not converge even for bilinear games, as proved in Theorem 3.2.6. In the following
two subsections, we study the effect of momentum for convergence to local saddle points.
GDA is a special case if we take the momentum parameter β = 0.
Heavy Ball (HB)
We study the heavy ball method HB(α1, α2, β) (Polyak, 1964) in the context of minimax
optimization, as also studied in Gidel et al. (2019b):
zt+1 = zt + v(zt) + β(zt − zt−1), v(z) = (−α1∂xf(z), α2∂yf(z)). (3.76)
Theorem 3.3.5 (HB). HB(α1, α2, β) is exponentially stable iff ∀λ ∈ Sp(Hα1,α2), |β| < 1,
2β<(λ2)− 2(1− β)2(1 + β)<(λ) > (1 + β2)|λ|2.
Proof. With state augmentation zt → (zt+1, zt), the Jacobian for HB(α1, α2, β) is:
JHB(f) =
[




The spectrum can be computed as:
Sp(JHB(f)) = {w : p(w) := (w − 1)(w − β)− wλ = 0, λ ∈ Hα1,α2}. (3.78)
This quadratic equation can be further expanded as:
w2 − (β + 1 + λ)w + β = 0. (3.79)
With Corollary 3.1.4, we obtain the necessary and sufficient conditions for which all the
roots are within a unit disk:
|β| < 1, 2β<(λ2)− 2(1− β)2(1 + β)<(λ) > (1 + β2)|λ|2. (3.80)
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This theorem can also be derived from Euler transform as in (Niethammer and Varga,
1983, Section 6) which is used in analyzing methods for solving linear equations. The
first inequality |β| < 1 can be easily used to guide hyper-parameter tuning in practice.
The second condition in fact describes an ellipsoid centered at (−β − 1, 0). If we define
λ = u+ iv and (u, v) ∈ R2, then this condition can be simplified as:






As shown on the left of Figure 3.3, if the momentum factor β is positive, the ellipsoid
is elongated in the horizontal direction; otherwise, it is elongated in the vertical direc-
tion. This agrees with existing results on negative momentum (Gidel et al., 2019b) and
Theorem 3.2.6 on bilinear games.
Corollary 3.3.6 (HB). For any |β| < 1, HB(α, α, β) is exponentially stable for small
enough α at a local saddle point iff at such a point <(λ) 6= 0 for all λ ∈ Sp(H).
Proof. From Lemma 3.4.1, for any λ ∈ Sp(H), <(λ) ≤ 0. If <(λ) 6= 0 for all λ ∈ Sp(H),
then (3.81) holds for small enough α. If <(λ) = 0 for some λ ∈ Sp(H), we cannot have
(3.81).
Nesterov’s Accelerated Gradient (NAG)
Nesterov’s accelerated gradient (Nesterov, 1983) is a variant of Polyak’s heavy ball, which
achieves the optimal convergence rate for convex functions. It has been widely applied in
deep learning (Sutskever et al., 2013). In Bollapragada et al. (2019), the authors analyzed
the spectrum of NAG using numerical range in the context of linear regression, which is
equivalent to the case when Sp(H) ⊂ R (c.f. Bollapragada et al. (2019, p. 11)).
The key difference between HB and NAG is the order of momentum update and the







t = zt + β(zt − zt−1), (3.82)
which we denote as NAG(α1, α2, β). We have the following stability result for NAG:
Theorem 3.3.7 (NAG). NAG(α1, α2, β) is exponentially stable iff for any λ ∈ Sp(Hα1,α2):
|1 + λ|−2 > 1 + 2β(β2 − β − 1)<(λ) + β2|λ|2(1 + 2β), |β| · |1 + λ| < 1. (3.83)
61
Figure 3.3: Convergence regions of momentum methods with different momentum param-
eter β: (left) HB(α, β); (right) NAG(α, β). We take β = 0,±0.4,±0.6 (as shown in the
figure). The green region represents the one where the eigenvalues of Sp(Hα1,α2) at local
saddle points may occur (Section 3.4.1).
Proof. With state augmentation zt → (zt+1, zt), the Jacobian for NAG is:[




The spectrum can be computed as:
Sp(J(f)) = {w : p(w) := w2 − w(1 + β)(1 + λ) + β(1 + λ) = 0, λ ∈ Hα1,α2}.
Comparing with (3.79), we find that the two characteristic polynomials are different only
by O(αβ). With Lemma 3.1.4, the condition for local linear convergence is:
|1 + λ|−2 > 1 + 2β(β2 − β − 1)<(λ) + β2|λ|2(1 + 2β), (3.84)
|β| · |1 + λ| < 1. (3.85)
From Figure 3.3, the convergence region of NAG is better conditioned than HB. How-
ever, NAG is still similar to HB and GDA in terms of the local convergence behavior:
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Corollary 3.3.8 (NAG). If <(λ) ≥ 0 for some λ ∈ Hα1,α2, then NAG(α1, α2, β) is not
exponentially stable.
Proof. Take λ ∈ Hα1,α2 and assume λ = u + iv with u, v ∈ R. (3.83) can be translated to
the following Mathematica code:
Reduce[b^2 ((1 + u)^2 + v^2) < 1 && ((1 + u)^2 + v^2) (1 +
2 b (b^2 - b - 1) u + b^2 (u^2 + v^2) (1 + 2 b)) < 1 && u >= 0],
and the result is False.
According to Lemma 3.4.1, NAG(α1, α2, β) never converges on bilinear games.
3.4 Stability at Local Optimal Solutions
After characterizing the stable sets of gradient algorithms, we move on to see the spectral
behavior of local optimal points (c.f. Chapter 2). For local saddle points, the spectrum of
Hα1,α2 is on the left closed half plane. However, the spectrum of local minimax points can
be quite arbitrary. With these results we can study how gradient algorithms (GDA with
momentum, EG/OGD) converge to local optimal points.
3.4.1 Local Saddle Points
Even though Hα1,α2(f) is non-symmetric, it is still negative semi-definite near local saddle
points5. Therefore, we can prove that its spectrum lies on the left (closed) complex plane:
Lemma 3.4.1 (local saddle). Suppose α1, α2 > 0 are fixed. For f ∈ C2, at a local saddle
point, ∀λ ∈ Sp(Hα1,α2(f)), <(λ) ≤ 0. ∀ z ∈ C with <(z) ≤ 0, there exists a quadratic
function q and a local saddle point (x∗, y∗) such that z ∈ Sp(Hα1,α2(q)). For bilinear
functions, at a local saddle point <(λ) = 0 for all λ ∈ Sp(Hα1,α2).
Proof. The convergence analysis reduces to the spectral study of H1,γ. With the similarity
transformation:

















5A real n × n matrix A is negative semi-definite if for any x ∈ Rn, x>Ax ≤ 0. See e.g. Wang et al.
(2010).
63
It suffices to study the spectrum of H ′. For any local saddle point (x∗, y∗), we have:
∂2xxf(x
∗, y∗)  0, ∂2yyf(x∗, y∗)  0. (3.87)
From this necessary condition, <(H ′) := (H ′ +H ′>)/2 is negative semi-definite, and with
the Ky Fan inequality (Fan (1950)) we have <(Sp(H ′)) ≺ Sp(<(H ′)) ≺ 0, with “≺”
meaning majorization (Marshall et al., 1979). The second part can be proved by assuming





















whose two eigenvalues are z and z̄. For bilinear games f = x>Cy+a>x+ b>y, at any local







The eigenvalues are λ = ±i√γσ, with σ a singular value of C.
This result is a slight extension of Daskalakis and Panageas (2018, Lemma 2.4). Com-
bined with Lemma 3.4.1, we can show that EG/OGD converges for any local saddle points
where the Jacobian H(f) is non-singular, and also the feasible range of k for OGD:
Theorem 3.4.2 (stability of EG/OGD at local saddle points). EG(α, α, 1) is ex-
ponentially stable at any local saddle point if at such a point, 0 < |λ| < 1/α for every
λ ∈ Sp(H). OGD(k, α, α) is exponentially stable at any local saddle point if 1 < k ≤ 2
and 0 < |λ| < 1/(kα) for every λ ∈ Sp(H). If k ≥ 3, OGD(k, α1, α2) is not exponentially
stable for bilinear games.
Proof. At a local saddle point, from Lemma 3.4.1, for any λ ∈ Sp(H), <(λ) ≤ 0. The
corollary follows with 0 < |λ| < 1/α for every λ ∈ Sp(H) and Theorem 3.3.2, since if
β = 1, we can show:
<(λ) ≤ 0 and 0 < |λ| < 1 =⇒ |1 + λ+ λ2| < 1, (3.90)
with the following Mathematica code (rewrite λ = u+ iv with u, v ∈ R):
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Reduce[ForAll[{u, v}, u <= 0 && 0 < u^2 + v^2 < 1, (v + 2 u v)^2
+ (1 + u + u^2 - v^2)^2 < 1]],
and the result is True. For OGD, if 1 < k ≤ 2, we use Theorem 3.3.2, Lemma 3.4.1, and
the following Mathematica code (rewrite λ = u+ iv with u, v ∈ R):
Reduce[ForAll[{u,v,k}, 0 < u^2+v^2<1/k^2 && u<=0 && 1<k<=2,
(u^2+v^2)(-3+k+(1+k)(u^2+v^2)) <2u(-1+k(u^2+v^2))]].
The result is True. If k ≥ 3 and the game is bilinear, from Theorem 3.3.2, Theorem 3.3.3
and Lemma 3.4.1 we must have 4|λ|4 < 0 to obtain local convergence, which is obviously
false.
3.4.2 Local Minimax Points
Now we study how gradient algorithms converge to local minimax points. We do not have
the results in Theorem 3.4.2, since different from local saddle points, the spectrum of the
Jacobian Hα1,α2(f) is quite arbitrary:
Lemma 3.4.3 (spectrum of local minimax can be arbitrary). Given α1, α2 > 0, for
any z ∈ C, there exists a quadratic function q and a local minimax point (x∗, y∗) where
z ∈ Sp(Hα1,α2(q)).
Proof. Let us assume z = u+ iv with (u, v) ∈ R2. We first construct a real polynomial:
(λ− z)(λ− z̄) = λ2 − 2uλ+ u2 + v2 = 0. (3.91)
On the other hand, the characteristic polynomial of Hα1,α2(q) with q(x, y) = ax
2/2 +
by2/2 + cxy is:
λ2 + (α1a− α2b)λ+ α1α2(c2 − ab) = 0. (3.92)
Comparing (3.91) and (3.92), it suffices to require that:
α1a− α2b = −2u, α1α2(c2 − ab) = u2 + v2, (3.93)
which always has real solutions given (α1 > 0, α2 > 0, u, v).
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This result shows that local minimax points are a more general class than the class of
local stable stationary points (LSSPs) as proposed recently in Berard et al. (2020) (see also
Definition 2.2.14), in terms of zero-sum games, since LSSPs are defined such that <(λ) < 0
for any λ ∈ Sp(Hα,α) and α > 0 (note the slight change of signs due to the difference of
the notations). Under certain assumptions, 2TS gradient algorithms can converge to local
minimax points. The following result slightly extends Jin et al. (2020) where only GDA is
analyzed:
Theorem 3.4.4 (stability of EG/OGD at strict local minimax points). Assume at
a stationary point (x∗, y∗),
∂2yyf ≺ 0 and ∂2xxf − ∂2xyf(∂2yyf)−1∂2yxf  0. (3.94)
Then ∃ γ0 > 0 and α0 > 0 such that ∀ γ > γ0, 0 < α2 < α0 and α1 = α2/γ, EG and OGD
(with k > 1) are exponentially stable.
Proof. Assume x ∈ Rn and Using Lemma 36 of Jin et al. (2020), for any δ > 0, there exists
γ0 > 0, when γ > γ0, the eigenvalues of H(1/γ, 1), λ1, . . . , λn, λn+1, . . . , λm+n, are:
|λi + µi/γ| < δ/γ, ∀i = 1, . . . , n, |λi+n − νi| < δ, ∀i = 1, . . . ,m, (3.95)
where µi ∈ Sp(∂2xxf − ∂2xyf(∂2yyf)−1∂2yxf) and νi ∈ Sp(∂2yyf). From our assumption, µi > 0
and νi < 0. With (3.95), there exists γ0 such that for every γ > γ0, <(λi) < 0 for all
λi ∈ H(1/γ, 1). From Theorem 3.4.2, EG (β = 1) and OGD (1 < k ≤ 2) are exponentially
stable if α2 is small enough.
In fact, the theorem above can be extended to the momentum methods as well (see
Section 3.3.2). As we have seen in Corollary 2.3.14, (3.94) is sufficient for being local
minimax (see also Fiez et al. (2019); Wang et al. (2020); Zhang et al. (2021) for applications
in GANs). However, without the assumption (3.94) (see also Jin et al. (2020, Theorem 28)
for GDA), the convergence is more difficult:
Proposition 3.4.5 (stability of gradient algorithms at general local minimax
points). There exists a quadratic function (e.g., q(x, y) = −x2 + xy) and a global (thus
local, from Theorem 2.4.4) minimax point z∗ = (x∗, y∗) where
• GDA (with momentum or alternating updates) does not converge to z∗, for any hyper-
parameter choice.
• EG/OGD do not converge to z∗ given α1 = α2, or α2 → 0; otherwise there exist
hyper-parameter choices such that EG/OGD converge to z∗.
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• Alternating OGD does not converge to z∗ given α2 → 0.
Proof. We consider q(x, y) := −x2 +xy as the example, with X = Y = R. From (2.4.1) we
know that (0, 0) is a global minimax point. (0, 0) is also local minimax since it is stationary







If 0 < γ ≤ 1, the two eigenvalues are 1 ±
√
1− γ which are both real and positive. One
can read from Theorem 3.3.5 (or Figure 3.3) and Theorem 3.3.2 (or Figure 3.2) that GDA
(with momentum) and EG/OGD do not converge to (0, 0), locally and globally. Specifically,
when γ = 1, α1 = α2.
If γ > 1, the eigenvalues are λ1,2 = 1± i
√
γ − 1, which have positive real parts. From
Theorem 3.3.5 (or Figure 3.3), GDA (with momentum) do not converge to (0, 0). Now let us
study 2TS-EG and 2TS-OGD, which corresponds to the second point of Proposition 3.4.5.
2TS-EG Taking β →∞ we require that <(λ+ λ2) < 0, which simplifies to:
α1 + α
2
1 − α21(γ − 1) < 0, (3.97)
and thus
α2 > 1 + 2α1 > 1. (3.98)
We cannot take α2 to be arbitrarily small.
2TS-OGD For 2TS-OGD, we need α2 to be Ω(1) as well. From Theorem 3.3.2, we take
k → 1+ so that the convergence region is the largest:
|λ| < 1, |λ− 1/2| > 1/2. (3.99)
Bringing in the eigenvalues α1(1± i
√
γ − 1), we obtain:
α1 < 1, 1/α1 < γ < 1/α
2
1. (3.100)
In other words, 1 < α2 < 1/α1. We could take α1 infinitesimal but not α2.
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Alternating updates Now let us study alternating updates on this example. We use the
same framework as Section 3.2.2. We only study GDA and OGD for illustration purpose
and other gradient algorithms follow similarly. The alternating GDA can be written as
(α1 > 0, α2 > 0):
xt+1 = xt − α1∂xf(xt, yt), yt+1 = yt + α2∂yf(xt+1, yt), (3.101)
and the alternating OGD can be written as (c.f. (3.69))(α1 > 0, α2 > 0, k > 1):
xt+1 = xt − kα1∂xf(xt, yt) + α1∂xf(xt−1, yt−1), (3.102)
yt+1 = yt + kα2∂yf(xt+1, yt)− α2∂yf(xt, yt−1). (3.103)
Let us denote A = ∂2xxf(x
∗, y∗), B = ∂2yyf(x
∗, y∗) and C = ∂2xyf(x
∗, y∗). Locally, we
can treat the gradient algorithms as a linear dynamical system. For instance, the linear







































































For the quadratic example q(x, y) = −x2 + xy we are considering, we have A = −2, B =
0, C = 1. Bringing it to (3.106), we obtain:




2 − 2α1k − 2
)
λ3 + (2α1 − 2α1α2k + 2α1k + 1)λ2 + (α1α2 − 2α1)λ = 0.
(3.109)
From Corollary 3.1.3, alternating GDA is stable iff:
2α1 + 1 < 1, |α1α2 − 2α1 − 2| < 2α1 + 2. (3.110)
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Note that the first condition can never hold since α1 > 0. Hence, alternating GDA cannot
converge to the local minimax point (0, 0) if the initialization is not at (0, 0). For alternating




2 − 2α1k − 2
)
λ2 + (2α1 − 2α1α2k + 2α1k + 1)λ+ α1(α2 − 2) = 0. (3.111)
Using Corollary 3.1.3 again we know that alternating OGD is stable iff:
|c| < 1, |a+ c| < 1 + b, b− ac < 1− c2, (3.112)
where a = α1α2k
2 − 2α1k − 2, b = 2α1 − 2α1α2k + 2α1k + 1, c = α1(α2 − 2). We simplify
it on Mathematica:
Reduce[Abs[c]<1 && Abs[a+c] < 1 + b && b - a c < 1 - c^2 && k > 1
&& \alpha_1 > 0 && \alpha_2 > 0, {\alpha_1, \alpha_2}]
and obtain that:








2α1 + α1k − 1
α1(k + 1)
< α2 <
4α1 + 4α1k + 4
α1 + α1k2 + 2α1k
. (3.113)
Since k > 1 and√












2α1 + α1k − 1
α1(k + 1)
=
α1k + 2α1 − 1 + |α1 − 1|
α1(k + 1)
≥ α1k + 2α1 − 1 + 1− α1
α1(k + 1)
= 1, (3.114)
we have α2 > 1 for alternating updates of OGD.
Prop. 3.4.5 extends Jin et al. (2020) by studying the degenerate case of ∂2yyf and
gradient algorithms other than GDA. The implication is two-fold:
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• On the algorithmic aspect, we may not always rely on the usual ODE analysis
(Mescheder et al., 2017; Mertikopoulos et al., 2018b; Fiez et al., 2019) when try-
ing to find global/local minimax points, as such analysis relies on approximating
gradient algorithms with their continuous versions, by taking the step sizes to be
arbitrarily small. For EG/OGD, the step size of the follower (α2) has to be large
while the step size of the leader can be arbitrarily small, reflecting the asymmetric
position of players in Stackelberg games (Jin et al., 2020).
• We may also need new solution concepts in addition to global/local minimax points in
machine learning applications (e.g. Farnia and Ozdaglar, 2020; Schaefer et al., 2020),
even though many machine learning applications, including GANs (Goodfellow et al.,
2014) and adversarial training (Madry et al., 2018) are essentially based on the notion
of global minimax points. This is because when applying standard gradient-based
algorithms to do local search on machine learning applications, we cannot always
expect the final solutions the algorithms find to cover all global/local minimax points.
3.5 Experiments
In this section, we present experimental results on simultaneous (Jacobi) and alternating
(Gauss-Seidel) updates in bilinear games and GAN training.
Density plots We show the density plots (heat maps) of the spectral radii in Figure 3.4.
We make plots for EG, OGD and momentum with both Jacobi and GS updates. These
plots are made when β1 = β2 = β and they agree with our theorems in §3.2.3.
Wasserstein GAN As in Daskalakis et al. (2018), we consider a WGAN (Arjovsky
et al., 2017) that learns the mean of a Gaussian:
minφ maxθ f(φ, θ) := Ex∼N (v,σ2I)[s(θ>x)]− Ez∼N (0,σ2I)[s(θ>(z + φ))], (3.115)
with s(x) := 1/(1+e−x) the sigmoid function. We study the local behavior near the saddle
















Figure 3.4: Heat maps of the spectral radii of different algorithms. We take σ = 1 for
convenience. The horizontal axis is α and the vertical axis is β. Top row: Jacobi updates;
Bottom row: Gauss–Seidel updates. Columns (left to right): EG; OGD; momentum.
If the spectral radius is strictly less than one, it means that our algorithm converges. In
each column, the Jacobi convergence region is contained in the GS convergence region (for
EG we need an additional assumption, see Theorem 3.2.4).
Here Ev is a shorthand for Ex∼N (v,σ2I) and Eφ is for Ez∼N (φ,σ2I). At the saddle point, the




















Therefore, this WGAN is locally a bilinear game. With GS updates, we find that Adam
diverges, SGD goes around a limit cycle, and EG converges, as shown in Figure 3.5. We
can see that Adam does not behave well even in this simple task of learning a single
two-dimensional Gaussian with GAN.
Our next experiment shows that GS updates are more stable than Jacobi updates.
In Figure 3.6, we can see that GS updates converge faster and they converge even if the
corresponding Jacobi updates do not.
Mixtures of Gaussians (GMMs) Our last experiment is on learning GMMs with a
vanilla GAN (Goodfellow et al., 2014) that does not directly fall into our analysis. We
choose a 3-hidden layer ReLU network for both the generator and the discriminator, and
each hidden layer has 256 units. We find that for GDA and OGD, Jacobi style updates
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Figure 3.5: Comparison among Adam, SGD (or GDA) and EG in learning the mean of a
Gaussian with WGAN with the squared distance.
Figure 3.6: Jacobi vs. GS updates. y-axis: Squared distance ||φ− v||2. x-axis: Number
of epochs. Left: EG with γ = 0.2, α = 0.02; Middle: OGD with α = 0.2, β1 = 0.1,
β2 = 0; Right: Momentum with α = 0.08, β = −0.1. We plot only a few epochs for
Jacobi if it does not converge. The setting is the same as Figure 3.5.
Figure 3.7: Test samples from the generator network trained with stochastic GDA (step
size α = 0.01). Top row: Jacobi updates; Bottom row: Gauss–Seidel updates.
Columns: epoch 0, 10, 15, 20.
Figure 3.8: Test samples from the generator network trained with stochastic OGD
(α = 2β = 0.02). Top row: Jacobi updates; Bottom row: Gauss–Seidel updates.
Columns: epoch 0, 10, 60, 100.
converge more slowly than GS updates, and whenever Jacobi updates converge, the cor-
responding GS updates converges as well. These comparisons can be found in Figure 3.7










In conventional minimization (Bertsekas, 1997), a Newton algorithm requires the invert-
ibility of the Hessian. Similarly, for minimax optimization we need additional assumptions.
We mostly focus on strict local minimax points (SLmMs, see Corollary 2.3.14). an SLmM
(x∗, y∗) satisfies:
∂xf(x
∗, y∗) = ∂yf(x
∗, y∗) = 0, (4.2)
∂2yyf(x
∗, y∗) ≺ 0, ∂2xxf(x∗, y∗)− ∂2xyf(x∗, y∗)(∂2yyf(x∗, y∗))−1∂2yxf(x∗, y∗)  0. (4.3)
We will use the shorthand notations for total derivatives:
Dxf := ∂xf − ∂2xyf · (∂2yyf)−1 · ∂yf, (4.4)
D2xxf := ∂
2
xxf − ∂2xyf · (∂2yyf)−1 · ∂2yxf. (4.5)
The meaning of Dxf and D
2
xxf will be apparent in (4.9). The partial derivative operators
can be distributed, e.g., ((∂2yy)
−1 · ∂y)f := (∂2yyf)−1 · ∂yf , where the · sign means matrix
multiplication.
In fact, many existing algorithms can be treated as inexact implementations of Uzawa’s
approach (Arrow et al., 1958), i.e., fast follower F and slow leader L. One could use Gradient
Ascent (GA) with a large step size for F and Gradient Descent (GD) with a small step
size for L, known as two-time-scale (Borkar, 2008; Heusel et al., 2017; Jin et al., 2020);
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or perform k steps of GA update for F after every step of GD update of L (Goodfellow
et al., 2014; Madry et al., 2018). Following Uzawa’s approach, we use a Newton step for
F and a GD update for L, that we call the Gradient-Descent-Newton (a.k.a. GD-Newton,
GDN) algorithm. Although the method sounds simple and natural, surprisingly, it has not
been well studied for non-convex-concave minimax problems, especially for the solution
concepts such as the differential Stackelberg equilibrium (Fiez et al., 2019) and strict local
minimax points (Evtushenko, 1974a; Jin et al., 2020). We compare GDN with similar
algorithms that use the Hessian inverse, such as Total Gradient Descent Ascent (TGDA,
Evtushenko, 1974b; Fiez et al., 2019) and Follow-the-Ridge (FR, Evtushenko, 1974b; Wang
et al., 2020). Although the three algorithms share the same complexity, GDN has faster
local convergence when the follower problem is ill-conditioned. A similar conclusion can
be drawn by comparing with GDA methods.
Algorithms above achieve local linear convergence and still suffer from the ill-conditioning
of the leader problem (and the follower problem except our GDN). Fortunately, in §4.3.2
we show that the Hessian for the leader is also well-defined and we propose the Complete
Newton (CN) algorithm that performs Newton updates for both the leader and follower.
CN enjoys local quadratic convergence and evades the ill-conditioning of both leader and
follower problems in a local neighborhood. To the best of our knowledge, this is the first
genuine second-order algorithm for nonconvex-nonconcave minimax optimization that (lo-
cally) converges super-linearly to (strict) local minimax solutions.1 Rather surprisingly, we
show that CN, being a second-order algorithm, can be implemented in similar computation
complexity as the first-order alternatives such as TGDA, FR, and GDN. In §4.4, we ver-
ify theoretical properties of our Newton-type algorithms through experiments on training
GANs.
In this chapter, we propose two Newton-type algorithms (GDN and CN) for minimax
optimization that share similar complexity as existing alternatives but locally converge
much faster, especially for ill-conditioned problems. To implement the Newton update, we
take a Hessian-free approach (Martens, 2010) using only Hessian-vector products and Con-
jugate Gradient (CG), for which the per iteration complexity and memory usage are linear.
Our results are summarized in Table 4.1. We also perform experiments on training GANs
to complement our theoretical results which offer empirical insights on the aforementioned
algorithms.
Newton-type methods have also been studied for other related problems such as vari-
ational inequalities (Han and Sun, 1998; Izmailov and Solodov, 2014) and bi-level opti-
1In Evtushenko (1974b), a superlinear algorithm was proposed, but its convergence was not formally
proved.
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Table 4.1: Comparison among algorithms for minimax optimization. p and p′ are the





ρL and ρF are the asymptotic linear rates defined in Thm. 4.2.3. n and m are dimensions
of the leader and the follower. The convergence rates of TGDA/FR/GDN/CN are exact
when we take enough CG steps (p = m and p′ = n + m). By solving ill-conditioning we
mean that the convergence rates are not affected by the condition numbers.
Algorithm Time per step Memory Convergence rate
GDA O(n+m) O(n+m) linear; ρL ∨ ρF at best
TGDA/FR O(n+mp) O(n+m) linear; ρL ∨ ρF
GDA-k O(n+mk) O(n+m) linear; ρL at best
GDN O(n+mp) O(n+m) linear; ρL
CN O((n+m)p′ +mp) O(n+m) quadratic
mization (Fliege et al., 2021). However, our work focuses on using Newton methods to
find strict local minimax points in nonconvex-nonconcave minimax optimization, which is
different from the previous settings.
4.1 Strict Local Minimax Points
We first point out that SLmMs are more general than the strict local Nash equilibrium
Fiez et al. (2019), by which we mean
∂2yyf(x
∗, y∗) ≺ 0 and ∂2xxf(x∗, y∗)  0. (4.6)
Example 4.1.1. (0, 0) is an SLmM of the function f(x, y) = −3x2 + xy2 − y2 + 4xy on
R2 but not a saddle point, since
∂2xxf(0, 0) = −6, ∂2xyf(0, 0) = 4, ∂2yyf(0, 0) = −2,
and thus D2xxf(0, 0) = 2. This function is nonconvex-nonconcave, because ∂
2
yyf(x, y) =
2x − 2 is not always negative for (x, y) ∈ R2, and ∂2xxf(0, 0) < 0. It can also be verified
that f(0, y) ≤ f(0, 0) ≤ maxy∈R f(x, y), i.e., (0, 0) is a global minimax solution (Defini-
tion 2.1.3).
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At an SLmM (x∗, y∗), from
∂yf(x
∗, y∗) = 0, ∂2yyf(x
∗, y∗) ≺ 0
and the implicit function theorem, we know that for f ∈ C2, there are neighborhoods
N (x∗) ⊂ Rn, N (y∗) ⊂ Rm and a continuously differentiable function
r : N (x∗)→ N (y∗) s.t. ∂yf(x, r(x)) = 0 (4.7)
and r(x) is a local maximizer of the function f(x, ·). Also, we have
r′(x) = −((∂2yy)−1 · ∂2yx)f(x, r(x)) (4.8)
for any x ∈ N (x∗). We call this function the local best-response function. The local best
response function leads to our definition of total derivatives. Define the “local maximum
function” ψ(x) := f(x, r(x)) on N (x∗), from (4.8) we can derive from implicit function
theorem that:
ψ′(x) = Dxf(x, r(x)), ψ
′′(x) = D2xxf(x, r(x)). (4.9)
This is because from the chain rule and (4.8), we have:
ψ′(x) = ∂xf(x, r(x)) + r
′(x)>∂yf(x, r(x))
= ∂xf(x, r(x))− (∂2xy · (∂2yy)−1)f(x, r(x)) · ∂yf(x, r(x))
= (∂x − ∂2xy · (∂2yy)−1 · ∂y)f(x, r(x))
= Dxf(x, r(x)). (4.10)









= ∂2xxf(x, r(x)) + r
′(x)>∂yxf(x, r(x))
= ∂2xxf(x, r(x))− (∂2xy · (∂2yy)−1)f(x, r(x)) · ∂2yxf(x, r(x))
= (∂2xx − ∂2xy · (∂2yy)−1 · ∂2yx)f(x, r(x))
= D2xxf(x, r(x)). (4.11)
The practical relevance of SLmMs becomes important when training generative adver-
sarial networks (GANs) and distributional robustness models, and we present our analysis
in the following subsections.
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4.1.1 GAN Training
Consider the following GAN training problem, where we minimize over generator G with
parameter θ and maximize over discriminator D with parameter φ:
minθ maxφ `(θ, φ), where
`(θ, φ) = Ex∼px [f(Dφ(x))] + Ez∼pz [f(−Dφ(Gθ(z)))].
Under some mild assumptions (Nagarajan and Kolter, 2017), at a stationary point the
partial Hessians satisfy:
∂2θθ` = 0, ∂
2
φφ` = 2f
′′(0)Ex∼px [∂φDφ(x) · ∂φD>φ (x)],
∂2θφ` = −f ′(0) · ∂θEx∼pz [∂φGθ(Dφ(x))].
Typically, f ′(0) 6= 0 and f ′′(0) < 0. For example, for vanilla GAN (Goodfellow et al.,
2014),
f(x) = − log(1 + e−x),
giving f ′(0) = 1
2
and f ′′(0) = −1
4
. Therefore, under full rank assumptions (Nagarajan and
Kolter, 2017),
∂2φφ` ≺ 0, D2θθ` = (∂2θθ − ∂2θφ · (∂2φφ)−1 · ∂2φθ)`  0,
i.e. the stationary point is an SLmM. The loss ` is typically not a convex function of the
generator parameter θ.
4.1.2 Distributional Robustness









`(θ, ωi)− γ‖ωi − ξi‖2, (4.12)
where we denote Ω = {ωi}Ni=1 as the collection of adversarial samples. Here θ denotes the
model parameters, and ` is the loss function. The goal of this task is to find robust model
parameters θ against adversarial perturbation of samples, ωi. At a stationary point (θ
∗,Ω∗),
Sinha et al. (2018) shows that for large γ, ∂2ΩΩf(θ






∗, ω∗i )−Mi(∂2ωω`(θ∗, ω∗i )− 2γI)−1M>i , (4.13)
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where Mi := ∂
2
θω`(θ
∗, ω∗i ). Under assumptions that θ
∗ is a local minimum of the adversarial
training loss
∑N
i=1 `(·, ω∗i ) and that Mi is full row rank for at least one adversarial example
ω∗i , we can show that (θ
∗,Ω∗) is an SLmM for large γ. Moreover, (θ∗,Ω∗) is not necessarily
a strict local Nash equilibrium since ∂2θθ`  0 may not hold.
Proposition 4.1.2. Suppose (θ∗,Ω∗) = (θ∗, ω∗1, . . . , ω
∗




`(θ, ωi)− γ‖ωi − ξi‖2, (4.14)
where ` is twice differentiable. If at this point, θ∗ is a local minimum of
∑N
i=1 `(·, ω∗i ) and




∗, ω∗i ) (4.15)









∗, ω∗i )), (4.16)
with λmax(·) being the largest eigenvalue of a matrix, then (θ∗,Ω∗) is an SLmM of f but
not necessarily a strict local Nash equilibrium.







∗, ω∗i ) = 0, ∂ωi`(θ





∗, ω∗i ) = 0, ω
∗




∗, ω∗i ). (4.18)
For large γ, this tells us that θ∗ is a stationary point of the original training loss given
the adversarial examples ω∗i , and ω
∗
i is a perturbation of the original samples ξi. We
furthermore want θ∗ to be a local minimum of the loss
∑N
i=1 `(·, ω∗i ), and thus from the




∗, ω∗i )  0. (4.19)
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∗, ω∗i ) is singular
Sagun et al. (2016), and thus (θ∗,Ω∗) is not a strict local Nash equilibrium (see (4.6)).
However, we can show that (θ∗,Ω∗) is an SLmM under mild assumptions. We note that
(4.16) can be guaranteed if γ is greater than some Lipschitz smoothness constant of `, as
shown in Sinha et al. (2018).
Proof. We compute from (4.14) that:
∂ω∗i ,ω∗i f(θ
∗,Ω∗) = ∂2ωω`(θ






∗, ω∗i )−Mi(∂2ωω`(θ∗, ω∗i )− 2γI)−1M>i . (4.20)





∗, ω∗i )), then for any i = 1, · · · , N ,
∂2ωi,ωif(θ
∗,Ω∗) = ∂2ωω`(θ
∗, ω∗i )− 2γI







where in the second line, we used the fact that for a symmetric matrix A, we have A 
λmax(A)I. Hence we obtain that ∂
2
ωi,ωi


















We assumed that θ∗ is a local minimum of the training loss and thus the first term is
positive semi-definite. We note that the second term is negative semi-definite because for
any model parameter θ0 and any sample ω
∗








∗,Ω∗))−1M>i θ0 ≤ 0, (4.23)
since ∂2ωi,ωif(θ
∗,Ω∗) ≺ 0. Furthermore, if M∗i has full row rank, (4.23) is always nega-
tive for all θ0 6= 0, and hence the second term of (4.22) is negative definite, resulting in
D2θθf(θ
∗,Ω∗)  0. Assume otherwise. Since (∂2ωi,ωif(θ
∗,Ω∗))−1 is also negative definite (this
can be proved from the spectral decomposition), we must have:
M>i θ0 = 0. (4.24)
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Since Mi is full row rank, the row vectors of Mi are linearly independent, and thus we must






∗,Ω∗)  0. Therefore, (4.21) and (4.22) tell us that under our assumptions,
(θ∗,Ω∗) is an SLmM but not necessarily a strict local Nash equilibrium.
4.2 Existing Algorithms
In this section we study local convergence rates of some existing algorithms at strict local
minimax points.
4.2.1 GDA and its Variants
One of the first algorithms for the minimax problem (2.7) is gradient-descent-ascent (GDA)
(Arrow et al., 1958), where we adopt GD as L for updating the leader while we use GA as
F for updating the follower:
xt+1 = xt − αL · ∂xf(xt, yt),
yt+1 = yt + αF · ∂yf(xt, yt).
(4.25)
We consider two different scales of the step sizes (Heusel et al., 2017; Jin et al., 2020), i.e.
αL = o(αF), as is typical in stochastic approximation (Borkar, 2008), to converge linearly at
a SLmM. However, in practice two-time-scale GDA (2TS-GDA) is hard to tune, especially
when the follower problem is ill-conditioned, as we will verify in our experiments below.
2TS-GDA (locally) converges slower than TGDA and FR, hence also slower than GDN.
Using results from Jin et al. (2020) and similar notations as in Theorem 4.2.3, we derive
the following result for 2TS-GDA:
Theorem 4.2.1. Around a SLmM (x∗, y∗), for any δ > 0, ∃ γ0 > 0 such that for any γ >
γ0, αF > 0 and αL = αF/γ, 2TS-GDA has asymptotic linear convergence rate ρ = ρL ∨ ρF,
where ρL := (|1 − αLλ1| + αLδ) ∨ (|1 − αLλn| + αLδ) and ρF := (|1 − αFµ1| + αFδ) ∨ (|1 −
αFµm|+ αFδ), with λ1 and λn (resp. µ1 and µm) being the largest and smallest eigenvalue
of D2xxf(x
∗, y∗) (resp. of −∂2yyf(x∗, y∗)).
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=: I + αFH. (4.26)
Using Jin et al. (2020, Lemma 36), for any δ > 0, there exist γ > 0 large enough, such
that the eigenvalues of H, ν1, . . . , νn, νn+1, . . . , νm+n satisfy:
|νi + λi/γ| < δ/γ, ∀i = 1, . . . , n, |νj+n + µj| < δ, ∀j = 1, . . . ,m, (4.27)
where λi ∈ Sp((∂xx−∂2xy · (∂2yy)−1 ·∂2yx)f) and µj ∈ Sp(−∂2yyf). The spectral radius is then:
max
k∈[n+m]
|1 + αFνk| = max
i∈[n]
|1 + αFνi| ∨max
j∈[m]
|1 + αFνj+n|. (4.28)
We can use triangle inequality and (4.27) to obtain that for any γ ≥ γ0:
|1 + αFνi| ≤ |1− αFµi/γ|+ αFδ/γ = |1− αLµi|+ αLδ, ∀i ∈ [n]. (4.29)
Similarly, |1 + αFνj+n| ≤ |1− αFµj|+ αFδ.
k-step gradient descent ascent We also study k-step gradient descent ascent (GDA-
k) as proposed in Goodfellow et al. (2014). After each GD update on the leader, GDA-k
performs k GA updates on the follower:
xt+1 = xt − α · ∂xf(xt, yt),
yt+1 = g
(k)(yt) with g(y) = y + α · ∂yf(xt+1, y),
where g(k) means composition for k times. Letting k →∞ amounts to solving the follower
problem exactly by gradient ascent steps (see (4.85)). Continuing with the notation in
Thm. 4.2.3, we derive the following result:
Theorem 4.2.2 (GDA-∞). GDA-k achieves an asymptotic linear convergence rate
ρL = |1− αλ1| ∨ |1− αλn|
at an SLmM (x∗, y∗) when k →∞ and α < 2/µ1. If µ1 < λ1+λn, choosing α = 2/(λ1+λn)




otherwise with α approaching 2/µ1 we obtain a suboptimal rate 1− 2λn/µ1.
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Proof. The Jacobian matrix of the simultaneous version (replacing xt+1 with xt in the
update of y) update at (x∗, y∗) is:
Jk =
[
I − α∂2xxf −α∂2xyf
α
∑k−1
i=0 (I + α∂
2
yyf)






This is because g(k)(y), the update in GDA-k, can be written iteratively:
g(1) = g(xt, y), . . . , g
(k) = g(xt, g
(k−1)), (4.31)
where g(xt, y) := y + α∂yf(xt, y). We verify that the total derivative follows dg
(k)x =




i = (−α∂2yyf)−1, and (I + α∂2yyf)k → 0. (4.32)
Note that the series converges iff |1 − αµj| < 1 for all µj ∈ Sp(−∂2yyf) (e.g. Meyer, 2000,
Chapter 7), i.e. α < 2/maxj µj = 2/µ1. Under this condition,
J∞ =
[
I − α∂2xxf −α∂2xyf
−((∂2yy)−1 · ∂2yx)f 0
]
. (4.33)
Using Theorem 3.2.1, the characteristic polynomial of GDA-∞ is:
det
[
(λ− 1)I + α∂2xxf α∂2xyf
λ((∂2yy)
−1 · ∂2yx)f λI
]
= 0. (4.34)
Solving the eigenvalues yields 1− αλi with λi ∈ Sp(D2xxf).
The optimal convergence rate is achieved by optimizing maxi |1−αλi|, which is achieved
at α = 2/(λ1 + λn). However, we also impose α < 2/µ1, which yields the assumption that
µ1 < λ1 + λn. Otherwise, a suboptimal rate is obtained via taking α→ 2/µ1.
We note that it is possible to modify GDA-k to be two-time-scale as well, i.e.,
xt+1 = xt − αL · ∂xf(xt, yt), yt+1 = g(k)(yt) with g(y) = y + αF · ∂yf(xt+1, y). (4.35)
With this modification, it suffices that αF < 2/µ1 and the optimal rate is 1 − 2/(κL + 1)
with αL = 2/(λ1 + λn). We do not need the constraint that µ1 < λ1 + λn and there is no
suboptimal rate. However, when ∂2yyf is ill-conditioned the number of follower steps might
be very large to approximate GDA-∞.
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4.2.2 Total Gradient Descent Ascent (TGDA) and Follow-the-
Ridge
After studying the local convergence of GDA, we present two algorithms that use the
Hessian inverse information, Total Gradient Descent Ascent (TGDA) and Follow-the-Ridge
(FR). TGDA takes a GA step for the follower and a total gradient ascent step for the leader:
Fiez et al . (Fiez et al., 2019) proposed TGDA with F being gradient descent for the follower
and L being total gradient ascent for the leader:
xt+1 = xt − αL · Dxf(xt, yt), yt+1 = yt + αF · ∂yf(xt, yt), (4.36)
where we use the total gradient D instead of the partial derivative ∂x for the update on
the leader x. Its continuous dynamics was studied in Evtushenko (1974b) with linear
convergence proved. More recently, the stochastic setting and the two-time-scale variant
are studied in Fiez et al. (2019) for general sum games.
Follow the ridge (FR) Follow-the-ridge was proposed in Evtushenko (1974b) and its
variant is recently studied by Wang et al. (2020). In this algorithm, F is a pre-conditioned
gradient update for the follower and L is the usual gradient update for the leader:
xt+1 = xt − αL · ∂xf(xt, yt), yt+1 = yt + (αF · ∂y + αL · (∂2yy)−1 · ∂2yx · ∂x)f(xt, yt).
(4.37)
In fact, it is not a coincidence that both TGDA and FR can be derived as first-order
approximations of GDN—the two are in some sense “transpose” of each other. Indeed,
denote z = (x, y) and
P =
[









Then, we can equivalently rewrite TGDA and FR respectively as:
TGDA : zt+1 = zt + P · ∂zf(zt), (4.39)
FR : zt+1 = zt + P
> · ∂zf(zt). (4.40)
In other words, the two algorithms amount to performing some pre-conditioning on GDA,
and their preconditioning operators are simply transpose of each other. Since the precon-
ditioning operator P is (block) triangular, it follows that TGDA and FR have the same
Jacobian spectrum around a SLmM. We now present their asymptotic local convergence:
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Theorem 4.2.3. TGDA and FR achieve the same asymptotic linear convergence rate
ρ = ρL ∨ ρF at an SLmM (x∗, y∗),
where ρL = |1− αLλ1| ∨ |1− αLλn|
and ρF = |1− αFµ1| ∨ |1− αFµm|,




(resp. of −∂2yyf(x∗, y∗)).
Note that by an asymptotic linear rate ρ we meant





Choosing αL = 2/(λ1 + λn), αF = 2/(µ1 + µm) gives the optimal convergence rate
κL − 1
κL + 1
∨ κF − 1
κF + 1
,
where κL := λ1/λn and κF := µ1/µm. A slightly weaker result for FR, using only eigenvalues
of the Hessian, has appeared in Wang et al. (2020).
Proof. Let us first prove the following lemma:
Lemma 4.2.4. Given f : Rd → Rn×m and g : Rd → Rm, assume g is Fréchet differentiable
at z and g(z) = 0, and f is continuous at z. Then, the product function h = fg is Fréchet
differentiable at z with h′(z) = f(z)g′(z).
Proof. It suffices to prove that ‖h(z + δ)− h(z)− f(z)g′(z)>δ‖ = o(‖δ‖). This is because:
‖h(z + δ)− h(z)− f(z)g′(z)>δ‖
= ‖f(z + δ)g(z + δ)− f(z)g(z)− f(z)g′(z)>δ‖
= ‖f(z + δ)g(z + δ)− f(z)g(z + δ) + f(z)g(z + δ)− f(z)g(z)− f(z)g′(z)>δ‖
≤ ‖(f(z + δ)− f(z))g(z + δ)‖+ ‖f(z)(g(z + δ)− g(z)− g′(z)>δ)‖
≤ ‖f(z + δ)− f(z)‖ · ‖g(z + δ)‖+ ‖f(z)‖ · ‖g(z + δ)− g(z)− g′(z)>δ‖
≤ o(1) · ‖g(z + δ)− g(z)‖+ o(‖δ‖)
= o(‖δ‖), (4.41)
where in the second last line, we used g(z) = 0, the continuity of f and the Fréchet
differentiability of g.
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With Lemma 4.2.4 we compute the Jacobian at (x∗, y∗):
JTGDA =
[
I − αL(∂2xx − ∂2xy · (∂2yy)−1 · ∂2yx)f 0
αF∂
2











Now let us show that the Jacobian of FR has the same spectrum as TGDA. From (4.38)
and the comment below we know that
JTGDA = I + PHf(x





−αLI αL(∂2xy · (∂2yy)−1)f
0 αFI
]










For simplicity we ignore the argument (x∗, y∗). With the similarity transformation P−1PHP =
HP , we know that PH has the same spectrum as HP , and also its transpose (HP )> =
P>H.
The optimal convergence rate is achieved by optimizing maxi |1− αLλi| and maxi |1−
αFµi| respectively, which is achieved at αL = 2/(λ1 + λn) and αF = 2/(µ1 + µm).
4.3 Newton-type Algorithms
After analyzing existing methods that locally converge to strict local minimax points, we
now present our Newton-type methods. We propose Gradient Descent Newton (GDN),
which updates x through gradient descent and y through a Newton step. This method
solves the ill-conditioning problem of the follower y in terms of local convergence. If we
further replace the gradient descent step of x with a Newton step, then we obtain complete
Newton (CN), which solves the ill-conditioning problem of both x and y. At the same time,
the computation complexity of GDN and CN are similar to TGDA and FR (see Table 4.1).
We assume that the partial Hessians are Lipschitz continuous in our proofs. This is
standard in conventional Newton methods for minimization. Based on this assumption,
we can derive the constants of Lipschitzness and boundedness for first- and second-order
derivatives (see Appendix C.1).
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Assumption 4.3.1 (Lipschitz Hessian). There exist constants Lxx, Lxy, Lyy such that
for any x1, x2 ∈ N (x∗) and y1, y2 ∈ N (y∗), we have
‖∂2xxf(z1)− ∂2xxf(z2)‖ ≤ Lxx‖z1 − z2‖,
‖∂2xyf(z1)− ∂2xyf(z2)‖ ≤ Lxy‖z1 − z2‖,
‖∂2yyf(z1)− ∂2yyf(z2)‖ ≤ Lyy‖z1 − z2‖,
with zi = (xi, yi) for i = 1, 2.
At a local neighborhood of (x∗, y∗), we can also assume that the second-order derivatives
are bounded, i.e., for any (x, y) ∈ N (x∗)×N (y∗),
‖∂2xxf(x, y)‖ ≤ Bxx, ‖∂2xyf(x, y)‖ ≤ Bxy, ‖∂2yyf(x, y)‖ ≤ Byy. (4.45)
This is because we assumed that f ∈ C2. With Assumption 4.3.1 and f ∈ C2, we can also
derive the Lipschitz constants and boundedness constants of first-order derivatives. More
details about these constants and the derivation can be found in Appendix C.1.
4.3.1 Gradient Descent Newton
We propose our first Newton-based algorithm (GDN) for solving the nonconvex-nonconcave
minimax problem (2.7), and make connections and comparisons to existing algorithms. In
the GDA algorithm, the follower takes one gradient ascent step to approximate the best
response function. However, such step might be insufficient for the approximation. Instead,
we use a Newton step to approximate the local best response function r(x), which is also
more appealing if the inner maximization is ill-conditioned.
Many existing algorithms, including GDN, are based on a classic idea that goes back to
Uzawa (Arrow et al., 1958): we employ iterative algorithms F and L for the follower y and
leader x, respectively. The key is to allow F to adapt quickly to the update in L. Naturally,
we propose to apply gradient descent as L and Newton update as F:
xt+1 = xt − αL · ∂xf(xt, yt),
yt+1 = yt − ((∂2yy)−1 · ∂y)f(xt+1, yt),
(4.46)
Newton’s method is affine invariant (Boyd and Vandenberghe, 2004, Section 9.5.1): under
any invertible affine transformation, Newton’s update remains essentially the same while
gradient updates change drastically. Thus, for ill-conditioned follower problems (where the
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largest and smallest eigenvalues of (∂2yyf(x
∗, y∗))−1 differ significantly), we expect Newton’s
algorithm to behave well while gradient algorithms will largely depend on the condition
number.
Newton-CG method. Efficient implementations of Newton’s algorithm have been
actively explored in deep learning since Martens (2010). The product ((∂2yy)
−1 ·∂y)f can be
efficiently computed using conjugate gradient (CG) equipped with Hessian-vector products
computed by autodiff. Complexity analysis of the Newton-CG method can be found in
Royer et al. (2020) and references therein.
We now present the non-asymptotic local linear convergence rate of GDN to an SLmM.
Our result is on the local convergence, and we need a good initialization that is close to the
SLmM. To obtain a good initialization, in practice we consider the method of pre-training
and fine-tuning (Hinton and Salakhutdinov, 2006), which we will discuss more at the end
of §4.3.2 and implement in §4.4.
Define B(x∗, δx) := {x ∈ Rn : ‖x− x∗‖2 ≤ δx}, B(y∗, δy) := {y ∈ Rn : ‖y − y∗‖2 ≤ δy} and
B(z∗) = B(x∗, δx)× B(y∗, δy), we have:
Theorem 4.3.2 (GD-Newton). Given a SLmM (x∗, y∗) and δx > 0, δy > 0, suppose in
the neighborhoods N (x∗) = B(x∗, δx) and N (y∗) = B(y∗, δy), Assumption 4.3.1 holds and
the local best-response function r : N (x∗) → N (y∗) exists. Suppose µxI  D2xxf(x, y) 
MxI for any (x, y) ∈ N (x∗)×N (y∗). Define:
NGDN :=
{














αLM(1 + 4V 2/ρ2L)
}
(4.48)
and ρL = |1− αLµx| ∨ |1− αLMx|, 0 < ε ≤ 1− ρL, and U , V , M satisfy:
U := Lyy(2µy)
−1, V := (ByLyy + µyLy)µ
−2






where µy, By, Lx, Ly, L
D
x are constants defined in Lemmas C.1.2 and C.1.5. Given an
initialization (x1, y1) ∈ NGDN, ‖y1 − y∗‖ ≤ 2V ‖x1 − x∗‖ and suppose that (x2, y2) ∈ NGDN
and ‖y2− y∗‖ ≤ 2V ‖x2− x∗‖, the convergence of GD-Newton to (x∗, y∗) is linear, i.e., for
any t ≥ 2, we have:
‖xt+1 − x∗‖ ≤ (ρL + ε)t−1‖x2 − x∗‖, ‖yt+1 − y∗‖ ≤ 2V (ρL + ε)t−1‖x2 − x∗‖.(4.50)
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The definition of δ in (4.47) tells us that when ε is small, the second term dominates. This
means that if we want a better local convergence rate we need to be closer to the SLmM.
Also, a smaller αL can control the neighborhood and thus GDN becomes more stable.
Before we move on to the proof, we observe the dependence of the neighborhood on









κ1,y is the usual condition number when we study first order algorithms. For Newton-type
algorithms, κ2,y arises (Prop. 1.4.1, Bertsekas (1997)). From (4.49), and Lemma C.1.2, the
absolute constants can be written as:





Namely, the neighborhood size depends on the condition numbers. This is not uncommon
in conventional minimization, for both first- and second-order algorithms (e.g. Nesterov
(2003), Theorems 1.2.4 and 1.2.5).
We also note that the constant Mx in µxI  D2xxf(z)  MxI can be taken to be
BDxx as in Lemma C.1.5, because for any z ∈ B(z∗) and x ∈ Rn such that ‖x‖ = 1, we
have ‖D2xxf(z)x‖ ≤ BDxx, and thus from Cauchy–Schwarz inequality we have x>D2xxf(z)x ≤
‖x‖ · ‖D2xxf(z)x‖ ≤ BDxx. Therefore, for any z ∈ B(z∗), we obtain Dxxf(z)  BDxxI.
Proof techniques Our proof relies on two parts: the leader takes gradient descent on
ψ(x) with approximation error controlled by r(xt)− yt; the follower takes Newton updates
to approximate the local best response r(xt) at each step. This reflects the sequential
nature of the minimax game. The difficulty lies in how to bound the approximation errors.
Proof. Now let us study the exact convergence rate. We can prove thatNGDN ⊂ B(x∗, δx)×
B(x∗, δy) because for any z = (x, y) ∈ NGDN, we have ‖x − x∗‖ ≤ δ ≤ δx and ‖y − y∗‖ ≤
2V δ ≤ 2V · δy
2V
= δy. Hence, all our results in Appendix C.1 are valid on NGDN.
Suppose (xk, yk) ∈ NGDN for k ≤ t and t ≥ 2. We first prove that:
‖yt+1 − y∗‖ ≤ U‖yt − y∗‖2 + V ‖xt+1 − x∗‖, (4.53)
and then
‖xt+1 − x∗‖ ≤ ρL‖xt − x∗‖+ αLM(‖xt − x∗‖2 + ‖yt−1 − y∗‖2), (4.54)
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where
ρL = |1− αLµx| ∨ |1− αLMx|, M = (Bxy + LDx)Lyy(2µ3y)−1L2y. (4.55)
With these two inequalities, we will prove in Part III that for t ≥ 2:
‖xt+1 − x∗‖ ≤ (ρL + ε)t−1‖x2 − x∗‖, ‖yt+1 − y∗‖ ≤ 2V (ρL + ε)t−1‖x2 − x∗‖.(4.56)
Part I To prove (4.53), note that
‖yt+1 − y∗‖ = ‖yt − y∗ − ((∂2yy)−1 · ∂y)f(x∗, yt)
+ ((∂2yy)
−1 · ∂y)f(x∗, yt)− ((∂2yy)−1 · ∂y)f(xt+1, yt)‖
≤ ‖(∂2yy)−1f(x∗, yt)(∂2yyf(x∗, yt)(yt − y∗)− ∂yf(x∗, yt))‖+
+ ‖((∂2yy)−1 · ∂y)f(x∗, yt)− ((∂2yy)−1 · ∂y)f(xt+1, yt)‖. (4.57)
From the local Lipschitzness of ((∂2yy)




y Lyy)‖xt+1 − x∗‖ = V ‖xt+1 − x∗‖.
Since we assumed that (xt, yt) ∈ NGDN ⊂ B(z∗), we can derive that (x∗, yt) ∈ B(z∗) and
yt ∈ N (y∗). The first term can be upper bounded as:
‖(∂2yy)−1f(x∗, yt)‖ · ‖(∂2yyf(x∗, yt)(yt − y∗)− ∂yf(x∗, yt) + ∂yf(x∗, y∗)‖








Lyy(1− s)‖yt − y∗‖2ds
= Lyy(2µy)
−1‖yt − y∗‖2
= U‖yt − y∗‖2, (4.58)
where in the second line we used Lemma C.1.1; in the third line we used the following
identity:
∂yf(x, y1)− ∂yf(x, y2) =
∫ 1
0
∂2yyf(x, y2 + s(y1 − y2))(y1 − y2)ds, (4.59)
and in the fourth line we used Assumption 4.3.1. Therefore we have proved (4.53).
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Part II To prove (4.54), we observe that:
‖xt+1 − x∗‖ = ‖xt − x∗ − αL∂xf(xt, yt)‖
= ‖xt − x∗ − αLDxf(xt, r(xt)) + αL(Dxf(xt, r(xt))− Dxf(xt, yt))
+ αL(Dxf(xt, yt)− ∂xf(xt, yt))‖
= ‖xt − x∗ − αLDxf(xt, r(xt))‖+ αL‖Dxf(xt, r(xt))− Dxf(xt, yt)‖
+ αL‖Dxf(xt, yt)− ∂xf(xt, yt)‖. (4.60)
Note that r(xt) ∈ N (y∗) because of (4.7). So (xt, r(xt)) ∈ B(z∗) and our analysis is valid.
Now let us bound the three terms separately. The first term can be computed as
‖xt − x∗ − αLDxf(xt, r(xt))‖ = ‖xt − x∗ − αL(ψ′(xt)− ψ′(x∗))‖
= ‖xt − x∗ − αL
∫ 1
0








‖I − αLψ′′(x∗ + s(xt − x∗))‖ · ‖xt − x∗‖ds
≤ ρL‖xt − x∗‖, (4.61)
where in the first line we used from Lemma C.1.6, ψ′(x) = Dxf(x, r(x)) and ψ
′(x∗) =
Dxf(x
∗, r(x∗)) = 0. In the last line, we used from Lemma C.1.6 that ψ′′(x) = D2xxf(x, r(x))
and our assumption µxI  D2xxf(z) MxI for any z ∈ B(z∗). More specifically, since
xs = x
∗ + s(xt − x∗) ∈ N (x∗), (4.62)
we have
I − αLψ′′(xs) = I − αLD2xx(xs, r(xs)), (4.63)
(1− αLMx)I  I − αLD2xx(xs, r(xs))  (1− αLµx)I. (4.64)
Therefore,
‖I − αLD2xx(xs, r(xs))‖ ≤ |1− αLµx| ∨ |1− αLMx| = ρL. (4.65)
From Lemma C.1.5 the second term can be bounded as:
αL‖Dxf(xt, r(xt))− Dxf(xt, yt)‖ ≤ αLLDx‖r(xt)− yt‖, (4.66)
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From the definition of Dxf := ∂xf − ∂2xyf · (∂2yyf)−1 · ∂yf , the third term can be bounded
as:
αL‖Dxf(zt)− ∂xf(zt)‖ = αL‖(∂2xy · (∂2yy)−1 · ∂y)f(zt)‖
≤ αL‖∂2xyf(zt)‖ · ‖(∂2yyf(zt))−1‖ · ‖∂yf(zt)‖
≤ αLBxyµ−1y ‖∂yf(zt)‖, (4.67)
where we used Lemma C.1.2 and the assumption zt ∈ B(z∗) from induction. To upper
bound ‖∂yf(zt)‖, note that:
‖∂yf(zt)‖ = ‖∂yf(xt, yt)‖ = ‖∂yf(xt, yt−1 −∆y)‖, (4.68)
with ∆y = ((∂2yy)
−1 · ∂y)f(xt, yt−1). Therefore,





























Lyy‖((∂2yy)−1 · ∂y)f(xt, yt−1)‖2
≤ 1
2
Lyy‖(∂2yy)−1f(xt, yt−1)‖2 · ‖∂yf(xt, yt−1)‖2
≤ Lyy(2µ2y)−1‖∂yf(xt, yt−1)− ∂yf(x∗, y∗)‖2
≤ Lyy(2µ2y)−1L2y
(
‖xt − x∗‖2 + ‖yt−1 − y∗‖2
)
, (4.69)
where in the second line we used (4.59); in the fifth line we used Assumption 4.3.1; in the
seventh line we used the definition of ∆y; in the second last line we used ‖(∂2yy)−1f(z)‖ ≤
µ−1y any z ∈ B(z∗) from Lemma C.1.2 and ∂yf(z∗) = 0; in the last line we used the
Lipschitz condition in Lemma C.1.2. Note that zt, zt−1 ∈ B(z∗), and thus yt−1 ∈ N (y∗),
xt ∈ N (x∗) and (xt, yt−1) ∈ B(z∗). So all our discussion is within the neighborhood B(z∗)
and thus valid. On the other hand, from ∂2yyf(z)  −µyI for all z ∈ B(z∗), as in Lemma
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C.1.2, and the Cauchy-Schwarz inequality, we obtain:
‖r(xt)− yt‖ · ‖∂yf(xt, r(xt))− ∂yf(xt, yt)‖
≥ −(r(xt)− yt)>(∂yf(xt, r(xt))− ∂yf(xt, yt))
= −(r(xt)− yt)>∂2yyf(xt, yξ)(r(xt)− yt)
≥ µy‖r(xt)− yt‖2, (4.70)
where in the third line we used the mean-value theorem and that yξ is on the line segment
with yt and r(xt) as two endpoints; in the fourth line we used the definition of µy in Lemma
C.1.2. Therefore, from (4.70), ∂yf(xt, r(xt)) = 0 and (4.69) we obtain:
‖r(xt)− yt‖ ≤ µ−1y ‖∂yf(xt, r(xt))− ∂yf(xt, yt)‖
= µ−1y ‖∂yf(xt, yt)‖
≤ Lyy(2µ3y)−1L2y
(
‖xt − x∗‖2 + ‖yt−1 − y∗‖2
)
. (4.71)
Combining (4.60), (4.61), (4.66), (4.67) we obtain that:
‖xt+1 − x∗‖ ≤ ρL‖xt − x∗‖+ αLLDx‖r(xt)− yt‖+ αLBxyµ−1y ‖∂yf(zt)‖
≤ ρL‖xt − x∗‖+ αL(Bxy + LDx)µ−1y ‖∂yf(zt)‖
≤ ρL‖xt − x∗‖+ αLM(‖xt − x∗‖2 + ‖yt−1 − y∗‖2), (4.72)
where in the second line we used (4.71) and in the third line we used (4.69), and






Part III Denote at = ‖xt − x∗‖ and bt = ‖yt − y∗‖, we have proved the following claim
in Part I and Part II:
Claim 4.3.3. Suppose for t ≥ 2, if {zk}tk=1 ⊂ NGDN, then we have:
at+1 ≤ ρLat +M(a2t + b2t−1), bt+1 ≤ Ub2t + V at+1. (4.74)
Suppose now that zt ∈ NGDN for any 1 ≤ t ≤ T , let us prove zT+1 ∈ NGDN. From
Claim 4.3.3 we know that (4.74) holds for all t = 2, · · · , T . Define the upper bounding
sequence {āk}T+1k=1 and {b̄k}
T+1
k=1 such that āi = ai and for i = 1, 2, and




t−1), b̄t+1 = Ub̄
2
t + V āt+1, for t = 2, . . . , T. (4.75)
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One can show that for any 1 ≤ t ≤ T + 1, we have:
at ≤ āt, bt ≤ b̄t, (4.76)
which follows from induction. To prove zT+1 ∈ NGDN, it suffices to show that for any
t = 2, . . . , T + 1, we have:
b̄t ≤ 2V āt, āt ≤ δ, (4.77)
which is true for t = 1, 2 from our assumption that āi = ai and bi = bi for i = 1, 2 and
the definition of NGDN. This is because we can simply apply (4.77) for t = T + 1 and use
(4.76). Suppose (4.77) holds for k ≤ t and t ≥ 2:
b̄k ≤ 2V āk, āk ≤ δ for all k ≤ t. (4.78)
Taking b̄t ≤ 2V āt from (4.78) we obtain:
b̄t+1 = V āt+1 + Ub̄
2
t









≤ 2V āt+1, (4.79)
where in the third line we used ρLāt ≤ āt+1 that can be derived from (4.75); in the last line
we used the assumption in (4.78) and āt ≤ δ ≤ ρL4V 2U . Also, from (4.75), we have
























≤ (ρL + ε)āt (4.80)
≤ āt ≤ δ, (4.81)
where in the second line, we used bt−1 ≤ 2V āt−1 as in (4.78); in the third line, we used
āt ≥ ρLāt−1 which can be derived from (4.75); in the second last line we used the assumption
in (4.78) that āt ≤ δ ≤ εM(1+(4V 2/ρL)) ; in the last line we used 0 < ε < 1− ρL. By induction,
we have proved that for any t = 2, . . . , T + 1, we have (4.77) and thus zT+1 ∈ NGDN.
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So far, we have proved that for any t ≥ 1, zt ∈ NGDN. This implies that for any t ≥ 2,
(4.74) is true. Taking the upper bounding sequence again as in (4.76). We have in fact
proved from (4.79) and (4.80) that for any t ≥ 2,
āt+1 ≤ (ρL + ε)āt, b̄t+1 ≤ 2V āt+1. (4.82)
Therefore, we obtain from the above that for t ≥ 2:
āt+1 ≤ (ρL + ε)t−1ā2 = (ρL + ε)t−1a2, (4.83)
and thus for any t ≥ 2:
‖xt+1 − x∗‖ = at+1 ≤ āt+1 ≤ (ρL + ε)t−1a2 = (ρL + ε)t−1‖x2 − x∗‖,
‖yt+1 − y∗‖ = bt+1 ≤ b̄t+1 ≤ 2V āt+1 ≤ 2V (ρL + ε)t−1a2 = 2V (ρL + ε)t−1‖x2 − x∗‖. (4.84)
In fact, GDN is an approximation of Uzawa’s approach:
xt+1 = xt − αL · ∂xf(xt, yt), yt+1 = r(xt+1), (4.85)
where recall that r is the local best response. The update (4.85) is essentially the original
proposal by Uzawa (Arrow et al., 1958) as also in e.g. Fiez et al. (2019, Sec. 3.1) and Jin
et al. (2020, Sec. 4) for different settings. In Theorem 4.2.2 we will see another approach
to approximate (4.85).
As expected, the condition number of the follower Hessian ∂2yyf has no effect on the
local convergence rate of GDN thanks to the Newton update on y. When αL = 2/(µx+Mx),




where κL = Mx/µx is the condition number.
The condition number κL of the leader problem does appear, since GDN still employs a
gradient update for the leader x. We will see how to remove this dependence in §4.3.2.
To fully appreciate our method, we make comparisons between GDN and existing
alternative algorithms and reveal interesting connections. Note that in Theorem 4.3.2, if
we take ε→ 0, we obtain an asymptotic (local) linear convergence rate ρL:
ρL = |1− αLλ1| ∨ |1− αLλn|, (4.86)
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Compared to TGDA and FR in Thm. 4.3.2, the local convergence of GDN is always
faster, especially when the follower problem is ill-conditioned (i.e. when κF is large com-
pared to κL), a point that we will verify in our experiments.
Comparing Thm. 4.2.2 with (4.86), we find that GDN and GDA-∞ share the same local
convergence rate, confirming that when sufficiently close to an optimum, a single Newton
step is as good as solving the problem exactly. When µ1 is large (meaning the follower
problem has a sharp curvature), we have to use a small step size α for updating the leader,
and the resulting rate can be slower than GDN. Similar to 2TS-GDA, it is hard to gauge
how many GA steps we need to approximate the exact algorithm (4.85) sufficiently well.
When the follower problem is ill-conditioned, the number of GA steps may grow excessively
large and we have to use a small step size α to ensure convergence.
4.3.2 Complete Newton
Although our first Newton-type algorithm, GDN, evades possible ill-conditioning of the
follower problem, it may still converge slowly if the leader problem is ill-conditioned, i.e.,
the largest and the smallest eigenvalues of D2xxf differ significantly. We propose a new
Newton-type algorithm that evades ill-conditioning of both leader and follower problems,
and locally converges super-linearly to an SLmM. With total second-order derivatives, we
replace the gradient update of the leader in GDN with a Newton update, which we call
the Complete Newton (CN) method:
xt+1 = xt − ((D2xx)−1 · ∂x)f(xt, yt),
yt+1 = yt − ((∂2yy)−1 · ∂y)f(xt+1, yt).
(4.87)
CN is a genuine second-order method that (we prove below) achieves a super-linear rate,
as compared to other methods in Section 4.2.2 that use the Hessian inverse. The Newton
update (D2xx)




f · ∂xf can be efficiently implemented as
solving a single linear system of size (m+ n)× (m+ n) (see Lemma 4.3.4):











































As a result, when m ≈ n, CN has the same complexity as TGDA, FR and GDN, which all
use second order information (Table 4.1).
However, only CN enjoys the following local quadratic convergence rate:
Theorem 4.3.5 (Complete Newton). Given a SLmM (x∗, y∗) and δx > 0, δy > 0,
suppose in the neighborhoods N (x∗) = B(x∗, δx) and N (y∗) = B(y∗, δy), Assumption 4.3.1
holds and the local best-response function r : N (x∗) → N (y∗) exists. Define the neighbor-
hood NCN as
NCN := {z ∈ Rn+m : ‖z − z∗‖ ≤ min{δx, δy, 13L}},
where




xx +W ), (4.89)

















xx, Lyy are defined in Lemmas C.1.2, C.1.5, C.1.6 and
C.1.7. The local convergence of CN to z∗ = (x∗, y∗) is at least quadratic, i.e.:
‖zt − z∗‖ ≤
1
2L
max{2L‖z1 − z∗‖, 2L‖z2 − z∗‖}2
b(t−1)/2c
. (4.91)
with the initializations z1 ∈ NCN, z2 ∈ NCN.
Before we move on to the proof. We first interpret the constant L. In (4.51) we defined








from which the absolute constants U , V can be written as:
U = κ2,y/2, V = κ1,yκ2,y(δx + δy) + κ1,y. (4.93)
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and using Lemma C.1.2, (4.90) can be written as:












(κ1,yκ2,y(δx + δy) + κ1,y + 1)(κ
ψ





This interpretation shows us that the size of the neighborhood NCN that guarantees the
local quadratic convergence can be very small, sinceW is a product of condition numbers on
both x and y. The dependence of the neighborhood on condition numbers is not uncommon
in conventional minimization, for both first- and second-order algorithms (e.g. Nesterov
(2003), Theorems 1.2.4 and 1.2.5).
Proof. We assume first that zk ∈ NCN for k ≤ t and t ≥ 2. Note that NCN ⊂ B(z∗) because
for any (x, y) ∈ NCN,
‖x− x∗‖ ≤ ‖z − z∗‖ ≤ δx, ‖y − y∗‖ ≤ ‖z − z∗‖ ≤ δy. (4.97)
This satisfies our definition of B(z∗) = B(x∗, δx)×B(y∗, δy) in (C.2). NCN ⊂ B(z∗) tells us
that we can use all the local Lipschitzness and boundedness results in Appendix C.1.
Since the update of y is the same as GDN, we can borrow (4.53) to have:
‖yt+1 − y∗‖ ≤ U‖yt − y∗‖2 + V ‖xt+1 − x∗‖. (4.98)
We prove next that:

















Part I To prove (4.99), we note that:
‖xt+1 − x∗‖ = ‖xt − x∗ − ((D2xx)−1 · ∂x)f(xt, r(xt)) + ((D2xx)−1 · ∂x)f(xt, r(xt))−
− ((D2xx)−1 · ∂x)f(xt, yt)‖
≤ ‖(D2xx)−1f(xt, r(xt))(D2xxf(x, r(xt))(xt − x∗)− ∂xf(xt, r(xt)))‖+
+ ‖((D2xx)−1 · ∂x)f(xt, r(xt))− ((D2xx)−1 · ∂x)f(xt, yt)‖. (4.101)
We observe that r(xt) ∈ N (y∗) because of (4.7). So (xt, r(xt)) ∈ B(z∗) and our analysis
is valid. The first term can be computed as:
‖(D2xx)−1f(xt, r(xt))(D2xxf(x, r(xt))(xt − x∗)− ∂xf(xt, r(xt)))‖
≤ ‖(D2xx)−1f(xt, r(xt))‖ · ‖(D2xxf(x, r(xt))(xt − x∗)− ∂xf(xt, r(xt)))‖
≤ µ−1x ‖ψ′′(xt)(xt − x∗)− Dxf(xt, r(xt)) + Dxf(x∗, y∗)‖
= µ−1x ‖ψ′′(xt)(xt − x∗)− ψ′(xt) + ψ′(x∗)‖
= µ−1x ‖ψ′′(xt)(xt − x∗)−
∫ 1
0

















xx‖xt − x∗‖2, (4.102)
where in the third line we used that for x ∈ N (x∗), we have from ∂yf(x, r(x)) = 0 in (4.7):
Dxf(x, r(x)) = ∂xf(x, r(x))− (∂2xyf · (∂2yy)−1f · ∂yf)(x, r(x)) = ∂xf(x, r(x)), (4.103)
and thus Dxf(x
∗, y∗) = ∂xf(x




ψ′′(x2 + s(x1 − x2))(x1 − x2)ds, (4.104)
and in the second last line we used Lemma C.1.6 and the definition of Lψxx in (C.45).
From Lemma C.1.7 we know that on B(z∗), (D2xx)−1f := (D2xxf(·))−1 is µ−2x LDxx-Lipschitz
continuous and µ−1x -bounded. From Lemma C.1.2, we know that on B(z∗), ∂xf is Lx-
Lipschitz continuous and Bx-bounded. Therefore, from Lemma C.1.4, (D
2
xx)
















xx)‖r(xt)− yt‖ ≤ (Lxµ−1x +Bxµ−2x LDxx)Lyy(2µ3y)−1 ×
L2y (‖xt − x∗‖2 + ‖yt−1 − y∗‖2) , (4.105)
where we used (4.71). Note that the update of yt is the same for both GDN and CN. To











From (4.101), (4.102) and (4.105), we obtain that:




xx‖xt − x∗‖2 +W
(






xx +W )‖xt − x∗‖2 +W‖yt−1 − y∗‖2 (4.107)
Part II So far, we have:
‖yt+1 − y∗‖ ≤ U‖yt − y∗‖2 + V ‖xt+1 − x∗‖, (4.108)
and
















Bringing (4.109) to (4.108), we obtain that:




xx +W )‖xt − x∗‖2 + VW‖yt−1 − y∗‖2, (4.111)
With (4.109) and (4.111), we can prove:
‖zt+1 − z∗‖ ≤ ‖xt+1 − x∗‖+ ‖yt+1 − y∗‖




xx +W )‖xt − x∗‖2 + (V + 1)W‖yt−1 − y∗‖2




xx +W )‖zt − z∗‖2 + (V + 1)W‖zt−1 − z∗‖2
≤ L(‖zt − z∗‖2 + ‖zt−1 − z∗‖2), (4.112)
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where in the third line we used ‖yt−y∗‖ ≤ ‖zt−z∗‖, ‖xt−x∗‖ ≤ ‖zt−z∗‖ and ‖yt−1−y∗‖ ≤
‖zt−1 − z∗‖. Note also that we defined:




xx +W ). (4.113)
Now let us prove that zt+1 = (xt+1, yt+1) is still in NCN. This is because from (4.112),
‖zt+1 − z∗‖ ≤ L‖zt − z∗‖ · ‖zt − z∗‖+ L‖zt−1 − z∗‖ · ‖zt−1 − z∗‖
≤ L · 1
3L












≤ min{δx, δy, 13L}, (4.114)
where in the second line we used that ‖zt−z∗‖ ≤ 13L and ‖zt−1−z
∗‖ ≤ 1
3L
and in the fourth
line we used the assumption ‖zt− z∗‖ ≤ min{δx, δy, 13L} and ‖zt−1− z
∗‖ ≤ min{δx, δy, 13L}.
These results follow from our assumption zt, zt−1 ∈ NCN from induction. Therefore, we
have proved that {zt}∞t=1 ⊂ NCN given z1, z2 ∈ NCN.
Denote ut = ‖zt − z∗‖, we have:
ut+1 ≤ L(u2t + u2t−1), (4.115)







Define vt = 2Lut for t ≥ 1 and let us prove by induction that for any k ≥ 1, we have:
vk ≤ q2
b(k−1)/2c
, q = max{2Lu1, 2Lu2}, (4.117)
which is true for k = 1, 2. Since z1, z2 ∈ NCN, we have u1 = ‖z1 − z∗‖ ≤ 13L and
u2 = ‖z2 − z∗‖ ≤ 13L , and thus q < 1. Suppose (4.117) is true for k ≤ t and t ≥ 2, then
































where in the third line we used q < 1 and b t+1
2
c ≥ b t
2
c. So, we have proved by induction
that for any t ≥ 1, the following holds:
2Lut = vt ≤ q2
b(t−1)/2c
, q = max{2Lu1, 2Lu2}, (4.119)
namely, for any t ≥ 1, we have
‖zt − z∗‖ ≤
1
2L
max{2L‖z1 − z∗‖, 2L‖z2 − z∗‖}2
b(t−1)/2c
. (4.120)
The local super-linear convergence of CN means that this method is not heavily affected
by the ill-conditioning of either the leader or the follower problem, when the initialization
is close to the SLmM z∗. To obtain a good initialization, we consider the following method
of pre-training and fine-tuning :
Pre-training and fine-tuning. We point out the sensitivity to initialization of our
Newton-based algorithms: CN and GDN require the initialization to be close to the opti-
mal solution, similar to the conventional Newton algorithm for minimization (Bertsekas,
1997). Fortunately, we can employ a “pre-training + fine-tuning” approach (Hinton and
Salakhutdinov, 2006). For instance, we may run GDA for the initial phases, even though
GDA is slowed down by the ill-conditioning, as soon as it goes in the neighborhood where
Newton-type algorithms have convergence guarantees, we can switch to CN or GDN to
converge quickly and to evade ill-conditioning, as we will show in Section 4.4.
4.3.3 Damping and Regularization
It is well-known that Newton-type methods only work in a neighborhood of the optimal
solution. Therefore, for convergence to a SLmM, we can use gradient descent-ascent to
converge to a neighborhood of a local minimax point, and then use Newton-type methods
such as GDN or CN. Another modification might be to add damping and regularization.
For example, for the Newton step in GDN, we can instead apply:
y′ ← y − γ(∂2yy − λI)−1∂yf(x, y), (4.121)
where λ > 0 and 0 < γ ≤ 1. We call γ the damping coefficient and λ the regularization
coefficient. If λ = 0 and γ = 1, then it is the pure Newton phase. If λ → ∞ while γ/λ
stay fixed then the algorithm is simply gradient ascent. We could modify GDN by taking
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an adaptive scheme of γ and λ to stabilize this method. In a similar way, the Newton step
of x in CN could be modified as:
x′ ← x− γ(D2xx + λI)−1∂xf(x, y), (4.122)
We could also choose an adaptive scheme of γ and λ, by choosing two sequences {γn} and
{λn} such that γn → 1 and λn → 0 as the iteration step goes to infinity. Another way to
choose γ is through line search (e.g. Boyd and Vandenberghe, 2004).
4.4 Experiments
We present experiments for Newton-type algorithms. Our numerical experiments confirm:
• The concept of strict local minimax is applicable in GAN training and ill-conditioned
problems may arise even when learning simple distributions using GANs;
• Newton’s algorithms can address the ill-conditioning problem and achieve much faster
local convergence rate while keeping similar running time with existing algorithms
such as GDA-k, TGDA and FR.
All our experiments in this section are run on an Intel i9-7940X CPU and a NVIDIA
TITAN V GPU.
4.4.1 Learning a Gaussian Distribution
Consider learning a Gaussian distribution x ∼ N (µ,Σ) using a JS-GAN (Goodfellow et al.,
2014), where the latent variable z follows a standard Gaussian.
First, we estimate the mean µ with two different covariance matrices: a well-conditioned
covariance Σ = I and an ill-conditioned covariance Σ = diag(1, 0.05). We use a discrimi-





, G(z) = z + η (4.123)
The corresponding GAN training problems are not convex-concave, yet the optimal solu-





`(η, ω) := Ex∼N (0,Σ) log σ(ω>x) + Ez∼N (0,Σ) log
(




The problem is concave-concave. It is easy to check that (η∗, ω∗) = (0,0) is a global
minimax point. We have the gradients:
∂η`(η, ω) = −Ez∼N (0,Σ)σ(ω>(z + η))ω (4.125)
∂ω`(η, ω) = Ex∼N (0,Σ)(1− σ(ω>x))x− Ez∼N (0,Σ)σ(ω>(z + η))(z + η) (4.126)
and the partial Hessians:
∂2ηη`(η, ω) = −Ez∼N (0,Σ)σ(ω>(z + η))(1− σ(ω>(z + η)))ωω> (4.127)
∂2ωω`(η, ω) = −Ex∼N (0,Σ)σ(ω>x)(1− σ(ω>x))xx>, (4.128)
− Ez∼N (0,Σ)σ(ω>(z + η))(1− σ(ω>(z + η)))(z + η)(z + η)>, (4.129)
∂2ηω`(η, ω) = −Ez∼N (0,Σ)(σ(ω>(z + η))I + σ′(ω>(z + η))(z + η)ω>). (4.130)
At (η∗, ω∗), we have
∂2ηη`(η
∗, ω∗) = 0, ∂2ωω`(η
∗, ω∗) = −1
2
Σ, ∂2ηω`(η
∗, ω∗) = −1
2
I, (4.131)
and thus this point is a SLmM.

















with x ∈ R2 and z ∈ R2. The generator is G(z) = V z and the discriminator is D(x) =
σ(x>Wx). The optimal solution satisfies V V > = Σ = diag(1, 0.04) and W +W> = 0.
Experiments First, let us estimate the mean of a Gaussian distribution. Comparison
among algorithms are presented in Figures 4.1a and 4.1b. While the convergence rates for
most algorithms on the well-conditioned Gaussian are similar, all existing methods severely
slow down on the ill-conditioned Gaussian. Only Newton-type methods retain their fast
convergence, confirming our theory that they can cope with ill-conditioned problems. In
particular, in both cases CN converges to a high precision solution only in a few iterations,
verifying its superlinear convergence rate.
The covariance of the data distribution determines the condition of ω. We compare con-
vergence speed in two cases: a well-conditioned covariance
Σ = I (4.133)
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(a) well-conditioned Gaussian mean estimation (b) ill-conditioned Gaussian mean estimation




















































(c) ill-conditioned Gaussian covariance estima-
tion
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(d) eigenvalues of −∂WW `, ∂V V ` and DV V ` at
the SLmM.
Figure 4.1: Convergence on learning Gaussian distributions using JS-GAN. Top: Esti-
mating the mean of a Gaussian. We compare the convergence rate in a well-conditioned
and an ill-conditioned setting, and plot the norm of the generator and the discriminator
respectively. Bottom: Estimating the covariance of a Gaussian. We plot the convergence
behavour of different algorithms and the eigenvalues at the SLmM. In both cases, CN
quickly reaches the precision limit of double precision floating point numbers.







We set αL = 0.05, αF = 0.5 for all algorithms. For GDA-k we set α = 0.05. We run
conjugate gradient for up to 8 iterations and terminate it whenever the norm of residual
is smaller than 10−40. The size of training data is 10000. We randomly initialize the
parameters in running all algorithms using a zero-mean Gaussian with standard deviation
0.1.
Second, we estimate an ill-conditioned covariance Σ = diag(1, 0.04) with a fixed mean
µ = 0. We set αL = 0.02, αF = 0.2 for all algorithms. For GDA-k we set α = 0.02.
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(a) GDA-20 (b) TGDA (c) FR (d) GDN (e) CN
Figure 4.2: Digits generated by different algorithms on MNIST 0/1 subset. We draw
samples from the latent distribution and pass them to the generator learned with different
algorithms.
We run conjugate gradient for up to 16 iterations and terminate it whenever the norm
of residual is smaller than 10−30. The size of the training data is 10000. A `2 norm
regularization is added on the discriminator and the regularization coefficient is 10−5. We
randomly initialize the parameters in running all algorithms using a zero-mean Gaussian
with standard deviation 0.01.
We plot the eigenvalues at the optimal solution in Figure 4.1d:
• the solution here is almost an SLmM, as the total derivative DV V ` is approximately
positive definite (the only negative eigenvalue is on the order of 10−9), and ∂WW ` is
negative definite;
• the problem is ill-conditioned, as the condition number of ∂WW ` is greater than 104.
Because of the poor conditioning, we observe again that GDA and TGDA/FR severely
slow down, while only GDN and CN can retain their fast convergence rate (Figure 4.1c). In
particular, CN converges superlinearly and reaches the precision limit of floating numbers
in only a few iterations. Note that the solution is not a saddle point, as ∂V V in Figure 4.1d
is negative definite. Thus algorithms for strongly-convex-strongly-concave functions may
not work.
From Thm. 4.2.3, TGDA and FR have the same convergence rate since their pre-
conditioners on GDA are transpose of each other (Section 4.2.2). The convergence be-
haviour of the leader and the follower slightly differ: TGDA converges faster on the gen-
erator while FR converges faster on the discriminator.
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(a) TGDA (b) FR (c) GD-Newton (d) CN







































Figure 4.3: Convergence on a mixture of 8 Gaussians. Top: samples from generator.
Bottom: discriminator prediction. Last column: gradient norms during training. The
x-axis is epoch.
4.4.2 Learning Mixture of Gaussians
We learn a mixture of Gaussians using JS-GAN in Figure 4.3. Both the discriminator and
the generator are 3-hidden-layer ReLU networks with 256 neurons in each hidden layer.
The latent variable z is sampled from a 100 dimensional standard Gaussian distribution.
The size of training data is 10000. We first use GDA (αL = αF = 0.01) with batch size 256
to find the initialization for other methods. TGDA, FR and GD-Newton use αL = 0.01
and αF = 0.02. We run conjugate gradient for 20 iterations to solve linear systems and
terminate it whenever the norm of residual is smaller than 10−40. For CN, we choose the
damping coefficient γ = 0.1 (see (4.122)) with 20 CG iterations for the discriminator, and
32 CG iterations for the generator. We also add a regularization factor λ = 0.1 for the
generator as in (4.122).
We plot the distribution learned by the generator, the discriminator prediction, and
gradient norms during training. The discriminator trained by GDN/CN is totally fooled
by the generator, predicting constant 1
2
almost everywhere, and the gradient norms shrink
quickly after a few epochs. In contrast, the gradient norms of TGDA and FR decrease, if
at all, very slowly.
Although this is a two dimensional example, the minimax optimization problem has
several hundred thousand variables since the generator and the discriminator are deep
networks, demonstrating the moderate scalability of Newton-type algorithms to high di-
mensional problems.
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Table 4.2: Running times per epoch on MNIST.
method GDA-20 TGDA FR GDN CN
time (in sec) 2.78 6.08 6.22 4.46 7.04
4.4.3 MNIST
We compare different algorithms for generating digits on the 0/1 MNIST subset. We use
Wasserstein GAN (Arjovsky et al., 2017) to learn the distribution, with 2-hidden-layer
MLPs (512 neurons for each hidden layer) for both the generator and the discriminator,
and we impose spectral normalization (Miyato et al., 2018) on the discriminator. We first
run GDA, which is oscillating in a neighborhood, and use its output as initialization. We
compare the per epoch running time of different algorithms in Table 4.2. TGDA, FR, GDN
and CN have similar running times since they solve linear systems of similar sizes in their
updates. Since we choose a small number of CG iterations (max iteration = 16 for the
discriminator and max iteration = 8 for the generator), they have similar running times
to GDA-20, as predicted by our Table 4.1.
Figure 4.4: Gradient norms on MNIST 0/1 subset.
Even though all of our algorithms have similar running times, we find the convergence
speeds are quite different. We plot the change of their gradient norms with respect to the
running time in Figure 4.4, where we also compared with the method of extra-gradient
(EG, Korpelevich (1976)). TGDA/GDA-20/FR do not converge or converge quite slowly.
In contrast, GDN converges much faster than all these algorithms above with the same
step sizes, as predicted by Theorems 4.3.2, 4.2.3 and 4.2.2. The convergence speed can be
further improved by CN, where the gradient norms diminish faster even if we take a small
number of CG iterations. We plot the digits learned by these algorithms in Figure 4.2. It






In this chapter I conclude the thesis and discuss possible directions for future work.
The aim of Chapter 2 is to provide a comprehensive study of the recently proposed
local minimax points (Jin et al., 2020). I discussed the relations between local saddle
and local minimax points, between local and global minimax points, and interpreted local
minimax points based on infinitesimal robustness. I presented the first- and second-order
optimality conditions of these local optimal solutions, which extend Jin et al. (2020) to
the constrained and degenerate cases. Specifically, in (potentially non-convex) quadratic
games, local minimax points are (in some sense) equivalent to global minimax points. I
also studied the stability of popular gradient algorithms near local optimal solutions, which
provides insights for the design of algorithms to find minimax points.
The implication of this work is two-fold: (a) we may need new algorithms for smooth
games, since I have shown in Proposition 3.4.5 that our common intuition might fail
w.r.t. the convergence to a local and global minimax point; (b) we need to think about
new solution concepts other than global/local minimax points. As many theoretical works
aim to go beyond the definition of Nash equilibria (a.k.a. saddle points) such as Jin et al.
(2020); Farnia and Ozdaglar (2020); Berard et al. (2020), to name a few, we may need
to take one step further, beyond the definition of Stackelberg equilibria (a.k.a minimax
points), as also pointed out in Schaefer et al. (2020).
In Chapter 3 I focus on the local stability of gradient-based algorithms. By drawing
a connection to discrete linear dynamical systems and using Schur’s theorem, I provide
necessary and sufficient conditions for a variety of gradient algorithms, for both simultane-
ous (Jacobi) and alternating (Gauss–Seidel) updates. My results show that Gauss–Seidel
updates converge more easily than Jacobi updates in bilinear games, by proving that the
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feasible hyperparameters of GS updates strictly include the feasible hyperparameters of
the corresponding Jacobi updates. I performed a number of experiments to validate my
theoretical findings and suggest further analysis.
In Chapter 4, I developed two Newton-type algorithms for local convergence of uncon-
strained nonconvex-nonconcave minimax optimization which have wide applications in,
e.g., GAN training and adversarial robustness. My algorithms
• share the same computational complexity as existing alternatives that explore second-
order information;
• have much faster local convergence, especially for ill-conditioned problems.
Experiments show that my algorithms cope with the ill-conditioning that arises from prac-
tical GAN training problems. Since I only study the local convergence of Newton-type
methods, I consider them as a strategy to “fine-tune” the solution and accelerate the local
convergence, after finding a good initialization or pre-training with other methods, such
as GDA or damped Newton. How to use second-order information to obtain fast global
convergence to local optimal solutions in nonconvex minimax optimization with theoretical
guarantees remains an important problem.
Minimax optimization has many applications in modern machine learning as I have
discussed in Chapter 1. Despite recent theoretical works including my thesis, there is still
a big gap between theory and applications. On the one side, many concurrent works focus
on general minimax optimization. On the other side, current applications of minimax op-
timization usually have specific problem structures, which are largely unexplored. In the
future I plan to study more applications of minimax optimization, including domain adver-
sarial training (Acuna et al., 2021) and domain generalization. Understanding the solution
concepts and stability in such problems would be important to improve the optimization
and thus the training process.
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A.1 Nonsmooth Analysis: A Short Detour
We give a short detour on some classical optimality conditions in nonsmooth optimization.
These results will be used in Section 2.2 to yield necessary and sufficient conditions for
local optimality in zero-sum two-player games, since the optimality conditions for local
optimal points can be reduced to those for the envelope functions, which are in general
non-smooth.
Let h be a function defined on some set X ⊆ Rm. Its upper and lower (Dini) directional
derivatives are defined as:









When the two limits coincide, we use the notation Dh(x; d) and call the function h direc-
tionally differentiable (at x along direction d). We can similarly define the upper and lower
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second-order directional derivatives1 according to Ben-Tal and Zowe (1982):
Hh(x; d, g) = lim sup
t→0+
h(x+ td+ t2g/2)− h(x)− t · Dh(x; d)
t2/2
, (A.2)
H+h(x; d, g) = lim inf
t→0+
h(x+ td+ t2g/2)− h(x)− t · Dh(x; d)
t2/2
. (A.3)
Similarly, when the two limits coincide we use the simplified notation Hh(x; d, g) and call
h twice directionally differentiable (at x along parabolic (d, g)). Note that, when d = 0,
we recover the directional derivative:
Hh(x; 0, g) = H+h(x; 0, g) = Dh(x; g), (A.4)
while if g = 0,
Hh(x; d) := Hh(x; d,0), H+h(x; d) := H+h(x; d,0), Hh(x; d) := Hh(x; d,0) (A.5)
reduces to the second-order directional derivatives of Dem’yanov (1973). The advantage
of the definition of Ben-Tal and Zowe (1982) is evidenced in the following chain rule:
Theorem A.1.1 (Ben-Tal and Zowe 1982). Let h : Rm → R be locally Lipschitz and
k : Rn → Rm be (twice) directionally differentiable. Then,





H(h ◦ k)(x; d, g) = Hh
(
k(x);Dk(x; d),Hk(x; d, g)
)
. (A.7)
(The same result holds for the lower derivatives, and hence the derivatives when they exist.)
In contrast, the definition of Dem’yanov (1973) fails to satisfy the chain rule above. Indeed,
if h is differentiable, then
Dh(x; d) = 〈∇h(x), d〉 (A.8)
while if h is twice differentiable, then





where ∇h and ∇2h are the gradient and Hessian of h, respectively. (A slightly more
general setting is discussed in Seeger 1988, Proposition 1.1.) The following properties of
the directional derivatives are clear:
1A popular directional derivative in nonsmooth analysis, due to Clarke (1990), is to replace h(x + td)
with h(y + td) for some sequence y → x. The second-order counterpart appeared in Cominetti and Correa
(1990). For our purpose here, the classical Dini definitions suffice.
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Theorem A.1.2. For any λ ≥ 0 we have
Dh(x;λd) = λ · Dh(x; d), (A.10)
Hh(x;λd, λ2g) = λ2 · Hh(x; d, g) (A.11)
If h is locally Lipschitz around x, then Dh(x; ·) and Hh(x; d, ·) are Lipschitz continuous.
(Similar results hold for the upper and lower derivatives.)
A.1.1 Necessary Conditions




We define three tangent cones of the (closed) constraint set X :
Kf(X , x) := {d : ∀{tk} → 0+ ∃{tki} → 0+, x+ tkid ∈ X} ⊆ cone(X − x) (A.13)




:= {d : ∀{tk} → 0+ ∃{tki} → 0+, {dki} → d, x+ tkidki ∈ X}
(A.14)




:= {d : ∃{tk} → 0+, {dk} → d, x+ tkdk ∈ X}. (A.15)
Obviously, the (feasible) cone Kf is contained in the (derivable) cone Kd, which is itself
contained in the (contingent) cone Kc. Kd and Kc are always closed while Kf may not be
so (even when X is closed). On the other hand, if X is convex (and x ∈ X ), then all three
tangent cones are convex, Kf = cone(X − x) and Kd = Kc = Kf . Note that for all tangent
cones, we have
∀x 6∈ X̄ , K(X , x) = ∅, and ∀x ∈ X ◦,K(X , x) = Rm, (A.16)
where X̄ and X ◦ denote the closure and interior of X , respectively. The following necessary
condition is well-known:
Theorem A.1.3 (first-order necessary condition, e.g. Dem’yanov (1966)). Let x∗ be a local
minimizer of h over X . Then,
∀d ∈ Kf(X , x∗), D+h(x∗; d) ≥ 0. (A.17)
The converse is also true if h and X are both convex around x∗. If h is locally Lipschitz,
then
∀d ∈ Kd(X , x∗), D+h(x∗; d) ≥ 0. (A.18)
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Proof. We first prove the converse part. Suppose to the contrary there exists x around x∗
so that h(x) < h(x∗). Then, d = x− x∗ ∈ Kf(X , x∗) and we have
D+h(x
∗; d) = lim inf
t→0+
h((1− t)x∗ + tx)− h(x∗)
t
≤ h(x)− h(x∗) < 0, (A.19)
which is a contradiction.
To see the claim when h is locally Lipschitz, note that d ∈ Kd(X , x∗) implies for any
{tk} → 0 there exist {tki} → 0+ and {dki} → d such that x∗ + tkidki ∈ X . For sufficiently
large ki we have h(x
∗ + tkidki) ≥ h(x∗) since x∗ by assumption is a local minimizer. Thus,
lim inf
t→0+
















h(x∗ + tkid)− h(x∗ + tkidki)
tki
(A.21)
≥ 0− 0 = 0. (A.22)
The proof for a general function h is similar.
To derive second-order conditions, we define similarly the second-order tangent cones:
Kf(X , x; d) := {g : ∀{tk} ↓ 0 ∃{tki} ↓ 0, x+ tkid+ t2kig/2 ∈ X}, (A.23)
Kd(X , x; d) := lim inf
t→0+
X − x− td
t2/2
:= {g : ∀{tk} ↓ 0 ∃{tki} ↓ 0, {gki} → g, x+ tkid+ t2kigki/2 ∈ X}. (A.24)
The proof of the following result is completely similar to that of Theorem A.1.3:
Theorem A.1.4 (second-order necessary condition, e.g. Ben-Tal and Zowe 1985). Let h
be directionally differentiable and x∗ be a local minimizer of h over X . Then,
∀d ∈ Kf(X , x∗),∀g ∈ Kf(X , x∗; d), Dh(x∗; d) = 0 =⇒ H+h(x∗; d, g) ≥ 0. (A.25)
If h is locally Lipschitz, then
∀d ∈ Kd(X , x∗),∀g ∈ Kd(X , x∗; d), Dh(x∗; d) = 0 =⇒ H+h(x∗; d, g) ≥ 0. (A.26)
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A.1.2 Sufficient Conditions
We give sufficient conditions for a nonsmooth function to attain an isolated minimum.
Theorem A.1.5 (first-order, e.g. Dem’yanov 1970; Ben-Tal and Zowe 1985). Let h be
locally Lipschitz. If
∀0 6= d ∈ Kc(X , x∗), D+h(x∗; d) > 0, (A.27)
then x∗ is an isolated local minimum of h over X .
Proof. Suppose to the contrary there exists a sequence xk ∈ X converging to x∗ so that
h(xk) ≤ h(x∗). Let tk := ‖xk − x∗‖ and dk := (xk − x∗)/‖xk − x∗‖. By passing to a
subsequence we may assume dk → d 6= 0, where clearly d ∈ Kc(X , x∗) since x∗ + tkdk =
xk ∈ X . But then
D+h(x
∗; d) ≤ lim inf
tk→0+









h(x∗ + tkd)− h(x∗ + tkdk)
tk
(A.29)
≤ 0 + 0 = 0, (A.30)
arriving at a contradiction.
Note that when X is convex, we may replace Kc = Kf with Kf (recall the Lipschitz continuity
in Theorem A.1.2).
Theorem A.1.6 (second-order, e.g. Dem’yanov 1970). Let h be locally Lipschitz and di-
rectional differentiable, and X be convex. If
1. ∀d ∈ Kf(X , x∗), Dh(x∗; d) ≥ 0,
2. ∃γ > 0 such that for all d ∈ Kf(X , x∗), ‖d‖ = 1,Dh(x∗; d) ∈ [0, γ] we have for all
small t and uniformly on bounded sets in d:
h(x∗ + td)− h(x∗)− tDh(x∗; d)
t2/2
≥ Ah(x∗; d) > 0, (A.31)
then x∗ is an isolated local minimum of h over X .
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Proof. Let x ∈ X and x 6= x∗, then d := (x−x∗)/‖x−x∗‖ ∈ Kf(X , x∗) (since X is convex).
Suppose Dh(x∗, d) ≥ γ > 0, then
h(x∗ + td) = h(x∗) + tDh(x∗; d) + o(t) ≥ h(x∗) + γt+ o(t) > h(x∗) + γt/2, (A.32)
for sufficiently small t ≤ td. Since the function d 7→ h(x∗+ td) is locally Lipschitz, we may
choose a nonempty open subset from each set {v : ∀t ∈ (0, td], h(x∗+ tv) > h(x∗)}. Hence,
using a standard compactness argument, we know for all small positive t,
d ∈ Kf(X , x∗), ‖d‖ = 1,Dh(x∗, d) ≥ γ =⇒ h(x∗ + td) > h(x∗). (A.33)
Suppose instead Dh(x∗, d) ∈ [0, γ], then for all small positive t and uniformly in d we have









Finally, combining the above two cases completes the proof.
We make a few remarks regarding Theorem A.1.6:
• In general we cannot let γ = 0 (for an explicit counterexample, see Dem’yanov
1970). This is one of the subtleties to work with directional derivatives: even when
Dh(x∗; d) vanishes for some direction d we may still have Dh(x∗; d) approaching 0
for other directions, but with γ = 0 we will not know how Ah(x
∗; d) behaves (e.g.
negative) along the latter directions.
• It is clear that H+h ≥ Ah. In some cases it is easier to verify the uniformity (along
directions) in (A.31) if we relax the lower 2nd-order directional derivative H+h to
some convenient function Ah. See Theorem A.1.11 for an example.
• If X = Rm and h is Fréchet differentiable with locally Lipschitz gradient ∇h around
x∗, then we can verify the uniformity in (A.31) as follows. Note first that we have
∇h(x∗) = 0 from the necessary condition. Second, for all small t we have
h(x∗ + td̄)− h(x∗)
t2/2
=




h(x∗ + td)− h(x∗) + t
〈





∗ + td)− h(x∗)
t2/2
− 2L‖d‖‖d̄− d‖, (A.39)
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then for all nearby d̄ we also have h(x
∗+td̄)−h(x∗)
t2/2
> 0. In this case we may let Ah = H+h
and recover (Ben-Tal and Zowe, 1985, Theorem 3.2).
Another result that directly uses the second-order derivative is:
Theorem A.1.7 (second-order sufficient condition, e.g. Dem’yanov and Malozemov 1974).
Suppose h is uniformly first-order and second-order directional differentiable (at x∗) and X
is convex. If there exist r, q > 0 such that for all normalized feasible direction t, Dh(x∗; t) ≥
0, and
0 ≤ Dh(x∗; t) < r =⇒ Hh(x∗; t) ≥ q > 0, (A.40)
then x∗ is an isolated local minimum.
Proof. If Dh(x∗; t) ≥ r, it reduces to the proof of Thm. A.1.5. Otherwise, (A.40) holds,
and
h(x∗ + αt) = h(x∗) + αDh(x∗; t) +
α2
2
Hh(x∗; t) + o(α2; t). (A.41)
Since h is uniformly second-order directional differentiable in any direction t, there exist
0 < α1 < α0 such that for any 0 < α < α1 and for any ‖t‖ = 1, o(α2; t) ≥ −qα2/4.
Therefore, for any x ∈ N (x∗, α1) not equal to x∗, we can take t = (x−x∗)/‖x−x∗‖ (which
is feasible from convexity of X ) , α = ‖x− x∗‖ and obtain:
h(x) = h(x∗ + αt) ≥ h(x∗) + α2q/4 > h(x∗). (A.42)
In the theorem above, we are considering “approximately” critical directions, rather
than only the second order derivatives along the critical directions. The following example
demonstrates this point, as inspired by Ben-Tal and Zowe (1985, Example 2.1):






∗, y∗) = (0, 0). f̄ε(x1, x2) = ε|2x1 + x21 + x22|+ x31 and it is uniformly twice
directional differentiable. We can evaluate Df̄ε((0, 0); (t1, t2)) = 2ε|t1| and




2) t1 > 0,
2εt22 t1 = 0,
−2ε(t21 + t22) t1 < 0.
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The critical directions are (0, t2) along which Hf̄ε(0, t) = 2εt
2
2 > 0. However,
f̄ε((0, 0), (x1,
√
−2x1 − x21)) = x31 < 0
if −2 ≤ x1 ≤ 0.
A.1.3 Envelope Function




where Y is some compact topological Hausdorff space2. It is easy to verify:
• If f : X × Y → R is (jointly) continuous, then so is f̄ (in x).
• If also ∂xf : X × Y → R is (jointly) continuous, then f̄ is locally Lipschitz.
The envelope function turns out to be directionally differentiable:
Theorem A.1.9 (e.g. Danskin 1966; Dem’yanov 1966). Let f and ∂xf be (jointly) con-
tinuous. Then, the envelope function f̄ is directionally differentiable:
Df̄(x; d) = max
y∈Y0(x)
〈∂xf(x, y), d〉 , where Y0(x) := {y ∈ Y : f̄(x) = f(x; y)}. (A.44)
Clearly, Df̄(x; ·) is Lipschitz continuous.
The following theorem explains the necessity of the function Ah in Theorem A.1.6:
Theorem A.1.10 (Seeger 1988; Dem’yanov 1970). Let f and ∂xf be continuous. Then,
Df̄(x; d) = max
y∈Y0(x)
〈∂xf(x, y), d〉 , Y0(x) := {y ∈ Y : f̄(x) = f(x, y)} (A.45)
H+f̄(x; d, g) ≥ max
y∈Y1(x;d)
H+f(x, y; d, g),
Y1(x; d) := {y ∈ Y0(x) : Df̄(x; d) = 〈∂xf(x, y), d〉}. (A.46)
2Results in this section can be extended to the more general case where the constraint set Y depends
on x (in some semicontinuous manner); see Seeger (1988) for an excellent treatment. For our purpose here
it suffices to consider a constant Y.
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If ∂2xxf is also (jointly) continuous, then






satisfies the uniformity condition in Theorem A.1.6.
Proof. We need only prove the last claim. Indeed









∂2xxf(x+ tθ(y, d) · d, y)d, d
〉
. (A.48)
Since ∂2xxf is continuous (hence uniformly continuous over compact sets), the right-hand
side converges to Af̄ (x; d) uniformly on bounded sets in d as t goes to 0.
When Y has limit points, proving Af̄ (x; d) = Hf̄(x; d) may be difficult (even with
additional regularity conditions). Nevertheless, we can still apply the sufficient condition
in Theorem A.1.6.
Seeger (1988) pointed out the following equivalence:
Df̄(x; d) = max
y∈Y0(x)




Df(x, y; (d, v)), (A.49)
where the first two directional derivatives are taken wrt x only while the last direc-
tional derivative is joint wrt (x, y). Indeed, when f is (jointly) continuously differentiable,
Df(x, y; (d, v)) = 〈∂xf(x, y), d〉 + 〈∂yf(x, y), v〉. However, since y ∈ Y0(x), we know from
the necessary condition in Theorem A.1.3 that 〈∂yf(x, y), v〉 ≤ 0 for all v ∈ Kd(Y , y).
Surprisingly, the second order counterparts are no longer equivalent:
Theorem A.1.11 (Seeger 1988). Let f : X ×Y → R be continuously differentiable. Then,






H+f(x, y; (d, v), (g, w)), (A.50)
where Y0(x) = {y ∈ Y : f̄(x) = f(x, y)} and V(x, y; d) := {v ∈ Kd(Y , y) : Df̄(x; d) =
Df(x, y; (d, v))}.
If the second-order derivative of f is also (jointly) continuous, then























+ 〈∂yf(x, y), w〉 (A.51)
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satisfies the uniformity condition in Theorem A.1.6, provided that the directions d, v and
w are bounded.
Proof. We assume Kd(Y , y; v) is not empty for otherwise the theorem is vacuous. For any
w ∈ Kd(Y , y; v) we know for any sequence tk ↓ 0 there exist a subsequence tki ↓ 0 and
wki → w such that y + tkiv + t2kiwk ∈ Y . Thus, fix any y ∈ Y0(x), v ∈ V(x, y; d) and
w ∈ Kd(Y , y; v), we know (after passing to a subsequence if necessary)
f̄(x+ tkd+ t
2
kg/2)− f̄(x)− tkDf̄(x; d)
t2k/2
(A.52)
≥ f(x+ tkd+ t
2
kg/2, y + tkv + t
2
kwk/2)− f(x, y)− tkDf(x, y; (d, v))
t2k/2
(A.53)
≥ f(x+ tkd+ t
2
kg/2, y + tkv + t
2






kg/2, y + tkv + t
2
kwk/2)− f(x+ tkd+ t2kg/2, y + tkv + t2kw/2)
t2k/2
(A.55)
= H+f(x, y; (d, v), (g, w)) + o(tk), (A.56)
where the small order term o(tk) is independent of d, v and w if they are bounded.
By setting y ∈ Y1(x; d), v = w = 0, we see that the lower bounds in Theorem A.1.11 are
always shaper than the ones in Theorem A.1.10. However, note that Theorem A.1.10 only
requires Y to be any compact topological space while Theorem A.1.11 only applies when
Y is a compact set of some finite dimensional vector space.



















Assume C ≺ 0. Then, Y0(x) is a singleton, Y1 = Rm, and WLOG w = 0. Therefore,
Af̄ (x; d) = d
>(A−BC−1B>)d, (A.57)








is a (unique) global saddle point if C ≺ 0 and A −
BC−1B>  0.
However, if we apply Theorem A.1.10 we can only conclude that
Af̄ (x; d) = d
>Ad, (A.58)
which is clearly a looser lower bound (recall that C ≺ 0).
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In principle, one should use the lower second-order directional derivative) H+(x
∗; d, g) ≥
0 for a stronger necessary condition. However, to our knowledge, we do not have an
appropriate formula for it. We therefore look into upper second-order derivatives instead
for which Kawasaki (1988) showed a result. From this result, we are able to introduce the
second-order necessary conditions for x∗ being a local minimizer of f̄(x):
Theorem A.1.13 (Kawasaki 1988). Let f be twice (jointly) continuously differentiable.
Then,












where (t)− = min{t, 0}, t† =
{
1/t, t 6= 0
0, t = 0
, and
u(y) := f̄(x)− f(x, y) ≥ 0, v(y; d) := Df̄(x; d)− Df(x, y; d). (A.60)
Proof. We give a direct (and arguably simpler) proof of this result. Denote
∆(t) :=
f̄(x+ td+ t2g/2)− f̄(x)− tDf̄(x; d)
t2/2
. (A.61)
Using the definitions of u and v we have
∆(t) =
f̄(x+ td+ t2g)− f(x, z)− tDf(x, z; d)− u(z)− tv(z; d)
t2/2
, (A.62)
which holds for any z ∈ Y . Let us first choose z = zt ∈ Y0(x+ td+ t2g):
∆(t) =
f(x+ td+ t2g, zt)− f(x, zt)− tDf(x, zt; d)
t2/2
− u(zt) + tv(zt; d)
t2/2
. (A.63)
Let y ∈ Y0(x) be a limit point of zt. Suppose y ∈ Y0(x) \ Y1(x; d). Then, for small t
we have (in the corresponding subsequence) v(zt; d) ≈ v(y; d) > 0 hence lim inft ∆(t) =
H+f̄(x; d, g) = −∞, contradicting Theorem A.1.10. Thus, y ∈ Y1(x; d). Optimizing t for
the second term we obtain
∆(t) ≤ f(x+ td+ t






where we used the fact that if u(zt) = 0 then v(zt; d) ≥ 0 (see Theorem A.1.9). Taking
limits on both sides proves the ≤ part in (A.59).
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For the converse, let y ∈ Y1(x; d) and zk → y attain the maximum and limsup





†(zk) > 0, for otherwise
the ≥ part in (A.59) would already follow from Theorem A.1.10. We obviously have
u(zk) > 0 and v(zk; d) < 0 for sufficiently large t. Since u(zk) → u(y) = 0 we also
have v(zk; d) → v(y; d) = 0. We claim that (after passing to a subsequence if necessary)
limk u(zk)/v(zk; d) = 0, for otherwise lim v
2(zk; d)/u(zk) = 0, contradicting to its strict
















Taking limits on both sides we obtain the ≥ part in (A.59).
For later convenience, we remind that
Y0(x) = {y : u(y) = 0}, Y1(x; d) = {y : u(y) = v(y; d) = 0}. (A.67)





With Carathédory’s theorem for convex hulls, one can obtain from (A.59) the following
necessary condition for envelope functions:
Theorem A.1.14 (Kawasaki (1991)). Assume f ∈ C2 and X = Rn. If x∗ is a local
minimum of f̄(x), then for each d ∈ Rn satisfying Df̄(x∗; d) = 0, there exist at most n+ 1










∗, yi)d+ Ē(yi; d)
)
≥ 0. (A.68)
Proof. We borrow the result from Kawasaki (1991). In order to write down the second-
order derivative formula in Kawasaki (1988), we define
Y0(t) := {y ∈ Y : there exists a sequence {zk} → y, u(zk) > 0 and v(zk; t)/u(zk)→ −∞},
and the following upper semi-continuous function (Kawasaki, 1988):
Ē ′(y; t) =

sup{zk}→y lim supk v(zk; t)
2/(2u(zk)) y ∈ Y0(t) and {zk} is in Y0(t),




As shown in Kawasaki (1991), u(y) = v(y; t) = 0 whenever y ∈ Y0(t). We simplify the
definition above:
Lemma A.1.15. Denoting x− := min{x, 0}, x† = 1/x if x 6= 0 and x† = 0 otherwise,
then for any u(y) = v(y; t) = 0,




Proof. It suffices to consider those sequences {zk} ⊂ Y such that u(zk) ≥ 0. We want to
prove that Ē(y; t) = Ē ′(y; t). We first prove Ē(y; t) ≥ Ē ′(y; t). If y ∈ Y0(t), then for any




2/(2u(zk)) ≥ Ē ′(y; t)− δ,
u(zk) > 0 and v(zk; t)/u(zk) → −∞. For large enough m, v(zk; t) < 0, and thus we take
the same sequence in (A.70) to obtain Ē(y; t) ≥ Ē ′(y; t)− δ. Since the above holds for any
δ > 0, we have Ē(y; t) ≥ Ē ′(y; t). If y /∈ Y0(t), then Ē(y; t) ≥ 0 = Ē ′(y; t).





2u†(zk)/2 ≥ Ē(y; t)− δ.
If u(zk) > 0 or v(zk; t) < 0 for finite number of m, then Ē(y; t) = 0 ≤ Ē ′(y; t). Assume
WLOG now that for any m, u(zk) > 0 and v(zk; t) < 0, if v(zk; t)/u(zk) is bounded, then
since v(y; t) = 0, Ē(y; t) = 0 ≤ Ē ′(y; t). So we can assume further that v(zk; t)/u(zk) →
−∞. Using the same sequence in (A.69), we know Ē ′(y; t) ≥ Ē(y; t)− δ for any δ > 0, and
thus Ē ′(y; t) ≥ Ē(y; t).
Moreover, the following assumption guarantees the existence of Hf̄(x; d, g) from which
we can get second-order sufficient conditions:
Assumption A.1.16 (Kawasaki (1992)). For each y ∈ Y1(x∗; t) with t 6= 0 and
Df̄(x∗; t) = 0, and for each non-zero d ∈ Rm, there exist α, β 6= 0 and p, q > 0 such
that the following approximation holds:
u(y + δd) = αδp + o(δp), v(y + δd; t) = βδq + o(δq), (A.71)
whenever y + δd ∈ N (y∗, ε) and δ > 0. Note that
u(y) := f̄(x∗)− f(x∗, y), v(y; d) := Df̄(x∗; d)− Df(x∗, y; d).
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Theorem A.1.17 (second-order sufficient condition, Kawasaki (1992)). Assume
Assumption A.1.16 holds at x∗. Let X = Rn and Y be convex. x∗ is an isolated local
minimum of f̄(x) if for any d ∈ Rn, Df̄(x∗; d) > 0, or Df̄(x∗; d) = 0, d 6= 0 and there exist


















We present full proofs of OGD and the Momentum method (Heavy Ball) in this appendix.
B.1.1 Proof of OGD
Theorem 3.2.5 (OGD). For generalized OGD with α1 = α2 = α, Jacobi and Gauss–
Seidel updates achieve linear convergence iff for any singular value σ of E, we have:
J :
{
|β1β2σ2| < 1, (α− β1)(α− β2) > 0, 4 + (α + β1)(α + β2)σ2 > 0,
α2 (β21σ
2 + 1) (β22σ
2 + 1) < (β1β2σ





(α− β1)(α− β2) > 0, (α + β1)(α + β2)σ2 < 4,
(αβ1σ
2 + 1)(αβ2σ
2 + 1) > (1 + β1β2σ
2)2.
(3.59)
The convergence region of GS updates strictly includes that of Jacobi updates.
Proof. The Jacobi characteristic polynomial is now quartic in the form λ4+aλ3+bλ2+cλ+d,
with
a = −2, b = α2σ2 + 1, c = −α(β1 + β2)σ2, d = β1β2σ2. (B.1)
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Comparably, the GS polynomial (3.57) can be reduced to a cubic one λ3 + aλ2 + bλ + c
with
a = −2 + α2σ2, b = −α(β1 + β2)σ2 + 1, c = β1β2σ2. (B.2)
First we derive the Schur conditions (3.58) and (3.59). Note that other than Corollary
3.1.3, an equivalent Schur condition can be read from Cheng and Chiou (2007, Theorem
1) as:
Theorem B.1.1 (Cheng and Chiou (2007)). A real quartic polynomial λ4 +aλ3 +bλ2 +
cλ+ d is Schur stable iff:
|d| < 1, |a| < d+ 3, |a+ c| < b+ d+ 1,
(1− d)2b+ c2 − a(1 + d)c− (1 + d)(1− d)2 + a2d < 0. (B.3)
With (B.1) and Theorem B.1.1, it is straightforward to derive (3.58). With (B.2) and
Corollary 3.1.3, we can derive (3.59) without much effort.
Now, let us study the relation between the convergence region of Jacobi OGD and GS
OGD, as given in (3.58) and (3.59). Namely, we want to prove the last sentence of Theorem
3.2.5. The outline of our proof is as follows. We first show that each region of (α, β1, β2)
described in (3.58) (the Jacobi region) is contained in the region described in (3.59) (the
GS region). Since we are only studying one singular value, we slightly abuse the notations
and rewrite βiσ as βi (i = 1, 2) and ασ as α. From (3.56) and (3.57), β1 and β2 can switch.
WLOG, we assume β1 ≥ β2. There are four cases to consider:
• β1 ≥ β2 > 0. The third Jacobi condition in (3.58) now is redundant, and we have
α > β1 or α < β2 for both methods. Solving the quadratic feasibility condition for α
gives:











where u = (β1β2 + 1)(β1 + β2), v = β1β2(β1β2 + 1)(β1β2 − 3), t = (β21 + 1)(β22 + 1).
On the other hand, assume α > β1, the first and third GS conditions are automatic.
Solving the second gives:












(β1 − β2)2 + 16.
(B.5)
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Define f(β2) := −β2 +
√
8 + β22/2 and g(β2) := (β2 +
√
4 + 5β22)/(2(1 + β
2
2)), and
one can show that
f(β2) ≥ g(β2). (B.6)




u2 + 4v)/t < −(β1 + β2)/2 + (1/2)
√
(β1 − β2)2 + 16. (B.7)
• β1 ≥ β2 = 0. The Schur condition for Jacobi and Gauss–Seidel updates reduces to:




GS: 0 < β1 <
√






One can show that given β1 ∈ (0, 1), we have 2β1/(1 + β21) < (−β1 +
√
16 + β21)/2.
• β1 ≥ 0 > β2. Reducing the first, second and fourth conditions of (3.58) yields:











This region contains the Jacobi region. It can be similarly proved that even within
this larger region, GS Schur condition (3.59) is always satisfied.
• β2 ≤ β1 < 0. We have u < 0, tv < 0 and thus α < (u +
√
u2 + tv)/t < 0. This
contradicts our assumption that α > 0.
Combining the four cases above, we know that the Jacobi region is contained in the GS
region.
To show the strict inclusion, take β1 = β2 = α/5 and α → 0. One can show that as
long as α is small enough, all the Jacobi regions do not contain this point, each of which is
described with a singular value in (3.58). However, all the GS regions described in (3.59)
contain this point.
The proof above is still missing some details. We provide the proofs of (B.4), (B.6),
(B.7) and (B.10) in the sub-sub-sections below, with the help of Mathematica, although
one can also verify these claims manually. Moreover, a one line proof of the inclusion can
be given with Mathematica code, as shown in Section B.1.1.
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Proof of equation B.4
The fourth condition of (3.58) can be rewritten as:
α2t− 2uα− v < 0, (B.11)
where u = (β1β2 + 1)(β1 + β2), v = β1β2(β1β2 + 1)(β1β2 − 3), t = (β21 + 1)(β22 + 1). The








2 − β1β2 = β21 + β22 + β1β2(β1β2 − 1) > 0,







2 − β1β2 = (β1 − β2)2 + β1β2(1 + β1β2) ≥ 0,






















The first case is not possible, with the following code:
u = (b1 b2 + 1) (b1 + b2); v = b1 b2 (b1 b2 + 1) (b1 b2 - 3);
t = (b1^2 + 1) (b2^2 + 1);
Reduce[b2 t > u - Sqrt[u^2 + t v] && b1 >= b2 > 0
&& Abs[b1 b2] < 1],
and we have:
False.
Therefore, the only possible case is β1 < α < (u+
√
u2 + tv)/t. Where the feasibility
region can be solved with:
Reduce[b1 t < u + Sqrt[u^2+t v]&&b1>=b2>0&&Abs[b1 b2] < 1].
What we get is:
0<b2<1 &&
b2<=b1<b2/(2 (1+b2^2))+1/2 Sqrt[(4+5 b2^2)/(1+b2^2)^2].
Therefore, we have proved (B.4).
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Proof of equation B.6
With
Reduce[-(b2/2) + Sqrt[8 + b2^2]/2 >=
(b2 + Sqrt[4 + 5 b2^2])/(2 (1 + b2^2)) && 0 < b2 < 1],
we can remove the first constraint and get:
0 < b2 < 1.
Proof of equation B.7
Given
Reduce[-1/2 (b1 + b2) + 1/2 Sqrt[(b1 - b2)^2 + 16] >
(u + Sqrt[u^2 + t v])/t &&
0 < b2 < 1 &&
b2 <= b1 < (b2 + Sqrt[4 + 5 b2^2])/(2 (1 + b2^2)), {b2, b1}],
we can remove the first constraint and get:
0 < b2 < 1 &&
b2 <= b1 < b2/(2 (1 + b2^2)) +
1/2 Sqrt[(4 + 5 b2^2)/(1 + b2^2)^2].
Proof of equation B.10
The second Jacobi condition simplifies to α > β1 and the fourth simplifies to (B.12).
Combining with the first Jacobi condition:
Reduce[Abs[b1 b2] < 1 &&
a > b1 && (u - Sqrt[u^2 + t v])/t < a < (u + Sqrt[u^2 + t v])/t
&& b1 >= 0 && b2 < 0, {b2, b1, a} ] // Simplify,
we have:
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b2 < 0 && b1 > 0 &&
b2/(1 + b2^2) + Sqrt[(4 + 5 b2^2)/(1 + b2^2)^2] > 2 b1 &&
b1 < a < (b1 + b2 + b1^2 b2 + b1 b2^2)/((1 + b1^2) (1 + b2^2)) +
Sqrt[((-1 + b1 b2)^2 (b1^2 + b2^2 + b1 b2 (-1 + b2^2) +
b1^3 (b2 + b2^3)))/((1 + b1^2)^2 (1 + b2^2)^2)].
This can be further simplified to achieve (B.10).
One line proof
In fact, there is another very simple proof:
Reduce[ForAll[{b1, b2, a}, (a - b1) (a - b2) > 0
&& (a + b1) (a + b2) > -4 && Abs[b1 b2] < 1 &&
a^2 (b1^2 + 1) (b2^2 + 1) < (b1 b2 + 1) (2 a (b1 + b2) +
b1 b2 (b1 b2 - 3)), (a - b1) (a - b2) > 0 &&
(a + b1) (a + b2) < 4
&& (a b1 + 1) (a b2 + 1) > (1 + b1 b2)^2], {b2, b1, a}]
True.
However, this proof does not tell us much information about the range of our variables.
B.1.2 Proof of Momentum
Theorem 3.2.6 (momentum). For the generalized momentum method with α1 = α2 = α,
the Jacobi updates never converge, while the GS updates converge iff for any singular value
σ of E, we have:
|β1β2| < 1, | − α2σ2 + β1 + β2 + 2| < β1β2 + 3, 4(β1 + 1)(β2 + 1) > α2σ2,
α2σ2β1β2 < (1− β1β2)(2β1β2 − β1 − β2). (3.64)
This condition implies that at least one of β1, β2 is negative.
Proof. Jacobi condition We first rename ασ as al and β1, β2 as b1, b2. With Theorem
B.1.1:
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{Abs[d] < 1, Abs[a] < d + 3,
a + b + c + d + 1 > 0, -a + b - c + d + 1 >
0, (1 - d)^2 b - (c - a d) (a - c) - (1 + d) (1 - d)^2 <
0} /. {a -> -2 - b1 - b2, b -> al^2 + 1 + 2 (b1 + b2) + b1 b2,
c -> -b1 - b2 - 2 b1 b2, d -> b1 b2} // FullSimplify.
We obtain:
{Abs[b1 b2] < 1, Abs[2 + b1 + b2] < 3 + b1 b2, al^2 > 0,
al^2 + 4 (1 + b1) (1 + b2) > 0, al^2 (-1 + b1 b2)^2 < 0}.
The last condition is never satisfied and thus Jacobi momentum never converges.
Gauss–Seidel condition With Theorem B.1.1, we compute:
{Abs[d] < 1, Abs[a] < d + 3,
a + b + c + d + 1 > 0, -a + b - c + d + 1 >
0, (1 - d)^2 b + c^2 - a (1 + d) c - (1 + d) (1 - d)^2 + a^2 d <
0} /. {a -> al^2 - 2 - b1 - b2, b -> 1 + 2 (b1 + b2) + b1 b2,
c -> -b1 - b2 - 2 b1 b2, d -> b1 b2} // FullSimplify.
The result is:
{Abs[b1 b2] < 1, Abs[2 - al^2 + b1 + b2] < 3 + b1 b2, al^2 > 0,
4 (1 + b1) (1 + b2) > al^2,
al^2 (b1 + b2 + (-2 + al^2 - b1) b1 b2 + b1 (-1 + 2 b1) b2^2) < 0},
which can be further simplified to (3.64).
Negative momentum With Theorem 3.2.6, we can actually show that in general
at least one of β1 and β2 must be negative. There are three cases to consider, and in each
case we simplify (3.64):
1. β1β2 = 0. WLOG, let β2 = 0, and we obtain
−1 < β1 < 0 and α2σ2 < 4(1 + β1). (B.14)
2. β1β2 > 0. We have
−1 < β1 < 0, −1 < β2 < 0 , α2σ2 < 4(1 + β1)(1 + β2). (B.15)
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3. β1β2 < 0. WLOG, we assume β1 ≥ β2. We obtain:








The constraints for α are α > 0 and:
max
{




< α2σ2 < 4(1 + β1)(1 + β2). (B.17)
These conditions can be further simplified by analyzing all singular values. They only
depend on σ1 and σn, the largest and the smallest singular values. Now, let us derive
(B.15), (B.16) and (B.17) more carefully. Note that we use a for ασ.
Proof of equation B.15
By running the following Mathematica code:
Reduce[Abs[b1 b2] < 1 && Abs[-a^2 + b1 + b2 + 2] < b1 b2 + 3 &&
4 (b1 + 1) (b2 + 1) > a^2 &&
a^2 b1 b2 < (1 - b1 b2) (2 b1 b2 - b1 - b2) && b1 b2 > 0 &&
a > 0, {b2, b1, a}]
we obtain:
-1 < b2 < 0 && -1 < b1 < 0 && 0 < a < Sqrt[4 + 4 b1 + 4 b2 + 4 b1 b2]
Proof of equations B.16 and B.17
By running the following Mathematica code:
Reduce[Abs[b1 b2] < 1 && Abs[-a^2 + b1 + b2 + 2] < b1 b2 + 3 &&
4 (b1 + 1) (b2 + 1) > a^2 &&
a^2 b1 b2 < (1 - b1 b2) (2 b1 b2 - b1 - b2) && b1 b2 < 0 &&
b1 >= b2 && a > 0, {b2, b1, a}]
we obtain:
(-1 < b2 <= -(1/3) && ((0 < b1 <= b2/(-1 + 2 b2) &&
0 < a < Sqrt[4 + 4 b1 + 4 b2 + 4 b1 b2]) || (b2/(-1 + 2 b2) <
b1 < -(1/(3 b2)) &&
Sqrt[(-b1 - b2 + 2 b1 b2 + b1^2 b2 + b1 b2^2 - 2 b1^2 b2^2)/(
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b1 b2)] < a < Sqrt[4 + 4 b1 + 4 b2 + 4 b1 b2]))) || (-(1/3) <
b2 < 0 && ((0 < b1 <= b2/(-1 + 2 b2) &&
0 < a < Sqrt[4 + 4 b1 + 4 b2 + 4 b1 b2]) || (b2/(-1 + 2 b2) <
b1 < -(b2/(1 + 2 b2)) &&
Sqrt[(-b1 - b2 + 2 b1 b2 + b1^2 b2 + b1 b2^2 - 2 b1^2 b2^2)/(
b1 b2)] < a < Sqrt[4 + 4 b1 + 4 b2 + 4 b1 b2])))





C.1 Local Boundedness and Lipschitzness
The purpose of this section is to derive the local Lipschitzness and boundedness of various
first-order and second-order derivatives based on the assumption that f is twice continuous
differentiable and that the Hessian of f is Lipschitz continuous (Assumption 4.3.1). Based
on the derivations in Appendix C.1, we derive the non-asymptotic local convergence of
Newton-type algorithms, including GD-Newton and Complete Newton. In order to quan-
tify the absolute constants we mentioned in Theorems 4.3.2 and 4.3.5, we first quantify
WLOG that the neighborhoods in (4.7) to be:
N (x∗) = B(x∗, δx) := {x ∈ Rn : ‖x− x∗‖ ≤ δx},
N (y∗) = B(y∗, δy) := {y ∈ Rm : ‖y − y∗‖ ≤ δy},
where δx > 0 and δy > 0. Since f is twice continuous differentiable, at its SLmM (x
∗, y∗),
the second-order derivatives are bounded. There exist positive constants Bxx, Bxy, Byy such
that for any (x, y) ∈ B(x∗, δx)× B(y∗, δy),
‖∂2xxf(x, y)‖ ≤ Bxx, ‖∂2xyf(x, y)‖ ≤ Bxy, ‖∂2yyf(x, y)‖ ≤ Byy. (C.1)
Since ∂2yxf(z) = (∂
2
xyf(z))
> for f ∈ C2 (Schwarz’s theorem), we have ‖∂2yxf(x, y)‖ ≤ Bxy
(the fact that the matrix A and its transpose A> have the same spectral norm can be
derived from the SVD decomposition). For later convenience, we denote
B(z∗) := B(x∗, δx)× B(y∗, δy). (C.2)
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Since ∂2yyf(x
∗, y∗) ≺ 0 and f ∈ C2, we can assume w.l.o.g. that for any z ∈ B(z∗), ∂2yyf(z) 
−µyI. Therefore, (∂2yyf(·))−1 is bounded on B(z∗), i.e.,
‖(∂2yyf(z))−1‖ ≤ µ−1y , ∀z ∈ B(z∗). (C.3)
This is because of the following lemma:
Lemma C.1.1 (Local Lipschitzness and boundedness of the inverse). Suppose in
a neighborhood N ⊂ Rd, there exists µ > 0 such that there exists a matrix-valued function
A : N → Rk×k that satisfies:
for any z ∈ N , A(z)  −µI or for any z ∈ N , A(z)  µI. (C.4)
then for any z ∈ N , A(z) is invertible and ‖A−1(z)‖ ≤ µ−1, with A−1 : z 7→ (A(·))−1.
Moreover, if A is L-Lipschitz continuous, i.e., for any z1, z2 ∈ N , we have
‖A(z1)− A(z2)‖ ≤ L‖z1 − z2‖, (C.5)
then A−1 := (A(·))−1 is µ−2L-Lipschitz continuous, i.e., for any z1, z2 ∈ N , we have
‖A−1(z1)− A−1(z2)‖ ≤ µ−2L‖z1 − z2‖. (C.6)
Proof. WLOG we only need to prove the case when A(z)  µI for any z ∈ N , because we
can take B = −A for the other case and apply the result on B. The invertibility of A(z)
follows from the positive definiteness. From the definition of spectral norm we have that






On the other hand, A(z)  µI tells us that for any w ∈ Rd and ‖A(z)w‖ = 1, we can
write:
µ‖w‖2 ≤ w>A(z)w ≤ ‖w‖ · ‖A(z)w‖ = ‖w‖, (C.8)
where we used Cauchy–Schwarz inequality. Combining (C.7) and (C.8) above we obtain
that for any ‖A(z)w‖ = 1, we have ‖w‖ ≤ µ−1 and thus for any z ∈ N :
‖A−1(z)‖ ≤ µ−1. (C.9)
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Therefore, for z1, z2 ∈ N , we have from the Lipschitzness of A that
‖A−1(z1)− A−1(z2)‖ = ‖A−1(z1)A(z1)A−1(z2)− A−1(z1)A(z2)A−1(z2)‖
≤ ‖A−1(z1)(A(z1)− A(z2))A−1(z2)‖
≤ ‖A−1(z1)‖ · ‖A(z1)− A(z2)‖ · ‖A−1(z2)‖
≤ µ−2L‖z1 − z2‖, (C.10)
where in the third line we used that for two matrices U ∈ Rd → Rk×k, W ∈ Rd → Rk×k,
‖UV ‖ = sup
‖z‖=1
‖UV z‖ ≤ sup
‖z‖=1
‖U‖ · ‖V z‖ = ‖U‖ sup
‖z‖=1
‖V z‖ = ‖U‖ · ‖V ‖. (C.11)
Lemma C.1.1 tells that (∂2yy)
−1f := (∂2yyf(·))−1 is µ−2y Lyy-Lipschitz continuous under
Assumption 4.3.1.
Now let us derive the local Lipschitzness of the partial derivatives ∂xf and ∂yf from
the local boundedness of the partial Hessians. For any z1, z2 ∈ B(z∗), we have:
‖∂xf(z1)− ∂xf(z2)‖ = ‖∂xf(x1, y1)− ∂xf(x2, y2)‖
= ‖∂xf(x1, y1)− ∂xf(x1, y2) + ∂xf(x1, y2)− ∂xf(x2, y2)‖
≤ ‖∂xf(x1, y1)− ∂xf(x1, y2)‖+ ‖∂xf(x1, y2)− ∂xf(x2, y2)‖
≤ ‖∂2xyf(x1, yξ)‖ · ‖y1 − y2‖+ ‖∂2xxf(xγ, y2)‖ · ‖x1 − x2‖
≤ Bxy‖y1 − y2‖+Bxx‖x1 − x2‖
≤ (Bxy +Bxx)‖z1 − z2‖, (C.12)
where in the fourth line we used the mean-value theorem and that yξ ∈ [y1, y2] and xγ ∈
[x1, x2] ([a, b] denotes a line segment with end points a and b); in the second last line we
used (C.1); in the last line we used ‖x1 − x2‖ ≤ ‖z1 − z2‖ and ‖y1 − y2‖ ≤ ‖z1 − z2‖.
Similarly, we can derive that:
‖∂yf(z1)− ∂yf(z2)‖ ≤ (Bxy +Byy)‖z1 − z2‖. (C.13)
The local Lipschitzness of ∂xf and ∂yf also leads to their local boundedness. On the
neighborhood B(z∗), we can derive:
‖∂xf(z)‖ = ‖∂xf(z)− ∂xf(z∗)‖ ≤ Lx‖z − z∗‖ ≤ Lx(‖x− x∗‖+ ‖y − y∗‖) ≤ Lx(δx + δy),
(C.14)
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where we defined Lx := Bxy+Bxx to be the Lipschitz constant of ∂xf on the neighborhood.
Similarly, we can derive that ‖∂yf(z)‖ ≤ Ly(δx+δy) for any z ∈ B(z∗) with Ly := Bxy+Byy.
To summarize we have the following lemma.
Lemma C.1.2 (Local Lipschitzness and boundedness). At an SLmM z∗ of a function
f ∈ C2, there exist positive constants Bxx, Bxy, Byy and µy such that for any z ∈ B(z∗):
‖∂2xxf(z)‖ ≤ Bxx, ‖∂2xyf(z)‖ ≤ Bxy, ‖∂2yyf(z)‖ ≤ Byy,
∂2yyf(z)  −µyI, ‖(∂2yyf(z))−1‖ ≤ µ−1y , (C.15)
and ∂xf and ∂yf are locally Lipschitz, i.e. for any z1, z2 ∈ B(z∗), we have
‖∂xf(z1)− ∂xf(z2)‖ ≤ Lx‖z1 − z2‖ := (Bxx +Bxy)‖z1 − z2‖,
‖∂yf(z1)− ∂yf(z2)‖ ≤ Ly‖z1 − z2‖ := (Bxy +Byy)‖z1 − z2‖. (C.16)
Moreover, ∂xf(z) and ∂yf(z) are bounded, i.e., for any
‖∂xf(z)‖ ≤ Bx := Lx(δx + δy), ‖∂yf(z)‖ ≤ By := Ly(δx + δy). (C.17)
Suppose Assumption 4.3.1 holds on the neighborhood B(z∗), then (∂2yy)−1f := (∂2yyf(·))−1
is µ−2y Lyy-Lipschitz continuous, i.e. for any z1, z2 ∈ B(z∗), we have
‖(∂2yyf(z1))−1 − (∂2yyf(z2))−1‖ ≤ µ−2y Lyy‖z1 − z2‖. (C.18)
Let us now derive the local Lipschitzness of Dxf and Dxxf . We need the composition
rules of the Lipschitzness and boundedness of addition and product. Recall from Assump-
tion 4.3.1 that for any z1, z2 ∈ B(z∗), we have:
‖∂2xxf(z1)− ∂2xxf(z2)‖ ≤ Lxx‖z1 − z2‖, ‖∂2xyf(z1)− ∂2xyf(z2)‖ ≤ Lxy‖z1 − z2‖,
‖∂2yyf(z1)− ∂2yyf(z2)‖ ≤ Lyy‖z1 − z2‖. (C.19)
Lemma C.1.3 (Local Lipschitzness and boundedness of addition). Suppose that in
a neighborhood N ⊂ Rd, we have matrix-valued functions A : N → Rk×k, B : N → Rk×k
and vector-valued functions v : N → Rk, u : N → Rk. Suppose that on the neighbor-
hood N , A is LA-Lipschitz continuous, B is LB-Lipschitz continuous, v is Lv-Lipschitz
continuous and u is Lu-Lipschitz continuous. Namely, for any z1, z2 ∈ N , we have:
‖A(z1)− A(z2)‖ ≤ LA‖z1 − z2‖, ‖B(z1)−B(z2)‖ ≤ LB‖z1 − z2‖,
‖v(z1)− v(z2)‖ ≤ Lv‖z1 − z2‖, ‖u(z1)− u(z2)‖ ≤ Lu‖z1 − z2‖. (C.20)
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Then, the matrix-matrix addition function A+B : z 7→ A(z)+B(z) is (LA+LB)-Lipschitz
continuous and the vector-vector addition function u + v : z 7→ u(z) + v(z) is (Lv + Lu)-
Lipschitz continuous, i.e. for any z1, z2 ∈ N , we have:
‖(A+B)(z1)− (A+B)(z2)‖ ≤ (LA + LB) · ‖z1 − z2‖, (C.21)
‖(u+ v)(z1)− (u+ v)(z2)‖ ≤ (Lu + Lv) · ‖z1 − z2‖. (C.22)
Suppose A, B, v, u are BA, BB, Bv, Bu bounded on the neighborhood N , respectively, i.e.
for any z ∈ N , we have:
‖A(z)‖ ≤ BA, ‖B(z)‖ ≤ BB, ‖v(z)‖ ≤ Bv, ‖u(z)‖ ≤ Bu. (C.23)
Then, A + B is (BA + BB)-bounded and u + v is (Bu + Bv)-bounded on the neighborhood
N .
Proof. For any z1, z2 ∈ N , we write:
‖(A+B)(z1)− (A+B)(z2)‖ = ‖A(z1)− A(z2) +B(z1)−B(z2)‖
≤ ‖A(z1)− A(z2)‖+ ‖B(z1)−B(z2)‖
≤ LA‖z1 − z2‖+ LB‖z1 − z2‖
= (LA + LB)‖z1 − z2‖. (C.24)
Similarly, we can prove ‖(u+v)(z1)−(u+v)(z2)‖ ≤ (Lu+Lv) ·‖z1−z2‖. The last sentence
of Lemma C.1.3 follows from the triangle inequalities of norms.
Lemma C.1.4 (Local Lipschitzness and boundedness of product). Suppose that in
a neighborhood N ⊂ Rd, we have matrix-valued functions A : N → Rk×k, B : N → Rk×k
and a vector-valued function v : N → Rk. Suppose that on the neighborhood N , A is
LA-Lipschitz continuous and BA bounded, B is LB-Lipschitz continuous and BB bounded,
v is Lv-Lipschitz continuous and Bv bounded. Namely, for any z1, z2 ∈ N , we have:
‖A(z1)− A(z2)‖ ≤ LA‖z1 − z2‖, ‖B(z1)−B(z2)‖ ≤ LB‖z1 − z2‖,
‖v(z1)− v(z2)‖ ≤ Lv‖z1 − z2‖, (C.25)
and for any z ∈ N ,
‖A(z)‖ ≤ BA, ‖B(z)‖ ≤ BB, ‖v(z)‖ ≤ Bv. (C.26)
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Then, the matrix-matrix product function AB : z 7→ A(z)B(z) and the matrix-vector
product function Av : z 7→ A(z)v(z) on the neighborhood N are also Lipschitz, i.e. for any
z1, z2 ∈ N , we have:
‖A(z1)B(z1)− A(z2)B(z2)‖ ≤ (BALB +BBLA) · ‖z1 − z2‖, (C.27)
‖A(z1)v(z1)− A(z2)v(z2)‖ ≤ (BALv +BvLA) · ‖z1 − z2‖. (C.28)
Moreover, AB is BABB-bounded and Av is BABv-bounded on the neighborhood N .
Proof. For any z1, z2 ∈ N , we have:
‖A(z1)B(z1)− A(z2)B(z2)‖ = ‖A(z1)B(z1)− A(z1)B(z2) + A(z1)B(z2)− A(z2)B(z2)‖
≤ ‖A(z1)B(z1)− A(z1)B(z2)‖+ ‖A(z1)B(z2)− A(z2)B(z2)‖
= ‖A(z1)(B(z1)−B(z2))‖+ ‖(A(z1)− A(z2))B(z2)‖
≤ ‖A(z1)‖ · ‖B(z1)−B(z2)‖+ ‖A(z1)− A(z2)‖ · ‖B(z2)‖
≤ (BALB +BBLA)‖z1 − z2‖, (C.29)
where in the fourth line we used (C.11). Similarly, we can derive that for z1, z2 ∈ N , we
have:
‖A(z1)v(z1)− A(z2)v(z2)‖ ≤ (BALv +BvLA)‖z1 − z2‖. (C.30)
The final claim follows from (C.11) and that for any z ∈ N , ‖A(z)v(z)‖ ≤ ‖A(z)‖ ·
‖v(z)‖.
We can now derive the local Lipschitzness of Dxf and Dxxf under Assumption 4.3.1. On
the neighborhood B(z∗), since (∂2yy)−1f is µ−2y Lyy-Lipschitz continuous from Lemma C.1.1
and µ−1y -bounded from Lemma C.1.2, and ∂yf is Ly-Lipschitz continuous and By-bounded,
from Lemma C.1.4,
(∂2yy)
−1f · ∂yf is (µ−1y Ly +Byµ−2y Lyy)-Lipschitz continuous, and µ−1y By bounded.(C.31)

























Lipschitz continuous and Bx +Bxyµ
−1
y By bounded. In a similar way, Dxxf = ∂xxf − ∂2xyf ·
(∂2yy)












y bounded. We summarize our result as follows:
Lemma C.1.5 (Local Lipschitzness and boundedness of Dxf and D
2
xxf). Suppose
on the neighborhood B(z∗) of an SLmM z∗ of a function f ∈ C2, Assumption 4.3.1 holds.
Dxf = ∂xf − ∂2xyf · (∂2yy)−1f · ∂yf is:








BDx := Bx +Bxyµ
−1
y By
bounded, i.e., for any z, z1, z2 ∈ B(z∗), we have that:
‖Dxf(z1)− Dxf(z2)‖ ≤ LDx‖z1 − z2‖, ‖Dxf(z)‖ ≤ BDx. (C.37)
In a similar way, Dxxf = ∂xxf − ∂2xyf · (∂2yy)−1f · ∂yxf is













bounded, where the constants are the same as in Lemma C.1.2. i.e., for any z, z1, z2 ∈
B(z∗), we have:
‖D2xxf(z1)− D2xxf(z2)‖ ≤ LDxx‖z1 − z2‖, ‖D2xxf(z)‖ ≤ BDxx. (C.39)
Finally, we derive the local Lipschitzness of the derivatives of the local maximum func-
tion ψ(x) = f(x, r(x)) where x ∈ N (x∗), i.e.,
ψ′(x) = Dxf(x, r(x)), ψ
′′(x) = D2xxf(x, r(x)). (C.40)
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From Lemma C.1.5, for any x1, x2 ∈ N (x∗) = B(x∗, δx), we have that
‖ψ′(x1)− ψ′(x2)‖ = ‖Dxf(x1, r(x1))− Dxf(x2, r(x2))‖
≤ LDx‖(x1, r(x1))− (x2, r(x2))‖
≤ LDx(‖x1 − x2‖+ ‖r(x1)− r(x2)‖)
= LDx(‖x1 − x2‖+ ‖|r′(xγ)(x1 − x2)‖)
≤ LDx(1 + ‖r′(xγ)‖)‖x1 − x2‖
= LDx(1 + ‖ − ((∂2yy)−1 · ∂2yx)f(xγ, r(xγ))‖)‖x1 − x2‖
≤ LDx(1 + µ−1y Bxy)‖x1 − x2‖, (C.41)
where in the fourth line we used the mean-value theorem and that xγ is on the line segment
with end points x1 and x2. In the sixth line we used (4.8) and in the last line we used
the local boundedness of (∂2yy)
−1f and ∂2yxf in Lemma C.1.2 and (C.11). Similarly, we can
derive that:
‖ψ′′(x1)− ψ′′(x2)‖ = ‖D2xxf(x1, r(x1))− D2xxf(x2, r(x2))‖
≤ LDxx‖(x1, r(x1))− (x2, r(x2))‖
≤ LDxx(1 + µ−1y Bxy)‖x1 − x2‖. (C.42)
We summarize these conclusions:
Lemma C.1.6 (Local Lipschitzness of ψ′(x) and ψ′′(x)). Under the same assumption
as in Lemma C.1.5 we define
ψ(x) := f(x, r(x)) where x ∈ N (x∗).
We have ψ′(x) = Dxf(x, r(x)) and ψ
′′(x) = D2xxf(x, r(x)). Moreover, ψ
′(x) and ψ′′(x) are
Lipschitz continuous on N (x∗), namely, for any x ∈ N (x∗), we have that:
‖ψ′(x1)− ψ′(x2)‖ = ‖Dxf(x1, r(x1))− Dxf(x2, r(x2))‖ ≤ Lψx‖x1 − x2‖, (C.43)













and the constants LDx, L
D
xx, µy, Bxy are defined in Lemmas C.1.2 and C.1.5.
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Since D2xxf  0 for any z ∈ B(z∗) and we have proved in Lemma C.1.5 that D2xxf is
(Lipschitz) continuous, there exists a positive constant µx > 0 such that
D2xxf(z)  µxI, for any z ∈ B(z∗). (C.46)
From Lemma C.1.1 we obtain that:
Lemma C.1.7. At an SLmM z∗ of a function f ∈ C2, suppose that Assumption 4.3.1
holds on the neighborhood B(z∗). There exists µx > 0 such that (D2xx)−1f := (D2xxf(·))−1 is
locally bounded and Lipschitz continuous, i.e., for any z ∈ B(z∗), we have:
‖(D2xx)−1f(z)‖ ≤ µ−1x , (C.47)
and for any z1, z2 ∈ B(z∗), we have:
‖(D2xx)−1f(z1)− (D2xx)−1f(z2)‖ ≤ µ−2x LDxx‖z1 − z2‖, (C.48)
where LDxx is defined in Lemma C.1.5.
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