We consider last-passage percolation models in two dimensions, in which the underlying weight distribution has a heavy tail of index α < 2. We prove scaling laws and asymptotic distributions, both for the passage times and for the shape of optimal paths; these are expressed in terms of a family (indexed by α) of "continuous last-passage percolation" models in the unit square. In the extreme case α = 0 (corresponding to a distribution with slowly varying tail) the asymptotic distribution of the optimal path can be represented by a random self-similar measure on [0, 1], whose multifractal spectrum we compute. By extending the continuous last-passage percolation model to R 2 we obtain a heavy-tailed analogue of the Airy process, representing the limit of appropriately scaled vectors of passage times to different points in the plane. We give corresponding results for a directed percolation problem based on α-stable Lévy processes, and indicate extensions of the results to higher dimensions.
Introduction
Directed last-passage percolation in two dimensions has received much attention in recent years. In certain specific cases, for example where the weights at each site are i.i.d. with exponential or geometric distribution, very precise scaling laws and asymptotic distributions are now known, both for the passage times and for the shape of optimal paths (see for example [16, 17, 4] ). Such cases are closely related to the longest increasing subsequence problem, and to Markovian interacting particle systems such as the totally asymmetric exclusion process; there are also very close links to random matrix theory, for example to the behaviour of the largest eigenvalue of a large matrix drawn from the Gaussian Unitary Ensemble (see for example [23] for a survey).
It is believed that the behaviour proved for the exponential and geometric cases should be universal, in that the same scaling laws and asymptotic distributions should occur in the last-passage percolation model whose underlying weight distribution is from a much more general class (certainly including any distribution with an exponentially decaying tail, and maybe also those with sufficiently light polynomial tails). The growth models corresponding MSC 2000 subject classifications: Primary 60K35; Secondary 82B41. Keywords and phrases: Last-passage percolation, heavy tails, Airy process, regular variation, stable process, multifractal spectrum.
to these last-passage percolation problems should belong to the Kardar-Parisi-Zhang (KPZ) universality class (see for example [19] ). However, only very limited universality results have been proved: for example, conditions under which laws of large numbers for the passage times (or "shape theorems") hold, and asymptotics for passage-times close to the boundary of the quadrant [22, 9, 5] .
In this paper, we study cases in which the tail of the weight distribution is sufficiently heavy that such shape theorems fail, and which certainly fall outside the universality class described above. Specifically, we assume that the tail of the weight distribution is regularly varying with index α < 2. We describe a family of "continuous last-passage percolation" models (indexed by α), and use them to provide scaling laws and asymptotic distributions for the discrete models, both for the passage times and for the shape of the optimal paths. Thus we have a universality result for these heavy-tailed models as the only information required to determine the scaling limits is the parameter α.
One example of an application where such a heavy-tailed assumption is very natural is in the use of last-passage models to represent networks of queues in tandem. The vertex weights in the percolation models correspond to service times in the queueing systems, and passage times in the percolation models correspond to the total time spent in the queueing system by particular customers; see for example [12, 3, 20] .
In Section 2, we define the discrete last-passage model percolation precisely; we then describe the continuous last-passage model and state our main convergence results. We also derive from the continuous model a stationary process which can be seen as a heavytailed analogue of the Airy process (which was developed by Prähofer and Spohn [25] and Johansson [18] ), and which gives a process limit for vectors of passage times to different points, appropriately scaled.
The proofs of the convergence results for passage-times are given in Section 3, and those for the optimal paths are given in Section 4. The results on the heavy-tailed Airy process are proved in section 7.
In Section 6 we explore the case where the tail of the weight distribution is slowly varying (i.e. α = 0). It is no longer possible to provide a non-degenerate limiting distribution for the passage times; however, asymptotics for the form of the optimal paths are still possible, and in fact the limiting path distribution that arises can be described in a particularly simple and algorithmic way. This distribution corresponds to a random measure on [0, 1]; this measure is self-similar and we compute its multifractal spectrum.
The Brownian directed percolation model has recently been much studied in various contexts (see for example [6, 13, 14, 24] ). In Section 5 we discuss a related model in which Brownian motion is replaced by an α-stable Lévy process, and we again prove distributional convergence to the continuous last passage percolation model.
The bulk of the paper concerns the case of two-dimensional last-passage percolation. However, almost all of the results extend easily to d dimensions, d ≥ 3, and now apply for α < d. We indicate these extensions in Section 8.
Simulations of trees of optimal paths, of the limiting path for α = 0, and of heavy-tailed Airy processes are given in Sections 2, 6 and 7.
2 Main results
Definition of the discrete problem
Let F be a distribution function. We will assume that the tail of the distribution F is regularly varying with index α ∈ (0, 2); that is, for all t > 0,
→ t −α as x → ∞.
We will also assume (merely for convenience) that F is a continuous distribution and F (0) = 0. The discrete last-passage percolation model with underlying weight distribution F is usually defined as follows.
Let X(i, j), i, j ∈ N be i.i.d. with common distribution F . The quantity X(i, j) represents the weight at the site (i, j) ∈ Z 2 + . For n ∈ N, we will define the quantity T (n) , the last-passage time between (1, 1) and (n, n). Let Π n be the set of directed paths between (1, 1) and (n, n). Each such path begins at (1, 1) and ends at (n, n), and each step consists of increasing one of the two coordinates by 1. That is, for any π ∈ Π n , we can write π = (v 1 , v 2 , . . . , v 2n ), where v 1 = (1, 1), v 2n = (n, n), and, for each i = 1, . . . , 2n − 1, v i+1 − v i is either (1, 0) or (0, 1).
The weight of such a path is the sum of the weights X(i, j) associated with the points (i, j) in the path. Then T (n) is the maximal weight of a directed path between (1, 1) and (n, n); that is: Note that T (n) depends only on the weights X(v), v ∈ {1, . . . , n} 2 .
Continuous model
We start with an alternative representation of the discrete model. Let M 2 ).
For two points y, y ∈ [0, 1] 2 , we say that y and y are compatible, and write y ∼ y , if y, y are partially ordered in that either y ≤ y co-ordinatewise, or y ≤ y co-ordinatewise.
(Informally, one of y and y is below and to the left of the other). An increasing path will consist of a set of points such that every pair of points in the set is compatible. We describe the collection of increasing paths by the collection C (n) , which depends on the points
n 2 alone:
Now we can give a new definition for T (n) , equivalent (in distribution) to (2.1):
We formulate the limiting continuous model by defining the distribution of a random variable T in an analogous way.
First Analogously to (2.2), we represent the set of increasing paths by the collection C:
Convergence results
First note that for all k,
is the kth largest value from a sample of size n 2 from the distribution
i . Then from classical extreme value theory we have that, for all k,
in distribution, as n → ∞ (see for example Section 9.4 of [10] ).
is asymptotically of the order of a n 2 , for any i. (For example, for the Pareto distribution F (x) = 1 − x −α mentioned above, we have a n 2 = n 2/α ). Since certainly
1 , we have that T (n) grows asymptotically at least on the order of a n 2 . In fact,
we will show that this lower bound gives the right order of magnitude. Specifically, letT
i . Then we will show:
The random variable T defined at (2.5) is almost surely finite, andT (n) → T in distribution as n → ∞.
For comparison, one can consider the case of a lighter tail. If
(this condition is very slightly stronger than the existence of a finite second moment) then a law of large numbers holds: n −1 T (n) → γ as n → ∞ for some deterministic γ [21] . If the weights are exponential with mean 1, then γ = 4 [27] , and then in fact one has the much finer convergence result that n −1/3 (T (n) − 4n) converges in distribution as n → ∞, to the GUE Tracy-Widom distribution [16] . A simulation of the last-passage percolation model with F given by a Pareto distribution with index 1. The "tree" consisting of optimal paths from (1, 1) to (i, j), for all 1 ≤ i, j ≤ 159 is displayed; the thickened path is the optimal path from (1, 1) to (159, 159). This represents P (n) * in the language of Theorem 4.4.
We now outline the results on path convergence, which are given in full in Section 4. We will show that the optimal path for the continuous model is well defined; that is, with probability 1 there exists a unique A * ∈ C such that T = i∈A * M i (attaining the sup in (2.5)). Then there is a unique closed connected set P * ⊂ [0, 1] 2 which contains all the points Y i , i ∈ A * and which itself has the directed path property (i.e. y ∼ y for all y, y ∈ P * ).
Analogously, let A (n) * be the optimal path for the discrete model, achieving the max in (2.3) (this optimal path is a.s. unique since the weight distribution F is continuous). Let P (n) * be obtained by linear interpolation between the locations {Y 1, but now with F given by an exponential distribution. As n grows, the distribution of the optimal path from (1, 1) to (n, n) becomes concentrated around the diagonal -the deviations of the path from a straight line are on the order of n 2/3 . This contrasts with the deviations on the order of n observed in the heavy-tailed case, where the limiting path distribution is non-degenerate (as illustrated in Figure 2 .1). P (n) * converges to that of P * as n → ∞ (under the Hausdorff metric on closed subsets of
In the corresponding situation for weights with exponential distribution, the optimal path converges instead to a trivial limit, the straight line from (0, 0) to (1, 1) . In general, the deviations of the optimal path from (1, 1) to (n, n) in the discrete model are expected to be of the order of n 2/3 in cases falling into the KPZ universality class (proved rigorously in certain cases [17, 4] ), rather than on the order of n as we see in the heavy-tailed case. See Figures 2.1 and 2.2 for simulations of optimal paths in the cases of weight distributions which are Pareto and exponential.
Last-passage random fields and the heavy-tailed Airy process
In Section 7 we show how the results described above can be extended to give the multivariate convergence of vectors of passage times to different points. For x, y > 0, let T (n) (x, y) be the maximal weight of a path from (1, 1) to ( nx , ny ).
(So for example the quantity
Then we will construct a random field {T (x, y), x, y > 0}, using a Poisson random measure construction rather than the sequence of points ordered in decreasing order of weight above, in such a way that T (n) (x, y), x, y > 0 → T (x, y), x, y > 0 as n → ∞, in the sense of convergence of finite-dimensional distributions. From a scaling property of the distribution of the weights one has further that the random field defined by
is stationary on R 2 . The convergence above can be rewritten as
To remove the multiplicative factor on the LHS of (2.7), one can look at a line u+v = const; for example, the process H y = Θ(y, −y). This process is stationary in y ∈ R, and we obtain the weak convergence
This gives an analogy with the "Airy process" [18] [25], which arises for example in the case where the underlying weight distribution is exponential (with mean 1, say). There one obtains a stationary process limit for the quantities We also obtain estimates on the moments and correlations of the random field T , showing for example that E T (x, y) β for all β < α and giving bounds for
We note that the path convergence described above could also be extended to the multivariate setting, to describe the convergence of the distribution of trees of optimal paths to a continuous tree structure given by the set of optimal paths in the continuous last-passage percolation model. However we do not pursue this further in this paper.
Convergence of the last-passage time distribution
To establish the convergence in Theorem 2.1, we will work with approximations to T and T (n) which depend only on the k largest weights. First, define
Note that in fact C k = {A ∈ C : A ⊆ {1, . . . , k}} = {A ∩ {1, . . . , k} : A ∈ C}, and similarly for
We also define the "remainder terms"
Lemma 3.1 With probability 1, S k < ∞ for all k ≥ 0, and S k → 0 as k → ∞.
In particular, putting k = 0 we will have that T < ∞ a.s. (Later on, we will show more, namely that E T β < ∞ for all 0 < β < α; see Proposition 7.2).
We will also have that T k → T a.s. as k → ∞, since, for all k,
The convergence in Theorem 2.1 will then follow from the following two results, which provide control over
Proposition 3.2 Let > 0 and k be fixed. Then for all n sufficiently large, say n ≥ N k ( ), there is a coupling of the continuous model and the discrete model indexed by n under which
Proposition 3.3 Let > 0. Then for k sufficiently large,
Proof of Lemma 3.1: First, we define L i = sup A∈C |A ∩ {1, . . . , i}|. L i is the largest number of the points Y 1 , . . . , Y i (the locations of the i largest weights) that can be included in an increasing path. Note that the collection (L i ) is independent of the collection (M i ). L i has the distribution of the "longest increasing subsequence" of a random permutation of length i. In particular, there is a constant c such that, for all i,
See for example [1] for a survey.
We will also write
Fix A ∈ C, and define
We have i∈A,i>k
Now lim inf n→∞ M n L n = 0 a.s.; this follows, for example, since (by the law of large numbers) M n ∼ n −1/α a.s. (with α < 2), and since L n / √ n converges in distribution to a constant. Since the inequality above holds for any A ∈ C, we therefore have that S k ≤ U k a.s., for any k.
To conclude, we'll now show that U k < ∞ a.s., for all k. Specifically, we'll show that E U k is finite whenever k > 1/α. Then certainly U k < ∞ a.s. for such k, and in fact U r < ∞ a.s. for all r, since if r < k, U r − U k is the sum of only finitely many terms.
By independence of the collections (L i ) and (M i ),
Now M r has the distribution of (V r ) −1/α , where V r has Gamma(r, 1) distribution. We then obtain
Using the identity Γ(z + 1) = zΓ(z) and the fact that the gamma function is log convex, one
Returning to (3.4), we have
which is finite for all k > 1/α (since α < 2).
Proof of Theorem 2.1: We will find a coupling ofT (n) and T for each n such thatT
Then k n → ∞ as n → ∞, and, for all n, n ≥ N k n (1/k n ). Hence from Propositions 3.2 and 3.3 and from Lemma 3.1, there are couplings such that, as n → ∞,
in probability, and
We have |T − T k n | ≤ S k n and |T
, so to show that the LHS converges to 0 in probability as desired, it remains to show that
→ 0 in probability, we are done.
To complete the proof it remains to prove Propositions 3.2 and 3.3.
Convergence ofT
By the Skorohod Representation Theorem, we can define all the variables on the same space in such a way that the convergence occurs almost surely. Then indeed (3.1) and (3.2) must hold for large enough n.
Note that since the variables Y i are i.i.d. uniform on [0, 1] 2 , there are almost surely no two
Thus if we perturb the point (Y 1 , . . . , Y k ) by a small enough amount, the orderings of all the coordinates remain the same, and the set C k of increasing paths is unchanged. In fact, if
→ Y i a.s. on the joint probability space for all 1 ≤ i ≤ k, we then have C (n) k = C k eventually, with probability 1. Thus (3.3) must also hold for all large enough n, as desired.
Our aim in this section is to prove Proposition 3.3. Define the "good event"
Proof:
2 exp − r 12 , using Markov's inequality for the first term and an estimate from Corollary 2.3 of [15] for the second. The RHS tends to 0 as k → ∞, uniformly in n, as required.
Now, we will prove a bound on the expectation ofS
Recall that Y (n) r ∈ {1, 2, . . . , n} 2 is the location of the rth largest weight,
is the maximum number of the points Y
that can be included in an increasing path.
Note that the collection (L
alone; in particular it is independent of the weights M 
Lemma 3.5
There is a constant c independent of m and n such that E L
Proof: The distribution of {Y We compare this with the last-passage percolation problem in {1, . . . , n} 2 with i.i.d.
Bernoulli(p) weights.
We have the following representation for the expectation of the passage time for such a problem:
where B p,n 2 has Binomial(p, n 2 ) distribution, since, conditional on the event that exactly r of the n 2 weights have value 1, the set of positions of the weights with value 1 is uniformly distributed among all the subsets of {1, . . . , n} 2 of size r.
Proposition 2.2 of [21] shows that there exists a constant c 1 such that
for all n, p. Given 1 ≤ m ≤ n 2 , set p = min(2m/n 2 , 1). Using (3.9), (3.10) and the fact that E L (n) r is increasing in r, we obtain
To complete the proof, it then suffices to bound P(B p,n 2 ≥ m) away from 0 uniformly in
If m ≥ n 2 /2 then p = 1 and P(B p,n 2 ≥ m) = 1.
For 1 ≤ m ≤ n 2 /2, we have pn 2 /2 = m, and we use the estimate
The argument is similar to the proof of Lemma 3.1. LetÃ achieve the max in the definition ofS
. We now take expectations, restricted to the event B (n) k , using Lemma 3.5 and the independence of the L
. This is the required result.
The next lemma gives an estimate on the tail behaviour of the weight distribution using the regular variation condition. Note that if the weight distribution were Pareto(α), then F −1 (u) = (1 − u) −1/α , and one then has exactly
From the fact that the tail of F is regularly varying with index α, the following property holds: if u 1 is sufficiently close to 1 (at least U (δ), say), then for all ( 
Iterating, one obtains that if U (δ) ≤ u 1 ≤ u 0 , then
as required.
Finally we use this tail estimate to control the expectation of the variablesM
for all n, k, r satisfying 2(1 + 1/α) < k < r ≤ n 2 .
Proof: Let U (δ) be as in Lemma 3.7, and set c 2 = (1−U (δ))/2. Then r < c 2 n
then, by Lemma 3.7,
Since r > k, we have that
where c 1 = F −1 (U (δ)) and c 3 = 2 1+δ , and where f r;n 2 is the density function of the rth largest from an i.i.d. sample of size n 2 from the uniform distribution on [0, 1].
and, since r − 1 − 1/α > 0, one then has
Using (3.6), the RHS of (3.14) is bounded above by (n 2 + 1)
Since r > 2(1 + 1/α), this is in turn no greater than 4n 2 /r 1/α . Inserting this into (3.13) gives the desired result.
Proof of Proposition 3.3: We may assume that k ≤ n 2 , since if k > n 2 thenS
(n) k = 0. Fix > 0, and fix some δ < 1 α − 1 2 . Using Markov's inequality, we have
By Lemma 3.4, the first term tends to 0 as k → ∞, uniformly in n. For the second term, Lemmas 3.6 and 3.8 combine to give
From the choice of δ and the fact that a n 2 /n → ∞ as n → ∞, one obtains that all four terms on the RHS tend to 0 as k → ∞ uniformly in n such that k ≤ n 2 .
Hence indeed P S (n) k > < for all large enough k, uniformly in n such that k ≤ n 2 , as required.
Path convergence
In this section we will state and prove results describing the convergence of the distribution of the optimal paths for the discrete models to that for the limiting continuous model. First we note that the optimal path for the continuous model is well-defined:
Proposition 4.1 With probability 1, there exists a unique A * ∈ C such that T = i∈A * M i .
We will also define A (n) * as the set that achieves the maximum in
(or in the equivalent expression forT (n) ). (Since the weight distribution is assumed to be continuous, this optimal set is almost surely unique). It will be useful to extend the sequences (Y
; for example, we can putM
We will consider always the product topology when looking at convergence of such infinite sequences. We also need a topology on S, the set of subsets of N. Given A and a sequence A k in S, we say that A k → A if, for every m, A k ∪ {1, . . . , m} is equal to A ∪ {1, . . . , m} for all large enough k. One has easily that any sequence A k has at least one limit point, and also that if A k ∈ C for each k then every limit point is also in C (since if the limit point contains i and j, then i and j are in A k for some k, and hence
The following theorem is our first path convergence result. Later (in Theorem 4.4) we will use it to prove a more direct convergence result concerning the optimal paths viewed as random subsets of [0, 1] 2 .
Before proving Proposition 4.1 and Theorem 4.2, we need the following fact:
Lemma 4.3 With probability 1, the following holds: if A j is a sequence in C converging to a limit A, then lim j→∞ i∈A j M i = i∈A M i .
[N.B. this result is not true in general for sequences A j in S (unless α < 1 so that
But S m → 0 a.s. as m → ∞ (from Lemma 3.1), and A j ∩ {1, . . . , m} = A ∩ {1, . . . , m} eventually for all m, so we are done.
Proof of Proposition 4.1: Recall that
Since the sum on the RHS depends only on the intersection of A with {1, . . . , k}, we only need to consider the max over finitely many A ⊆ {1, . . . , k}. Thus there exists some A * k which achieves the sup.
We consider the sequence A * k . As observed above, this sequence has at least one limit point A * ∈ C, and by Lemma 4.3, i∈A * M i = lim k→∞ i∈A * k M i = lim k→∞ T k = T . Now we wish to show that in fact a unique A * achieves the sum T .
Suppose instead that there are two such optimising sets in C. Then there is some k that is contained in one but not the other.
In that case,
We will show that this event has probability 0 for each k; then, by countable additivity, we are done. The RHS of (4.1) does not depend on M k ; in fact, it is a function of the collection (M i ) i∈N\{k} , (Y i ) i∈N . We condition on the value of this collection. Then the RHS is a constant, while the random variable M k on the LHS has a continuous distribution. forms the points of a Poisson process). Hence the event (4.1) has probability 0, as required.
Proof of Theorem 4.2:
We will use the same couplings as in the proof of Theorem 2.1. As at (3.7), we then have that P C (n) k n = C k n → 0 as n → ∞, and that all of the quantities
and S k n converge to 0 in probability as n → ∞. To prove Theorem 4.2, it will then suffice to show in addition that for any m, P A (n) * ∩ {1, . . . , m} = A * ∩ {1, . . . , m} → 0 as n → ∞. For this, it's in turn enough to show that for all r,
as n → ∞. We will show (4.2); an analogous argument gives (4.3).
there is a sequence of members of C, none of which contain r, whose weight converges to T ; then (by Lemma 4.3) this sequence has some limit point, itself a member of C not containing r, which attains the weight T . But this contradicts the uniqueness of A * established in Proposition 4.1).
and similarly max A∈C (n) ,r∈A i∈AM
and using (4.4) and (4.5) we get
So altogether we obtain
We have already observed above that the first probability on the RHS tends to 0 as n → ∞. The same is true for the second probability on the RHS, since all the terms on the right of the inequality converge to 0 in probability as n → ∞, while the term in the middle of the inequality does not depend on n. Hence P r ∈ A * , r / ∈ A (n) * → 0 as n → ∞, as required.
We now turn to the convergence of the paths regarded as subsets of [0, 1] 2 .
First let U * = i∈A * Y i ∪ {(0, 0), (1, 1)}, and take its closureŪ * .
We expect thatŪ * is connected with probability 1, but we don't have a proof. To work around this, we will use the fact that, at least, there is a.s. a unique way to extendŪ * to a connected set while preserving the increasing path property. (Here the increasing path property of a set means that if y and y are two elements of the set then y ∼ y ). To see this, first note that ifŪ * does "contain jumps", then none of these jumps can span a rectangle of non-zero area. That is, with probability 1 there is no rectangle R of non-zero area such that y ∼ y for all y ∈Ū * and y ∈ R.
For if there were, then R would certainly contain some points Y j ; such j could be added to A * , increasing the weight of the path by M j ; this contradicts the maximality of A * .
So any jumps inŪ * consist only of horizontal or vertical line segments. These segments can all be added toŪ * while still preserving the increasing path property, and this gives a connected set. Conversely, any connected increasing set containingŪ * must "fill in" these jumps.
Thus, define P * by setting y ∈ P * if:
(ii) there exists y , y ∈Ū * with either (a) y (1) = y(1) = y (1), y (2) < y(2) < y (2), or
This set P * (which we conjecture to be equal to the closure of i∈A * Y i w. p. 1) provides the distributional limit we need. For each n, we define the object representing the optimal path in the discrete problem indexed by n as follows: order the points {Y (n) i , i ∈ A (n) * } in increasing order and join successive points by a straight line (horizontal or vertical, of length 1/n). Call the resulting path P (n) * . P * and P (n) * are regarded as subsets of [0, 1] 2 and we use the Hausdorff metric:
Theorem 4.4 P (n) * → P * in distribution as n → ∞.
Proof: Choose a probability space on which the convergence in Theorem 4.2 occurs almost surely. We will show that in this case P (n) * → P * a.s. also.
First consider any point y ∈ P * . We will show that for all sufficiently large n there is a point of P (n) * within distance /2 of y.
There are two cases to consider. 
points is exactly for all j. (This is possible since P * is an increasing path and connected).
Now for large enough n there is a sequenceỹ
is itself an increasing sequence and
Using the increasing path property for P * , we have that every point of P * is within L 1 distance /2 of one of the y (j) . Then since each y (j) is within L 1 distance /2 of a point of P (n) * , we have that every point of P * is within of P (n) * .
Similarly, the increasing path property for P (n) * gives that every point of P (n) * is within L 1 distance of one of theỹ (j) , and thus in turn within distance 3 /2 of some point of P * .
Hence d H (P * , P (n) * ) < 5 /2, for all large enough n. This works for any = 1/m, so P (n) * → P * as required.
Stable process directed percolation
In this section we consider a directed last-passage percolation model based on stable Lévy processes. This is stable process version of the Brownian directed percolation problem considered in [24, 14] . For n ∈ N, t > 0, consider the random variable L(n, t) = sup
where
s , and S i are i.i.d. α-stable processes for some α ∈ (0, 2). The Brownian version of this problem, in which the stable processes are replaced by Brownian motions, gives a representation for the largest eigenvalue process in "Hermitian Brownian motion" (a matrix-valued process whose marginal at any fixed time has the GUE distribution) and has been much studied in various contexts (see for example [6, 13, 14, 24] ). We do not have a random matrix interpretation of this stable process version. We will show that the asymptotic behaviour of the distribution of L(n, t), as n becomes large, is again described by our continuous heavy-tailed last-passage directed percolation problem. Note that by scaling L(n, tn) = t 1/α L(n, n) in distribution and hence we can just consider L(n, n).
The processes S i have jump measure c + x −α−1 I x>0 + c − |x| −α−1 I x<0 , for some c + > 0 and c − ≥ 0. The jumps play the role of weights for the percolation problem.
in distribution as n → ∞, where T is the last-passage time in the continuous last-passage percolation model with index α, defined at (2.5).
A short argument is available in the case α < 1 (making use of the fact that the sum of all positive weights is finite), and we give this first.
Case
2 , . . . be the set of positive jumps of the processes S 1 , S 2 , . . . , S n on the interval [0, n], written in descending order. From the form of the jump measure, we can regard the ordered sequence of jumps as a Poisson random measure. Thus by a suitable transformation we can write the sequence of jumps in terms of a Poisson process and have that for any n,
where E i are i.i.d. exponential random variables with mean 1. Now let L (n)+ k be the maximal weight of a path, if one ignores all the weights except the k largest positive weights. Just as in the discrete case, one can show that
in distribution as n → ∞, and one also has T k → T in distribution as k → ∞, where T k and T are the last passage times for the continuous problem as defined before. Now let L (n)+ be the maximal weight of a path, if one considers all the positive weights but ignores all the negative ones. Then
Now the distribution of n
does not depend on n, and converges to 0 in distribution as k → ∞ (since the sum of all the positive weights is a.s. finite). So we have
Now consider the optimal path attaining L (n)+ . Consider the sum of (the absolute values of) all the negative weights along the path; call it S (n)− . Since the positive and negative weights occur independently, S (n)− has just the same distribution as the sum of the negative weights for a single stable process between times 0 and n. This is finite and on the scale n 1/α (in fact, the distribution of n −1/α S (n)− is independent of n).
in distribution as n → ∞, as required.
Case 1 ≤ α < 2
Lower bound:
Now consider a path realising L
(n)+ k in this way; (for definiteness, say the first such path in the lexicographic order).
LetT
be the total weight of this path, including all weights, and letS =T
The distribution ofS can be described as follows. Generate the n independent processes S 1 , . . . , S n from time 0 to time n. Remove the k largest positive jumps that occur in the n processes in time [0, n]. ThenS has the distribution of the altered value of S 1 n , after the k largest jumps from the set of processes have been removed.
However, as n → ∞, the probability that any of the k largest jumps occur in the process S 1 tends to 0 (it is no larger than k/n); so with high probability, the procedure in the previous paragraph does not alter the value of S 1 n . Thus the limit in distribution of n −1/αS is the distribution of n −1/α S 1 n (which is independent of n). In particular, n −2/αS → 0 in probability. Thus, for any k,
T is a lower bound for the limit in distribution of
Upper bound:
We first need a lemma on the tail behaviour of the difference between the supremum and infimum of the stable process on an interval: Lemma 5.2 Let S be a stable process with index α and jump measure c + x −α−1 I x>0 + c − |x| −α−1 I x<0 , where c + > 0 and c − ≥ 0. Then
That is, the quantity sup 0≤s≤t≤1 {S t − S s } has the same positive tail behaviour as the size of the largest positive jump of S in [0, 1] (which is also the same as the upper tail of S 1 and of sup 0≤t≤1 S t ).
Proof: Let the running infimum and supremum processes be denoted by I t = inf{S s : 0 ≤ s ≤ t} and S * t = sup{S s : 0 ≤ s ≤ t} respectively. Consider the reflected process X t = S t − I t . Our aim is to determine the tail behaviour of X * 1 = sup{X t : 0 ≤ t ≤ 1}. By Bertoin [7] Prop VI.3, we know that for fixed t, the distribution of X t is the same as that of S * t . By standard results (e.g. [7] Prop VIII.4) we have
Thus we just need to show that X * 1 has the same tail as X 1 . The proof is analogous to that of [7] Prop. VIII.4, and we reproduce the argument here. An easy consequence of (5.1) is that lim inf
Now fix > 0 and note that the reflected process is Markov by [7] Prop VI.1. As the stable process scales in that S λt d = λ 1/α S t , this property will be inherited by the infimum and hence the reflected process itself, giving X λt d = λ 1/α X t . Since S t − X t = I t is decreasing in t, we also have that X 1 − X t ≥ S 1 − S t for all t < 1. Applying these properties and denoting by τ x the hitting time of the interval (x, ∞) by the reflected process X, we have
and, as is arbitrary, we have the result. Now for 1 ≤ i, j ≤ n, define
Let T (n, n) be the maximal passage time for the discrete model with weights X(i, j). Then one can see by a direct sample path comparison that L(n, n) ≤ T (n, n).
Thus, applying Theorem 2.1 for the discrete model,
in distribution as n → ∞. This gives the required upper bound in distribution for the limit of L(n, n).
6 The case α = 0: convergence to the greedy path
In this section we consider the discrete last-passage percolation model in the case α = 0. The distribution F is said to have a slowly varying tail: for all t > 0,
equivalently, for all s < 1,
Now it is no longer possible to find a non-degenerate limit in distribution for T (n) as we did in Theorem 2. However, convergence in distribution of the optimal paths can still be obtained. In fact, the form of the limiting distribution has a particularly simple description in terms of a "greedy algorithm". We give a multifractal analysis of this limiting object in Section 6.2.
The limiting object is defined as follows. Given the locations
2 , let C, the set of increasing paths, be defined as at (2.4). We now define the greedy i ) as before. Write A (n) * for the optimal path as in Section 4. The following theorem gives the convergence of these optimal paths to the greedy path:
Exactly as in Section 4.2, one can also define P * and P (n) * to represent the optimal paths regarded as subsets of [0, 1] 2 , and obtain the convergence in distribution of P (n) * to P * as n → ∞ (under the Hausdorff metric). In fact, the situation is considerably simpler here; one can simply define P * to be the closure of i∈A * Y i , since by the results of Section 6.2 this set is connected w.p. 1. Theorem 6.1 will follow from the next proposition:
Proof of Theorem 6.1: Fix some > 0. As in Proposition 3.2, for n large enough, we can find a coupling such that, with probability at least 1 − ,
Suppose that (6.2) holds and also that, for all r ≤ k, M
where A * is the "greedy path". Then using Proposition 6.2, we can find n such that (6.3) holds with probability at least 1 − 2 . This gives the convergence in distribution in Theorem 6.1.
Proof of Proposition 6.2
Lemma 6.3 Let > 0 and C > 0. There exists U (C, )
Proof: Let t = (1 + ) 2C . From (6.1) there exists V > 0 such that for all v < V ,
Iterating,
and so in fact, for any v 2 < v 1 < V ,
Now whenever z ≥ 1, then z ≥ z/2, so restricting to (1 − u 1 ) > (1 + )(1 − u 2 ) we get
which rearranges to the desired result.
Lemma 6.4 Fix > 0 and C > 0. If u 2 ∈ (0, 1) is sufficiently close to 1, then for all u 1 with 0 < u 1 < (1 + )u 2 − ,
Proof: From Lemma 6.3, we already know that this is true when u 1 > U (C, ). Now if U (C, ) ). So it will suffice to show that for u 2 sufficiently close to 1, the RHS is always at least F −1 (U (C, ) ). In fact, we will show that the RHS tends to ∞ as u 2 ↑ 1, uniformly in u 1 . For any u 2 , the RHS is minimised by u 1 = 0. So we wish to show that
. Then Lemma 6.3 gives, for u 2 sufficiently close to 1,
for some constant c. This gives the desired convergence to ∞ in (6.4).
Lemma 6.5 Let the r.v. U be uniform on (0, 1).
Proof: Take any C > 0 and > 0. If u is close enough to 1, then using Lemma 6.4,
We can now choose as small as desired, and then C as large as desired, to give an upper bound on lim sup
which is arbitrarily close to 0. Finally, for u ≥ 1/2,
and the result follows.
Proof of Proposition 6.2: We use the representation
n 2 ) are the order statistics of an i.i.d. sample of size n 2 from the uniform distribution on (0, 1), written in decreasing order. We need to show that
Let R > 0 and suppose that u > 1 − R/n 2 . Then
so for (almost) all u > 1 − R/n 2 we have, from Markov's inequality, Figure 6 .1: A simulation from the distribution of the "greedy path" which occurs as the limit of the distribution of optimal paths in the case α = 0.
The second term is 0 by Lemma 6.5, for every R. The first term is the probability P(B n 2 ,R/n 2 ≤ r − 1), where B n 2 ,R/n 2 is a binomial (n 2 , R/n 2 ) random variable. This converges as n → ∞ to the probability P(P R ≤ r − 1) where P R is a Poisson mean R random variable. Thus this probability can be made as small as desired by choosing R large, and hence the limsup is in fact 0 as required.
The properties of the greedy path
In this section we discuss the properties of the greedy path which we have obtained as a distributional limit of the optimal path for the discrete problem when α = 0. The path can be regarded as a function y = G(x) from [0, 1] to itself in a natural way (specifically, one could define G(x) = sup{y : Y i = (x , y) for some x ≤ x and some i ∈ A * }. See Figure 6 .1 for a realisation of the greedy path). This function G is monotone non-decreasing, and hence defines a measure µ on [0, 1]. We will show that µ is a random self-similar measure which is singular with respect to Lebesgue measure, and we will be able to compute its multifractal spectrum.
We recall the definition of the multifractal spectrum for our setting. Let B r (x) denote the ball of radius r around the point x ∈ R. For a ≥ 0, we define E a , the set of points at which the measure has local dimension a by
The multifractal spectrum is then defined to be
where dim H (A) denotes the Hausdorff dimension of a set A. In our setting we have
In particular we note that if µ had a density with respect to Lebesgue measure, then the spectrum would be the function f (a) = 0 for all a = 1 and f (1) = 1.
There are a number of papers making rigorous the multifractal formalism, the heuristic argument for computing the multifractal spectrum in terms of the Legendre transform of the moment measures, and we will be able to set our measure in a framework within which we can apply this formalism. The study of the multifractal spectrum for random self-similar measures is the topic of [11, 2, 8] where the underlying assumptions are successively weakened.
A scaling law on a space E consists of a probability space (Ω, F, P) and for each ω ∈ Ω a collection of weights and maps (φ 1 (ω), p 1 (ω), . . . , φ N (ω), p N (ω)), where p i ∈ R + and φ i : E → E is a contraction with Lipschitz constant r i . For a given scaling law a random self-similar measure is a measure µ which satisfies the distributional equality
where µ i are i.i.d. copies of µ (independent of the weights and maps). The support of the measure is typically a random self-similar set.
The multifractal formalism enables the multifractal spectrum for the random self-similar measure to be calculated in the following way. Let m(q, θ) = E( i p We will now give a more formal version. We introduce a little notation. We write T n = {1, . . . , N } n for the sequences which index the sets after n applications of the scaling law, and T for the tree ∪ ∞ n=0 T n . Let (Ω ⊗T , F ⊗T , P ⊗T ) denote the product probability space for random variables on the tree;
for each node, we have an independent copy of the scaling law. Now for each i ∈ T n , define
The total mass of the random measure over the unit interval is given by W = lim n→∞ i∈T n p i . In our setting we will consider random probability measures, so that W = 1. The other limit random variable we need is is W (q) = lim n→∞ W n (q) where W n (q) = i∈T n p q i r β i . We also define the set I β ⊆ R as follows: q * ∈ I β if, for some a ≥ 0, the infimum inf q∈R {aq + β(q)} is non-negative and is achieved at q * .
Finally the strong open set condition is that there is an open set O such that, with probability 1, one has that
We now state a version of the main result of [8] which can be applied in our setting.
Lemma 6.6 Let µ be a random self-similar probability measure satisfying the strong open set condition. If the following three sets of conditions are satisfied:
then the multifractal formalism holds in the following sense. Define
Then for any a ≥ 0, f (a) = max{β * (a), 0}, with probability 1, and E a = ∅ with probability 1 if β * (a) < 0.
We now return to the measure arising from our greedy path. . From this representation we can regard the induced measure as a random self-similar measure for a scaling law. Let V andṼ be independent uniform random variables. Then the scaling law has N = 2 with the set of weights (p 1 , p 2 ) = (Ṽ , 1 −Ṽ ) and the set of contractions (φ 1 , φ 2 ), where φ 1 (x) = V x has contraction factor r 1 = V and φ 2 (x) = 1 − (1 − V )x has contraction factor r 2 = 1 − V . Then the random self-similar measure µ satisfies
From the construction it is clear that the measure is a probability measure whose support is the unit interval.
We note that our measure does not fit into the framework of [11] or [2] . The interval does not satisfy the strong separation condition as required in [11] (for a definition see [11] ) but instead it satisfies the strong open set condition with O = (0, 1). This ensures that the overlap between a pair of contractions applied to the unit interval occurs at one point. It also uses uniform random variables for the contraction ratios and therefore there is no strictly positive lower bound on the contraction ratios as required in [2] . Theorem 6.7 The measure corresponding to the greedy path has for, any given a ≥ 0, with probability 1,
then E a = ∅ with probability 1.
Proof: We determine the multifractal spectrum using the multifractal formalism. We need to consider m(q, θ) = E(Ṽ q V θ + (1 −Ṽ ) q (1 − V ) θ ) and β(q) = inf{θ : m(q, θ) ≤ 1}. It is straightforward to compute these quantities and we have
and we can calculate that
for all a ≥ 0. We have that β * (a) is non-negative on the interval [3 − 2 √ 2, 3 + 2 √ 2] and negative elsewhere. Hence, if we can establish the three conditions of Lemma 6.6, to justify the formalism, we will have proved our theorem.
Another calculation gives that
, and that for all q ∈ I β , one also has β(q) ∈ (−1/2, 3).
For condition (1), we can compute
Finally for the conditions (3) we have to do some work. It is easy to calculate the first condition
Thus we only have to verify the final condition. We begin by observing that all we need is to prove that for some > 0, EW (q) 1+ < ∞ for each q. To do this we will show that EW n (q) 1+ converges. First we observe that W n (q)
is a martingale by the definition of β(q) and we compute the bracket process
and the (V j ,Ṽ j ) are independent of each other and independent over j. By definition of β we know that Eχ j = 1 and we can also compute
One can easily check that this quantity is finite over q and β in (−1/2, 3), and hence for all q ∈ I β . Thus we have
where we write W n (a, b) = i∈T n p a i r b i . With the bracket process we can control the moments of the martingale as for any γ ≥ 1 there is a constant c γ such that
n .
Thus we need to compute the moments of the bracket process. As we will take 1 < γ < 2 and all terms in the sum are positive, straightforward estimates give
Thus we just need to find
Thus our result will hold if we can establish that over the range of q, we can find a γ > 1 such that 2(1 + q) (1 + γq)(1 + q + γ(1 − q)) < 1.
A numerical calculation with the quadratic formula shows that this is the case and hence we have our result.
The explicit form of the spectrum shows that f (a) > 0 for 3 − 2 √ 2 < a < 3 + 2 √ 2. We also observe that the set of points for which a = 2 has full dimension 1. The next result shows that the measure corresponding to the path is "singular": Corollary 6.8 With probability 1, the greedy path is continuous and strictly increasing, with zero derivative almost everywhere.
Proof: These properties can be proved fairly directly from the construction of the greedy path, but here we deduce them immediately from the multifractal spectrum.
By construction, the distribution of the path is symmetric in the x and y coordinates; hence the continuity property and the property that the path is strictly increasing are equivalent.
Any point of discontinuity of the path belongs to the set E 0 , by definition. But from Theorem 6.7 we have that E 0 is a.s. empty, so the path is a.s. continuous as desired.
For the derivative, note that as G is a distribution function it is almost everywhere differentiable with non-negative derivative. Let D 1 denote the set of points where the path is differentiable and has strictly positive derivative. It is straightforward to see that D 1 ⊂ E 1 . Thus as f (1) = √ 8 − 2 < 1, P − a.s., we have that the Lebesgue measure of D 1 is 0 with probability 1.
7 Last-passage random fields and an Airy process In this section we consider the extension of the results to the case of a random field. To do this we give a Poisson random measure construction of the continuous limit model.
Let µ denote a Poisson random measure on R 3 + with intensity measure λ(dx dy dz) = dx dy αz
µ(dx dy dz) denotes the number of points in (0, x) × (0, y) × (z, ∞), then this has a Poisson distribution with mean EN (x, y, z) = xyz −α , and the number of points in disjoint sets are independent.
We can now extend our limiting model to this setting. To relate this to our original model we can consider the unit square in R and define T (x, y) = sup
It is clear by Theorem 2.1 that this random variable will exist for each fixed x, y. This can be extended to show that the random field {T (x, y), x > 0, y > 0} exists and arises as the limit of the last passage model. Let
where Π n xy is the set of directed paths from (1, 1) to ( nx , ny ), and let
Theorem 7.1 The field {T (x, y), x > 0, y > 0} exists almost surely and {T (n) (x, y), x > 0, y > 0} → {T (x, y), x > 0, y > 0} in the sense of convergence of finite dimensional distributions.
Proof: Given a realisation of the PRM, the random variable T (x, y) is well defined for all x, y, and over any finite box [0, c x ] × [0, c y ] we have T (x, y) ≤ T (c x , c y ) whenever x ≤ c x , y ≤ c y ; for any fixed c x , c y we have P (T (c x , c y ) < ∞) = 1 and hence by countable additivity P (T (x, y) < ∞ for all x, y) = 1.
We now need to establish the convergence of finite dimensional distributions. For one particular point we already have the one-dimensional convergence result given in Theorem 2.1. Exactly the same couplings between the discrete and continuous problems that we used to prove Theorem 2.1 can be applied to extend the result to a finite collection of points within any finite box. The size of the box is arbitrary and we obtain convergence of all the finite dimensional distributions.
We now proceed to define a stationary field on the whole of R 2 . To do this we observe that by simple scaling N (λx, νy, (λν) 1/α z) = N (x, y, z) in distribution. In particular we have
for all u 1 , u 2 ∈ R. Then we have that for any v 1 , v 2 ∈ R, the collections {Θ(u 1 , u 2 ), u 1 , u 2 ∈ R} and {Θ(u 1 + v 1 , u 2 + v 2 ), u 1 , u 2 ∈ R} have the same distribution. The next two results concern the moments and correlations of this stationary field.
Proof: This is a continuation of the argument given to establish the existence of T (1, 1) in the proof of Lemma 3.1. Recalling the setting of that proof, we have
Here L i is the largest number of the first i locations that can be included in an increasing path; there is a constant c such that
≤ ci for all i, and the collections (M i ) and (L i ) are independent.
Since T (1, 1) ≤ U 0 , it will be enough to show that E U β 0 < ∞. If a finite collection of random variables each have a finite βth moment, then so does their sum. Hence, since
's enough to show both of the following:
β , so it's enough to show that E M for some constants c , c . Since α < 2, this sum is finite for small enough , and so E U 2 k < ∞ as desired. Proof: Recall that T (u) is increasing in the partial order on R 2 + . We just need to consider the two cases where u ≤ v and where they are not comparable, so that, say, u 1 < v 1 and u 2 > v 2 .
For u ≤ v, it is a simple observation that
where, for x ≤ y ∈ R For any random variables X 1 , X 2 , we have E (X 1 +X 2 ) β ≤ 2 max{β,1} max{E X β 1 , E X β 2 }. Thus from (7.3) and (7.4) we obtain Raising to the power β and taking expectations as above, we obtain that
Combining the estimates from (7.5) and (7.7) now gives the result.
We are now ready to define our analogue of the Airy process. If we set H u = Θ(u, −u) = T (e u , e −u ), we have a one-dimensional stationary process {H u , u ∈ R}, as the processes (H u+t , u ∈ R) and (H u , u ∈ R) have the same distribution for all t ∈ R. We note that as H 0 = T (1, 1), the marginal distribution for our stationary process is the distribution of the limit random variable in our continuous model for heavy-tailed last passage percolation. By applying the estimates for the random field we have estimates on the Hölder continuity of the heavy-tailed Airy process.
Corollary 7.4 For β < α, we have:
(ii) For each τ > 0 and all u, v ∈ [−τ, τ ],
Proof: The first part is Proposition 7.2. The second follows from the second part of the proof of Proposition 7.3 as, assuming u < v and using (7.6) with v 1 = e v , v 2 = e −v , u 1 = e u , u 2 = e −u , Finally we give a weak convergence result for our heavy-tailed Airy process. As before, we need a corresponding formulation of the discrete model. For given n, we work on the box B n = {1, . . . , ne τ } 2 . The weight at a point y ∈ B n has distribution F , For the proof we will establish that H (n),k converges weakly to H k , that H k → H locally uniformly and that lim the upper bound is finite with probability 1 exactly as in Lemma 3.1.
Next we wish to show the weak convergence of H (n),k to H k . This can be done by an extension of the method of Proposition 3.2. Note that with probability 1, no two points of the PRM share a vertical coordinate or a horizontal coordinate, and in addition no point of the PRM falls on the line parametrised by (x, y) = (e u , e −u ). Then under the same couplings used in the proof of Proposition 3.2, one obtains that with probability 1, H (n),k → H k in the Skorohod space. Thus this weak convergence also holds as desired.
Finally we need to control ρ(H (n),k , H (n) ). Fix an > 0. Consider Putting the three pieces together we have shown the weak convergence.
8 Higher-dimensional heavy-tailed last passage percolation
Up to this point we have considered only two-dimensional models. In this section we indicate how to extend most of the results to higher dimensions in a natural way.
