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THE RING OF REAL-VALUED MULTIVARIATE POLYNOMIALS: AN
ANALYST’S PERSPECTIVE
RAYMOND MORTINI AND RUDOLF RUPP
Abstract. In this survey we determine an explicit set of generators of the maximal
ideals in the ring R[x1, . . . , xn] of polynomials in n variables with real coefficients and
give an easy analytic proof of the Bass-Vasershtein theorem on the Bass stable rank of
R[x1, . . . , xn]. The ingredients of the proof stem from different publications by Coquand,
Lombardi, Estes and Ohm. We conclude with a calculation of the topological stable rank
of R[x1, . . . , xn], which seems to be unknown so far.
Introduction
In his seminal paper [14, Theorem 8], that paved the way to all future investigations of
the Bass stable rank for function algebras, L. Vasershtein deduced from a Theorem of H.
Bass [2] (see below) that the Bass stable rank of the ring of real polynomials in n variables
is n + 1. Since for an analyst Bass’ fundamental paper is very hard to understand it is
desirable to develop an analytic proof of Bass’ important result that can easily be read.
This was done in a paper by Estes and Ohm [4]. The whole depends on the determination of
the Krull dimension of R[x1, . . . , xn], the known proofs prior to 2005 were rather involved.
But also here, a nice elementary proof had been developed around 2005 by Coquand and
Lombardi [3]. Their short proof depends on the standard algebraic tool of “localization of
rings”. We shall replace this by a direct construction of a chain of prime ideals of length
n and obtain in this way an entirely analytic proof of the Bass-Vasershtein Theorem. The
only tool used in the proof will now be Zorn’s Lemma. In our survey we present all these
proofs so that it will be entirely self-contained; it will no longer be necessary to look
up half a dozen papers in order to admire this nice result by Bass and Vasershtein. We
conclude the paper with a result we could not trace in the literature: the determination of
the topological stable rank of R[x1, . . . , xn]: every (n+1)-tuple of real-valued polynomials
can be uniformly approximated on Rn be invertible (n+ 1)-tuples in R[x1, . . . , xn].
This survey forms part of an ongoing textbook project on stable ranks of function
algebras, due to be finished only in a couple of years from now (now = 2013). Therefore
we decided to make this chapter already available to the mathematical community (mainly
for readers of this Proceedings and for master students interested in function theory and
function algebras).
1991 Mathematics Subject Classification. Primary 46E25, Secondary 13M10, 26C99.
Key words and phrases. ring of real polynomials; Bass stable rank; topological stable rank; prime ideals;
Krull dimension.
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1. The maximal ideals of R[x1, . . . , xn]
Associated with R[x1, . . . , xn] is the following algebra of real-symmetric polynomials:
Csym[z1, . . . , zn] =
{
f ∈ C[z1, . . . , zn] : f(z1, . . . , zn) = f(z1, . . . , zn) ∀(z1, . . . , zn) ∈ C
n
}
.
For shortness we write z for the n-tuples (z1, . . . , zn) and z for (z1, . . . , zn).
Lemma 1.1. Csym[z1, . . . , zn] is a real algebra of complex-valued polynomials that is real-
isomorphic to R[x1, . . . , xn].
Proof. It is easy to see that Csym[z] is a real algebra. Let ρ : Csym[z] → R[x] be the
restriction map p 7→ p|Rn . Note that ρ is well defined, since the coefficients of a polynomial
in Csym[z] are real; in fact if
p(z) =
∑
n∈I
anz
n ∈ Csym[z],
then
p(z) =
∑
n∈I
anz
n =
∑
n∈I
anz
n.
The uniqueness of the coefficients implies that an = an. Hence an ∈ R. The rest is
clear. 
For a ∈ Cn let
Ma := {p ∈ C[z1, . . . , zn] : p(a) = 0}.
By Hilbert’s Nullstellensatz (see for instance [9] or [8]) an ideal in C[z1, . . . , zn] is maximal
if and only if it has the form Ma for some a ∈ C
n. This will be used in the following to
determine the class of maximal ideals in Csym[z1, . . . , zn].
Theorem 1.2. The class of maximal ideals of Csym[z1, . . . , zn] coincides with the class of
ideals of the form
Sa :=Ma ∩Ma ∩ Csym[z1, . . . , zn],
where a ∈ Cn. The set {a,a} is uniquely determined for a given maximal ideal.
Proof. We first note thatMa∩Ma∩Csym[z] =Ma∩Csym[z], because for every polynomial
p in Csym[z] it holds that p(a) = 0 if and only if p(a) = 0.
Next we show that the ideals Sa are maximal. So suppose that f ∈ Csym[z] does not
vanish at a. Then(
f − f(a)
) (
f − f(a)
)
= f2 −
(
2Re f(a)
)
f + |f(a)|2 ∈ Sa
and
1 =
(
f − f(a)
) (
f − f(a)
)
|f(a)|2
− f
f − (f(a) + f(a))
|f(a)|2
.
Hence the ideal, ICsym[z](Sa, f), generated by Sa and f is the whole algebra and so Sa is
maximal. We note that in the case where f(a) is real, we simply could argue as follows,
since the constant functions z 7→ f(a) and z 7→ 1/f(a) then belong to Csym[z]:
1 = −
f − f(a)
f(a)
+
f
f(a)
∈ ICsym[z](Sa, f).
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It remains to show that every maximal ideal M in Csym[z] coincides with Sa for some
a ∈ Cn. Suppose, to the contrary, that M is not contained in any ideal of the form
Sa. Hence, for every a ∈ C
n, there is pa ∈ M such that pa(a) 6= 0. By Hilbert’s
Nullstellensatz, the ideal generated by the set S = {pa : a ∈ C
n} in C[z] coincides with
C[z]. Hence there are qj ∈ C[z] and finitely many aj ∈ C
n, (j = 1, . . . , N), such that
N∑
j=1
qj paj = 1.
Now, by taking complex conjugates, and using the fact that paj ∈M ⊆ Csym[z], we get
1 =
N∑
j=1
qj(z) paj(z) =
∑
j=1
qj(z) paj (z).
Hence, with
q∗j (z) =
1
2
(
qj(z) + qj(z)
)
,
we conclude that
N∑
j=1
q∗j paj = 1.
Since q∗j ∈ Csym[z] and paj ∈ M we obtain the contradiction that 1 ∈ M . Thus M ⊆ Sa
for some a ∈ Cn. The maximality of M now implies that M = Sa.
Finally we show the uniqueness of {a,a}. So suppose that b 6∈ {a,a}.
Case 1 There is an index i0 such that bi0 /∈ {ai0 , ai0}. Then the polynomial p, given by
p(z1, . . . , zn) = (zi0 − ai0)(zi0 − ai0)
belongs to Csym[z1, . . . , zn], vanishes at a, but not at b (if ai0 ∈ R, then it suffices to take
p(z1, . . . , zn) = zi0 − ai0).
Case 2 There are two indices i0 and i1 such that aiν /∈ R, bi0 = ai0 and bi1 = ai1 . Then
the polynomial q given by
q(z1, . . . , zn) =
(
(zi0 − ai0) + (zi1 − ai1)
)
·
(
(zi0 − ai0) + (zi1 − ai1)
)
belongs to Csym[z1, . . . , zn], vanishes at a, but not at b.
Hence, in both cases, p ∈ Sa \ Sb. There are no other cases left. 
Theorem 1.3. The Be´zout equation
∑k
j=1 qjpj = 1 admits a solution in the ring R =
Csym[z1, . . . , zn] or R[x1, . . . , xn] if and only if the polynomials pj do not have a common
zero in Cn.
Proof. By the identity theorem for holomorphic functions of several complex variables, the
condition
∑k
j=1 qjpj = 1 on R
n implies that the same equality holds on Cn. Hence the
given polynomials pj do not have a common zero in C
n.
Conversely, if the pj do not have a common zero in C
n then, by Theorem 1.2, the ideal
generated by the pj in R cannot be a proper ideal. Hence there are qj ∈ R such that∑k
j=1 qjpj = 1. 
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We shall now determine an explicit class of generators for the maximal ideals in R[x1, . . . , xn].
Recall that by Hilbert’s Nullstellensatz the maximal ideals in C[z1, . . . , zn] are generated
by n polynomials of the form z1 − a1, . . . , zn − an, where a := (a1, . . . , an) ∈ C
n. The
situation for the real algebra R[x1, . . . , xn] is quite different. Here are some examples
that will reflect the general situation dealt with below. We identify R[x1, . . . , xn] with
Csym[z1, . . . , zn]. The proof of the assertions is left as an exercise to the reader.
Example 1.4.
(1) Let σ ∈ C \ R and rj ∈ R, j = 1, 2, . . . , n − 1. Then the ideal generated by
x2n − (2Re σ) xn + |σ|
2
and xj − rj , (j = 1, . . . , n− 1), is maximal in R[x1, . . . , xn]. It corresponds to the
ideal S(r1,...,rn−1,σ).
(2) The ideal IR[x,y](1 + x
2, 1 + y2) generated by 1 + x2 and 1 + y2 is not maximal.
(4) The ideal M := IR[x,y](1 + x
2, 1 + y2, 1+ xy, x− y) is maximal and corresponds to
S(i,i).
(5) The following representations hold:
M = IR[x,y](1 + x
2, 1 + y2, x− y)
= IR[x,y](1 + x
2, 1 + y2, 1 + xy)
= IR[x,y](1 + xy, x− y).
Theorem 1.5. Modulo a re-enumeration of the indices, the maximal ideals M of R :=
R[x1, . . . , xn] are generated by polynomials of the form
pj := xj − rj , (j = 1, . . . , k),
pk+j := x
2
k+j − (2Re aj) xk+j + |aj|
2, (j = 1, . . . ,m)
( rj ∈ R, aj ∈ C\R, k+m = n ), and 2
n−k−2 multilinear polynomials qj in R[xk+1, . . . , xn]
vanshing at ak+1, . . . , an. More precisely, we have
M =
n∑
j=1
pj(xj)R+
2n−k−2∑
j=1
qj(xk+1, . . . , xn) R.
Proof. Since R[x1, . . . , xn] is isomorphic to S := Csym[z1, . . . , zn], it suffices to show that
every maximal ideal Sa in S is generated by polynomials of the desired type (Theorem
1.2). Fix a ∈ Cn. We may assume that
a = (r1, . . . , rk, ak+1, . . . , ak+m),
with k +m = n, where rj ∈ R and ak+1, . . . , ak+m ∈ C \ R. Note that k or m may be 0.
Let f ∈ Sa and z = (z1, . . . , zn). By the Euclidean division procedure
f(z) =
n∑
j=1
pj(z)qj(z) + r(zk+1, . . . , zk+m),
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where degzj r < 2 for k + 1 ≤ j ≤ k +m = n. Hence r is a multilinear polynomial of the
form
r(zk+1, . . . , zk+m) =
∑
j
cjz
j1
k+1 · · · z
jm
k+m,
j = (j1, . . . , jm), jℓ ∈ {0, 1}, cj ∈ R. Moreover, r(ak+1, . . . , ak+m) = f(a) = 0. Now the
real vector-space, V , of all multilinear real-symmetric polynomials in m variables has the
algebraic dimension 2m. Hence, the subspace V ∗ of all p ∈ V with p(ak+1, . . . , ak+m) =
p(ak+1, . . . , ak+m) = 0 has dimension 2
m − 2. Let {q1, . . . , q2m−2} be a basis of V
∗. Then
f ∈
n∑
j=1
(pj R) +
2m−2∑
j=1
(qj R).

We shall now unveil an explicit basis for V ∗ whenever aj = i for every j.
Lemma 1.6. Let i = (i, . . . , i) ∈ Cm. Then a (vector-space) basis of
V ∗ =
{
f(z1, . . . , zm) =
∑
j1,...,jm
cjz
j1
k+1 · · · z
jm
k+m, jℓ ∈ {0, 1}, cj ∈ R, f(i) = 0
}
is given by
x1 − xj 1 < j ≤ m
1 + xj1 xj2 1 ≤ j1 < j2 ≤ m
x1 + xj1 xj2 xj3 1 ≤ j1 < j2 < j3 ≤ m
1−
4∏
ℓ=1
xjℓ 1 ≤ j1 < · · · < j4 ≤ m
x1 −
5∏
ℓ=1
xjℓ 1 ≤ j1 < · · · < j5 ≤ m
. . . . . . . . . . . .
The last element has exactly one of the following forms:

x1 −
∏m
j=1 xj if m ≡ 1 mod 4
1 +
∏m
j=1 xj if m ≡ 2 mod 4
x1 +
∏m
j=1 xj if m ≡ 3 mod 4
1 −
∏m
j=1 xj if m ≡ 0 mod 4
Proof. All the polynomials above vanish at i (this is the reason for their cyclic behaviour
mod 4). Moreover, they are linear independent and there are exactly 2m−2 of them. Note
that the second summand has the form
xε11 x
ε2
2 · · · x
εm
m , εj ∈ {0, 1},
the monomials 1 =
∏m
j=1 x
0
j and x1 = x1
∏m
j=2 x
0
j being excluded. 
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We conclude this section with the final form of the generators of the maximal ideals in
R[x1, . . . , xn].
Theorem 1.7. Let m + k = n, m ≥ 2, and a := (i, . . . , i, rm+1, . . . , rm+k) ∈ C
m × Rk.
The maximal ideal Sa of R[x1, . . . , xn] is generated by the 2
m − 2 multilinear polynomials
in Lemma 1.6 and the polynomials
pm+j := xm+j − rm+j , (j = 1, . . . , k).
Proof. Using Theorem 1.5, it suffices to show that the quadratic polynomials 1 + x2j ,
j = 1, . . . ,m, belong to the ideal generated by the 2m − 2 multilinear polynomials in
Lemma 1.6. This is clear, however, in view of the following relations:
1 + x2j = −(x1 − xj)xj + (1 + x1xj) for j = 2, . . . ,m,
1 + x21 = (x1 − xm)x1 + (1 + x1xm).

The general case of an arbitrary maximal ideal Sa is easily deduced by using the trans-
formation
χ(z1, . . . , zm) =
(
z1 − α1
β1
, . . . ,
zm − αm
βm
)
of Cm onto Cm, whenever
a = (α1 + iβ1, . . . , αm + iβm, rm+1, . . . , rm+k) ∈ C
m × Rk ⊆ Cn,
with βj 6= 0 for j = 1, . . . ,m.
Using more algebraic methods, it can be shown, that every maximal ideal in R :=
F [x1, . . . , xn] is generated by n elements (see [8, p. 20]), where F is a field. Finally, let us
mention that R is a Noetherian ring (this means that every ideal in R is finitely generated;
this is Hilbert’s basis theorem).
2. The Bass stable rank of R[x1, . . . , xn]
Definition 2.1. Let R be a commutative unital ring with identity element 1. We assume
that 1 6= 0, that is R is not the trivial ring {0}.
(1) If aj ∈ R, (j = 1, . . . , n), then
IR(a1, . . . , an) :=
{ n∑
j=1
xjaj : xj ∈ R
}
is the ideal generated by the aj in R.
(2) An n-tuple (f1, . . . , fn) ∈ R
n is said to be invertible (or unimodular), if there exists
(x1, . . . , xn) ∈ R
n such that the Be´zout equation
∑n
j=1 xjfj = 1 is satisfied. The
set of all invertible n-tuples is denoted by Un(R). Note that U1(R) = R
−1.
An (n+1)-tuple (f1, . . . , fn, g) ∈ Un+1(R) is called reducible if there exists (a1, . . . , an) ∈
Rn such that (f1 + a1g, . . . , fn + ang) ∈ Un(R).
(3) The Bass stable rank of R, denoted by bsrR, is the smallest integer n such that
every element in Un+1(R) is reducible. If no such n exists, then bsrR =∞.
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Note that if bsrR = n, n < ∞, and m ≥ n, then every invertible (m + 1)-tuple
(f , g) ∈ Rm+1 is reducible [14, Theorem 1].
Let N = {0, 1, 2, . . . }. For the sequel, we make the convention that the symbol ⊂ denotes
strict inclusion.
Definition 2.2. Let R be a commutative unital ring, R 6= {0}.
(1) A chain C = {I0, I1, . . . , In} of ideals in R is said to have length n (n ∈ N), if
I0 ⊂ I1 ⊂ · · · ⊂ In,
the inclusions being strict. We also call C an n-chain. Note the length of a chain
C counts the number of strict inclusions between the members of C and not the
cardinal of C.
(2) The Krull dimension, KrdR, of R is defined to be the supremum of the lengths of
all increasing chains
P0 ⊂ · · · ⊂ Pn
of prime ideals in R. Note that KrdR ∈ {0, 1, . . . ,∞}.
Here is now Vasershtein’s theorem (and its proof sketched in [14]).
Theorem 2.3 (Vasershtein).
bsrR[x1, . . . , xn] = n+ 1.
Proof. We first show that bsrR[x1, . . . , xn] ≥ n+ 1. Consider the invertible (n + 1)-tuple
(x1, . . . , xn, 1−
n∑
j=1
x2j )
in R[x1, . . . , xn]. This tuple cannot be reducible in R[x1, . . . , xn] ⊆ C(R
n,R), since other-
wise the n-tuple (x1, . . . , xn), restricted to the unit sphere ∂B in R
n, would have a zero-free
extension e to the unit ball B, where e is given by(
x1 + u1 · (1−
n∑
j=1
x2j), . . . , xn + un · (1−
n∑
j=1
x2j)
)
for some uj ∈ R[x1, . . . , xn]. This means that e does not take the value (0, . . . , 0) on B.
This contradicts Brouwer’s result that the identity map
(x1, . . . , xn) : ∂B→ ∂B
defined on the boundary of the closed unit ball B in Rn does not admit a zero-free con-
tinuous extension to B.
Next we prove that bsrR[x1, . . . , xn] ≤ n + 1. This follows from a combination of
Theorem 5.6 below, telling us that the Bass stable rank of a Noetherian ring with Krull
dimension n is less than or equal to n+1, and Theorem 3.9, according to which the Krull
dimension of R[x1, . . . , xn] is n. 
In the next section we shall now present analytic proofs of both Theorems mentioned
above. They were given by Estes and Ohm for Theorem 5.6 ([4]) and Coquand and
Lombardi for Theorem 3.9 ([3]).
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Remark 2.4. Concerning the polynomial ring C[z1, . . . , zn], to the best of our knowledge,
the exact value of the Bass stable rank for C[z1, . . . , zn] is not yet known. Only estimates
are available:
bsrC[z1, . . . , zn] ≤ n+ 1,
(follows as in the proof for R[x1, . . . , xn] because the Krull dimension of C[z1, . . . , zn] is
also n by Theorem 3.9) and
bsrC[z1, . . . , zn] ≥
⌊n
2
⌋
+ 1
(see [5], [6]).
3. The Krull dimension of R[x1, . . . , xn]
We begin with our own proof of the Coquand-Lombardi result concerning an elementary
characterization of the Krull dimension of a commutative unital ring. We avoid the alge-
braic tool of considering localized rings and explicitely construct (with the help of Zorn’s
Lemma) chains of prime ideals having the correct length. Our tool will be the following
standard result, which we would like to present, too.
Lemma 3.1 (Krull). Let R be a commutative unital ring, R 6= {0}, and S a multiplica-
tively closed set in R with 1 ∈ S. Suppose that I is an ideal in R with I ∩ S = ∅. Then
there exists a prime ideal P with I ⊆ P such that P ∩ S = ∅.
Proof. Let V be the set of all ideals J with I ⊆ J and J ∩ S = ∅. Then V 6= ∅ because
I ∈ V , and V is partially ordered by set inclusion. If C is any increasing chain in V
then
⋃
J∈C J obviously is an ideal belonging to V . Hence, by Zorn’s Lemma, V admits a
maximal element P . Since 1 ∈ S and S∩P = ∅, we obtain that P ⊂ R, the inclusion being
strict. Moreover, I ⊆ P . We claim that P is a prime ideal. For f, g ∈ R, let fg ∈ P and
suppose that neither f nor g belongs to P . Since P is maximal in V , the ideals P + fR
and P + gR meet S. Hence there exists s, s′ ∈ S, p, p′ ∈ P , and r, r′ ∈ R such that
s = p+ rf and s′ = p′ + r′g.
Multiplying both terms, we obtain
ss′ = pp′ + (r′g)p + (rf)p′ + rr′(fg) ∈ P.
Since S is multiplicatively closed, ss′ ∈ S. Hence P ∩S 6= ∅; a contradiction. We conclude
that P is prime. 
For a, x ∈ R and n ∈ N, let La,n,x(y) = a
n(y + ax). If aj, xj ∈ R and nj ∈ N are given,
then we abbreviate Lj(y) := Laj ,nj ,xj(y).
Lemma 3.2. Let Q0 and Q1 be ideals in a commutative unital ring R with Q0 ⊂ Q1 and
let a ∈ Q1 \Q0. Suppose that Q0 is prime and that for r, x ∈ R and n ∈ N we have
an(r + ax) ∈ Q0.
Then r ∈ Q1.
Proof. Because a /∈ Q0, the primeness of Q0 implies that r+ax ∈ Q0 ⊆ Q1. Since a ∈ Q1,
we conclude that r ∈ Q1. 
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Theorem 3.3 (Coquand-Lombardi). Let R be a commutative unital ring, R 6= {0}. For
N ∈ N, the following assertions are equivalent:
(1) The Krull dimension of R is at most N .
(2) For all (a0, . . . , aN ) ∈ R
N+1 there exists (x0, . . . , xN ) ∈ R
N+1 and (n0, . . . , nN ) ∈
N
N+1 such that
(3.1) an00
(
an11
(
· · ·
(
anNN (1 + aNxN ) + · · ·
))
+ a0x0
)
= 0,
in other words
(3.2) L0 ◦ · · · ◦ LN (1) = 0.
Proof. We show the contraposition of the assertion.
¬(1) =⇒ ¬(2) Assume that the Krull dimension of R is at least N + 1. Then R admits
a strictly increasing (N + 1)-chain
P0 ⊂ · · · ⊂ PN ⊂ PN+1
of prime ideals Pj . Choose aj ∈ Pj+1 \ Pj , j = 0, . . . , N . If we suppose, contrariwise, that
(3.2) holds, then
an00
(
L1 ◦ · · · ◦ LN (1) + a0x0
)
= 0 ∈ P0.
Hence, by Lemma 3.2, L1 ◦ · · · ◦ LN (1) ∈ P1. Now
L1 ◦ · · · ◦ LN (1) = a
n1
1
(
L2 ◦ · · · ◦ LN (1) + a1x1
)
∈ P1.
Hence, by Lemma 3.2, L2 ◦ · · · ◦ LN (1) ∈ P2. Continuing in this way, we deduce that
anNN (1 + aNxN ) = LN (1) ∈ PN .
Hence, by Lemma 3.2, 1 ∈ PN+1; a contradiction.
¬(2) =⇒ ¬(1) Suppose that there exists a = (a0, . . . , aN ) ∈ R
N+1 such that for all
x ∈ RN+1 and n ∈ NN+1 one has
L0 ◦ · · · ◦ LN (1) 6= 0.
For j = 0, . . . , N , let
Sj =
{
Lj ◦ · · · ◦ LN (1) : x ∈ R
N−j+1,n ∈ NN−j+1
}
.
Then SN ⊆ SN−1 ⊆ . . . ⊆ S0, or, what is the same, S
c
0 ⊆ S
c
1 ⊆ . . . ⊆ S
c
N where S
c
denotes the the complement of S. Note that {1, aj , . . . , aN} ⊆ Sj. We claim that Sj is
multiplicatively closed. This follows by an inductive argument on N − j. If j = 0, then
SN = {a
nN
N (1 + aNxN ) : xN ∈ R,nN ∈ N}
is easily seen to be multiplicatively closed. If for some j, SN−j is multiplicatively closed,
then we use that
LN−(j+1) ◦ LN−j ◦ · · · ◦ LN (1) = a
nN−(j+1)
N−(j+1)
(
LN−j ◦ · · · ◦ LN (1) + aN−(j+1)xN−(j+1)
)
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and observe that
an(s+ ax) · am(s′ + ax′) = an+m(ss′ + ax′′)
where x′′ = sx′ + xs′ + axx′.
Step1 Looking at the zero ideal I := {0}, and noticing that by assumption 0 /∈ S0,
Krull’s Lemma 3.1 tells us that there exists a prime ideal P0 with P0 ∩S0 = ∅, or in other
words, P0 ⊆ S
c
0. Now a0 ∈ S0 implies that a0 /∈ P0. We claim that
(3.3) P0 ⊂ IR(P0, a0) ⊆ S
c
1.
In fact, if the second inclusion does not hold, then there is p0 ∈ P0 and x ∈ R such that
p0 + xa0 = L1 ◦ · · · ◦ LN (1) ∈ S1 ⊆ S0.
Hence
p0 = L1 ◦ · · · ◦ LN (1) − xa0
= a00
(
L1 ◦ · · · ◦ LN (1)− xa0
)
∈ S0.
Thus p0 ∈ P0 ∩ S0; a contradiction to the choice of P0. Hence the inclusions (3.3) hold.
Step 2 Now we apply Krull’s Lemma again to get a prime ideal P1 with
P0 ⊂ IR(P0, a0) ⊆ P1 ⊆ S
c
1.
Observe that a1 /∈ P1 because a1 ∈ S1. We claim that
(3.4) P1 ⊂ IR(P1, a1) ⊆ S
c
2.
In fact, if the second inclusion does not hold, then there is p1 ∈ P1 and x ∈ R such that
p1 + xa1 = L2 ◦ · · · ◦ LN (1) ∈ S2 ⊆ S1.
Hence
p1 = L2 ◦ · · · ◦ LN (1) − xa1
= a01
(
L2 ◦ · · · ◦ LN (1)− xa1
)
∈ S1.
Thus p1 ∈ P1 ∩ S1; a contradiction to the choice of P1. Hence the inclusions (3.4) hold.
Step N Continuing in this way, we get a chain of prime ideals Pj , j = 0, . . . , N , with
P0 ⊂ P1 ⊂ · · · ⊂ PN ⊆ S
c
N .
Observe that aN /∈ PN because aN ∈ SN . Hence PN is a proper ideal. Therefore, PN is
contained in a maximal ideal M . We claim that M ∩SN 6= ∅. In fact, if aN ∈M , then we
are done. If aN /∈ M , then IR(aN ,M) = R. In other words, there is x ∈ R and m ∈ M
such that −aNx+m = 1; that is 1 + aNx ∈ M . By the definition of SN , 1 + aNx ∈ SN .
Hence 1 + aNx ∈M ∩ SN . Thus M ∩ SN 6= ∅.
Hence PN ⊂M , the inclusion being strict, and so we have found a chain of prime ideals
of length N + 1:
P0 ⊂ P1 ⊂ · · · ⊂ PN ⊂M.
We conclude that the Krull dimension of R is at least N + 1. 
THE POLYNOMIAL RING 11
The proof that the Krull dimension of R[x1, . . . , xn] is n now works as in Coquand and
Lombardi’s paper:
Proposition 3.4 (Coquand-Lombardi). Let F be a field and R 6= {0} a commutative uni-
tal algebra over F . If any (n+1)-tupel (f0, . . . , fn) ∈ R
n+1 is algebraically dependent over
F , that is, if there is a non-zero polynomial Q ∈ F [y0, . . . , yn] such that Q(f0, . . . , fn) = 0,
then the Krull dimension of R is at most n.
Proof. Let Q(f0, . . . , fn) = 0 for some non-zero polynomial Q ∈ F [y0, . . . , yn]. We assume
that the monomials are ordered lexicographically with respect to the powers (i0, i1, . . . , in) ∈
N
n+1. This means that (i0, i1, . . . , in)  (j0, j1, . . . , jn) if either i0 < j0 or if there is
m ∈ {0, . . . , n− 1} such that iν = jν for all ν with 0 ≤ ν ≤ m and im+1 < jm+1. Let
ai0,...,inf
i0
0 f
i1
1 . . . f
in
n
be the ”first” monomial appearing in the relation above (here the coefficient ai0,...,in be-
longs to F and (i0, . . . , in) ∈ N
n+1). Without loss of generality we may assume that the
coefficient of this monomial is 1. Then Q(f0, . . . , fn) can be written as
Q = f i00 . . . f
in−1
n−1 f
in
n + f
i0
0 . . . f
in−1
n−1 f
1+in
n Rn + f
i0
0 . . . f
1+in−1
n−1 Rn−1 + . . .
+ f i00 f
1+i1
1 R1 + f
1+i0
0 R0
where Rj belongs to F [fj, fj+1, . . . , fn], j = 0, 1, . . . , n. Hence Q has been written in the
form given by equation 3.1 (with aj := fj and xj := Rj), that is
f i00
(
f i11
(
· · ·
(
f inn (1 + fnRn) + · · ·
))
+ f0R0
)
= 0.
We conclude from Theorem 3.3, that the Krull dimension of R is at most n. 
In order to show that R[x1, . . . , xn] satisfies the assumptions of Proposition 3.4 and to
deduce its Krull dimension, we need some additional information.
Proposition 3.5. Let R = F [x1, . . . , xn]. Then the ideals IR(x1), IR(x1, x2), . . . , IR(x1, . . . , xj)
with 1 ≤ j ≤ n are prime ideals.
Proof. We may assume that 1 ≤ j < n, since the ideals IR(x1, . . . , xn) are maximal, hence
prime. First we observe that F [x1, . . . , xn] = F [x][x1, . . . , xj ], the polynomial ring with
indeterminates x1, . . . , xj and coefficients from the ring F [x], where x = (xj+1, . . . , xn).
Then every f ∈ R can uniquely be written as
f(x1, . . . , xn) =
∑
aℓ1,...ℓjx
ℓ1
1 . . . x
ℓj
j ,
where aℓ1,...,ℓj ∈ F [x].
Let us now consider the surjective ring-homomorphism
h :


F [x1, . . . , xn] → F [x]
f(x1, . . . , xn) 7→ a0,...,0︸︷︷︸
j
(xj+1, . . . , xn),
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where a0,...,0(xj+1, . . . , xn) is the coefficient of the monomial x
0
1 . . . x
0
j . Then the kernel of
h is the union of the zero-polynomial with the set of polynomials in F [x1, . . . , xn] all of
whose summands contain at least one of the indeterminates x1, . . . , xj .
1
We conclude that the kernel of h coincides with the ideal I := IR(x1, . . . , xj). Hence
R/I is isomorphic to F [x]. Since F [x] is an integral domain, we conclude that I is a prime
ideal. 
Proposition 3.6. Let F be a field. The dimension of the F -vector space Vm(x1, . . . , xn)
of all polynomials p ∈ F [x1, . . . , xn] with deg p ≤ m is
(
n+m
n
)
.
Proof. We proceed by induction on n. If n = 1, then
Vm(x) =


m∑
j=0
ajx
j : aj ∈ F


has dimension m + 1, which coincides with
(1+m
1
)
. Now suppose that the formula holds
for all ν with 1 ≤ ν ≤ n. If xj11 . . . x
jn
n x
jn+1
n+1 is a monomial with
∑n+1
i=1 ji ≤ m, then for
fixed j := jn+1 ∈ {0, 1, . . . ,m} we necessarily must have
∑n
i=1 ji ≤ m − j. Hence, by
induction hypothesis, we have
(
n+m−j
n
)
possibilities to choose these exponents j1, . . . , jn.
On the whole, we have
L :=
m∑
j=0
(
n+m− j
n
)
=
(
n
n
)
+
(
n+ 1
n
)
+ · · · +
(
n+m
n
)
choices. But, L =
(
n+1+m
n+1
)
. Thus we are done. 
Remark 3.7. We also obtain that there are exactly
(
n+m
n
)
tuples (j1, . . . , jn) ∈ N
n with∑n
j=1 ji ≤ m.
The following result is due to Perron [11]. We present a proof given to us by Witold
Jarnicki.
Theorem 3.8 (Perron). Let p1, . . . , pn+1 be polynomials in F [x1, . . . , xn]. Then there
exists a non-zero polynomial P ∈ F [y1, . . . , yn+1] in n+ 1 variables such that
P (p1, . . . , pn+1) = 0.
Proof. We may assume that the polynomials pj are different from 0 (otherwise take
P (y1, . . . , yn+1) = yn0 , where pn0 ≡ 0.) Let k := 1 + max1≤j≤n+1 deg pj. For big L ∈ N,
to be determined later, we are looking for P ∈ F [y1, . . . , yn+1] with 0 ≤ degP ≤ L and
P (p1, . . . , pn+1) = 0.
Let V be the vector space of all polynomials p in F [x1, . . . , xn] with deg p ≤ kL. Then,
by Proposition 3.6,
dimV =
(
kL+ n
n
)
=: A(L).
1 For example in the case j = 2 and n = 3, x1x2 7→ 0, x1x2x3 7→ 0 and x2 + x3 7→ x3.
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Consider now the following collection C of polynomials:
pj11 . . . p
jn+1
n+1 : ji ∈ N,
n+1∑
i=1
ji ≤ L.
Note that at this point we do not yet consider the set of these polynomials, because they
may not be pairwise distinct.
Each member of C belongs to V , because for p ∈ C,
deg p ≤ k(j1 + · · ·+ jn+1) ≤ kL.
If two members of C coincide, say
pj11 . . . p
jn+1
n+1 = p
j∗1
1 . . . p
j∗n+1
n+1 ,
where (j1, . . . , jn+1) 6= (j
∗
1 , . . . , j
∗
n+1), then we let
F (y1, . . . , yn+1) = y
j1
1 . . . y
jn+1
n+1 − y
j∗1
1 . . . y
j∗n+1
n+1
and we are done. So let us assume that all the members of C are distinct. Let S be the
set of all these members from C. Then, by Remark 3.7,
cardS =
(
L+ n+ 1
n+ 1
)
=: B(L).
Recall that S ⊆ V . We claim that B(L) > A(L) for some L (depending on n).
In fact, looking upon B(L) and A(L) as polynomials in L, we have that degB = n + 1
and degA = n. Thus, for large L, we obtain that B(L) > A(L).
Thus the cardinal of set S is strictly bigger than the dimension of the vector space V
it belongs to. Hence S is a linear dependent set in V . In other words, there is a non-
trivial linear combination of the elements from S that is identically zero. This implies
that there is a non-zero polynomial P ∈ F [y1, . . . , yn+1] of degree at most L such that
P (p1, . . . , pn+1) = 0. 
Theorem 3.9. If F is a field then the Krull dimension of F [x1, . . . , xn] is n.
Proof. By Perron’s Theorem 3.8, R := F [x1, . . . , xn] satisfies the assumption of Proposi-
tion 3.4. Hence the Krull dimension of R is less than or equal to n. By Proposition 3.5,
we have a chain of prime ideals
{0} ⊂ IR(x1) ⊂ IR(x1, x2) ⊂ · · · ⊂ IR(x1, . . . , xn).
Since {0} is a prime ideal too, this chain has length n. Thus the Krull dimension of R is
n. 
4. Anderson’s approach to Noether’s minimal prime theorem
To prove Bass’ Theorem along the lines developed by Estes and Ohm [4], we need to
collect in the following classical Theorem by E. Noether some information on the abun-
dance of minimal prime ideals in Noetherian rings. We present a recent proof developed
by D. Anderson [1].
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Theorem 4.1. Let R be a Noetherian ring. Then the system, Pmin, of prime ideals
containing a given proper ideal I ⊆ R and that are minimal (with respect to set inclusion)
is a non-empty finite set.
Proof. Let PI be the set of all prime ideals containing I. Then PI 6= ∅, because there
exists (using Zorn’s Lemma) a maximal ideal M containing I. Obviously M is prime.
A second use of Zorn’s Lemma shows that PI also admits minimal elements. Hence
Pmin 6= ∅.
2
Next we consider the set J of all ideals of the form
P1 ⊙ · · · ⊙ Pn :=
{ m∑
j=1
f1,j . . . fn,j : fk,j ∈ Pk, m ∈ N
}
,
where Pk ∈ Pmin, n ∈ N. Since R is a Noetherian ring, every ideal in J is finitely gener-
ated.
Case 1 If for some J := P1 ⊙ · · · ⊙ Pn0 ∈ J we have J ⊆ I, then P1 · · ·Pn0 ⊆ I ⊆ P
for every P ∈ Pmin. Hence, the primeness of P implies that there is i0 ∈ {1, . . . , n0}
depending on P , such that Pi0 ⊆ P (for if this is not the case, there exists for every
j ∈ {1, . . . , n0} an element fj ∈ Pj \P with f1 · · · fn ∈ I ⊆ P , contradicting the primeness
of P ). Since P is minimal, P = Pi0 . Hence Pmin = {P1, . . . , Pn0} and we are done.
Case 2 Let us suppose that J 6⊆ I for every J ∈ J. The aim is to show that this case
does not occur. Consider the set
L := {L ⊆ R, L ideal, I ⊆ L, J 6⊆ L for each J ∈ J}.
Then L 6= ∅ because, by assumption, L := I ∈ L . Moreover all ideals in L are proper,
because J ⊆ R for all J ∈ J. With respect to set inclusion, L is partially ordered. We
claim that
(4.1) L admits a maximal element M and M is automatically prime.
Suppose for the moment that this has been verified. Then, using Zorn’s Lemma, there
exists a minimal prime ideal P over I (hence P ∈ J) with I ⊆ P ⊆ M . This is a con-
tradiction, though, to the fact that M ∈ L . We conclude that this second case cannot
occur. Hence, in view of the first case, Pmin is finite.
Let us verify the two assertions in (4.1). To this end, let {Lλ : λ ∈ Λ} be an increasing
chain in L . Let us show that L :=
⋃
λ Lλ ∈ L .
i) I ⊆ L is obviously satisfied and L is an ideal because the chain is increasing.
ii) Let J ∈ J. Note that J is finitely generated, say J = IR(f1, . . . , fd), and that J 6⊆ Lλ
for any λ. If we suppose (in view of achieving a contradiction) that J ⊆
⋃
λ∈Λ Lλ = L,
then fj ∈ Lλj for some λj ∈ Λ, (j = 1, . . . , d). The monotonicity of the chain implies that
2 For later purposes we note that, by the same reason, if I and P are ideals, P prime and I ⊆ P , then
there exist minimal prime ideals Pmin with I ⊆ Pmin ⊆ P .
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there exists λ′ such that fj ∈ Lλ′ for all j = 1, . . . , d. Thus J ⊆ Lλ′ , a contradiction to
the hypothesis that Lλ′ ∈ L .
Thus we have shown that L is an inductive set and so, by Zorn’s Lemma, L admits a
maximal element M . In particular, I ⊆M . We claim that M is prime.
To see this, we first observe that M is proper since otherwise J ⊆ M = R for every
J ∈ J. Now let f, g ∈ R with fg ∈M . Suppose, to the contrary, that f /∈M and g /∈M .
Since M is a maximal element in L , and I ⊆M , there is Jf ∈ J and Jg ∈ J such that
Jf ⊆ IR[f,M ] and Jg ⊆ IR(g,M).
By the definition of J, there exists Pi and Pk in Pmin with I ⊆ Pi ⊆ Jf and I ⊆ Pk ⊆ Jg.
We claim that
Pi · Pk ⊆ IR(fg,M) ⊆M.
In fact, if pi ∈ Pi and pk ∈ Pk, then there are xi, xk ∈ R and mi,mk ∈M such that
pipk = (xif +mi)(xkg +mk) = xixk(fg) +mi(xkg) +mk(xif) +mimk ∈M.
BecauseM is an ideal, Pi⊙Pk ⊆M . Thus we have found an element in J that is contained
in M . Since M ∈ L , this is a contradiction. This proves that M is prime. 
5. The Estes-Ohm approach
Here we present the approach to Bass’ Theorem given by Estes and Ohm [4].
Lemma 5.1. Let R be a commutative ring and I0, I1, I2 three ideals with I0 ⊆ I1 ∪ I2.
Then I0 ⊆ I1 or I0 ⊆ I2.
Proof. Suppose that neither I0 ⊆ I1 nor I0 ⊆ I2. Then there are a1 ∈ I0 \ I2 ⊆ I1 and
a2 ∈ I0\I1 ⊆ I2. Since I0 is an ideal, s := a1+a2 ∈ I0 ⊆ I1∪I2. Without loss of generality
we may assume that s ∈ I1. Then a2 = s − a1 ∈ I1; a contradiction. We conclude that
I0 ⊆ I1 or I0 ⊆ I2. 
Remark 5.2. The assertion above does not hold (in general) for unions of three (or more)
ideals. In fact, let R be a finite ring such that not all of its maximal ideals are principal.
Let I ⊆ R be a non-principal maximal ideal. Then N = card I ≥ 4 and I =
⋃N
j=1Rxj .
But of course, Ij := Rxj does not contain I. A specific example is, for instance, the
quotient ring R = Z2[x, y]/M where M is the ideal generated by x
2, xy and y2. When
denoting the equivalence class of u ∈ Z2[x, y] by u˜, we have
R = {0˜, 1˜, x˜, y˜, x˜+ y˜, 1˜ + x˜+ y˜},
and as I we may take I = IR(x˜, y˜), which coincides with the set {0˜, x˜, y˜, x˜+ y˜}.
If one stipulates, however, that the ideals Ij are prime, then one obtains the following
well-known result. For the readers’ convenience we present its proof, too.
Lemma 5.3. Let R be a commutative ring and I, P1, . . . , Pm ideals in R such that each
Pj is prime and
I ⊆
m⋃
j=1
Pj .
Then I ⊆ Pj0 for some j0 ∈ {1, . . . ,m}.
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Proof. If m = 1, then nothing has to be shown. If m = 2, then the assertion holds by
Lemma 5.1. So we may assume that m ≥ 3. For j ∈ {1, . . . ,m}, let
Qj =
⋃
k 6=j
Pk.
We claim that there is j such that I ⊆ Qj . Suppose, to the contrary, that for every
j, I 6⊆ Qj . Then we may choose for j ∈ {1, . . . ,m} elements aj ∈ I \ Qj. Note that
I \Qj ⊆ Pj . Let
bj =
∏
k 6=j
ak.
Then bj ∈ I and b1 + · · · + bm ∈ I ⊆
⋃m
k=1 Pk. Hence there is j ∈ {1, . . . ,m} such that
b1+ · · ·+ bm ∈ Pj . Since bk ∈ Pj for every k 6= j, we deduce that
∑
k 6=j bk ∈ Pj . Therefore
bj ∈ Pj . Since Pj is prime, there is k 6= j such that ak ∈ Pj ⊆ Qk. This is a contradiction
to the choice of the elements a1, . . . , am. We conclude that I ⊆
⋃
k 6=j Pk for some j.
Now we proceed by backwards induction to reduce the number of prime ideals up to
the case m = 2. That case, though, is handled by Lemma 5.1.

Lemma 5.4. Let Pj be prime ideals in a commutative unital ring R with Pj 6⊆ Pk for
j 6= k, j, k ∈ {1, . . . ,m}. Let a, r ∈ R. Then there exists b ∈ R such that for all
j ∈ {1, . . . ,m}:
(5.1) if a /∈ Pj then r + a b /∈ Pj .
Proof. If r ∈
⋂m
j=1 Pj , then we may choose for b any element not in
⋃m
j=1 Pj . If r /∈⋃m
j=1 Pj , then we take bj ∈ Pj and let b =
∏m
j=1 bj . In the remaining cases, modulo a
re-enumeration, we may assume that r ∈
⋂s
j=1 Pj but r /∈
⋃m
j=s+1 Pj . By Lemma 5.3, the
hypothesis Pj 6⊆ Pk for j 6= k implies that Pj 6⊆
⋃s
k=1 Pk for each j ∈ {s + 1, . . . ,m}. Let
bj ∈ Pj \
⋃s
k=1 Pk, j ≥ s+ 1, and let
b = bs+1 · · · · · bm.
Then b ∈
⋂m
j=s+1 Pj . But b /∈ Pk for 1 ≤ k ≤ s, because otherwise the primeness of Pk
implies that one of the factors bj with s+1 ≤ j ≤ m belongs to Pk, a contradiction to the
choice of bj .
Fix j0 ∈ {1, . . . ,m} and assume that a /∈ Pj0 . We claim that r + ab /∈ Pj0 . In fact,
assuming the contrary, let u := r + ab ∈ Pj0 . If 1 ≤ j0 ≤ s, then r ∈ Pj0 , hence
ab = u − r ∈ Pj0 . The assumption on a and the primeness of Pj0 imply that b ∈ Pj0 ,
a contradiction. If s + 1 ≤ j0 ≤ m, then b ∈ Pj0 . Hence r = u − ab ∈ Pj0 ; this is a
contradiction to the choice of r. 
Lemma 5.5. Let R be a Noetherian ring. Given a, aj ∈ R, j = 0, 1, . . . , s, there exists
bj ∈ R, j = 1, . . . , s, such that for i = 1, 2, . . . , s, the (finite) set, Pi−1, of minimal prime
ideals P containing
IR(a0, a1 + b1a, . . . , ai−1 + bi−1a)
3
3 If i = 1, then we consider IR(a0).
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has the following property:
(5.2) if a /∈ P , where P ∈ Pi−1, then ai + bia /∈ P .
Proof. To prove the assertions via induction, we will use several times Lemma 5.4.
i = 1: Recall that P0 is the class of all minimal prime ideals P with IR(a0) ⊆ P . By
Theorem 4.1, P0 is finite; say P0 = {P1, . . . , Pt}. To apply Lemma 5.4, we let r = a1.
This gives b1 ∈ R such that for all ν ∈ {1, . . . , t}
a′1 := a1 + b1a /∈ Pν whenever a /∈ Pν .
Thus (5.2) is satisfied.
Now let us suppose that b1, . . . , bi have been constructed and that (5.2) is satisfied for
some i ∈ {1, . . . , s − 1}. Let a′j := aj + bja, where j ∈ {1, . . . , i}.
i→ i+ 1: By definition, Pi is the class of all minimal prime ideals P with
IR(a0, a
′
1, . . . , a
′
i) ⊆ P.
By Theorem 4.1, Pi is finite. To apply Lemma 5.4, we let r = ai+1. This gives bi+1 ∈ R
such that for all P ∈ Pi:
a′i+1 := ai+1 + bi+1a /∈ P whenever a /∈ P .
Thus (5.2) is satisfied for i+ 1. 
Theorem 5.6 (Bass). Let R be a Noetherian ring with Krull dimension less than or equal
to n. Then bsrR ≤ n+ 1.
Proof. This is the proof given by Estes and Ohm [4]. Let a := (a1, . . . , an+1, a) ∈ Un+2(R).
We have to show that a is reducible. Choose a0 = 0. Associate with aj the elements bj
comming from Lemma 5.5, j = 1, . . . , n + 1, and let a′j = aj + bja. For i = 1, . . . , n + 1,
consider the ideals
Ii := IR(a0, a
′
1, . . . , a
′
i),
and let Pi be the (finite) set of minimal prime ideals P with Ii ⊆ P .
Note that the reducibility of a is a consequence to the assertion that In+1 = R. Suppose,
to the contrary, that In+1 is a proper ideal.
We claim that
(5.3) a /∈ P for every P ∈ Pn+1
In fact, if we suppose that a ∈ P for some P ∈ Pn+1, then the invertibility of a implies
that
P ⊇ IR(a
′
1, . . . , a
′
n+1, a) = IR(a1, . . . , an+1, a) = R,
a contradiction to the fact that prime ideals are proper ideals. Hence assertion 5.3 holds.
Consider now the following chain of ideals:
IR(a0) ⊆ IR(a0, a
′
1) ⊆ . . . ⊆ IR(a0, a
′
1, . . . , a
′
n) ⊆ IR(a0, a
′
1, . . . , a
′
n+1) = In+1 ⊂ R.
We shall construct a chain of prime ideals that has length n+ 1 (in other words n+ 2
elements) which will yield a contradiction to the assumption that the Krull dimension of
R is less than or equal to n.
Let Pn+1 ∈ Pn+1. Choose a minimal prime ideal Pn ∈ Pn with
IR(a0, a
′
1, . . . , a
′
n) ⊆ Pn ⊆ Pn+1.
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Backwards induction yields minimal prime ideals Pi with
IR(a0, a
′
1, . . . , a
′
i) ⊆ Pi ⊆ Pi+1 ⊆ . . . ⊆ Pn+1
(i = 1, . . . , n), and finally a minimal prime ideal P0 with
IR(a0) ⊆ P0 ⊆ P1.
We claim that all the inclusions in the chain
P0 ⊂ P1 ⊂ · · · ⊂ Pn ⊂ Pn+1
are strict. To do so, we use Lemma 5.5. Fix i ∈ {1, . . . , n+1} and consider Ii−1 = IR(a0, a
′
1, . . . , a
′
i−1),
with the convention that I0 = IR(a0). We first observe that a /∈ Pi−1, since otherwise
a ∈ Pn+1, a contradiction to (5.3).
Hence, by Lemma 5.5, a′i /∈ Pi−1. But by construction, a
′
i ∈ Pi. Thus Pi−1 ⊂ Pi,
the inclusion being strict. Hence, under the assumption that In+1 is proper, we have
shown that the Krull dimension of R is at least n + 1. This contradicts the hypothesis.
Consequently, In+1 = R. Thus, as already mentioned, a ∈ Un+2(R) is reducible. Hence
bsrR ≤ n+ 1. 
To conclude this section, let us mention the following generalization of Bass’ Theorem
given by R. Heitmann [7]. It shows that the Noetherian condition can be dropped.
Theorem 5.7. Let R be a commutative unital ring with Krull dimension n. If R is an
integral domain, then bsrR ≤ n + 1. If, on the other hand, R has zero-divisors, then
bsrR ≤ n+ 2.
6. The topological stable rank of R[x1, . . . , xn]
Definition 6.1. Let R be a ring endowed with a topology T (we do not assume that the
topology is compatible with the algebraic operations + and ·). The topological stable rank,
tsrT R, of (R,T ) is the least integer n for which Un(R) is dense in R
n, or infinite if no
such n exists.
If the ring R is endowed with two topologies T1 and T2 such that T1 is weaker than T2,
then
tsrT1 R ≤ tsrT2 R.
For the ring of polynomials, we work with the topology of uniform convergence.
Theorem 6.2. The topological stable rank of R[x1, . . . , xn] is n+ 1.
Proof. We first prove that
(6.1) tsrR[x1, . . . , xn] ≤ n+ 1.
Let p := (p1, . . . , pn+1) be an (n+1)-tuple in R[x1, . . . , xn]. Now we look upon p as being
an (n + 1)-tuple in C[z1, . . . , zn]. Choose, according to Perron’s Theorem 3.8, a non-zero
polynomial P over C with n+ 1 indeterminates such that
P (p1, . . . , pn+1) = 0.
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Then P , looked upon as a polynomial function, vanishes identically on the image p(Cn).
But P cannot vanish identically on the ball
B(0, ε) := {x = (x1, . . . , xn+1) ∈ R
n+1 : ||x||2 ≤ ε},
since otherwise P would be the zero-polynomial (just consider the partial derivatives at
the origin). Since ε > 0 can be chosen arbitrarily small, we obtain a null-sequence (εk)
in Rn+1 such that εk /∈ p(C
n). Hence the (n + 1)-tuple p − εk is invertible in C(C
n,C).
From Theorem 1.3 we deduce that p−εk is in Un+1(R[x1, . . . , xn]). Since p−εk uniformly
approximates p, we are able to conclude that tsrR[x1, . . . , xn] ≤ n+ 1.
Next we show that tsrR[x1, . . . , xn] ≥ n+ 1.
Consider the identity map x = (x1, . . . , xn) of R
n onto Rn. Note that
x ∈ R[x1, . . . , xn]× · · · × R[x1, . . . , xn]︸ ︷︷ ︸
n−times
.
Suppose that there exist invertible n-tuples in R[x1, . . . , xn] that uniformly approximate
x. That is, for every ε > 0 there is f = (f1, . . . , fn) ∈ Un(R[x1, . . . , xn]) such that
|xj − fj| < ε for j = 1, . . . , n. This implies of course that xj − fj is a constant (we
keep this generality though, since it also works for non-polynomial rings). In particular,
this inequality then holds on the unit sphere Sn−1. Let A be the Banach algebra A =
C(Sn−1,R) of all continuous, real-valued functions on Sn−1, endowed with the supremum
norm. We obviously have that f ∈ Un(A).
By a classical theorem in the theory of Banach algebras ([10] or [13]) there exists a
matrix H ∈Mn(A) with
(x1, . . . , xn)
t = (expH) (f1, . . . , fn)
t
whenever ε is chosen small enough. Extending the entries of H with the help of Tietze’s
Theorem to continuous functions on Rn we obtain a zero-free extension of x|∂Bn to Bn. As
above (see the proof of Theorem 2.3), this contradicts Brouwer’s fixed point theorem. 
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