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Abstract
This article is an investigation of a method of deriving a topology from a space and an elementary
submodel containing it. We first define and give the basic properties of this construction, known as X/M .
In the next section, we construct some examples and analyse the topological relationship between X and
X/M . In the final section, we apply X/M to get novel results about Lindelo¨f spaces, giving partial
answers to a question of F.D. Tall and another question of Tall and M. Scheepers.
1 Definitions and preliminaries.
We assume all spaces are T3 1
2
- since we are primarily interested in strengthenings of the Lindelo¨f property,
this causes no serious loss of generality. Given an elementary submodelM ≺ Hλ and a space X with X ∈M ,
we will refer to the classical notion of ‘subspace with respect to M ’ as XM . Recall that this is the topology
on X ∩M generated by the family (U ∩M : U ∈ M is open in X) [7]. Our object of study is X/M , which
can be seen as analogous to XM where ‘subspace’ is replaced by ‘quotient’. The construction of X/M was
introduced independently by I. Bandlow in [1] and A. Dow in [2], and discussed further by T. Eisworth in[3].
There are two related ways to define X/M ; we give the more elementary method first.
Definition 1.1. Define an equivalence relation on X by letting x0 ∼ x1 if and only if f(x0) = f(x1) for all
continuous f : X → R such that f ∈ M . Let X/M be the resulting quotient set and write π : X ։ X/M
for the projection. We topologize X/M by taking a base to be all sets of the form π(U), where U ∈ M is a
cozero set in X.
Definition 1.2. Since X is T3 1
2
, we can consider the natural embedding e : X →֒ [0, 1]C
∗(X) given by e(x) =
(f(x))f∈C∗(X). There is also a natural map F from [0, 1]
C∗(X) to [0, 1]C
∗(X)∩M , given by (xf )f∈C∗(X) 7→
(xf )f∈C∗(X)∩M . Define X/M to be F ◦ e(X).
The equivalence of these formulations is proven in [3], with the correspondence given by sending the equiva-
lence class [x] ∈ X/M of a point in x ∈ X to F ◦ e(x). We will use them interchangably. We now summarize
the relevant basic properties of X/M .
Lemma 1.1. 1. X/M is a continuous image of X,
2. x0 ∼ x1 exactly when x0 ∈ U if and only if x1 ∈ U for each cozero U ∈M ,
3. X/M is a T3 1
2
space,
1
4. XM embeds as a dense subspace of X/M ; we will identify XM with the copy {π(x) : x ∈ X∩M} ⊆ X/M ,
and
5. [x] =
⋂
{Z : x ∈ Z ∈M and Z is a zero set } =
⋂
{U : x ∈ U ∈M and U is a cozero set }.
Here, (4) and (5) are from [3]. (1) is trivial, while (2) is immediate from Definition 1.1. (3) follows from
the fact that Definition 1.2 embeds X/M in the compact space [0, 1]C
∗(X)∩M . We also have the following
lemmas, which will prove useful in our later applications.
Lemma 1.2. Suppose U ∈M is a cozero set. Then, π(U) is an open set in X/M and π−1π(U) = U .
Proof. The first conclusion is obvious from 1.1, so suppose π(x) ∈ π(U). This means that x ∼ x0 for some
x0 ∈ U . Thus, f(x) = f(x0) for every continuous f : X → R with f ∈ M . But, since U ∈ M , there is a
continuous f0 ∈M with U = f
−1
0 (0, 1]. Hence, f0(x) = f0(x0) ∈ (0, 1], which implies that x ∈ U .
Lemma 1.3. Suppose U ∈ M is a cozero set. Then for any M -equivalence class [x], if [x] ∩ U 6= ∅ then
[x] ⊆ U .
Proof. Lemma 1.1(2) implies that if x ∈ U and x1 ∼ x, then x1 ∈ U .
We now provide a new characterization of X/M as ‘universal’ among images of X . Fix a space X and a
model M and say that a pair (Y, F ), F : X → Y is described by M if Y has a base B such that F−1(B) is
a cozero set in M for every B ∈ B. Note that if (Y, F ) is described by M , then F is continuous. Also note
that we do not require Y or F to be members of M . This ensures that (X/M, π) is described by M , along
with any pair (Y, F ) for which F ∈M and Y has a base included in M .
Theorem 1.1. Suppose X ∈ M and let (Y, F ) be described by M . Then there is a continuous surjection
f : X/M → Y such that the following diagram commutes.
X
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F
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❇
❇
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❇
❇
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X/M
f
// Y
Moreover, (X/M, π) is, up to a homeomorphism, the unique pair described by M for which this conclusion
holds.
Proof. Given X,F and Y we seek to define f : X/M → Y in the natural way, that is f([x]) = F (x). Suppose
that F (x0) 6= F (x1) for points x0 and x1 ∈ X . We must check that [x0] 6= [x1]. There are disjoint U0, U1 ∈ B
such that [x0] ∈ F (U0) and [x1] ∈ F (U1). V0 = F
−1(U0) and V1 = F
−1(U1) are disjoint cozero sets in X
with x0 ∈ V0 and x1 ∈ V1, and moreover both V0 and V1 are elements of M . Then Lemma 1.1(2) guarantees
that x0 is not equivalent to x1, and our map f is well defined. It is clear that f is continuous and that f◦π = F .
Now, suppose (Z, τ) is another pair described by M with the same property as the theorem asserts for
(X/M, π). That is to say, for any other (Y, F ) described by M there is a continuous surjection f : Z → Y
2
such that F = f ◦ τ .
In particular, we have a continuous f : Z ։ X/M such that f ◦ τ = π, and a continuous g : X/M ։ Z with
g ◦ π = τ . Then for any τ(x) ∈ Z,
g
(
f(τ(x))
)
= g(π(x)) = τ(x),
while for π(x) ∈ X/M ,
f
(
g(π(x))
)
= f(τ(x)) = π(x).
This shows that f and g are inverse mappings; clearly f is a homeomorphism from Z to X/M .
We have three useful corollaries, the first of which can be found in [?].
Corollary 1.1. If M0 ≺ M1 are elementary submodels containing X, then X/M1 maps continuously onto
X/M0.
Corollary 1.2. If g ∈ C(X)∩M , then g factors through π, that is, there is a continuous map f ∈ C(X/M)
with g = f ◦ π.
Corollary 1.3. Suppose (Z, τ) is a pair described by M and that Z is a continuous preimage of X/M . Then
Z is homeomorphic to X/M .
Proof. Let h map Z onto X/M ; if (Y, F ) is another pair described byM then there is a continuous surjection
f : X/M → Y . So, h ◦ f is a continuous surjection Z → Y . Then Z is homeomorphic to X/M by the
uniqueness asserted in Theorem 1.1,
2 Examples and analysis.
We now investigate the topological relationship between X and X/M . Our first result characterizes when
we have X/M homeomorphic to X .
Theorem 2.1. π : X → X/M is a homeomorphism if and only if M includes a base for X.
Proof. Suppose first that there is a base B for X such that B ⊆M ; we may assume that B consists of cozero
sets. Then the pair (X, idX) will satisfy the hypotheses on (Y, F ) in Theorem 1.1. It is easy to see that the
corresponding f : X/M → X is a continuous inverse for π : X → X/M .
Suppose now that π : X → X/M is a homeomorphism. We know that X/M has a base B =
{
π(U) : U ∈M
is a cozero set in X
}
. By Lemma 1.2, π−1π(U) = U for every π(U) ∈ B. But π−1 is a homeomorphism, so{
π−1π(U) : U ∈M is a cozero set
}
= {U : U ∈M is a cozero set} ⊆M should be a base for X .
Corollary 2.1. If M is any elementary submodel and X is a space with a countable base B, we may assume
that B ⊆M and hence X/M = X. In particular, R/M = R for any elementary submodel M .
Remark 2.1. Observe that if XM = X then M must include a base for X. Hence, any of the conditions
for XM = X given in [8], [15] or [17] are sufficient to guarantee that X/M = X. We note an example from
[16] that is particularly interesting in view of our later considerations about indestructibly Lindelo¨f spaces.
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• If XM is a continuous image of {0, 1}
κ for some κ, w(XM ) is a member of M and less than the first
strongly inaccessible cardinal, then XM = X.
Remark 2.2. There are, however, simple cases where X/M = X and XM is a proper subset of X. R/M = R
for any elementary submodel M by Corollary 2.1, but RM is countable when M is countable.
2.1 Cardinal invariants of X/M
Naturally, all relationships among cardinal invariants preserved by a continuous map hold for X and X/M ;
see [5] for a discussion of these. The most interesting cardinal inequalities for X/M that we have found
are provided by the following example. Recall that the character of a point x ∈ X is denoted χ(x,X) and
defined as the least cardinality of a local base at x. The character χ(X) is max
(
sup
x∈X
χ(x,X),ℵ0
)
. Similarly,
the pseudocharacter at x ∈ X is denoted ψ(x,X) and defined as min(|U| : U is a family of open sets and⋂
U = {x}). The pseudocharacter ψ(X) is max
(
sup
x∈X
ψ(x,X),ℵ0
)
. Clearly, ψ(X) ≤ χ(X) for T1 spaces
X . The idea behind this example is that pointwise invariants such as ψ and χ need not be preserved by
π : X → X/M .
Example 2.1. Consider D(2iω1 ), the discrete space of size 2iω1 . Then there is a model M of size iω1 such
that χ
(
D(2iω1 )
)
< χ
(
D(2iω1 )/M
)
and ψ
(
D(2iω1 )
)
< ψ
(
D(2iω1 )/M
)
.
Note that χ
(
D(2iω1 )
)
= ψ
(
D(2iω1 )
)
= ℵ0. For a model M of size iω1 , D(2
iω1 )/M has a base of size iω1 ,
so if χ
(
D(2iω1 )/M
)
= ℵ0 or ψ
(
D(2iω1 )
)
= ℵ0 then we must have |D(2
iω1 )/M | = iℵ0ω1 = iω1 . Hence, it
suffices to find a model M of size iω1 such that iω1 < |D(2
iω1 )/M |.
Regard D(2iω1 ) as the binary splitting tree 2iω1 with the box topology. For each α < iω1 , there are
2α ≤ iω1 branches through the first iω1 levels of the tree D(2
iω1 ). List these branches as (Bαβ )β<2α . For
each Bαβ , define a function f
α
β : D(2
iω1 ) → R by fαβ (x) = 0 if x ↾ α = B
α
β and f(x) = 1 otherwise. Note
fαβ is continuous. Furthermore, we may consider a model M with size iω1 such that
( ⋃
α<iω1 ,β<2
α
fαβ
)
⊆M .
Two points in D(2iω1 ) are M -equivalent exactly when they define the same branch through the tree, hence
D(2iω1 )/M = D(2iω1 ) as sets (note they will not be homeomorphic, since w(D(2iω1 )/M) = κ). This shows
that iω1 < |D(2
iω1 )/M | for |M | = iω1 , so D(2
iω1 )/M cannot have countable pseudocharacter.
2.2 Compactness and connectedness of X/M .
Junqueira has shown in [6] that if XM is compact, then X itself must be compact. Moreover, Theorem 1.1 in
[8] gives several cases in which XM = X for compact XM . We will see that the situation is entirely different
for X/M .
Theorem 2.2. Suppose γ is an ordinal and γ ∈ M . Then, for any κ, λ and a family M of models closed
and cofinal in {M ≺ Hλ : |M | = κ}, we have that X/M = (M ∩ γ) + 1 for any M ∈M.
Proof. The key point in this argument is that M ∩ γ is an initial segment of γ. Also assume that fα, gα ∈M
whenever α ∈ M , where fα : γ → R is given by fα(β) =
{
0 if β ≤ α
1 if α < β.
and gα is given by
{
1 if β ≤ α
0 if α < β.
.
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Finally, assume that for any cozero set U ∈ M , the ordinal supU is a member of M . Consider γ/M , and
claim that for any α < γ ∩M , the class [α] is a singleton. Suppose to the contrary that α0 ∼ α1, where
we may assume that α0 ≤ α1. Then we should have f(α0) = f(α1) for all f ∈ M , which contradicts our
assumption that fα0 ∈M .
We have assumed that the operation U 7→ supU is in M for U cozero in M . Hence, we must have U ⊆ γ∩M
for every U ∈M . But, this implies that for all U ∈M and all α > M ∩ γ, α /∈ U . Hence, if α0, α1 > γ ∩M ,
α0 is vacuously equivalent to α1. Therefore, π
(
(γ ∩M,γ)
)
is a single equivalence class in γ/M .
We can now unambigiously define a wellordering on γ/M by [α0] ≤ [α1] if and only if α0 ≤ α1. This is
a wellordering since ≤ is a wellordering. We will show that the rays form a basis for γ/M . Suppose that
α < γ ∩M . Then, π−1
(
(0, [α])
)
= (0, α) and π−1
(
([α], [γ ∩M ])
)
= (α, γ). Both (0, α) and (α, γ) are cozero
members of M since we assumed that fα and gα are in M . Thus, (0, [α]) and ([α], [γ ∩M ]) are open in
γ/M . The case when α ≥ γ ∩M is obvious, so we have shown that rays are open in γ/M . Moreover, we
have shown that the image of a ray in γ is an open ray in γ/M , so the open rays of γ/M form a basis for γ/M .
To conclude, we have shown that γ/M is a wellordered space with the order topology, which consists of
singleton classes [α] for α < γ ∩M and a unique class [γ ∩M ] for all α ≥ γ ∩M . It is now clear that γ/M
is in fact isomorphic to γ ∩M + 1, where we identify the element γ ∩M with [γ ∩M ]. Corollary 1.1 then
gives that any model M ′ with M ≺M ′ will have γ/(M ′) homeomorphic to (M ′ ∩ γ) + 1
Remark 2.3. This shows that for any ordinal γ and a club of models M, γ/M is compact for each M ∈ M.
We refer to a club in the sense of a family which is cofinal and closed under increasing κ-sequences with
respect to inclusion in (M ≺ Hλ : |M | = κ) for some fixed κ. Recall that the Lindelo¨f number L(X) of a
space X is defined to be the least cardinal κ such that every open cover of X has a subcover of size κ - so,
for example, the Lindelo¨f property is equivalent to the statement L(X) = ℵ0. Since for a regular ordinal γ
we have L(γ) = γ, Theorem 2.2 demonstrates that there are spaces X of arbitrarily large Lindelo¨f number
such that X/M is compact.
We now generalize an unpublished result of Todd Eisworth to get a contrasting statement.
Proposition 2.1. The following are equivalent for a Tychonoff space X.
1. X is pseudocompact,
2. X/M is pseudocompact whenever M is an elementary submodel containing X,
3. there is an elementary submodel M containing X for which X/M is pseudocompact.
Proof. (1) implies (2) as continuous images of pseudocompact spaces are pseudocompact. (2) implies (3)
trivially. To see that (3) implies (1), assume X is not pseudocompact. Then there is a continuous function
from X to R with unbounded range. If M is any submodel containing X , then M is going to contain such a
continuous function by elementarity. But this function then induces a continuous map from X/M to R and
it’s easy to check the induced map has unbounded range as well. Thus X/M is not pseudocompact.
Lemma 2.1 (20). A space is realcompact and pseudocompact if and only if it is compact
We now have an interesting counterpoint to Remark 2.3.
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Theorem 2.3. Let X be realcompact. Then X is compact if and only if X/M is pseudocompact for some
elementary submodel M containing X.
Unlike compactness, the connectedness of X is determined very easily from the connectedness of X/M .
Theorem 2.4. The following are equivalent for a Tychonoff space X.
1. X is connected,
2. X/M is connected whenever M is an elementary submodel containing X,
3. there is an elementary submodel M containing X for which X/M is connected.
Proof. (1) implies (2) since continuous images of connected spaces are connected. (2) implies (3) is trivial.
To see (3) implies (1), suppose that X is disconnected. Then there is a continuous g : X → R such that
g(X) = {0, 1}. Hence, g ∈ M for some M . But then Corollary 1.2 gives a continuous g : X/M → R such
that g(X/M) = {0, 1}, which contradicts the connectedness of X/M .
2.3 X/M as a subspace.
We will say that Y ⊆ X is a weak subspace if Y has a coarser topology than the subspace topology induced
from X .
Lemma 2.2. For any elementary submodel M , X/M is homeomorphic to a weak subspace of X.
Proof. Construct a subset Y of X by choosing a single point from each M -equivalence class. Endow Y
with the topology generated by (U ∩ Y : U ∈ M is a cozero set). Clearly, Y is a weak subspace of X . If
π : X ։ X/M is the projection, then π ↾ Y : Y ։ X/M is a continuous mapping from Y onto X/M .
Consider the map τ : X/M → Y given by assigning to π(x) ∈ X/M the unique point in [x] ∩ Y , where [x] is
the M -equivalence class of x viewed as a subset of X . For a basic open set U ∩Y , U ∈M we must have that
π−1τ−1(U ∩Y ) = U . Hence, (Y, τ ◦π) is described byM in the sense of Theorem 1.1 and Y is homeomorphic
to X/M by Corollary 1.3.
3 Applications of X/M .
We can now work toward answering a question from [19]. In order to motivate the problem, we review a
forcing procedure. Suppose we have a supercompact cardinal κ and consider the poset Lv(κ, ω1) used to
Le´vy collapse κ to ω2. By supercompactness of κ, take an elementary embedding j : V → M such that
κ < j(κ). We can then transfer a filter G which is Lv(κ, ω1) generic over V to get a filter G
∗ which is
j(Lv(κ, ω1)) generic over M such that j(p) ∈ G
∗ whenever p ∈ G. This allows us to extend j to an elemen-
tary embedding from V [G] toM [G∗]. For an example of this technique, see the proof of Theorem 4.16 in [18].
Observe that there is a homeomorphic copy of X in M [G∗] given by j”X = {j(x) : x ∈ X}. This is also a
subset of j(X), so we can ask whether the subspace topology S that j”X inherits from j(X) is the same as
the topology T that j”X gets from X . This is interesting in view of a longstanding problem due to Hajnal
and Juha´sz [4], which asks whether a Lindelo¨f space of size ℵ2 must have a Lindelo¨f subspace of size ℵ1.
Notice that since j”U = j”X ∩ j(U) for an open set U ⊆ X , T is a weaker topology than S. Hence, Tall
[19] modified Hajnal and Juha´sz’s question to ask whether a Lindelo¨f space of size ℵ2 should have a Lindelo¨f
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weak subspace of size ℵ1. We can now consistently answer this, assuming the existence of a large cardinal.
Recall that a space X is projectively countable if f(X) is countable for every continuous map f from X to
a separable metric space.
Lemma 3.1. [12] Assume that there is a strongly inaccessible cardinal κ. Then there is a model obtained by
Le´vy collapsing κ to ω2 in which there are no Kurepa trees.
Theorem 3.1. Assume CH. If there is an uncountable Lindelo¨f space without a Lindelo¨f weak subspace of
size ℵ1 then there is a Kurepa tree.
Proof. Suppose X is an uncountable Lindelo¨f space. Assume CH and that there are no Kurepa trees; we
will construct a weak subspace of X with size ℵ1. By 2.2, it suffices to construct M so that |X/M | = ℵ1.
Suppose first that X is not projectively countable. Then there is a continuous f : X → R with range of size
ℵ1. Thus, if f ∈ M , X/M must have size at least ℵ1. For a countable model M , X/M will be a Hausdorff
space with a countable base, and hence |X/M | ≤ 2ℵ0 = ℵ1.
Now, consider a projectively countable X , and take a subset D = {xγ}γ<ω1 of distinct points. For each pair
(γ, β) ∈ ω21 we can define a continuous fγβ : X → R such that fγβ(xα) = 0 and fγβ(xβ) = 1. Enumerate⋃
(γ,β)∈ω2
1
fγβ as {fα}α<ω1 .
Take a countable elementary submodel M0 with X ∈M0. We perform a recursive construction. Given Mα,
letMα+1 be the Sko¨lem hull (closure under existential quantification) ofMα∪fα. For a limit ordinal λ < ω1,
take Mλ =
⋃
α<λ
Mα. This gives us an ∈-chain of length ω1, M0 ∈ M1 ∈ · · · ∈ Mα ∈ · · · . Let M =
⋃
α<ω1
Mα
be the union model. Let xγ , xβ ∈ D, then fγβ ∈ M so xγ is not M -equivalent to xβ . Thus, π : X → X/M
is injective on D and X/M is uncountable.
Notice that since each X/Mα is a separable metric space, X/Mα is countable by projective countability of X .
Hence,
∏
α<ω1
X/Mα can be regarded as a tree of height ω1 with countable levels. That is, if [x]α ∈ X/Mα and
[y]β ∈ X/Mβ, we say [x] ≤ [y] if [x]α ⊆ [y]β , where we view [x]α and [y]β as subsets of X . Consider the map
F : X/M →
∏
α<ω1
X/Mα given by sending [x] to ([x]α)α<ω1 , where [x]α denotes the Mα-equivalence class of
x. Let [x0], [x1] ∈ X/M with [x0] 6= [x1]. We know that [x] =
⋂
{Z : x ∈ Z ∈ M,Z a zero set}. So, there
is a zero set Z ∈ M such that x0 ∈ Z and x1 /∈ Z. But we must have Z ∈ Mα for some α < ω1. Therefore
[x0]α 6= [x1]α and we have shown that F is an injection from X/M to paths through the tree
∏
α<ω1
X/Mα.
Since
∏
α<ω1
X/Mα is not a Kurepa tree, there are only ℵ1 such paths, we must have |X/M | ≤ ℵ1.
By Lemma 3.1 and Theorem 3.1 we have the following.
Corollary 3.1. It is consistent relative to large cardinals that every uncountable Lindelo¨f space has a Lindelo¨f
weak subspace of size ℵ1.
It is clear from this proof that a Lindelo¨f space which is not projectively countable must have a Lindelo¨f
weak subspace of size ℵ1 under only CH . This raises the question of whether our hypothesis that there is a
strongly inaccessible cardinal is necessary.
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3.1 Indestructibly Lindelo¨f spaces.
In [14] Tall introduced the notion of an indestructibly Lindelo¨f space, defined to be a Lindelo¨f space which
remains Lindelo¨f in any extension by countably closed forcing. That is, we say a Lindelo¨f space (X, τ) is
indestructible if given G generic for a countably closed notion of forcing, (Xˇ, τ(G)) is Lindelo¨f. Here, τ(G)
is the topology generated by τ in the forcing extension. Properties known to imply indestructibility include
scatteredness, hereditary Lindelo¨fness and having size ≤ ℵ1 [14]. Conversely, Max Burke [14] observed that
for ℵ1 ≤ κ, 2
κ is destructible, demonstrating that even compactness does not imply indestructibility. How-
ever, no examples of destructible Lindelo¨f spaces with points Gδ are known.
We now employ X/M to give a projective characterization of indestructibility.
Theorem 3.2. Suppose X is a Lindelo¨f space and that X/M is indestructibly Lindelo¨f for every countably
closed M ≺ Hλ with X ∈M and |M | = ℵ1. Then X is indestructibly Lindelo¨f.
Proof. We begin by improving slightly a characterization of indestructibility given in [14]. Recall that a
covering tree is a collection of open sets
{Uf : f ∈
⋃
α<ω1
ωα}
, with the following property. If f : α→ ω, α < ω1 and we let fn be f augmented to take the value f(α) = n,
then (Ufn)n<ω is a cover of X for any f . We will say a covering cozero tree is a covering tree consisting
of cozero sets. For f : α→ ω, define the f -branch Bf of the covering tree to be (Uf |β)β<α.
Lemma 3.2. A space is indestructible if and only if for each covering cozero tree, the family (f : Bf covers X)
is dense in
⋃
α<ω1
ωα, partially ordered by reverse extension. That is, f ≤ g exactly when f extends g.
Proof of Lemma 3.2. The implication assuming indestructibility is trivial from Theorem 3 in [14], so suppose
that every covering cozero tree has the property stated above. We refer to the proof of Lemma 5.3 in [5].
Suppose that (X, T ) is a Lindelo¨f space in the ground model such that in a countably closed forcing extension
V [G], (X, T (G)) is not Lindelo¨f. Let P be the destroying partial order. Tall observed in the proof of Theorem
3 in [14] that we may assume that the destroying cover F consists of ground model open sets, since these
form a base - by the same reasoning, we may take F to consist of cozero sets in the ground model. Following
Juha´sz, for f : α → ω1 we recursively define conditions pf ∈ P and open sets Uf ∈ U such that a generic
branch in the resulting tree forms a countable cover with no subcover. But this results in a covering cozero
tree, so since
⋃
α<ω1
ωα is dense in Fn(ω1, ω, ω1) some restriction of the generic branch should be a cover, and
we have a contradiction.
Returning to the proof of 3.2, consider a covering cozero tree F for X . F has size ℵ1, thus we may take an
elementary submodel M ≺ Hλ such that F ⊆ M and |M | = ℵ1. Observe that, writing π for the mapping
X ։ X/M , F˜ = {π(U) : U ∈ F} is a covering tree for X/M , where we naturally index π(Uf ) by f . Consider
any f : α→ ω, where α < ω1. By the indestructibility of X/M , we know there is a g : β → ω such that α < β
and g|α = f , with
(
π(Ug|γ)
)
γ<β
a cover of X/M . But then, since each Ug|γ ∈ M , Lemma 1.2 guarantees
that (Ug|γ)γ<β =
(
π−1π(Ug|γ)
)
γ<β
, so Bg is a branch of F which covers X . Since g extends f , the family of
such branches is dense, and we have 3.2.
The following is now immediate from the observation that when |M | = ℵ1, X/M has weight ℵ1.
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Theorem 3.3. A space is indestructibly Lindelo¨f if all its continuous images in [0, 1]ℵ1 are indestructibly
Lindelo¨f.
By analogy with projective countability, say a space is projectively ℵ1 if every continuous image in [0, 1]
ℵ1
has size ≤ ℵ1. We then have
Theorem 3.4. If a Lindelo¨f space is projectively ℵ1, then it is indestructibly Lindelo¨f
We can extend this line of reasoning to simplify a question asked by Tall and Scheepers in [11]. First we
need some definitions.
Definition 3.1. The selection principle Sω1
1
(O,O) is the statement that for any sequence (Oα)α<ω1 of open
covers of a space, there are sets Uα ∈ Oα such that (Uα)α<ω1 is a cover.
Definition 3.2. Define a game as follows. In the αth round, ONE chooses an open cover Oα and TWO
chooses a single Uα ∈ Oα. TWO wins the game if (Uα)α<ω1 is a cover; otherwise ONE wins. G
ω1
1
(O,O) is
the statement that ONE has no winning strategy in this game.
Problem 3.1 (11). In what circumstances does Sω11 (O,O) imply G
ω1
1 (O,O)?
Lemma 3.3 (11). A space X is indestructibly Lindelo¨f if and only if Gω11 (O,O) holds for X.
It is clear that the property Sω11 (O,O) is preserved under continuous images, so we can combine Theorem
3.2 and Lemma 3.3 to get the following.
Theorem 3.5. Suppose X is a Lindelo¨f space and Sω11 (O,O) implies G
ω1
1 (O,O) for every continuous image
of X in [0, 1]ω1 . Then Sω11 (O,O) implies G
ω1
1 (O,O) for X. In particular, if S
ω1
1 (O,O) implies G
ω1
1 (O,O)
for Lindelo¨f spaces of weight ℵ1, then the implication holds for all Lindelo¨f spaces.
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