The objective of this work is to perform the 3D reconstruction combining cloud points obtained from different viewpoints using structured light. The point cloud is simplified to reduce the computational time. The main task is the point cloud registration algorithm that matches two point clouds. A well known algorithm for point cloud registration is the ICP that determines the rotation and translation that when applied to one of the point clouds, place both point clouds in accordance. The ICP algorithm executes iteratively two main steps: point correspondence determination and registration algorithm. The point correspondence determination is a module that if not executed properly can make the ICP to converge to a local minimum. To overcome such drawback, it is proposed in this work an ICP that uses statistics to generate a dynamic distance threshold on the distance allowed between closest points. Instead of matching all points from the data set, this technique matches subset-subset points.
Introduction
3D reconstruction is an important subject in computer vision, 3D models generation of static real world objects has reached increased importance in many fields of application, such as manufacturing, medicine, reverse engineering, prototyping and also in the design of virtual worlds for movies and games. Contact techniques were used for a long time in reverse engineering and industrial inspections, and they are based on a calibrated sensor that measures the displacement caused by positioning a z pointer in the 3D space. The main problem with these techniques are slow performance and the necessity of touching the object, which is not feasible for all applications. To manage this problem, non contact techniques were proposed and studied. Non contact techniques use cameras and process the images to reconstruct the scene. To capture a complete model of a scene, many scans have to be taken from different viewpoints and finally merged into a complete shape representation. The reconstruction can be achieved using only cameras or using cameras and an active device.
In the first approach, using only cameras, the scene is first imaged from two or more points of view and correspondences between the images are found in order to triangulate the 3D position [20, 21] . It produces dense point clouds with excellent depth resolution, at high frame rates, and can deal with moving objects. However, it is important to mention that the cameras have to be previously calibrated [6] and one of the problems experimented when using this approach is the difficulty to find correspondences when reconstructing textureless surfaces densely and accurately [11] . Although the accuracy and stability of the measured shape is low compared to active methods; it is sufficient to produce the 3D model for computer graphics. The second approach using cameras and an active device, laser range finders and structured-light methods are commonly used. Laser range finders measure the distance between the sensor and an object based on triangulation or timeof-flight. Time-of-flight cameras sense depth by emitting a pulse or modulated light signal and then measuring the time differential in the returning wavefront. This process is largely independent of the scene texture and full frame real-time depth estimates are possible. Unfortunately, the data is noticeably contaminated with random and systematic measurement errors.
Structured-light methods use a projector to create a structured light pattern onto the scene. This technique determines the corresponding coordinates between the projector and the structured-light patterns observed by the camera. Giving specific codewords to every unitary position of the image, the projected pattern imposes the illusion of texture onto an object, as well as increases the number of points of correspondence from two different perspectives [18] . This active device is modeled as an inverse camera, so the calibration step is pretty similar to the procedure used in classical stereo vision system [26] . As the structure of the projected pattern is known, the object can be 3D reconstructed by using one single image, looking for differences between the projected and the recorded pattern. The distance from the camera to the object can be computed by triangulation based on the correspondences.
The objective of this work is to perform the 3D reconstruction combining cloud points obtained from different viewpoints using structured light. The point cloud is simplified to reduce the computational time. The main task is the point cloud registration algorithm that matches two point clouds. A well known algorithm for point cloud registration is the Iterative Closest Point algorithm (ICP) [2, 4] . The ICP determines the rotation and translation that when applied to one of the point clouds, place both point clouds in accordance. The ICP algorithm executes iteratively two main steps: point correspondence determination and registration algorithm. The point correspondence determination is a module that if not executed properly can make the ICP to converge to a local minimum. To overcome such drawback, it is proposed in this work an ICP that uses statistics to generate a dynamic distance threshold on the distance allowed between closest points. Instead of matching all points from the data set, this technique matches subsetsubset points. The proposed algorithm can be viewed in Fig. 1 . This paper presents tests and some result of the proposed algorithm, describes the problems of the original ICP and presents the modified ICP to perform the registration of multiple point clouds captured from different views. This paper is structure as follows, the related work using structured light is described in section 2. The point cloud simplification algorithm is detailed in section 3. Next, the proposed ICP algorithm is explained in section 4. Finally, some results are shown in section 5 and section 6 presents the conclusions and future works.
Point Cloud Acquisition Using StructuredLight
The structured-light technique adds additional information for the 3D reconstruction. A coded structured-light system is based on the projection of a single pattern or a sequence of patterns onto the measuring scene which is imaged by a single camera or a set of cameras. In systems that use spatial encoding, the patterns are specially designed so that codewords are assigned to a set of pixels. Every coded pixel has its own codeword, so there is a direct mapping from the codewords to the corresponding coordinates of the pixel in the pattern. The codewords are simply numbers, which are mapped in the pattern by using grey levels, color or geometrical representations. As the number of points (codewords) that must be coded increases, the mapping of such codewords to a pattern is more difficult. The problems are that they typically need complex patterns or colors to encode positional information. To determine the spatial codes uniquely, the size of a code becomes large. Such patterns are easily affected by textures, shape discontinuities, image compression caused by tilted surfaces. Therefore, density of patterns should be inevitable low, and thus, 3D reconstruction tends to be sparse and unstable in reality [17] .
To deal with this issue, fast methods [10, 16, 25 ] that can measure the shape at a high frame rate were proposed. Among them, the method proposed by Zhang [25] can extract the shape from a single image then are suitable for real-time acquisition. Also, several researches reduced the required number of patterns using both temporal and spatial changes [8, 24] . However, the main difficulty is the simultaneous texture acquisition because visible light patterns are projected to measure the shape. Two solutions were proposed for the problem: time-sharing methods [15, 22, 23] and band-separating methods [7, 9, 12] .
The time-sharing method uses structured-light not only for capturing shape but also for illuminating objects to obtain texture. If the structured-light patterns are removed from the images, they can be used as texture images. This is accomplished by computing the average of the images of time-multiplexing patterns, or low-pass filtering of fringe patterns. The advantage of this approach is that texture and shape can be obtained using the same camera. However this method cannot be used with other illumination in the environment because structured-light is used for both shape and texture. Consequently, the illumination using this approach is restricted. Additionally, if an object in the image moves fast, misalignments between the texture and the shape may appear since the duration of the shape and the texture capture are different.
The band-separating methods uses different light wavelengths for shape and texture. The shape is obtained by using infra-red (IR) light, while the texture image is captured with visible light. Since the structured-light patterns for IR light are not detected by the camera for visible light, the acquisition of shape and texture can be accomplished simultaneously. Frueh and Zakhor [7] use vertical stripes and a horizontal line of IR. The vertical stripes are used for shape reconstruction and the horizontal line for identifying the vertical stripes. Hiura et al. [9] proposed a laser range finder that obtains a range image at 30 Hz by fast scanning of IR light stripes. The texture image is captured simultaneously with the system. Kinect [12] can capture a shape by using IR projector and a IR camera and at the same time a texture by another CCD camera. Fig. 2 shows the static spatially encoded IR pattern projected onto the scene generated by the Kinect.
The pattern is deformed as it falls onto the objects and the IR camera then captures an image of the scene and decodes the result. Although the low resolution of the generated 3D scene, the depth can be calculated with only one capture.
The proposed ICP algorithm uses data from both the color and depth cameras in the Kinect (see Fig. 3 ). The IR projector illuminates the scene with a structured dot pattern, which the IR camera records to produce a depth map in VGA resolution with eleven bits of precision per sample. The depth reconstruction is robust in the absence of strong IR interference from other sources like other Kinects or direct sunlight. The camera in the middle records visiblecolor images at 30 frames per second. It has a fixed focallength lens with low radial lens distortion and automatic brightness adjustment. The device has an angular field of view of 57 degrees horizontally and 43 degrees vertically. Its sensing range is 0.7 ∼ 6 meters from the subject, although the best quality results were obtained within a range of 1 ∼ 2.5 meters. At a distance of 2 meters, 3D points corresponding to neighboring pixels in the depth map are about 3.3 mm apart from each other in the tangent direction. A small baseline translation separates the RGB and IR cameras; therefore, a color sample at any pixel (x, y) does not necessarily correspond with the depth sample at that pixel.
Point Cloud Simplification
Since the registration algorithm previously described increases the point cloud density, point clouds of considerable redundancy are generated. Point cloud simplification represents an attractive alternative to this process because these point sets are converted into polygonal mesh representations of substantial size with the help of often computation and memory demanding surface reconstruction algorithms. By simplifying the point set first, any subsequent surface reconstruction becomes significantly faster. Point cloud simplification tends to be computationally more efficient and less memory demanding than mesh simplification since no mesh data structures need to be maintained [13] . Point cloud simplification algorithms that requires the construction and maintenance of a 3D Voronoi [1, 5] or a 3D Delaunay triangulation [3] tends to be computationally and memory expensive.
In the point cloud simplification algorithm, used in this project, there is no need to perform any prior surface algorithm. This algorithm, known as Fast Marching farthest point sampling [13] , supports both uniform and feature-sensitive point cloud simplification. This simplification algorithm uses Fast Marching [19] methods for the incremental computation of distance maps across the sampling domain and executes a farthest point sampling technique which performs equally well in both the uniform and the adaptive case.
The Farthest point sampling is intuitively based on the idea of minimizing any reconstruction error by repeatedly placing the next sample point in the middle of the least known area of the sampling domain [13] . The algorithm takes the bounded discrete Voronoi diagram representation of a planar domain. The Voronoi diagrams computed by the method represent true (discrete surface) Voronoi diagrams rather than a local, planar approximations. As a result, the point sets returned by the algorithm are truly irregular in a deterministic sense and retain the excellent space filling and anti-aliasing properties typical of farthest point sequences. The point farthest away from all other points (the next Farthest point sample) is given by the center of the largest circle empty of any other point. In the case of farthest point sample sets, this center necessarily coincides with a vertex of the bounded Voronoi diagram. This new sample point is inserted into the diagram and Fast Marching is used to locally update the Voronoi diagram. Thus, incremental discrete Voronoi diagram construction yields Farthest point samples progressively.
ICP Algorithm
The ICP [2] algorithm is a general purpose, representation independent method for the registration of 3D shapes. Intuitively, the surface registration occurs if there is a correspondence between two views of a surface when one view is placed at a proper position and orientation relative to the other. Thus, two views of a surface are said to be in registration when any pair of points (p i , q i ) from the two views representing the same surface point can be brought into coincidence by one rigid transformation [4] . That is, there exists a rigid transformation T , such that
where P and Q are two views of the same surface and T ·p i is the result of applying T to p i . According to [2] , the algorithm provides a solution for the free-form surface matching problem, that can be generalized to solve the point set matching problem without correspondence and the free-form curve matching problem. One of the main application of the ICP is to register digitized data from unfixtured rigid objects with an idealized geometric model prior to shape inspection. The algorithm can be used in most applications that would utilize a method to register 3D shapes because it can use the following representations of geometric data: point sets, line segment sets (polylines), implicit curves, parametric curves, triangle sets, implicit surfaces and parametric surfaces.
The ICP algorithm receives two 3D data sets as input and iteratively performs two operations until convergence: the data matching and the transformation estimation to align the data sets. Let P and Q be two data sets containing N p and N q points respectively. Taking the points of both sets, P = {p i }, i = 1, · · · , N p and Q = {q i }, i = 1, · · · , N q , the objective is evaluate a rotation matrix R and a translation vector t, such that P = R · P + t is aligned to Q. The algorithm can be stated as:
• The iteration starts by setting k = 0 and P k = P .
The steps below are applied until convergence within a tolerance τ .
-Compute the closest points. For each point in P k the closest point in Q is evaluated. The resultant corresponding point set C is generated: C = {c i }, i = 1, · · · , N p where C ⊂ Q and c i is the closest point to p i .
-Compute the registration: given the resultant corresponding point set C the mean square point objective function to be minimized is Note that p i is a point from the original data set P and not from the P k data set. The registration is computed using the original data set P and the closest points are computed using P k .
-Apply the registration: P k+1 = R · P + t.
-Terminate the iteration when the change in mean square error falls below a present threshold τ > 0 specifying the desired precision of the registration:
If a dimensionless threshold is desired, it is possible to replace τ with τ tr( x ), where the square root of the trace of the covariance of the model shape indicates the rough size of the model shape.
Closest Point Computation
As the Euclidean distance is computed for each point, the search for the closest point to a given point is O(N ) in time, where N = N n k is the total number of points in the second frame. Several methods exist to speed up the search process, such as k −d trees (k-dimensional binary search tree). The k − d tree, a generalization of bisection in one dimension to k dimensions [14] , creates a space-partitioning data structure where the points are organized in a k-dimensional space. A 3D tree is constructed as follows. To construct a 3D tree it is necessary to choose a plane parallel to yzplane passing through a data point P to cut the whole space into two (generalized) rectangular parallelepiped, known as half-spaces, such that there are approximately equal numbers of points on either side of the cut. Points to the left of this space represent the left subtree of that node and points to the right of the space are represented by the right subtree. Next, each tree is split by a plane parallel to xz-plane, and so on, letting at each step the direction of the cutting plane alternate between yz-, xz-and xy-plane. This splitting process continues until a rectangular parallelepiped not containing any point is reached.
In the closest point searching one approach is to compare the distance between a point in the first frame with all points in the second frame. The k − d tree approach a more efficient algorithm, by using the tree properties the algorithm quickly eliminates large portions of the search space. A given 3D point needs to be compared with the separating plane in order to decide on which side the search must continue. The search algorithm is a recursive procedure and the search stops when the closest point is reached. More formally, a node v of the 3D tree T is characterized by (P (v), t(v)) where P (v) is the point through which the space is cut in two and t(v) is the parameter that indicates whether the cutting plane is parallel to yz-, xz-or xy-plane. Two global variables P and D are used to save the point found and the correspondence distance [27] . The recursive function used in the search algorithm is declared as SEARCH(root(T ), x) and the search for the closest point can be stated as:
• input: a point x, a 3D tree and two global variables initialized to −1 and D max , respectively
• output: the closest point P and the corresponding distance D.
• procedure:
Registration Algorithm
The registration algorithm uses a quaternion-based algorithm. The unit quaternion is a four vector q R = q 0 q 1 q 2 q 3 T , where q 0 ≥ 0, and q 
The complete registration state vector q is denoted q = q R | q T T . As stated before, the mean square objective function to be minimized is
The center of mass µ p of the measured point set P and the center of mass µ c for corresponding point set C are given by
The cross-variance matrix P C of the sets P and C is given by
The cyclic components of the anti-symmetric matrix A ij = ( P C − T P C ) ij are used to form the column vector ∆ = A 23 A 31 A 12 T . This vector is then used to form the symmetric 4 × 4 matrix Q( P C ).
where I 3 is the 3 × 3 identity matrix. The unity eigenvector q R = q 0 q 1 q 2 q 3 T corresponding to the maximum eigenvalue of the matrix Q( P C ) is selected as the optimal rotation. The optimal translation vector is given by
This least squares quaternion is denoted as
where d ms is the mean square point matching error.
Modified ICP Algorithm
Although the ICP algorithm is widely used to register 3D point clouds, some limitations must be addressed. The algorithm has a local minima very close to the global minimum and getting trapped at one of these local minima can lead to sub-optimal registration accuracy. In [2] an approach to sample the 6-dimensional space of the rigid motion parameters, and run the ICP registration from each sample pose is suggested. This method does not really address the problem of local minima close to the global one because the subset of initial poses that will converge to the global minimum can be very small, and therefore the pose sampling may miss them completely. In the ICP algorithm described by Besl and McKay [2] a point-to-point error metric is used in which the sum of the squared distance between points in each correspondence pair is minimized, therefore each point in one data set is paired with the closest point in the other data set to form correspondence pairs. The use of this ICP algorithm is not suitable because there are some outliers in both point clouds due to sensor movement. The conventional ICP algorithm [2] iteratively executes the point correspondence by determining the points from one set that are closest to the points in the other set. The correspondence cannot be one-to-one, because outliers can exist because of occlusion, appearance and disappearance. Actually, it is necessary to execute subset-subset point correspondence.
The proposed ICP algorithm improved the point correspondence algorithm by using robust statistics to generate a dynamic distance threshold on the distance allowed between closest points. This dynamic distance threshold is used to relax the requirement that one data set be a proper subset of the other, so that partially overlapping data sets can be registered. Instead of matches all points, this technique uses a distance parameter D and a statistical analysis to remove some of them.
The algorithm uses a maximum tolerable distance D 1 max to choose the matches that will be used, thus each point {p i } in the first data set whose distance to its closest point is less than D 1 max is retained, together with its closest point {q i } and their distance {d i }. The mean µ and the sample deviation is given by
The maximum tolerable distance D 1 max is adaptively set based on statistics of the distance evaluated values. The mean µ is compared with the distance parameter D to update D 1 max using the distances statistics. The iteration ends when the change in the translation and rotation is less than 1%.
The proposed algorithm also adds a weight to the points that are closer to the sensor. Since the weight is used in the registration precision (d k −d k+1 ), the algorithm will force a better registration of the points that are near to the sensor. As the sensor can perform translation and rotation movement, considering only the rotation movement the point that are near will have a smaller displacement when compared with the points that are far.
Results
The 3D visualization from multiples views involved two algorithms implementation: the proposed ICP algorithm used in the point cloud correspondence determination and the point cloud simplification used to accelerate the registration process. From the tested algorithms it was possible to correctly reconstruct the scene from a number of Figure 5 . The initial point cloud generated by the captured images. Figure 6 . Registration output applied to the captured point cloud. Table 1 . One iteration comparison using the captured point set and the simplified point set. Figure 8 . Registration using 12 images.
perspective images of the scene. The point cloud is constructed from the depth and color images of the Kinect and represents the initial step in the registration of multiple data sets taken from different views. The initial point cloud generated by the images captured by the Kinect can be viewed in Fig. 5 . The algorithm were tested in two different situations, in the first situation only a rotation movement were applied to the sensor and in the second situation a rotation and translation movement were applied to the sensor. Initially the ICP algorithm were applied using two simplified point cloud sets to obtain the transformation for registration of the corresponding points. Since the simplified point cloud set is smaller than the captured point set, the registration algorithm is faster using the simplified point cloud set. The table 1 shows a comparison between the iteration performance using the captured point set and the simplified point set.
The computed transformation is then applied to the captured point set to generate the 3D scene point cloud. The Fig. 6 shows that the output registration can perform the registration successfully considering only the rotation movement. The registration can be better visualized in the Fig. 7 where it is possible to see both point clouds before the registration (see Fig. 7.(a) ) and after the registration (see Fig. 7.(b) ).
The Fig. 8 shows the final reconstruction using 12 images. From the initial point cloud captured by the sensor (321000 points) it was possible to generate a point cloud with 3686400 points. Considering the case of translation and rotation movement, it was possible to notice that the registration were not perfect because the algorithm converges to a local minimum. The Fig. 9 shows the final reconstruction using 11 images.
Conclusion & Future Work
From the results, it is possible to verify that the use of the proposed ICP algorithm with a simplified point cloud con- Figure 9 . Registration using 11 images.
stitutes an effective way to recover the transformation to match two point clouds. The output with translation and rotation is worst compared to the case when only a rotation is applied. The point-to-camera distance (proximity) used as a weighting factor forces the algorithm to match the points that are near therefore the algorithm performance is better when the scene presents some small objects near the scene even when there is a camera movement. Since the dynamic distance threshold is used to allow data sets partial overlapping, when the camera is capturing a scene with points in one plane only (a wall for example) the algorithm reaches local minimum. Tests showed that the use of a simplified point cloud does not have much influence in the point cloud registration. Moreover the registration using the simplified point cloud is faster than the registration using the captured point cloud set.
Directions for future work include the parallel implementation of the ICP algorithm to improve the time performance and the definition of a robust criteria to avoid the local minimum convergence. The combination of the point cloud simplification with an improved parallel ICP forms the basis of a real time scene reconstruction system.
