In our previous publications we introduced differential calculus on the enveloping algebras U (gl(m)) similar to the usual calculus on the commutative algebra Sym(gl(m)). The main ingredient of our calculus are quantum partial derivatives which turn into the usual partial derivatives in the classical limit. In the particular case m = 2 we prolonged this calculus on a central extension A of the algebra U (gl(2)). In the present paper we consider the problem of a further extension of the quantum partial derivatives on the skew-field of the algebra A and define the corresponding de Rham complex. As an application of the differential calculus we suggest a method of transferring dynamical models defined on Sym(u(2)) to the algebra U (u(2)) (we call this procedure the quantization with noncommutative configuration space). In this sense we quantize the Dirac monopole and find a solution of this model.
Introduction
By Quantum Geometry we mean a sort of Noncommutative (NC) Geometry dealing with objects and operators which are deformations of the classical ones. The main ingredients of this type Geometry are analogs of partial derivatives defined on the algebras 1 U (gl(m) h ) or their extentions. These quantum partial derivatives have the mentioned deformation property: for h = 0 they turn into the usual partial derivatives on the algebra Sym(gl(m)). Besides, similarly to the usual partial derivatives, the quantum 2 ones commute with each other.
This Quantum Geometry enables us to quantize dynamical models in the following sense. Consider a differential operator, corresponding to such a model. If the coefficients of the operator belong to the algebra Sym(gl(m)), we replace them by their noncommutative counterparts from the algebra U (gl(m) h ). Then, on replacing the usual partial derivatives by their quantum counterparts, we get a quantum differential operator well defined on the algebra U (gl(m) h ). We call this procedure the quantization with noncommutative configuration space since the final operators acts on a NC algebra and not on a Hilbert space.
However, it is not clear how to quantize an operator with more general coefficients, e.g. rational functions. In order to quantize such an operator, we have to extend the quantization of the algebra Sym(gl(m)) to the field of rational functions, as well as to extend the quantum partial derivatives to the skew-field (division ring) of the algebra U (gl(m) h ). A similar question arises while we add some elements of an algebraic central extension to the initial algebra. In the present paper we give an answer to this question in a particular case m = 2 (in fact, we deal with the compact form U (u(2) h ) of the algebra U (gl(2) h )). The ground field K is assumed to be C (except the last section where K = R). Now, we briefly recall a way of introducing the quantum partial derivatives. The way, which is the most similar to the classical one, is based on the coproduct defined on the commutative algebra D, which is generated by the quantum partial derivatives. Let {n l k } be the standard basis in the algebra U (gl(m) h ). Define an action of a quantum partial derivative
and extend this action on higher order monomials in the generators by means of the following coproduct:
Note that this coproduct is coassociative but not cocommutative.
Emphasize that for h = 0 we get the standard coproduct for the classical partial derivatives on the algebra Sym(gl(m)) (the usual Leibniz rule). The coproduct (1.1) enables us to compute the action of a quantum partial derivative ∂ j i on a product ab, provided we know the action of all partial derivatives on a ∈ U (gl(m) h ) and b ∈ U (gl(m) h ) separately. Whereas, in the classical case it suffices to know the action of the same derivative ∂ j i on the factors. This coproduct also enables us to define the so-called permutation relations in the following way:
where ∆(∂) = ∂ (1) ⊗ ∂ (2) in the Sweedler's notation. Thus, formula (1.2) gives rise to a map
enabling us to introduce an associative product in U (gl(m) h ) ⊗ D by the formula
Here · ⊗ · stands for products in the factors. The resulting algebra U (gl(m) h ) ⊗ D is called the quantum Weyl-Heisenberg (WH) algebra 3 and is denoted W(U (gl(m) h )). Thus, the main role in the construction of the WH algebra is played by the coproduct (1.1) which is a deformation of the classical one. However, there exist algebras, related to braidings and close in a sense to the enveloping algebras U (gl(m) h ), in which the quantum partial derivatives and analogs of the WH algebras can also be introduced, but no coproduct similar to (1.1) is known. We do not consider such algebras here and refer the reader to the paper [3, 5] , where they are studied and the corresponding differential calculus is constructed. Thus, the permutation relations constitute the second (and in principle, more general) way for introducing quantum partial derivatives.
Once the partial derivatives are defined, we can construct an analog of the de Rham complex with the usual property d 2 = 0 of the de Rham operator. This complex differs from the Hochschild or cyclic ones, usually employed in other approaches to NC Geometry. In contrast with the latter complexes, the terms of ours are deformations of their classical counterparts.
In the current paper we deal with the algebra U (u(2) h ) (which can be viewed as a deformed space-time algebra). The main objective of this paper is an extension of our differential calculus on U (u(2) h ) up to a bigger algebra, which would include some central algebraic extension and the division ring of the algebra U (u(2) h ). The main problem consists in finding a proper extension of the partial derivatives on the mentioned algebra. In order to solve this problem, we introduce a special matrixΘ(a) composed of the partial derivatives and consider a map U (u(2) h ) ∋ a → Θ(a), where the notationΘ(a) means that any entry of the matrixΘ(a) is applied to a given element a. This map is multiplicative. We treat this property as one of the forms of the Leibniz rule. In order to define an action of the partial derivatives on the element a −1 , a = 0 we have to invert the matrixΘ(a). After having reviewed different forms of the Leibniz rule for the partial derivatives on the algebra U (u(2) h ) (section 2), we consider the problem of explicit inverting the matricesΘ(a) in function of a given element a. Finally, in section 3 we extend the partial derivatives and other elements of our differential calculus on a family containing the algebra U (u(2) h ). In section 4 we explain how this differential calculus can be used in a quantization of dynamical models in a new sense, which consists in transferring these models to noncommutative configuration space. In section 5 we apply this method for quantization (in our sense) of the Dirac monopole. As a result we arrive to a NC version of this model. Acknowledgement. This research was supported jointly by the National Research University -"Higher School of Economics" Academic Fund Program (grant No.15-09-0279) and by the grant of RFBR No.14-01-00474-a.
Quantum partial derivatives: different forms of the Leibniz rule
In this section we consider different ways of introducing the quantum partial derivatives and corresponding forms of the Leibniz rule. First, we recall the definition of the Weyl-Heisenberg algebra W(U (u(2) h )). Similarly to the classical case, it is generated by two subalgebras. One of them is the enveloping algebra U (u(2) h ). It is generated by the unit 1 U (u(2) h ) and elements {t, x, y, z} subject to the relations
Note that the element t and the quadratic Casimir element
) is generated by these two elements.
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The second subalgebra of the algebra W(U (u(2) h )) (denoted D) is generated by the unit 1 D and by the commutative elements ∂ t , ∂ x , ∂ y , ∂ z . Also, we impose the following permutation relations among the generators ∂ t , ∂ x , ∂ y , ∂ z ∈ D and t, x, y, z ∈ U (u(2) h ):
Hereafter, the notation∂ t stands for the shifted derivative in t:
Also, we assume that the unit 1 U (u(2) h ) (resp., 1 D ) permutes with elements of D (resp., U (u(2) h )) in the standard way, i.e. by means of the usual flip. Extending the above permutation relations to the whole algebras U (u(2) h ) and D, we get the map σ (1.3). Note, that the elements ∂ u , u ∈ {x, y, z} in the r.h.s. of (2.1) must be treated as 1 U (u(2) h ) ⊗ ∂ u , and the term∂ t = ∂ t + 2 h as 1 U (u(2) h ) ⊗∂ t . Hereafter, we omit the symbol ⊗ when it does not lead to a misunderstanding.
In order to convert the quantum partial derivatives into operators we need the counit ε : D → K which is an algebra homomorphism defined on the generators by
Taking into account the definition of∂ t , we get ε(∂ t ) = 2 h . Then, in order to find an action of a partial derivative ∂ u on an element a ∈ U (u(2) h ) we permute the elements ∂ u and a in the product ∂ u ⊗ a with the use of the relations (2.1) and apply the above counit map to the right factor, belonging to D. The resulting element is denoted ∂ u (a).
This definition immediately entails that ∂ x (x) = 1, ∂ x (y) = ∂ x (z) = 0 and so on, i.e. the partial derivatives act on the generators of the algebra U (u(2) h ) is the same way as in the algebra Sym(u(2)). By contrary, the action of the partial derivatives on higher degree elements of the algebra U (u(2) h ) differ from the classical one.
Let us consider an example. Using the permutation relations, we get
Now, by applying the counit to factors belonging to the algebra D, we get ∂ x (yz) = h 2 . In the same way we get ∂ x (zy) = − h 2 . This result is compatible with the relation yz − zy = hx. Thus, the permutation relations (2.1) together with the counit ε can be considered as an analog of the classical Leibniz rule. Another form the Leibniz rule for the partial derivatives on the algebra U (u(2) h ) can be presented as follows. For h = 1 we identify the generators t, x, y, z with elements of the algebra End(V ), where V is the fundamental u(2)-module. Namely, we have
Let • : End(V ) ⊗2 → End(V ) be the usual product, namely, the composition of endomorphisms. Then we have the following multiplication table for the elements t, x, y, z:
where stand for the cyclic permutations x → y → z. Note, that the u(2) Lie bracket is related to this product as follows
Then the action ∂ u (ab), u, a, b ∈ {t, x, y, z} is defined by
This rule together with its extension to the higher degree polynomials was called in [4] the h-Leibniz rule. One more form of the Leibniz rule is based on a coproduct
which in fact is a particular case of that (1.1) realized in the basis {∂ t , ∂ x , ∂ y , ∂ z }. In the explicit form it reads:
Being rewritten in terms of the shifted derivative∂ t , the coproduct (2.4) takes the form
(2.5) So, the shifted derivative∂ t allows one to present this coproduct in the multiplicative form (2.5) whereas its initial form (2.4) is additive-multiplicative. Now, consider the permutation relations between the column
(T stands for the transposition) and any element a ∈ U (u(2) h ). We have
This is a direct consequence of (2.5) and (1.2). Here, the notation Θ(a) stands for the matrix whose entries result from applying the corresponding entries of the matrix Θ to a. Also, note that the coproduct ∆, being applied to the matrix Θ (i.e. to each entry), leads to the formula
where the notation A . ⊗ B stands for the matrix with entries (A
k . This entails the following relation
Hereafter, we also use another parameter which differs from h by a factor: h = 2i . Thus, up to a factor the map U (u(2) h ) ∋ a → Θ(a) is a morphism of the algebra U (u(2) h ) into the algebra Mat(U (u(2) h )) of 4 × 4 matrices with coefficients belonging to U (u(2) h ). More precisely, the mapΘ = i Θ is a morphism:
(2.8)
In particular,Θ(1 U (u(2) h ) ) = I. Hereafter, by abusing the notation, we treat Θ andΘ as matrices and as the corresponding maps from U (u(2) h ) to Mat(U (u(2) h )). Let us exhibit the images of the elements x, y, z, and Cas under the mapΘ:
We treat the multiplicativity of the mapΘ as another form of the Leibniz rule. In the next section we define an extension of the algebra U (u(2) h ) and prolong the partial derivatives and consequently the mapΘ on the extended algebra so that this multiplicativity remains valid. In this sense we will speak about an extension of the WH algebra W(U (u(2) h )).
Extending quantum partial derivatives
The mentioned extension of the algebra U (u(2) h ) will be constructed in two steps. First, construct a central algebraic extension of this algebra defined as follows. Consider the matrix composed of the generators of the algebra U (u(2) h )
Remark 1 This matrix is useful for realizing the defining relations of the algebra U (u(2) h )) in a concise form:
where P is the matrix of the usual flip u ⊗ v → v ⊗ u and N 1 = N ⊗ I.
The matrix N , called the generating matrix of the algebra U (u(2) h )), is subject to the following NC analog of the Cayley-Hamilton (CH) identity:
Note that the coefficients of the polynomial χ(N ), are scalar and belong to the center Z(U (u(2) h )) of the algebra U (u(2) h ).
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Remark 2 Note that a CH identity with similar properties is valid for generating matrices of the algebras U (gl(m) h ) and their super-and braided analogs (see [1] ). In all these cases the generating matrix is composed of generators of the corresponding algebra in a special way. In [1] a version of the CH identity was also suggested for generating matrices of other quantum matrix algebras, in particular the RTT one. However, for them the powers of such a generating matrix are not treated in the usual sense and the coefficients of the corresponding polynomial χ are not central.
The roots µ 1 and µ 2 of the polynomial χ(µ) are called the eigenvalues of the matrix N . They are elements of an algebraic extension of the center Z (U (u(2) h )) .
By expressing the generators t and Cas of the center Z(U (u(2) h )) via the eigenvalues µ 1 and µ 2 we get
where µ = µ 1 − µ 2 . Below we do not need the eigenvalues and only include the quantity µ in the extended algebra, where µ is assumed to be central. More precisely, we deal with the following quantity
which is called the quantum radius (recall that h = 2i ). Let K(t, r ) stand for the field of all rational functions in t and r (if necessary, K(t, r ) can be enlarged up to the field of meromorphic functions or formal series). Now, we put
Hereafter, J stands for the ideal generated by a subset J. The quantum radius is central in the algebra A, since it is so for the quantity µ. In order to fix the sign of the square root in (3.4), we assume the quantum radius to be positive provided is real and x, y, z are represented by Hermitian operators.
In [4] we extended the quantum partial derivatives to the algebra A. This enables us to compute the imageΘ(a) of any element a ∈ A. For instant, let us exhibit the matrixΘ(r ):
We extend the action of the mapΘ onto the algebra K(t, r ) in a natural way by settinĝ Θ(f (t, r )) = f (Θ(t),Θ(r )), f ∈ K(t, r ).
Proposition 3
The mapΘ : A → Mat(A) is well defined, i.e. the matrixΘ(r ) commutes with any matrixΘ(a), a ∈ U (u(2) h ) and the mapΘ is compatible with the relation Cas = r 2 − 2 , i.e.Θ (Cas) =Θ(r ) 2 − 2 I. (3.7)
Proof. The both claims can be proved by straightforward computations. Note, that it suffices to verify the first claim for a ∈ {x, y, z} only.
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Remark 4 In fact, the relation (3.7) can be used in order to find the matrixΘ(r ). In [3, 4] we employed a similar method for finding the result of applying the partial derivatives to r p but we dealt with other matrices and their spectral decompositions. Now, pass to the second step of extending the algebra U (u(2) h ) and consider the skew-field A = A[A −1 ]. This field consists of left fractions a −1 b, a, b ∈ A, a = 0 which in virtue of the Ore property can be presented as right fractions c d −1 . We would like to extend the mapΘ to the skew-field A, but in fact, we will extend the mapΘ only on its subset.
First, recall the method of solving the same problem in a commutative unital algebra A. Let V : A → A be a vector field, i.e. an operator subject to the usual Leibniz rule. Then applying V to the element a a −1 = 1, we get
For instance, if we set V = ∂ x in the algebra Sym(u (2)), we get the classical result
However, the classical Leibniz rule is not valid in the algebra U (u(2) h ). Instead, we use the multiplicativity of the mapΘ (this property can be viewed a form of the new Leibniz rule). As was said above, we putΘ(a −1 ) =Θ(a) −1 by definition, provided the matrixΘ(a) is invertible in the algebra Mat(A). Thus, the mapΘ is well defined on the subsetÃ ⊂ A consisting of elements a such that the corresponding matrixΘ(a) is invertible.
Observe that the matrixΘ(r ) is invertible. Moreover, it is not difficult to find the matrix Θ(r p ) = i Θ(r p ), p ∈ Z. Its entries can be easily computed according to the following formulae (see [4] 
and
where ∂ r (f (r )) = f (r + ) − f (r − ) 2 is the derivative in the quantum radius introduced in [4] .
For instance, if p = −1 we have
Now, we are able to calculate the matrixΘ(r p ), p ∈ Z. We havê
where A is the following matrix
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This matrix meets the following relation
It can be easily checked that
If for a given element a ∈ A, a = 0 the entries of the matrixΘ(a) commute with each other, then the inverse matrixΘ(a) −1 with coefficients from A can be found in the usual way. So, in this case the matrixΘ(a) is invertible iff the determinant of this matrix does not vanish. Note that the determinant in this case reads
In general, we can only apply the Gauss method in order to trigonalize the matrixΘ(a). It is possible in the skew-field A. However, in so doing, we have to assume a series of elements appearing in computations to be different from 0 in order to invert them. This condition is not explicit enough. It would be desirable to get a more explicit condition.
Note, that the entries of each matrixΘ(t),Θ(x),Θ(y),Θ(z) commute with each other. Besides, detΘ(x) = (x 2 − 2 ) 2 and so on. So, these matrices are invertible in the algebra A. By contrast, the entries of the matrixΘ(r ) do not commute with each other but, as we have seen, this matrix is invertible. We get the matrixΘ(r −1 ) by putting p = −1 in (3.10). Now, let us consider a more general example
Then the matrixΘ(a) readŝ
Unfortunately, we have not succeeded in explicit inverting the matrixΘ(r −α 0 t+α 1 x+α 2 y+ α 3 z) if at least one of the quantities α 1 , α 2 , α 3 does not vanish. Nevertheless, as follows from our considerations, for all elements a ∈ A[x −1 , y −1 , z −1 ] (noncommutative Laurent polynomials) the matricesΘ(a) are invertible.
The "quantum partial derivatives" on this algebra are defined on the generators in the usual way, but the Leibniz rule is modified according to the coproduct
It is possible to quantize the algebra Sym(g) and the corresponding algebra of differential operators in the manner discussed at the beginning of this section. However, the corresponding quantum calculus is much less rich. In, particular, this algebra does not enable one to quantize the radius.
One more algebra, which can be considered as a NC configuration space, stems from Moyal quantization of a constant Poisson bracket. For such an algebra the corresponding "phase space" can be constructed with the help of the usual partial derivatives. Nevertheless, there are no such structures covariant with respect to the group SO(3).
Noncommutative Dirac monopole
Let us quantize the Maxwell system on the Minkowski space by the method presented in the previous sections.
As is known, the Maxwell system consists of 4 equations. The first couple of these equations is (we put c = 1) divH = 0, rotE + ∂ t H = 0, where E = (E 1 , E 2 , E 3 ) and H = (H 1 , H 2 , H 3 ) are the vectors of electric and magnetic fields respectively. The second pair of the Maxwell equations in vacuum is divE = 0, rotH − ∂ t E = 0.
Let us consider a particular case of this system, giving rise to the Dirac monopole, i.e. we assume E to be zero, and consequently H is assumed to be stationary. Then, we get the following system for the magnetic field divH = 0, rotH = (0, 0, 0).
(5.1)
We look for a spherical symmetric solution of the system (5.1), that is, H = f (r)(x, y, z), where f (r) is a function in the radius r to be defined. From the first equation of this system we get the equation on f : 3f + r df dr = 0.
This equation has the general solution f (r) = g r −3 where g is a constant which is assumed to be real. However, the field H = g r 3 (x, y, z) is a solution of the equation divH = 0 only on the set R 3 \ (0, 0, 0), whereas, on the whole space R 3 this field meets the equation divH = 4 gπδ(r), (5.2) where δ(r) is the delta-function on the space R 3 located at the point (0, 0, 0). As for the second equation of (5.1), it is satisfied by H = f (r)(x, y, z) with any rational function f (r). Now, let us apply our quantization to this model. Since the Maxwell system and consequently, the system (5.1) consists of operators with constant coefficients, its quantization in our sense is somewhat easy. We only have to replace all partial derivatives by their quantum counterparts.
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