Many theories of social capital contend that dense ties within networks develop norms that govern the behavior of group members also establishing surveillance and sanctioning systems for violations of those norms. Compliance with those norms provides the basis for trust in the community as behavior become more predictable. Coleman (1988), Burt (2005) and many other scholars argue that networks with closure are sources of social capital precisely because densely connected groups transmit and reinforce group norms. Thus, social networks are perceived as critical in the diffusion and reinforcement of important civic and other norms.
chapter briefly explains the logic motivating experiments and provides an example of each type of experiment to study norm formation within social networks. 1 ***** Friends, family members, co-workers and neighbors influence one another's actions and attitudes. Neighbors tend to vote in blocs 2 and children often follow their parents' lead in political behaviors and beliefs. 3 These phenomena lead some to believe that interpersonal influence is obvious and ubiquitous. This very ubiquity, however, makes accurate detection of interpersonal influence a complicated endeavor.
For instance, neighborhoods often exhibit a remarkable homogeneity with regards to aesthetics, social status, and even norms. Social pressures may lead to conformity regarding lawn care standards, but it is also possible that the family chose to move into the neighborhood because they felt comfortable with the existing norms. Casual discussions about politics can create agreement on political matters, but people living in close proximity often possess similar incomes and, thus, share similar material interests that shape political views. Nearly every example of norm formation within social networks possesses an equally plausible counter explanation involving selection. Randomized experiments offer a method of isolating the effects of interpersonal influence.
1 Each experiment is presented at length in Nickerson 2005 . 2 V.O. Key offers one of the earliest and most famous examples of context effects in voting. 3 Newcomb and Svehla established this using modern survey techniques in 1937 (Newcomb and Svehla 1937) , but the observation dates back at least as far as Plato. Jennings and Niemi (1974) provide a thorough analysis of this topic.
The Benefits of Randomization
For our purposes, an experiment is any random application of a factor on a pool of subjects. Classic experiments randomly divide subjects into a treatment group, which receives an intervention, and a control group, which does not. 4 Because the division is random, the treatment group and control group should be comparable. In other words, the likelihood that a subject receives the intervention is not affected by their age, income, education, gregariousness, curiosity, or any other trait. An experiment has been correctly designed when a subject's assignment to treatment or control provides no information about their demographic or other characteristics.
The chief attraction of experiments is the ease with which they can isolate unique influences of the manipulated treatment. (1). 4 Application of the treatment can be split as many ways as the researcher desires. Medical researchers often experiment with different doses of the same drug. Lotteries like Powerball could be thought of income experiments with the range of winnings constituting the different treatment groups (and the losers serving as the control group).
Nor does the treatment need to involve a single factor. Factorial design can easily accommodate interactions between multiple treatments. For instance, suppose one wanted to know whether citizens are mobilized by leaflets, a knock on the door, or a combination of both. To test this, registered voters in a neighborhood could be randomly assigned to receive only a leaflet, only a knock on the door, both the leaflet and the knock on the door, or no contact at all from the campaign. The voter turnout rates between the four groups could then be compared to determine which technology is more cost effective increasing turnout. But suppose that an experimenter devised a study where subjects were randomly divided into a treatment group that was exposed to the opinions of their neighbors ( 1 1 A  ), and a control group that was never informed of how neighbors felt ( 1 0 A  ). We could then apply Equation 1 to both the treatment group, denoted by subscript T, and the control group, denoted by subscript C. Equation 2 presents the difference between the treatment and control groups:
Because the treatment and control groups are randomly assigned, the manipulated factor 1 A should be the only independent variable that differs between the two groups. With sufficiently large sample sizes the observed, unobserved, and contingent factors balance out. This is expressed mathematically as
TC E   . Thus, the treatment is dichotomous, equation 2 can be reduced to:
In words, to estimate the effect of one person's opinions on another person's opinions,  , the experimenter simply needs to subtract the mean of the control group from the mean of the treatment group when a randomized experiment is conducted. 
Laboratory versus Field Experiments
Laboratory experiments are commonly employed tool in social science. They have examined the effect of discussing news with others (e.g., Iyengar and Kinder 1987) , the role of personal information in trust games (e.g., Wilson and Musick 1997) , exposure to discordant ideas on political tolerance (e.g., Mutz 2001) , and the spread of rumors (e.g., Allport and Postman 1940) .
Unfortunately, such studies remove subjects from the social networks the experimenter is trying to assess. Because the setting is artificial, findings may or may not translate to the original networks. While such studies provide interesting insights into interactions in anonymous settings (of which there are many), they appear to be severely limited in their ability to deliver findings about the original social networks. Ultimately, the extent to which laboratory findings translate to actual neighborhoods needs to be tested. If the goal is to describe interactions in settings in which subjects exist on a day-to-day basis, field experiments are essential to confirm and extend results from the lab.
There is no obvious method of making organic social networks amenable to experimental manipulation. In many instances, the task will prove impossible. However, in principle, not adding to the presuppositions of the model. The uncertainty associated with the experimental estimate of  is due to sampling error, not model misspecification. randomized field experiments can study interpersonal and social influence in three ways: 1) create a randomized social network; 2) control the flow of communication within an existing social network; or 3) introduce exogenous shocks into the network and trace the effect of the shock. 7 Examples of each one of these tactics are presented in order.
Creating and Measuring a Randomized Network
Observational studies of neighborhoods such as Oliver (2001) Duncan et al. 2003) . The cases of college students and prisoners are particularly interesting because the governing authority not only assigns rooms but also room-or 7 These three protocols are not mutually exclusive; in principle, a researcher could design an experiment where communication about a controlled external event takes place within a randomly constructed social network. However, given the difficulty in executing each experiment on its own, combining the different types may be overkill.
cellmates. After assignments are made, people explore the social topography and form relationships with those around them.
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Usually assignments within these communities use a conscious decision-making process.
Many colleges ask incoming students to answer surveys of varying lengths to determine the compatibility of roommates and create demographic balance within dorms. But in the instances where assignments are made randomly (not just haphazardly), an experiment has been conducted and all a researcher has to do is collect the data. Because all the persons of a certain type have been randomly distributed, there is no risk that civically engaged persons opted into the same apartment building or that all violent criminals are in a particular cellblock. If interpersonal influence effects are strong enough, pockets of norms, behaviors, and opinions will form beyond what is attributable to random chance. If the context effects are weak, then any pockets of homogeneity will probably be the result of sampling variance (i.e., a group of Republicans placed together by random chance) and estimates of influence will not reject the null hypothesis of individuals being unaffected by their roommates.
9
It is important to note what is measured when assignments are controlled within a social network. Such experiments measure context effects and not individual interactions. While neighbors (and perhaps roommates) are externally imposed, the subject remains free to select the people with whom they interact the most -their friends. A regression analysis considering the influence of the norms in an apartment building will yield accurate estimates of the effect of these norms on the behavior and beliefs of the individual subject. In contrast, a survey comparing the attitudes of friends will be biased because of self-selection and unobserved 8 This set up differs from lab experiments in that the subjects are living within the social context as opposed to operating in it for brief periods of time. The interactions are not artificial by definition because the constructed framework really is the social network in which the subject resides. 9 To be more precise, the null hypothesis will not be rejected 95% of the time.
heterogeneity. The randomization of one facet of social interaction does not purge the entire process of bias.
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An experiment that used randomized social networks to study the spread of norms was conducted during the 2002-2003 school year at a college that randomly assigned new students to housing (see Nickerson 2005 , chapter 3). The school is typical of residential campuses across the country. It is a somewhat selective, mid-sized private school in a suburban East Coast setting.
Unlike students at Dartmouth, Reed and Williams College (i.e., the sites of the grade point average studies), the students at this college were not the academic elite. Racially, the student body mirrors broader society, however, with tuition, room and board costing more than $30,000, the students come from wealthier than average families.
Students were randomly assigned to rooms within suites of dormitories. Rooms generally contained two students and suites consisted of four rooms sharing a living space and bathroom. Given the relatively intimate accommodations, one could reasonably expect behavioral contagion among both roommates and suitemates. At the beginning of the school year, there should be no correlation between the behaviors and beliefs of randomly selected roommate pairs, as every student has an equal chance of being placed with a given roommate of the same gender.
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The predisposition of roommates (and suitemates) constitutes the treatment to which a student was exposed. Some students had apathetic roommates with no real political opinions, while others will be presented with strident Democrats or Republicans. causes of a student's opinion at the end of the year.
Data for the study came from a 28 question, two-wave panel survey administered during the second day of freshman orientation and the week prior to final exams in the spring. Roughly half of the entering class took both the first and second wave of the survey. However, 45% of the students did not complete the full year of study and not all respondents had roommates and suitemates complete the survey. As a result, the sample of students answering both surveys with pre-survey information for roommates and suitemates is relatively small (N=230). Fortunately, beginning-of-the-year attitudes explain most of the variance in end-of-year-attitudes, so the study has sufficient statistical power to detect influence.
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Questions probed a range of political 12 Following the lead of Sacerdote (2001) , when a student has two roommates, the views of both roommates will be Averaging loses information but in no way biased the analysis. 13 No meaningful correlation was found between pre-existing attitudes among either roommates or suitemates.
beliefs ranging from broad ideology to sentiments regarding specific groups or attitudes about particular programs. Imagine two students who begin the year indifferent to homosexuals (i.e., rating of 0). One student is placed with a roommate who has an unfavorable view of homosexuals (i.e., -2), the other student with a roommate with a favorable view of homosexuals (i.e., +2). By the end of the year, our results predict that one student will have a slightly unfavorable view of homosexuals (i.e., -0.5), the other a slightly favorable view (i.e., +0.5).
Even more striking is the fact that a student's attitude at the beginning of the year is by far the best predictor of the student's opinion at the end of the school year. 15 The coefficients are much larger than the peer effect coefficients, with most in the range of 0.35 to 0.56 and statistically significant. For the homosexual question, the pre-test coefficient is over twice as high as the roommate coefficient and the coefficient for the pot smokers question was over three times larger than the suitemate one.
Some behaviors do seem to shift somewhat based on roommate and suitemate influence.
Few would be surprised that students whose roommates enjoy discussing politics also report discussing politics (though they are no more interested in politics at the end of the year).
Similarly, students whose suitemates regularly read the newspaper or watch television are more likely to consume such readily available media. However, even opinion questions on the legal drinking age and marijuana may capture behaviors. Roommates who procure illicit substances may alter attitudes simply by lowering barriers to usage.
Attitudes concerning homosexuality are the only exception to this pattern. A possible explanation is that, freed from direct parental oversight, college represents the first opportunity for young people to encounter homosexuality. The intimate living conditions with non-family members may increase the relevance of the topic. The combination unfamiliarity and importance probably creates an environment where interpersonal influence is strong.
The results of the study are not surprising, but they are instructive. By far the best predictors of a student's attitudes at the end of the year are her attitudes at the beginning of the year. Moreover, no peer effects whatsoever were detected on bedrock political attitudes such as partisan identification, taxes, and welfare. The views of roommates and suitemates matter, but only on behavioral, unfamiliar or highly salient topics and the effects are seen only on the margins.
Randomized Structured Interactions within an Existing Network
If answers about common residential life are desired, one must study behavior and interactions within the existing social network. The second experimental design seeks to do precisely this by controlling and measuring interaction between subjects in a current network.
The literature on interpersonal influence within a network posits two kinds of mechanisms for convergence in attitudes and actions. In the first, friends and neighbors explicitly transfer information and ideas. This fits the classic Norman Rockwell image of neighbors talking over the fence or meeting at the corner store. Politics, for instance, may be touched upon only briefly, but communication of ideas around politics is explicit.
The second mechanism involves a diffusion of norms and expectations among peers. When considering these two approaches, the first is easier to tackle experimentally because its communication is direct and explicit. 16 The researcher simply needs to force members of the network to comply with a protocol that dictates the content of conversations.
This can be done by recruiting members to participate in the experiment. The model is similar to how Huckfeldt and Sprague (1995) ask subjects to provide the names of people with whom they discuss politics. Huckfeldt and Sprague (1995) asked subjects questions about past interactions with the friends listed (and then interviewed the friends in the same fashion).
In the type of experiment described here, the volunteers are asked to initiate communication with a select set of friends. The list of friends is randomly divided into the various treatment groups and the volunteer is then instructed to carry out the protocol. An alternative hypothesis is that friends who are willing to volunteer time to encourage voting may operate in social circles where few people can be mobilized. The majority of the volunteer's friends will already vote, so it will be impossible to motivate them to do more.
Another potential issue is that serial abstainers residing in social networks where voting is the 17 One problem that may arise is treatment contagion where members of the control group interact with members of the treatment group and are exposed to some portion of the treatment. The problem of contagion can be bypassed in two ways. First, the researcher can simply select a set of subjects who are unlikely to infect one another. The distance need not be spatial; it could be along any dimension, such as social or temporal. The second solution is to randomly vary the density of the treatment (i.e., the subjects in one set receive a high dosage of the treatment while subjects in another set receive a low dosage). If the treatment is contagious, then the estimated treatment effects will be smaller for populations with a high percentage of subjects assigned to the treatment group than populations with a low percentage of subjects provided the treatment. While this will not eliminate contamination of the control group by the treatment group, it does provide a means of detecting the source of error.
norm probably have a reason for not voting and will resist strongly. They may be ineligible or simply detest politics.
An experiment was designed to test these hypotheses; volunteers were asked to list friends, neighbors, and coworkers they thought were unlikely to vote in the Congressional election. These individuals were then randomly assigned to be either contacted by the volunteer about voting or left alone. 18 After the election, the volunteers reported the names of the people they spoke with and official voter files were checked to determine who had voted. Analyses were run to determine whether subjects assigned to the treatment or control group were more likely to vote.
Volunteers were recruited from two sources. The first source was a 501(c)3 organization named Vote for America that mobilized voters via peer-to-peer networks. The organization had been active during the 2000 Presidential election in Rhode Island. It was eager to evaluate its model in an area where its volunteers were experienced, well-trained, and received robust organizational oversight and support. Thirty-one volunteers were recruited, who listed 481 friends to be mobilized. One-fourth of each volunteer's list was assigned to the control group and the remaining three-fourths were targeted for mobilization.
The second sample of volunteers was recruited on-line through email appeals.
Ultimately, 65 volunteers successfully completed the protocol and lived in regions where voter databases were readily accessible. These 65 volunteers listed a total of 374 friends and neighbors; these were evenly divided into treatment and control conditions. Given the lack of training and support for Internet volunteers, one might expect the volunteers recruited over the 18 Randomization tests indicated that the treatment and control were extremely similar with regards to observable characteristics. The only noticeable difference is that the control group for the internet volunteer sample was slightly less likely to be registered than the treatment group. However, this difference did not cross traditional thresholds of statistical significance and there is no reason to assume the randomization failed in any sense.
Internet to be less effective than Vote for America participants, so the two experiments are analyzed separately. Table 2 reports the results for both experiments.
. .
Insert Table 2 about here . .
Neither experiment demonstrated any increase in voter turnout after accounting for slight imbalances between treatment and control groups. In fact, individuals who were approached by a friend regarding the election were an average 4.6 percentage points less likely to vote in the internet experiment and 3.2 percentage points less likely to vote in the Vote for America experiment. While a demobilization effect from peer-to-peer contact is extremely hard to believe, the experimental results strongly suggest that peer-to-peer mobilization is less effective than traditional mobilization from a stranger.
Given the consensus in the literature on the strength of personal ties, this null finding is surprising. Two explanations immediately suggest themselves. The first is that selection into homogenous social networks outweighs the importance of reputation and persuasion. Many people declined to participate in the experiment because "everyone I know votes." For such individuals, contacting members of their social circles will do little to increase turnout because everyone is planning to vote already. Participating volunteers were instructed to target people whom they thought might not vote. It might be possible that individuals who operate in social circles where voting is the norm but who regularly abstain cannot be mobilized.
A second explanation is that friends and neighbors actually are less effective at mobilizing voters. Perhaps developed trust between two individuals has narrow bounds and requests outside of these boundaries have little or no influence. The knock on a door from a friend to ask for civic participation may have seemed artificial. Why bring up voting after many years? The appeal may have even been perceived as insulting. If this explanation is true, then it is possible that in this case norms are transferred not through direct conversations but through subtext and social expectations. While the study is obviously small, it is suggestive of how interpersonal influence may need to be indirect in some situations.
Exogenous Shocks to a Network
It is not always possible to manipulate structured interactions within a network. An alternative strategy allows the researcher to focus on the influence of an external shock as it diffuses through the network. The exogenous shock design is versatile and can address a range of topics. The diffusion of information, the contagion of behaviors, and the passage of opinions through influence are all designed and analyzed the same way. It can also deal with almost any topic and whether the subjects should be informed, persuaded, indoctrinated, or something else.
However, attention to detail is paramount to avoid selection bias. The key step is to establish baseline rates for the behavior or belief in question. In order to measure change, the researcher needs to know what the subject's starting point is and then what the difference is.
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There are two primary methods for doing this. The more traditional one involves taking a measure of the network prior to the introduction of the exogenous shock (e.g., a survey). The results obtained after the intervention are then compared to this baseline. While surveys are not randomized experiments, they can offer a scientific mode of analysis in this setting. This is because the researcher is actively providing a treatment rather than passively measuring the effect of past interactions. Other researchers can replicate the pattern of diffusion measured by the researcher at different times and places, on different topics. This model of analysis is akin to a physicist dropping a rock in a pool and attempting to model the waves.
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The second model uses a placebo as the reference group. Two parallel exogenous interventions are made and they each serve as the other's point of reference. Both treatment and placebo need to meet two stringent requirements. First, the two interventions must not lead to the same outcome. If the treatment of interest is expected to improve political knowledge, then the placebo should be unrelated -even indirectly -to politics. In addition, the two treatments must travel through the network at roughly the same rate. A placebo that does not travel far from the point of its introduction would be a poor comparison for a treatment that spreads through a network quickly.
Selecting two treatments that meet both requirements can be difficult. The extent to which a design meets these two criteria is an empirical matter and can be difficult to gauge prior to conducting the study. 21 However, thinking through the realities can often give experimenters a sense of major differences. For instance, encouraging families to recycle paper is not a very good placebo for a treatment encouraging families to recycle aluminum because the two behaviors are likely linked. A rumor concerning police brutality is likely to spread through a neighborhood much more quickly than a piece of information on the mayor's electoral platform.
20 A fabulous example of this protocol was provided by Dodd (1952) . One in five people in a town of 950 people were told a six word slogan for a coffee company and were told that anyone able to repeat the slogan in two days would receive a free pound of coffee. The next day a plane dropped thirty thousand leaflets over the town. The leaflets stated that one in five people in town knew a six word slogan and anyone able to repeat the slogan would receive a free pound of coffee. The day after the massive literature drop, researchers knocked on every door in the town to see who knew the slogan (and hand out the coffee). Dodd conducted similar experiments in other cities and using different modes of mass communication. 21 There is no reason why the two protocol designs cannot be combined. The panel framework has the advantage of mapping the network prior to the intervention so the system is more contained and easier to trace. The placebo design has the advantage of controlling for all temporal effects since both interventions take place at the same time.
The strengths of each design cover the weaknesses of the other, so the dual design is optimal. The added complexity makes the execution of the protocol more difficult, but that is the only downside.
An experiment using the exogenous shock design was conducted during the 2002
Congressional Primaries in Denver and Minneapolis. The social network considered was very small -households with two registered voters -and the behavior traced was voter turnout.
Various two-voter households in Denver and Minneapolis were randomly selected to receive face-to-face encouragement on either of two subjects: recycling or voting. 22 The mobilization effect of face-to-face canvassing is well established (see Green 2000 or Gerber, Green, and Nickerson 2003) , so it makes an excellent exogenous shock. The hypothesis is that people who answer the door and receive the Get Out The Vote (GOTV) message will turn out at Households were also assigned to a control group that received no visit from the campaign. The purpose of the control group was simply to verify that the mobilization effect detected was genuine. 23 The similarity of the treatment and placebo groups on observed characteristics is striking. Every randomization check supports this conclusion.
of cohabitants is not an issue in the slightest since the randomization of the treatment occurs only within the set of people who have selected each other. The experiment considers a unique and small social network, but it measures voter contagion very precisely.
When pooled together, the two experiments showed a 9.8 percentage point boost in turnout from being exposed to the GOTV message. In Denver, the campaign contacted 33% of the households in both the GOTV and recycling conditions for a total of 563 households receiving either the treatment or the placebo. Among the people who answered the door, those receiving the voting appeal were 8.6 percentage points more likely to vote than people answering the door and hearing the recycling message. In Minneapolis, 45% (394) of the target households were successfully contacted. The direct treatment effect was a robust 10.9 percentage points.
Surprisingly, over 60% of this boost in turnout was passed onto the other person in the household. Persons not answering the door in Denver households exposed to the voting appeal were 5.5 percentage points more likely to vote and in Minneapolis the boost in turnout was 6.4
percentage points over households assigned to the recycling message. Pooled together, we find registered voters in the household were 6 percentage points more likely to vote even though they were not directly exposed to the voting message. 
Conclusion
Similarities between pairs of people can be the result of a number of factors:
interpersonal influence, similar pre-existing dispositions, structural incentives, a selection process that weeds out dissimilar individuals, exposure to identical exogenous factors, or social linkages. Unfortunately, "The observational data that would be necessary to disentangle each of these component parts fully and directly are unavailable, and very nearly unimaginable" (Huckfeldt and Sprague 1995, 164) . Because of this, scholars who use observational data to try and estimate the effect of interpersonal influence,  , are often required to make unverifiable assumptions. In contrast, randomized field experiments require minimal assumptions about the process that generated the data or the relationship between the variables.
Part of the reason that experiments have not been used more in social science is that the questions asked are necessarily focused and therefore "small." The required control over the factor of interest limits the number of questions a researcher can answer in a given study and increases the difficulty in conducting research. This means studies on social capital, networks, and influence will need to be tightly focused, often dealing with one of the narrower slices or definition of social capital. 25 The predictive accuracy is all the more astounding when the dichotomous nature of voting is taken into account.
The virtue of this approach is that experiments allow small questions to be answered accurately. The researcher is forced to use the incremental notion of intellectual progress found in the natural sciences. The three experiments described in this paper illustrate how one might apply experiments to social networks. The findings are interesting and informative, but readers anticipating the final word on interpersonal or influence will be sorely disappointed.
That said, the three experiments contained in this chapter paint a picture of a subtle and slow process of norm diffusion. While voter turnout is contagious within a household, explicit appeals from members of a social network to vote are wholly ineffective. For some reason, the effort to harness the power of the social network to encourage the norm of voting backfired.
Similar limits were observed with regards to opinion contagion among first year college students.
Contagion was observed only on a select few topics and behaviors, while individuals remained unmoved on the vast majority of questions. Moreover, the attitudinal contagion was highly constrained by pre-existing beliefs.
These results run counter to many observational studies where readers are lead to believe we live in a world where citizens are constantly buffeted by the attitudes and actions of neighbors. Every person is a party switcher who just happened to move into a particular neighborhood in a particular suburb. The truth is that the diffusion and formation of community norms is a slow process. A detailed and incremental experimental approach can unravel the bigger questions of just how social capital is formed under conditions of social closure in a community. It is my hope that the modest examples included in this chapter will spur other scholars to pursue more ambitious experiments in the field. The dependent variable is the post-test response of the student. Unless otherwise stated, questions were on a 5-point agree/disagree scale. Favor/unfavorable ratings are on a 7-point scale.
implies p<0.1; ** implies p<0.05; *** implies p<0.01 
