A common problem with electrophysiological recording is the contamination of the signal of interest with 'hum' -interference generated at mains frequency by electrical apparatus in the vicinity of the preparation. The first, and by far the most appropriate, defence against this contamination is the proper use of shielding and grounding in the experimental set-up (Purves, 1981) . However, despite the best efforts of even the most expert experimentalist (not to mention the rest of us), it is an unfortunate reality that mains interference sometimes does occur. The inadvertent release of an all-important self-grounding connection by the experimenter, or the switching on of a piece of apparatus by a colleague in an adjacent room, can cause the appearance of the dreaded '50 cycle interference', with the result that the data from an experiment that may have been progressing very nicely up to that point suddenly becomes embarrassingly amateur in appearance.
Can anything be done to save the situation after the contaminated data have been recorded? The first thought is often to filter. Indeed, it is not uncommon for the recording
The Gatty Marine Laboratory, University of St Andrews, St Andrews, Fife KY16 8LB, UK apparatus itself to have a 50 Hz notch filter incorporated in it. However, this is not suitable if the signal of interest has within it components at or close to the 50 Hz frequency, as is the case with many intracellular recordings of neuronal membrane potential. Excitatory and inhibitory post-synaptic potentials (EPSPs and IPSPs), and nerve impulses themselves, may all have major frequency components in the 50 Hz region which will be substantially attenuated by a 50 Hz notch filter. Furthermore, mains interference may well have non-sinusoidal higher-frequency components present, as in the typical crenellated appearance of earth-loop interference.
An alternative approach described here is the subtraction of an 'average' episode of interference from successive episodes of the recording. This technique requires that the data be digitized with an A-to-D converter, with a sample rate that is some direct multiple of 50 Hz (or whatever the mains frequency is). Once the data have been digitized to this criterion, an average interference episode can be obtained by a process analogous to event-triggered signal averaging, in which an 'event' is generated internally every 20 ms (for UK mains frequency). Thus, if 0.5 s of data have been digitized at 10 kHz, there are 5000 samples in total, containing 25 episodes of the interference pattern. Each episode is contained within sequential 200-sample-wide tranches of the data record. To obtain an average episode of interference, we iterate through the data summing and averaging a series of windows each of 200 samples. To make this concrete, we sum together the 1st, 201st , 401st, 601st up to the 4801st data items and divide by 25, and put the result in the first bin of the average window; then we sum and average the 2nd, 202nd, 402nd data items, etc., and put that in the second bin, and so on. We end up with a 20 ms window which contains one episode of the interference pattern representing an average of the interference in the whole record. We then go back to the beginning of the original data, and subtract that average from each 20 ms window of the raw data, point by point for the 200 sample items. If the data contain a DC component, then this must be added back to the data after subtracting the average interference window (since the averaged interference obtained in the manner described will also contain the DC component, which is not interference). The DC component is simply determined by taking the average of the interference itself (i.e. summing the interference window from 1 to 200 and dividing by 200). The precise code to implement this obviously depends on the data-acquisition system in use. However, Figure 1 shows a code fragment (C++) which expresses the essential features of the process assuming digitization as described above, and should be easily modifiable to meet specific requirements.
In theory, if mains frequency were exactly 50 Hz, and the clock of the A-to-D converter used in digitizing the data were perfect, any data record of arbitrary length could be cleaned up in this manner. In practice, however, slight variations in frequency mean that the averaged interference episode is likely gradually to drift out of phase with the real interference, and thus may eventually sum with it rather than cancelling it. This can be avoided by dividing the record into segments, and treating each segment separately. In general, we find that there is little interference drift in 0.5 s, and thus data are usually treated in segments of this length.
An example of the use of this technique and its variations is shown in Figure 2 . First the raw data are shown (Figure 2A) . The upper trace in the record shows an extracellular recording from a sensory neurone (a campaniform sensillum) in the hind leg of the locust. The lower trace is an intracellular recording of the membrane potential of a flexor tibiae motorneurone innervating that limb. It is obvious from the record that when the sensory neuron is activated and spikes, the motorneuron membrane potential depolarizes (Burrows and Pfliiger, 1988) . However, the intracellular recording is heavily contaminated with 50 Hz interference, and this obscures the detail of the response in this trace. It is this interference that we wish to remove. In the remainder of the figure, only the intracellular recording is shown. Figure 2B shows the intracellular recording after removing the interference by digital subtraction. However, in this case the interference was not averaged, but rather each 20 ms episode of raw data was subtracted from itself, and the DC component was then added back. The result is that each 20 ms episode is completely flat, but the overall waveform follows the low frequency (DC) level of the original. This shows that the technique of adding the average DC component following digital subtraction does indeed reconstitute the original waveform. Figure 2C shows the signal after digital subtraction, but in this case a single 20 ms episode of the raw data, rather than the average interference, was subtracted sequentially from the record. The result of this is that the first 20 ms of the record become flat (since this was the episode of raw data subtracted). A considerable portion of the interference has been removed from the remaining record, since the raw data episode subtracted contained a substantial amount of interference, but a new spurious form of 50 Hz interference has appeared. This is because the single raw data episode contains some genuine data signal, as well as interference. By subtracting just this single episode, an inverted form of the genuine signal contained within it is added successively to each episode of the rest of the record. Figure 2D shows the final version of the cleaned record. In this case, the episode which is subtracted is the average interference, obtained by averaging 25 episodes of the raw data. So long as the genuine signal averages out to just the DC component in this number of episodes, then digital subtraction removes the interference but leaves the underlying signal completely unchanged. If the averaged data signal is not completely flat, then a spurious 50 Hz interference pattern will appear in the output. However, so long as this is low amplitude it will not obscure the real signal.
The data shown in Figure 2 are the initial portion of a recording which was in fact 4 s in duration. By the end of this period, there had been a phase shift in the interference with respect to the digitization. This is shown in Figure 2E , where average interference episodes are shown for the first halfsecond and the last half-second of the data. As can be seen, there is a slight shift in the phase of the interference. This means that if the average interference derived from the first half-second of the record were digitally subtracted from the data signal in the last part of the record, it would not remove the interference adequately (indeed it might exacerbate the interference by summing with it). The solution is not to average the interference over the whole 4 s of data, since the phase shift means that the average tends to zero. Instead, as mentioned above, the record should be broken into segments, and each segment treated separately.
The advantage of the digital subtraction technique over filtering is that it does not attenuate real data signals that contain components which vary at 50 Hz frequency, so long as these components do not significantly repeat at this frequency. In other words, a compound EPSP/IPSP pair may have a waveform very close to a single cycle of a 50 Hz sine wave, and would hence be severely attenuated by a 50 Hz notch filter. So long as these PSPs do not recur at 50 Hz, they will not appear in the average interference, and hence will not be attenuated by digital subtraction. A danger arises when a signal of interest does indeed repeat at, or close to, 50 Hz or a multiple thereof, in which case it will appear in the averaged interference record and will be attenuated in the real record. However, unless the signal is at exactly 50 Hz (when there is nothing that can be done except remove the interference at source), then the averaging procedure will eventually eliminate it. This may take a lot of cycles of averaging, in which case interference drift may be a problem. The solution here may be to digitize at high frequency and hand adjust the interference window (SamplesPer20ms in Figure 1 ) to compensate for drift.
Although, in theory, the technique should leave the underlying signal unchanged (within the limits mentioned above), it is definitely wise to guard against errors by fully testing any implementation with known data. Furthermore, use of digital subtraction should always be documented in any report, in the same way as any other data processing methodology. Finally, of course, the best solution of all is to repeat the experiment and eliminate the interference before recording the data.
