Abstract. We propose a new heuristic algorithm for solving random subset sum instances a1, . . . , an, t ∈ Z2n , which play a crucial role in cryptographic constructions. Our algorithm is search tree-based and solves the instances in a divide-and-conquer method using the representation method. From a high level perspective, our algorithm is similar to the algorithm of Howgrave-Graham-Joux (HGJ) and Becker-Coron-Joux (BCJ), but instead of enumerating the initial lists we sample candidate solutions. So whereas HGJ and BCJ are based on combinatorics, our analysis is stochastic. Our sampling technique introduces variance that increases the amount of representations and gives our algorithm more optimization flexibility. This results in the remarkable and natural property that we improve with increasing search tree depth. Whereas BCJ achieves the currently best known (heuristic) run time 2 0.291n for random subset sum, we improve (heuristically) down to 2 0.255n using a search tree of depth at least 13. We also apply our subset algorithm to the decoding of random binary linear codes, where we improve the best known run time of the Becker-Joux-May-Meurer algorithm from 2 0.048n in the half distance decoding setting down to 2 0.042n .
Introduction
Subset sum is one of the most fundamental hard problems in theoretical computer science, with a remarkable history of applications in cryptography [10, 12, 16, 20, 23] . Subset sum instances consist of a 1 , . . . , a n , t ∈ N, for which one has to find a subset of the a i that sums to t. The problem whether such a subset exists is NP-hard. It is well-known that subset sum can be solved in timẽ O(min(t, 2 n )), where theÕ-notation suppresses factors that are polynomial in the input size.
In 1974, Horowitz and Sahni [14] introduced a Meet-in-the-Middle approach that computes all partial sums i∈I 1 ⊆{1,...,n/2} a i and looks for a matching value upon the partial sums t − i∈I 2 ⊆{n/2+1,...,n} a i . The Horowitz-Sahni algorithm runs in time and space complexityÕ(2 n/2 ). Schroeppel and Shamir [26] improved the space complexity toÕ(2 n/4 ). These algorithms are still the fastest known for solving general instances of subset sum.
However, there are a number of classifications of the problem, which admit truly faster algorithms. For instance, Austrin et. al [1] showed, that by classifying instances by their maximal bin size β, which is the largest number of subsets of {a 1 , . . . , a n } that yield the same partial sum, there are large parameter ranges of β, for which subset sum can be solved in time 2 (0.5−ε)n for ε > 0. These parameter ranges have been further improved in [2] .
Random subset sum instances are another classification that has experienced significant progress in the last decade. Motivated by cryptographic constructions [16, 18, 19] , random hard instances are usually defined by choosing a = (a 1 , . . . , a n ) with a i ∈ R Z 2 n and setting t = a, e mod 2 n for a solution vector e ∈ {0, 1} n with Hamming weight wt(e) = n/2. In a breakthrough paper, Howgrave-Graham and Joux (HGJ) [15] showed that random subset sum instances can be solved in time 2 0.337n . Technically, the HGJ algorithm represents e as a 4-sum e 1 + e 2 + e 3 + e 4 with e i ∈ {0, 1} n having weight wt(e i ) = n/4 for all i = 1, . . . , 4. Notice that there are n n/4,n/4,n/4,n /4 ways to represent e as such a 4-sum. The crucial observation is that it is sufficient to construct a single representation of e for solving subset sum, and such a single solution may be constructed using a k-tree approach [8, 28] . As a consequence, the HGJ technique is called in the literature representation technique.
The representation technique was later used to show several interesting results for subset sum [3, 5, 7, 13] , among them a polynomial-space algorithm with timeÕ(2 0.86n ) [3] . The representation technique also led to improvements for decoding random binary linear codes [6, 9, 21, 22] .
Related work. At Eurocrypt 2011, Becker, Coron and Joux (BCJ) [5] proposed a modification to the HGJ algorithm with heuristic run time 2 0.291n . BCJ's underlying idea is to represent e as an 8-sum e 1 + . . . + e 8 with e i ∈ {−1, 0, 1} n , thereby enhancing HGJ's digit set by a (−1). This enhanced digit set has the benefit of significantly increasing the number of representation of e, at the cost of increasing the search space for the e i and of decreasing the probability that an 8-sum of {−1, 0, 1} n -vectors leads to a {0, 1} n -solution for subset sum.
The BCJ algorithm as well as the HGJ algorithm proceed in a divide-and-conquer fashion. The BCJ algorithm, for instance, first computes 8 lists of candidates z i ∈ {−1, 0, 1} n with a certain pre-defined (optimized) number of −1's, 0's and 1's. It then computes 2-sums z 1 + z 2 , . . . , z 7 + z 8 ∈ {−2, −1, 0, 1, 2} n and filters out all sums that contain ±2-entries, and in addition filters out among all remaining vectors those that do not possess another pre-defined (optimized) number of −1's, 0's and 1's. This very restrictive filtering is necessary in BCJ to control the list sizes (which in turn determine the run time). However, BCJ certainly filters out some candidates (z 1 , . . . , z 8 ) that are representations of e. Choosing α strictly greater than 1 8 has the advantage of obtaining more representations of e, at the cost of decreasing the probability that the desired property z = z 1 + . . . + z 4 ∈ {0, 1} n with wt(z) = n 2 holds. Notice that in HGJ's enumeration approach z = z 1 +. . .+z 4 ∈ {0, 1} n immediately implies a fixed target weight wt(z) = 4wt(z i ), whereas we still get a positive probability for our desired target weight wt(z) = n 2 even for choices α > 1 8 . Thus, our sampling provides more flexibility in adjusting weights for finding an optimal number of representations.
In Section 3, we show that our subset sum algorithm instantiated as a 4-sum algorithm like HGJ already achieves time complexity 2 0.296n , in comparison to 2 0.337n for HGJ.
Also when comparing to BCJ, our algorithm provides some crucial benefits. Recall that our candidates z i are chosen from {0, 1} n as opposed to {−1, 0, 1} n for BCJ. Eventually, we require that z = i z i ∈ {0, 1} n , since otherwise z cannot be a subset sum solution. Hence, our choice z i ∈ {0, 1} n immediately implies that all partial sums of z i must also lie in {0, 1} n , whereas for the choice z i ∈ {−1, 0, 1} n partial sums in general lie outside even {−1, 0, 1} n , but may still add up to a {0, 1} n -vector. Thus our choice allows for an efficient filtering process that never eliminates any representation of e, in contrast to the BCJ-filtering.
As a quite natural property and similar to Wagner's original k-tree algorithm, the (heuristic) run time of our subset sum algorithm improves when increasing the depth d of our search-tree construction. This property does not hold for HGJ and BCJ, which achieve optimal run times in depth 3 respectively depth 4. For our depth-d search tree, we represent e as a 2 d−1 -sum. We computed the run times T up to depth d = 13, see Table 1 . From Table 1 , we conjecture that the run time exponent of our algorithm converges for d → ∞. In any case, for d = 13 we obtain (heuristic) run time 2 0.255n .
Heuristic. In the analysis we only guarantee that in a single run of our algorithm the expected number of returned representations of the solution is at least one. We heuristically assume that the random variable that counts the number of representations per run of our algorithm is sharply centered around its expectation to conclude that a single run (or at most polynomially many runs) suffices to find a solution with good probability.
This treatment is similar to Wagner's original k-tree algorithm [28] and its applications [5, 15, 17] . The technical problem that arises in the study of k-tree type algorithms' success probability is that the solution is constructed via iterated combinations of partial sums that are in general not independent. Using the second moment method, Minder and Sinclair [24] showed that the effect of the introduced dependencies is very small for Wagner's original algorithm. Also using second moments, May, Meurer and Thomae [21] showed the success probability of their decoding application. Devadas et al. [11] proved that even in an iterated procedure that takes pairwise sums as in [17] the overall runtime is effected only by a (1+o(1))-factor in the exponent.
Notice that our heuristic must fail, if our subset sum algorithm clusters its representations around certain constraints, and thus finds in successful runs (too) many representations. We actively prevent such a clustering by enforcing restrictions that exclude the construction of "similar" representations, see e.g. the correctness restrictions in Sections 3.2 and 4.2.
Decoding. Let us briefly sketch the link between subset sum and the decoding of random linear codes. Let P ∈ F (n−k)×n 2 be a randomly chosen full rank matrix. Its kernel defines a k-dimensional linear code C := {c ∈ F n 2 | P c = 0}. Let d be C's distance, and consider an erroneous codeword y = c + e, c ∈ C, with error e of Hamming weight within unique decoding distance wt(e) ≤ d−1 2 . In decoding our goal is to recover e (and thus c) from P and y. Let us compute s = P y. By linearity we have s = P (c + e) = P e.
Write
. Then we may describe the decoding problem as a subset sum instance (p 1 , . . . , p n , s) over the group (F n−k 2 , +), instead of (Z 2 n , +). Notice that it is trivial to find an arbitrary solution e ∈ F n 2 to the set of n − k linear F 2 -equations P e = s. What makes the problem hard is that we look for a minimal Hamming weight solution e, a property from which subset sum algorithms usually profit.
In Section 5, we first use a general dimension reduction method for decoding, called Information Set Decoding (ISD) [25] , and then directly apply our subset sum algorithm. For the unique decoding scenario we improve the currently best known ISD algorithm from Becker et al [6] in combination with Nearest Neighbor search [22] from 2 0.048n down to 2 0.042n . In this paper, we solve instances of the random subset sum problem defined as follows.
Preliminaries

Definition 2.1 (Random Subset Sum).
Let a ∈ (Z 2 n ) n be chosen uniformly at random. For a random e ∈ {0, 1} n with wt(e) = n 2 let t = a, e . Then (a, t) ∈ (Z 2 n ) n+1 is called a random subset sum instance, while each e ′ ∈ {0, 1} n with a, e ′ = t is called a solution.
By construction, our subset sum instances have at least one solution and with high probability at most poly(n) many solutions. Let us assume for ease of notion that we have a unique solution e. We call any (e 1 , . . . , e k ) ∈ {0, 1} n k a representation of e iff e = e 1 + . . . + e k .
By H(·) we refer to the binary entropy function, which is defined on input α
, where we use the convention 0 log 0 := 0. We frequently approximate binomial coefficients by the entropy function, derived from Stirling's formula, as
Let X ∼ D be a discrete random variable following the distribution D, which is defined on a finite alphabet A. For x ∈ A let p X (x) := Pr [X = x]. We define the entropy of a random variable or equivalently its distribution as As already discussed in Section 1, for the validity of our heuristic we need that elements do not cluster. The following lemma guarantees that we do not obtain too many duplicate vectors when sampling a limited amount of x = (x 1 , . . . , x n ) with iid x i ∼ Bin m,α . Lemma 2.1. Assume that we sample vectors x = (x 1 , . . . , x n ) with iid x i ∼ Bin m,α . With overwhelming probability we obtain a set ofΩ (2 H(Binm, α) 
We define the following core set
Thus, in x we obtain the expected number of 0's, 1's, . . ., m's. We show that the probability p to hit the core set via sampling is polynomial. Moreover, the core set already has the desired amount of different vectors which are all hit with the same probability p |S| . Thus, via a coupon collector argument we find all vectors contained in S with overwhelming probability after hitting O(|S| log |S|) elements from S. We hit S with probability
Therefore it only costs us a polynomial overhead to sample from S. But S already has the desired size
which proves the claim.
A 4-Sum Subset Sum Algorithm with Complexity 2
0.296n
For didactical reasons, in this section we describe a 4-sum algorithm SSS (3) with search tree depth 3 that we generalize to an arbitrary depth-d algorithm SSS (d) in the subsequent section. Let e ∈ {0, 1} n be a solution of a subset sum instance (a, t), i.e. a, e = t mod 2 n . Let us represent e = e (1) 1 + e (1) 2 + e (1) 3 + e (1) 4 with e (1) i ∈ {0, 1} n . We will see that there exist exponentially many representations (e = t − a, e (1) 3 + e
Obviously, Equation (2) also holds modulo 2 ℓ 1 +ℓ 2 for any ℓ 1 + ℓ 2 ≤ n. In Figure 1 we construct on level 2 of our search tree in list L
1 candidates for the left hand side of Equation (2), and in list L (2) 2 candidates for the right hand side of Equation (2) . By the randomness of a, the inner products a, x for all x ∈ {0, 1} n distribute uniformly modulo 2 n and thus also modulo 2 ℓ 1 +ℓ 2 . Thus, if we fix a certain constraint c (2) 1 ∈ Z 2 ℓ 1 +ℓ 2 then we expect that a 1 2 ℓ 1 +ℓ 2 -fraction of all representations satisfies a, e 1 + e 2 = c (2) 1 mod 2 ℓ 1 +ℓ 2 . This enables us to filter out elements of the search space, as well as representations via constraints.
Our goal is to construct on expectation a single representation (e (1) 1 , . . . , e (1) 4 ) of e on Level 3 in Figure 1 . To this end, we initially construct on level 1 candidates z such that we consider only those candidates z
On level 2 we construct candidates z
The lists on level i ≥ 1 are constructed in a typical k-tree list join manner [28] , e.g. for constructing level-2 list L
1 we sort L and then for every z
2 we find via binary search all elements z
a, z
Notice that z
4 ∈ {0, 1, 2, 3, 4} n since we compute a 4-sum of vectors z (1) i ∈ {0, 1} n . Thus, the elements in the final list L (3) 1 are in general not a solution to the subset sum problem. However, in our construction we tune the parameters α, ℓ 1 , ℓ 2 such that we expect to obtain a representation (e 1 yields a subset sum solution (on expectation). A pseudocode description of the 4-sum algorithm is given by Algorithm 1, where we define the join operator for k ∈ N as
Computing the Number of Representations
Let e be a subset sum solution. We denote by R 13 the expected number of level-1 representations of e as 4-sums e
4 . By R 23 we denote the expected number of level-2 representations of e as 2-sums of level-2 elements, i.e. e = e (2) 1 + e (2) 2 . Moreover, by R 12 we denote the expected number of representations of a fixed e (2) 1 for some level-2 representation of e as 2-sums e (2) 1 = e (1) taken over all representations (e
4 ) of e (see also Figure 1 ). More formally, we define
4 | e = e
4 }| ,
2 | e = e (2) 1 + e (2) 2 }| and for a fixed e (2) 1 of any level-2 representation from R 23
1 , e (1) 2 , e (1) 3 , e (1) 4 ) ∈ R 13 }| .
Also we define r ij = log R ij . Let us compute the values R 13 , R 23 , R 12 and their corresponding r ij . At this point, we ignore for a moment the fact that we put constraints c 
Recall that a candidate (z
4 is a representation of e iff z
1 +. . .+z 
Algorithm 1 SSS (3) -Sample Subset Sum in depth 3
Input: subset sum instance (a, t) = (a 1 , . . . , a n , t) ∈ Z n+1 2 n Output: solution e ∈ {0, 1} n satisfying a, e = t mod 2 n or ⊥ Parameters: α ∈ (0, 1),
repeat 4 :
1 : e ∈ {0, 1} n then 19: return e 20: else return ⊥ By construction, Algorithm 1 computes every level-1 list L
Thus, we expect to have R 13 =Θ(2 4H(α)n )q representations of e as a 4-sum, resulting in
R 23 denotes the number of representations of e as (e
1 , e
2 ) from level-2 list elements. Let (z
be an arbitrary combination of level-2 elements. As before, (z
2 ) is a representation of e with probability q. Let z i be any coordinate of z
are themselves 2-sums of elements from B n (α) we have z
2j−1 and L (1) 2j . The Cartesian product of level-1 lists from which we construct our level-2 lists is of size (Bin 2,α ) n ), since otherwise we may simply cut the lists. Therefore, we expect R 23 =Θ(2 2H(Bin 2,α )n )q level-2 representations of e. This leads to
Since every element of a level-2 representation e
1 = e
1 + e
2 and e
2 = e
3 + e
4 each has by definition R 12 representations as sums of level-1 vectors, we obtain the relation R 2 12 R 23 = R 13 , respectively
Correctness of our 4-sum Algorithm SSS (3)
Let e be a solution to our subset sum problem. Our goal is to eliminate all but one representation (e
1 , . . . , e
4
) of e on level 1 in the course of algorithm SSS (3) (Algorithm 1, illustrated in Figure 1 ). As already mentioned, we use constraints to eliminate representations.
Let us start on level one, and let (e
4 ) be an arbitrary level-1 representation of e. Then a, e (1) 1 + e (1) 2 + e (1) 3 + e Therefore, the value of a, e 4 ) lies at the heart of the efficacy of the representation method. In summary, we expect that R 13 2 3ℓ 1 representations pass the level-1 constraints. For the level-2 join we conclude similarly by imposing two additional constraints c
2 on ℓ 1 + ℓ 2 bits. We define the first constraint c (2) 1 ∈ R Z 2 ℓ 1 +ℓ 2 such that it is consistent with the level-1 constraints, i.e. c Hence by setting c
1 mod 2 ℓ 1 +ℓ 2 , every level-2 representation (e
2 ) that satisfies constraint c 
2 (resp. e
2 ) has R 12 different representations. To avoid multiple constructions of the same e (2) 1 (resp. e (2) 2 ) and therefore clustering of representations, we impose the additional restriction
since the two ℓ 1 -bit constraints c
2 together eliminate an 
Since the level-3 list can be computed on the fly, the memory requirement is
It remains to determine L (1) , L (2) , L (3) . Since we put an ℓ 1 -bit constraint on level-1 lists we obtain
The ℓ 2 -bit constraint on level-2 lists leads to
Eventually, the n − ℓ 1 − ℓ 2 -bit constraint on our level-3 list yields
An optimization of the parameters α, ℓ 1 , ℓ 2 under the constraints ℓ 1 n ≥ 2H(α) − H(Bin 2,α ) and
from Equation (3) and Equation (4) 
Subset Sum Algorithm SSS (d) with Arbitrary Search Tree Depth
Our subset sum algorithm SSS (d) for arbitrary depth d is given in Algorithm 2. The user is also advised to follow its illustration in Figure 2 . Analogous to the 4-sum algorithm, we first construct on level 1 candidates z
2 d−1 ∈ {0, 1} n , where each z As before, we construct L
. However, as opposed to the 4-sum algorithm, we now impose a filtering process in line 16 of SSS (d) .
Filtering lists. Lists on level i contain candidate representations (z
By definition every representation of e is a tuple of {0, 1} n -vectors. However by construction in SSS (d) (without filtering), every element of level i > 1 is a sum of 2 i−1 binary vectors, and thus in general lives in {0, 1, . . . ,
j cannot be part of a valid representation of e, and may safely be filtered out. Therefore, after constructing each L (i) j , we immediately eliminate all non-binary vectors. For notational convenience we also filter on level 1, albeit all level-1 elements must be binary by construction.
Remark 4.1. For the 4-sum algorithm SSS (3) in Section 3 we omitted list filtering for ease of exposition. In the analysis in Section 3.3, filtering on level 2 would lead to a decreased list size L (3) on level 3. However, L (3) does not dominate the total run time, and therefore filtering does not improve SSS (3) .
Computing the Number of Representations
We denote by R id the number of level-i representations (e 
Algorithm 2 SSS (d) -Sample Subset Sum in depth d
repeat 4 : 
until |L 
Choose random c
Compute c
1 : e ∈ {0, 1} n then 
Hence, we obtain 
By definition there are R id representations (e 2 i−1 ), which implies Equation (7). Using Equation (7), we can directly compute R 1i from R id . Let us now derive a formula for R id . Level-i elements z with |L
which implies that list L (i) j (without any elimination due to constraints) contains at leastΘ(2 H(B n i (α)) ) many (not necessarily different) 2-sums. By heuristically treating these elements as iid sampled from B n i (α), an application of Lemma 2.1 yields that L (i) j also contains at leastΘ(2 H(B n i (α)) ) many different elements. Thus, we expect R id =Θ(2 2 d−i H(B n i (α)) )q representations of e on level i, respectively
Together with Equation (7), we obtain
Correctness of SSS (d)
On level 1 we put 2 d−1 many ℓ 1 -bit constraints c In general, on level i we put 2 d−i many additional ℓ i -bit constraints. Thus, we filter out on expectation an additional
-fraction of all representation. In total over all levels, since we start with R 1d representations we expect that
representations satisfy all constraints.
Since our goal is that at least one representation survives, this implies the restriction
Lower bound restrictions for our heuristic's validity. As discussed in Section 1, we have to guarantee that on every level i,
j of a representation (e 
A shift of variables and an application of Equations (6), (8) and (9) gives us the d − 1 restrictions 
It remains to compute the expected list sizes L (i) . Each level-i list is constructed from the Cartesian product of two filtered level-(i − 1) lists by imposing an
j )| denote the expected size of filtered lists. Further, we denote by δ i the probability that a level-i element gets filtered, i.e. L (1) , since level-1 elements are by construction in {0, 1} n . For completeness, we also define
Before solving the recursion given by Equation (11) 
This recursion can be solved as
Notice that by definition
We now solve the recursion from Equation (11) as
Since we may only store filtered elements, the memory complexity is
Minimization of the runtime T with regard to the constraints from Equation (10) for depth d = 3, . . . , 13 yields the parameters given in Table 2 .
Application to Decoding
Let us define the decoding problem for random linear codes.
Definition 5.1 (Decoding Problem
be the parity check matrix of a kdimensional random linear code C = {c ∈ F n 2 | P x = 0} of constant rate k n = Θ (1) . For y ∈ {0, 1} n , (P, y) defines an instance of the decoding problem, for which one has to find some e ∈ F n 2 of minimal Hamming weight such that P e = P y.
Notice that P (y + e) = P e + P y = 0. Thus, y + e is the closest codeword to y in Hamming distance. Further notice that the decoding problem admits a unique solution as long as ω = wt(e) ≤ Table 2 : Runtime and memory exponent (rounded upwards) as a function of the search tree depth d, and corresponding optimal parameters. We write α = Let e be a solution to our decoding problem of weight ω = wt(e). In the following we assume wlog that ω is known, otherwise we could iterate over all possible ω within some linear overhead in n. As one would expect complexity grows with ω. So we achieve worst-case complexity in the half-distance decoding setting for ω = ISD. Our algorithm belongs to the class of Information Set Decoding (ISD). Let (P, y) be a decoding problem with syndrome s := P y. We have to find some e of weight ω such that P e = s. Notice that for any permutation matrix Π ∈ F n×n 2 we have (P Π −1 )(Πe) = s. If we choose some 0 ≤ ℓ ≤ n − k, then with constant probability there exists some G ∈ F
. Then by construction
Assume our permutation Π induces weight distribution wt(e ′ ) = p, wt(e ′′ ) = ω − p. Then for solving the decoding problem, by Equation (13) it is enough to find e ′ ∈ F k+ℓ 2 of weight wt(e ′ ) = p satisfying
Eventually, we recover the solution as e = Π −1 (e ′ , e ′′ ). Thus in ISD algorithms, instead of finding some e ∈ F n 2 of weight ω satisfying P e = s, one finds e ′ ∈ F k+ℓ 2 of weight p ≪ ω satisfying P e ′ = s ′ . This comes at the (usually exponential) cost of finding a permutation Π satisfying wt(e ′ ) = p.
Modifying and Applying our Algorithm. Let e be a decoding solution, and Π be a permutation with Πe = (e ′ , e ′′ ) ∈ F k+ℓ 2 × F n−k−ℓ 2 and wt(e ′ ) = p. In our ISD algorithm (Algorithm 4) that fixes ℓ, p and iterates over candidates for Π, we find a solution of the subset sum-type problem P 1 e ′ = s ′ from Equation (14) 
Computing the Number of Representations
The following analysis reflects an adaption of the analysis in Sections 3.1 and 4.1 to the F k+ℓ 2 -setting. Analogous to Sections 3.1 and 4.1 we obtain the total number of representations r 14 (see Equation (6)) as
and the values r 12 , r 13 (see Equation (8)) as
However, since the distributions over F 4 and Pr y
Eventually, for level-4 elements y (4) = z
8 we have Pr y
and Pr y (4)
Algorithm 3 SSS (4)
b -Binary Sample Subset Sum in depth 4 Input: 
12:
13:
14:
for j = 1 to 2 d−i do 15: Compute L 
Correctness of Algorithm 4 and SSS (4) b
Let e be a solution of our decoding problem. Notice that Algorithm 4 succeeds whenever the permutation matrix Π from line 2 induces the correct weight distribution on Πe = (e ′ , e ′′ ) ∈ F k+ℓ 2 × F n−k−ℓ 2
, Gaussian elimination succeeds in line 3, and our subroutine SSS 
Gaussian elimination in line 3 succeeds whenever the last n − k − ℓ columns of P Π contain a submatrix from GL n−k−ℓ (F 2 ), which happens with constant probability.
Algorithm 4
Input: syndrome decoding instance (P, y, ω) Output: solution e ∈ {0, 1} n satisfying P e = P y and wt(e) = ω Parameters: k n , α ∈ (0, 1), p with 0 ≤ p ≤ ω, and ℓ with 0 ≤ ℓ < n − k 1: repeat 2: Choose random permutation matrix Π ∈ F n×n 2 .
3:
Compute via Gaussian elimination G: G(P Π −1 ) = P 1 0 P 2 I n−k−ℓ .
4:
Compute GP y = (s ′ , s ′′ ) ∈ F k+ℓ 2 × F n−k−ℓ 2 .
5:
e ′ ← SSS (4) b (P 1 , P 2 , s ′ , s ′′ , p) 6 : until e ′ = ⊥ 7: return e = Π −1 (e ′ , P 2 e ′ + s ′′ )
For the correctness of subroutine SSS (4) b in line 5 we have to impose the same restrictions as in Section 4.2 (see Equation (10) 
Runtime of Algorithm 4
By Equation ( 
, L (4) ) and M = max(L (0) , L (1) , L (2) , L (3) ) . Hence, the total expected time complexity of Algorithm 4 becomes
Optimization in the half distance decoding setting yields complexities Our run time T HDD = 2 0.0418n polynomially improves (with exponent ≈ 38 43 ) on the previously best known run time of 2 0.0473n from [6] in combination with [22] . 
Our run time T FDD = 2 0.0923n also improves on 2 0.0953n from [6] in combination with [22] . However as opposed to half distance decoding, for the full decoding setting there are improved ISD techniques known. Building on [6] , Both and May [9] recently achieved full distance decoding in 2 0.0885n . We conjecture that a combination of [9] with our SSS (4) b leads to further (slight) improvements.
