The present paper describes an algorithm for estimating the translation vector and the rotation matrix of a moving body from noisy measurements on the spatial co-ordinates of at least three non-collinear markers. A sensitivity analysis of the estimated parameters and of the helical axis is presented in terms of characteristics of the marker distribution. The implementation of the proposed algorithm in a FORTRANsubroutine is appended.
In this paper only the motion of one bone from time t, to time tz is considered. If the bone is assumed to be rigid, many algorithms are available to determine the kinematical parameters (translation vector, rotation matrix, helical axis etc.) that characterize the motion from time tI to time t2 (Rodrigues, 1840; Kinzel et al., 1972; Selvik, 1974; Chao, 1978; Panjabi and White, 1971; Youm and Yoon, 1979; Spoor and Veldpaus, 1980 etc.) . The method to be discussed in this paper comes close to the method given by Spoor and Veldpaus (1980) . An unweighted least-squares method is employed to determine the primary unknowns, being a translation vector r and the rotation matrix R of the bone at time t2 with respect to time t, All other kinematical parameters, like the helical axis, are secondary unknowns that can be estimated as soon as r and R are known. a = k g ai.
I I
Another characteristic is the distribution matrix A which only depends on the relative position vectors ai -a of the Pi (i = 1, 2, , m) with respect to the centre P,,. This matrix is given by Some of the disadvantages of the algorithm of Spoor and Veldpaus (1980) , especially the calculation of the eigenvectors of a 3*3 matrix, are avoided here. Furthermore, the formulation in this paper is more suitable for analyzing the sensitivity of the kinematical parameters to small disturbances in the measured coordinates of the markers.
where the superscript T denotes transposition. From this definition it is seen that A is symmetric and semipositive definite (Gantmacher, 1977) . As a consequence, the eigenvalues c(, . a2 and CC~ of A are real, non-negative numbers, which can be ordered such that CL~ >, a2 3 a3 > 0. Without any restriction the corresponding unit eigenvectors qI, g, and q, may be assumed to be mutually orthogonal, i.e. qFr,tk = 6, for j, k = 1,2,3. Here, ~5~~ is the Kronecker-delta (6,k = 1 if j = k and a,, = 0 otherwise). As a result, A is given (in spectral representation) by: A = i Xjqjqf; q:qk = 61, for j. k = 1, 2, 3. j= 1 (2.3)
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(2.1)
(2.2)
A marker distribution is 3-dimensional or spatial if all eigenvalues of A differ significantly from zero. Then A is a regular matrix with positive determinant, i.e. det(A) = CC, a,a3 > 0. In this case the rank of A. 45 denoted by rk (A), is equal to 3. A marker distribution is 2-dimensional or planar if the smallest eigenvalue of A, aj, is equal to zero while the other eigenvalues, al and Q, differ significantly from zero and are of the same order of magnitude. In this case A is singular: det (A) = 0 and rk (A) = 2. If only one eigenvalue of A dithers significantly from zero, i.e. if a1 > 0 and a2 a3 = 0, the marker distribution is l-dimensional or liear. Then det(A) = Oand rk(A) = 1. In the sequel it is assumed that the marker distribution is spatial or at least planar, which implies that rk (A) > 2. Apart from the mean position vector a the matrix A will appear to be the only relevant characteristic of the marker distribution.
If the body is rigid, the motion from time t = t, to time t = t2 can be described in terms of the sum of the translation of PO, characterized by the translation vector r, and a rotation around PO, characterized by the rotation matrix R which of course satisfies
In this case, the position vector pi of Pi (i = 1, 2, . , m) at time t = t2 is related to the position vector ai of Pi at time t = ti by the isometric (or Euclidean) transformation pi=a+r+R(ai-a).
(2.5) For simplicity, in the remainder of this paper the position vectors al, a2, . . . a,,, of the markers at time t = tl are considered error-free. If necessary, errors in these vectors can be taken into account with slight modifications of the equations. Due to the fact that a real body is not perfectly rigid and due to measurement errors the measured position vectors al, $2, , $,,, ofi the markers at time t = t2 will differ from the exact valuespl,pz,.
. . , pm at that time. As a consequence, it is impossible to determine the exact translation vector r and the exact rotation matrix R from measured data.
THE UNWEIGHTED LEAST-SQUARES PROCEDURE
To determine an approximation i for the exact translation vector r of the centre PO of the marker distribution and an approximation fi for the exact rotation matrix R a least squares method is used, where markers are treated with the same weight. It is assumed that the best approximations for r and R are the vector P and the matrix fi that minimize the least-squares function f = f (r, H) , defined by:
1-l X (ii-a-P-fi(ai-a))].
(3.1)
Here, the vector ii -a -i -i? (ai -a) is the difference between the measured vector ti of Pi (i = 1,2, , m) at time t = t2 and the fitted vector a + i + fi (ai -a) of Pi at that time. Requiring f = f(f, 8) to be minimal means that the fitted positions of the markers must be as close as possible to the measured positions. It can easily be shown from the definition thatf'= f'(t, A) is given by:
where the trace of a matrix D (i.e. the sum of the diagonal components of D) is denoted by tr (D) and the vector fi and the matrices B and 6 are defined by:
Hence, fi may be considered as the position vector of the centre of the measured marker distribution at time t = t2. Furthermore, it is seen that F plays a similar role for the measured distribution at time t = t2 as A for the distribution at time t = t,. In G both the measured relative position vectors at time t = t2 and the relative position vectors at time t = tl appear. It is not necessary to require a priori that fi is a rotation matrix. If no constraint conditions are imposed on fi the minimum of f'=J'(?, 2) can be found by requiring that for each infinitesimal small variation 6r of i and 6H of fi the first variation bj=f'(?+&,A+i?H)-f(i,fi) of j=f'(i, fi) must be zero. For variations of i(6r # 0 and 6H = 0) this requirement yields: In the ideal case, i.e. in the absence of any deformation of the body and of measurement errors, the vectdrs fii(i = 1,2, . . , m) coincide with the exact vectorspi=a+r+R(ai-a).Hence,$=a+randh = R A, which implies that i = r and fi = R. Therefore, the least squares procedure yields the exact results for i and l? in the ideal case. In practise, however the matrix fi as determined from (3.8) is not a rotation matrix, i.e. fiT& # 1. Therefore, an additional calculation is necessary to extract from fi the information about the rotation of the body. Such a calculation can be based on the polar decomposition theorem (Chadwick, 1976) , which states that the 3*3 matrix fican be written as the product of a 3 *3 rotation matrix a and a symmetrical 3 *3 matrix ri : Ei = k6; 6 = CT; k'ri = I; det(i?) = + 1.
(3.9)
The matrix c-1 represents a homogeneous defor-Thes_e quantities are the components of a column 4 mation of the body (Chadwick, 1976) . For a rigid body 6 should be equal to I. In general this will not be the and R can be seen as a function of 3 i.e. a = R (t$), such case. The difference c-1 gives some information that RT(4)R(4) = 1 and det(R(4)) = + 1 for each 4. The least-squares function then becomes a function of about the accuracy of the measured data and about the s? i and I$ and this function must be minimized under validity of the assumption that the body is rigid.
the remaining constraint condition s^ > 0. The most However, it is impossible to distinguish between the important drawbacks of this method are that the contribution of measurement errors and the contri-elaboration is quite digressive, that sometimes special bution of a possible deformation of the body. Besides, precautions have to be taken to arrive at a solution for it can be proven that a spatial distribution of markers (i.e. m 3 4) is required for a unique determination of 0.
3 and that the elaboration must be done again if another choice for JI, & and & (for instance, Cardan An interesting potentiality of this version of the least-angles instead of Euler angles) is wanted. For these squares method is the use of it to quantify homoge-reasons another method is used by taking the conneous size changes of the body, for instance due to straint equation aTi = 1 into account with the growth. Nevertheless, this version is not considered Lagrange multiplier theorem. For this purpose a term anymore in this paper and constraints are imposed on i?. tr(l-k'a)L) is added to the original least squares Usually it is required that i? is a rotation matrix. functionf = f'(s? t, i), where L is a matrix with as yet Writing fi instead of l? to emphasize this, the least-unknown Lagrange multipliers. This yields the modified least-squares function F = F ($ i. ff , L): squares method leads to determination of iand i? such that the function f'= f(?, ff ), defined by F(S?~,~,L)=f(S?i,ri)-tr((ffTR-_))L).
(3.13) j(@,ri)= (@-a--i)r(@-a-i) +tr(B-2GaT+ffAar,.
(3.10) Let S: ?. l? and L result in a stationary value of this modified function. The Lagrange multiplier theorem is minimized under the constraint conditions then states that ?, i and R also result in a stationary fiTz=I; det(a)= +l.
(not necessarily a minimal!) value of the original function. In this way the constraint conditions s^ > 0
This formulation, used for instance by Spoor and and det (fi) = + 1 are not taken into account and it Veldpaus (1980) , has the disadvantage that the results, must be verified a posieriori whether these conditions i and ff contain no information at all to check the are satisfied for the determined values of $, i and 2 and assumed rigidity of the body. An advantage is that only whether these values result in a minimum of the three non-collinear markers are required for unique-original function.
ness of fi. To maintain this advantage and to avoid Stationary values of F = F(?, i, i, L) are obtained more or less the mentioned disadvantage it is assumed if the first variation 6F of F is zero for each infiniin this paper that A is a matrix of the form Snfi with a tesimal small variation of 2, i, ff and L. It is shown in positive scalar s^ and a rotation matrix 2. The least-Appendix A that this results in the following set ot squares method then results in the problem to de-equations:
termine 2, i and a such that the functionf = I'($, i, fi) ?=@-a (3.14) defined by s^ tr(A) = tr (ii) (3.15) j'(?,f,ri)= (@-a-i)'(fi-a-i) kTi=r; c=jjjj (3.16) +tr(P-22s"&fi'+?ffAfi7) (3.11: where E is a symmetrical matrix, defined by: is minimized under the constraint conditions h ,. ,-. s^> 0; RTR = 1; det(R) = + 1.
(3.12) D&4-&+L').
(3.17)
The value of s^ will give some information about the A solution of these equations is the solution of the quality of the measurement: if s^ differs from the exact original problem if and only if s^ > 0, det (ff ) = + 1 and value 1 the body does not behave as a rigid body and/or the measured data are inaccurate.
f(Z, ?, 2) is minimal. From s^ > 0 and tr (A) = a1 + zz Several methods are known to take some or all +a3 > 0 it follows from (3.15) that t;(B) must be positive. Besides it is seen from det(R) = + 1 and constraint conditions into account. A commonly used method with respect to the condition j'fi = I is based 2 = 85 that det (& must be equal to det (6). Finally, it is shown in Appendix A that the value of the original on the observation that this symmetrical matrix equa-least-squares function at a stationary point is equal to tion constitutes a set of six independent scalar equa-tr(p) -s^ tr@). Because tr(B) is a positive number, tions in the nine components of R. Hence, these completely determined by the measured data, tr@) components can be written as a function of three -s^ tr @) represents a minimum of the original funcindependent scalar quantities $I, & and &A, for tion if tr (6) is maximal. Hence, the solution for $ iand instance Euler or Cardan angles (Wittenburg, 1977) . ff of the original problem satisfies (3.14). (3.15) and (3.16) and the additional requirements tr (8) > 0; tr (fi) maximal; det (b) = det (6).
(3.18)
DETERMINATION OF THE ROTATION MATRIX
The starting point for the determination of 2 is given by (3.16). The decomposition of G in the product of fi and fi is the earlier mentioned polar decomposition of G (Tienstra (1969) , Chadwick (1976) , Stephenson (1980) ). Using RTi = I and b = 8' it follows that @t$ = ET2 = g2.
(4.1)
Because G TG is symmetrical and semi-positive definite, the eigenvalues of GTG are real and non-negative. Let fir, ji2. and p3 be non-negative numbers, such that fir 2 fi2 2 b3 2 0 and that i(f, 6: and fi$ are the eigenvalues of GTG. Let ii,, ii2 and 9, be the corresponding, mutually orthogonal unit eigenvectors of G'G.
Then the spectral representation of this matrix is given by:
e's = i (i;ffijfiT); tirEi, = 6,, for j, k = 1, 2, 3.
The matrix i is symmetrical too. Let x1, 1, and i3 be the eigenvalues of 6 and let n?, nf and nj be the corresponding, mutually orthogonal unit eigenvectors of 6. From (4.1) it follows that the eigenvectors of h must coincide with the eigenzectors of G'G and that the squared eigenvalues of B must be equal to the eigenvalues of G TG, i.e. nT = fij and 1: = $f for j = 1, 2, 3. For g this results in: i = i (;ijiijiiT); ij = tjjZj; 5: = 1 for j = 1, 2, 3. j=l (4.
3)
The signs TV, '52 and t3 follow from the additional requirements (3.18). From det (B) = det (6) and det(i) = l,n^,% it is seen that TV, 52 and r3 have to satisfy 7rr2Zs = 7; r = sign (det(G)).
( 4.4) Furthermore, tr(@ must be positive and therefore h zlpl +r2j?2+~3fi3 > 0. Finally, tr(B) must be maximal and because fir > i2 > j& 2 0 this will be the case if T, = x2 = + 1 and z3 = t, i.e.
For a given matrix G the sign r of det(G), the eigenvalues i(i, fis and $: and the eigenvectors ii,, ii2 and ii3 can be calculated. Then i follows from (4.3) and (4.5) and fi must be determined from G = 8fi. This (more or less conventional) approach was followed by Spoor and Veldpaus (1980) . However, fi itself is of no interest and it will be shown that i? can be calculated in a more direct way without explicit determination of B. This alternative approach is based on the Cayley-Hamilton theorem (Gantmacher, 1977) , which states that each matrix satisfies its own characteristic equation. For 8 this yields:
where D, and fi2 are the first and the second invariants of fi:
,. c fi2 = tr(h")= /.,I.~+~:~K~+~:~X, =i;*ii2+7P3(ii,+fiz).
(4.8)
The matrix 2 is the so-called adjoint of 5. A definition and some properties of adjoint matrices are given in Appendix B. From this Appendix and from 6 = i 'G it is seen that B" = I? 'G'. Using this result in (4.6) and replacing 6 and i' by fi 'G and 6'6, respectively, results in: iz = &+&G; e = GrG+$21.
(4.9)
A further investigation of the matrix e is given in the next section. Here it is assumed that e is regular. Then ff follows from (4.9) as: ii = @+firG,?-'.
(4.10)
Hence, k can be determined without explicit calculation of& Nevertheless, the invariants fir and fi2 must be known. They can be calculated by first determining the eigenvalues fi:, fi: and p: of G 'G and then using the definitions (4.7) and (4.8). However, another method is possible. From (4.14)
The invariant fi2 is positive for each acceptable set of measurements as will be shown in the next section. Besides, fir is positive. This implies that B, and p2 are determined uniquely by (4.11). These non-linear equations can be solved in an iterative way, for instance by means of the Newton-Raphson method. This is outlined in Appendix C. In Appendix E a subroutine. called POLDEC, is given. For a given matrix G this subroutine first calculates the matrices 6' and GTG and the scalars y^:, i$ and &, then determines the invariants B1 and fi2 in an ite_rative way and finally calculates the rotation matri: R from (4.9) and (4.10). The calculated value for 8, can also be used to determine the factor s^ from (3.15).
NUMERICAL STABILITY
From a numerical point of view the matrix e is of As stated before collinear distributions of markers are left out of consideration. For (nearly) planar marker distribution a, and x2 differ significantly from zero and are of the same order of magnitude while cl3 is zero or very small. In this case c (C) will not be smaller than but close to 2. For a spatial marker distribution a,, m2 and cl3 differ significantly from zero and are of the same order of magnitude. This means that c(C) will be not smaller than but close to 1.
Due to deformations and/or measurement errors G will differ from G and, more importantly, ii, j.i2 and p3 will not be equal to the eigenvalues aI, a2 and a3 of A. A set of measurements will be called acceptable if the differences are small compared with the maximum eigenvalue tli. i.e. if lI;j-ujl Q a, for j = 1, 2, 3.
(5.10)
In the sequel only acceptable measurements are considered. For a spatial distribution of markers this means that E,, jAi2 and Z3 differ significantly from zero, that det(&) > 0 and hence z = + 1. Then c(C) is approximately equal to c(C), C is a well-conditioned matrix and no numerical problems are to be expected. Besides, /I2 will be positive. For a planar distribution 9, and $z differ significantly from zero while i3 can differ from zero but will be small compared to both fi, and jr2.Alsoin_thiscasec(~)will beapproximatelyequal to c(C) and C will be well-conditioned. However, det(G) can be negative and hence T = -1. From the definition (4.8) of j2 it then follows bZ = i;, i2 -ii3 (j?, + p2), so fi, > 0 ifji3 < l/222. Recalling that, in the ideal case, p3 = fi3 = 0 for a planar distributio? while fiZ differs significantly from zero it is clear that /I2 will be positive for any acceptable set of measurements.
SENSITIVITY ANALYSIS
The position vectors fi,, i)*, , i),,, of the markers at time t = t2 are subject to measurement errors. Some information about the influence of these errors on the final results s? i and R can be gained by disturbing the vectors pi (i = 1, 2.
. m) by small vectors Api. The associated disturbances Ap and AG of the mean vector @ and the matrix 6, respectively, are given by:
AP=~
i Ap,;AG=l i ((Ap,-Ap)(a,-a)7) mi;i mi,i (6.1) and from (3.14) it is seen that the disturbance Ar of the translation vector i of the centre PO of the marker distribution is equal to Ap:
To derive an expression for the disturbance AR ot'R it is noted that both R and R + AR are orthogonal, so which states that R'AR is skew-symmetrical. Hence, there exists a vector Av, the so-called axial vector of RTAR (Chadwick (1976) ). such that the following relation holds for each vector w:
(RTAR)w = Av*w, (6.5)
where * denotes the vector product operator. If Av and R are known the matrices iTAR and AR are determined uniquely and therefore it suffices to determine Av instead of AR.
To relate Av to the disturbances of the position vectors the relation fi = RTG is chosen as a starting point. For AR this yields: AR= (R+AR)r(G+AG)-Rre = ARTc+fTAG+ARTAG.
(6.6)
For small disturbances the last (quadratic) term is negligible. Besides, AR must be symmetrical. Requiring AB = ART results in:
where the right hand side is a skew-symmetrical matrix. Let Ax be the axial vector of this matrix, so (RrAG-AGr'R)w = Ax*w for each w. (6.8)
Using (6.1) for AC this axial vector can be written as a function of Ap,, Ap2, . . , Ap,,,:
Ax =k ,$ ((ai-a)*(a'(Api-Ap))). (6.9) I 1
Combining (65)and (6.8) with (6.7) it is easily seen that for each vector w the following relation must hold: where the components Axj (j = 1, 2, 3) of Ax are related to the disturbances Ap,, Ap,, . , Apm by (6.9). The factor (c)-' fj in (6.12) can be considered as an amplification factor for Axj. The maximum amplification will occur in the direction of eigenvector ii, with amplification factorf,,, = (i?)-' qI. For an acceptable measurement this factor can be approximated by 1 tr(A)-a, (6.13) and it can be concluded that the sensitivity of the rotation matrix R for disturbances in the measured position vectors of the markers is determined completely by the marker distribution. The disturbance As of the factor s^ follows from (3.15):
As tr(A) = tr(AB) (6.14)
where AR is given by (6.6). Again neglecting the quadratic term AR 'AC it follows Astr(A) = tr(R'AG)
=i ,gI C(ai-a)FRF(Api-Ap)]. (6.15) I SOME COMMENTS ON THE FINITE HELICAL AXIS As mentioned before it is possible to write the components of the rotation matrix as a function of three independent variables, for instance Euler angles or Cardan angles. However, these angles are difficult to interpret and in biomechanical literature it is common practice to use so-called Euler parameters. Then the rotation of the body is considered as a rotation through an angle 3 about the so-called finite helical axis. Let i? be a unit vector along this axis, i.e. ii'8 = 1. The sense of iiand of 4 correspond with the right-hand screw rule and 4 will be non-negative and less than or equal to n rad, so 0 < 3 =$ K. The relation between the rotation matrix R on the one hand and 4 and 6 on the other hand is given by the requirement that Rv = (iirv)ii-cos$ti*(a*v)+sin ii*v (7.1) holds for each vector v [Chadwick (1976 ) Wittenburg (1977 ]. A disadvantage of the description of the rotation in terms of iiand $I is that ii is undefined if R = 1. If R # I both ii and 4 are unique and can be determined for given R [Spoor and Veldpaus (1980) ]. Here only the sensitivity of fi and 0 for disturbances in the measured position vectors of the markers is considered. If R # I and An is small then 8 and An are orthogonal. Starting from (7.1) a lengthy but straight forward derivation yields that An and A#J are related to the axial vector Av of ATAR by: frAb+sinbAn-(l-cos@)li*An = Av. (7.2)
Multiplication by it' results in a relation for A& A+ = iiFAv (7.3) while after some calculations it is found that:
This implies that ii is extremely sensitive to disturbances if 4 is small. Therefore the finite helical axis concept has doubtful1 utility for the description of small rotations, unless the noise level is sufficiently low (Woltring et al., 1985) .
SOME REMARKS ON THE PLANAR CASE
In general the motion of the considered body is three-dimensional and, as a consequence, the direction vector n of the helical axis is unknown a priori. However, the experimental set-up for an acceptable measurement of the spatial co-ordinates of the markers is much more complex than the necessary set-up in the planar case. However, it is in many biomechanical situations quite acceptable to approximate the real motion of the body by a planar motion, consisting of an unknown rotation $J around an axis with known direction vector n and a translation in the plane normal to this axis. Then only the projections of the marker coordinates onto this plane have to be measured. In this section the planar case is considered in more detail. The essential differences with the preceding analysis are that now the direction vector n of the helical axis is known a priori and that the position vectors ai and pi (i = 1,2.
, m) have no component in the direction of n, i.e. Due to the fact that n is known the rotation matrix 8, as specified by (7.1) only depends on the unknown rotation 3 and it is easily seen that ff'ff = I and det(i) = 1 for all values of 4. Using these results in (3.12) the least squares functionfis seen to depend on S: i and 4 only and is given by: n f($i,cb)= (6-a-i)r($--a-t) +tr(i-2s^&R'($)+s^2A). (8.12) I I By these equations the_angle 6 is determined uniquely. After calculation of 4 the quantities s^ and i: can be found from (8.7) and (8.6). In general the calculated value of s" will differ from the exact value 1. Neglecting numerical errors the difference is caused partly by measurement errors but also-and in most cases this is the main reason-by the fact that the real motion is not planar. As a consequence, the difference s^-1 will give some indication about the validity of the assumption that this motion is planar. Therefore it is advisable to determine s^ whenever this assumption is used, especially because the extra amount of calculation time is very small.
DISCUSSION
The derivations in the preceding sections are rather lengthy but the final algorithms for the calculation of the translation vector f, the rotation matrix i and the scaling factor s^ are quite simple. No initial estimates for these quantities are needed and no numerical problems will arise if the marker distribution is spatial or at least planar. Moreover, the algorithms are optimal in the least-squares sense, as opposed to other algorithms as described by Schut (1963) and Conati (1977) .
In this paper the factor s^is unknown a priori. The results may be easily adapted to the case of an a priori known factor 2, especially to the isometric case where s^= 1. Then relation (3.15) becomes obsolete but the formulae (3.14) and (3.16) for iand a remain the same and subroutine POLDEC (see Appendix E) can be applied without any modification. In practical applications it is suggested to choose s^ a priori unknown because the calculated value of s^ can give some information about the quality of the measurement.
For the calculation of ?, 2 and s^ a least-squares criterion was adopted, since this results in mathematically tractable formulae. It depends on the measurement situation at hand whether the unweighted criterion, used here, is statistically optimal. For example this may be the case when performing stereotactic measurements on an in vitro preparation but not necessarily in a stereophotogrammetric context where depth errors on individual markers may be considerably larger than errors in the plane normal to the depth direction. In the latter case it may be useful to revert to iterative approaches (Miller et al., 1981; Woltring, 1982) , which do not require explicit reconstruction of the spatial marker co-ordinates. Instead, these approaches rely directly on the image coordinates (of at least three non-collinear markers) which are not necessarily available from more than one camera per marker. Such generalized, iterative approaches require suitable initialization procedures and do not always yield unique estimates. The present algorithm may serve the initialization purpose, in combination with an explicit marker reconstruction procedure such as the ODLE-algorithm (Woltring, 1980) . It has been shown that the sensitivity of the calculated quantities i, ff and s^ for disturbances in the measured position vectors of the markers is determined largely by the marker distribution. The results of the analysis can serve as a means for assessing the quality of a given marker distribution. These results are formulated in terms of the eigenvalues of the so-called distribution matrix A and it turns out that at least two of these eigenvalues must differ signifi-APPENDIX A: STATIONARY VALUES OF THE MODIFIED cantly from zero.
LEAST SQUARES FUNCTION
The finite helical axis is shown to be unsuitable for the description of small rotations from noisy marker coordinate measurements (cf. Woltring et al., 1985) . If the motion of the body has to be described by means of measurements of the marker co-ordinates at a number of points of time t, , t2, t3 . . it is preferable to smooth and fit the raw measurement data to a continuous model, yielding the translation vector ?(ti), the rotation matrix i?(ti) and the factor s^(ti) of the body at time ti with respect to the body at time tt . A similar approach was outlined earlier by Woltring et al. (1986) .
The modified least squares function F = F(?, e, R, f.), defined by (3.11) and (3.13) . is stationary if the first variation SF of F is zero for each infinitesimally small variation as, Sr, 6R and GLof the variables ?, f, Rand L, where 6F is defined by 6F = P(s^+ Ss, i+ 6r, I? + dR, L + 6L) -F (?, i, k, L) .
(Al)
First, variations of L are considered. Then 6F is given by 
APPENDIX B: THE ADJOINT OF A 3r3 MATRIX
The adjoint D" of a 3*3 matrix D is uniq rely determined by the requirement that for each vector v and w must hold (Chadwick, 1976) :
where* is the vector product operator. From this definition it is seen that In the following subroutine some lines contain braced statements. These statements represent standard processes Therefore, the adjoint R" of a rotation matrix R is equal to R and are not given in more detail.
itself.
Furthermore a subroutine ADJOIN is included in which For a given matrix D the adjoint D" can be calculated very the adjoint of a 3 x 3 matrix is calculated as depicted in The non-linear equations (4.12) can be written as:
where the known quantities h, and hz and the unknown quantities x and y are given by:
The equations (C.l) can be solved iteratively, using the Newton-Raphson method. Let x. and y. be the approximations for the solution of (C.1) obtained in iteration step n.
Then new approximations x,+ , and y.+ , follow from
x.+, = x.+Ax.; yn+i = Y.+AY.
where the corrections Ax. and Ay. are given by:
With the initial guess x0 = y, = 1 it can be shown that, for an acceptable set of measurements, in each iteration step n will hold x. > 0. y. > 0 and d, > 0. The convergence of this iteration process is locally quadratic and the initial guess x0 = y = 1 is fairly accurate for any acceptable set of measure nf ents. Hence, only a few iteration steps are necessary.
APPENDIX D: DETERMINATION OF Av AS A FUNCTION OF Ax
The vector Av has to be solved from (6.10), i.e. from The left hand side of this equation can be rewritten, using the definition of the trace of a matrix. It can be shown (Chadwick. 1976 
