Abstract. We introduce a general criterion for blindly extracting a subset of sources in instantaneous mixtures. We derive the corresponding estimation equations and generalize them based on arbitrary nonlinear separating functions. A quasi-Newton algorithm for minimizing the criterion is presented, which reduces to the FastICA algorithm in the case when only one source is extracted. The asymptotic distribution of the estimator is obtained and a simulation example is provided.
Introduction
Blind source separation (BSS) has attracted much attention recently, as it has many useful applications. The simplest and most widely used BSS model assumes that the observations are linear mixtures of independent sources with the same number of sources as the number of mixtures: X = AS where X and S represent the observation and the source vectors, both of a same dimension K, and A is an invertible matrix. The aim is to extract the sources from their mixtures, without relying on any specific knowledge about them and quite a few good algorithms have been proposed for this task. In many applications (biomedical for ex.) however, the number K of mixtures can be very large and therefore one may be interested in extracting only a small number of (interesting) sources. In such case, many sources would be nearly Gaussian and since BSS algorithms rely on the non Gausianity, these sources would not be reliably extracted. In fact, in BSS problem with very large number of mixtures, one routinely discards most of the extracted sources and only retain some of them.
To extract only a small number of sources, one may of course proceed sequentially by extracting them one by one, using, for example, the (one-unit) FastICA algorithm [1] . However, such procedure entails a loss of performance as the accuracy of an extracted source is affected by the inaccuracy of the previously extracted ones, since the former is constrained to be uncorrelated with the later. Further, as it will be shown later, even for the first extracted source, the performance on the FastICA (with the optimal choice of the nonlinearity) is still less than extracting all sources simultaneously (through an optimal algorithm) and then retaining only one (adequately chosen) source. However, there is no loss of performance if one extracts simultaneously only m < K sources, provided that the remaining K − m are Gaussian.
In this paper we shall develop a class of algorithms for extracting only m < K sources. For m = 1, this class contains the one-unit FastICA algorithm, and for m = K, it contains the quasi-maximum likelihood algorithm in [2] and the mutual information based algorithm in [3] .
In the sequel, we shall assume, for simplicity, that the sources have zero means. If they are not, one just centers them, which amounts to centering the observed vector X.
Estimation method
For the full extraction of sources, that is for the case m = K, the mutual information approach leads to the criterion [3] :
(to be minimized with respect to B) where Y i are the components of Y = BX and H(Y ) denotes the Shannon differential entropy of the random variable Y :
], p Y denoting the density of Y and E denoting the expectation operator [4] . This criterion can be written up to an additive constant as
where C = E(XX T ) denotes the covariance matrix of X. The nice thing is that it involves only the statistical properties of the variables Y 1 , ..., Y K , as BCB T represents the covariance matrix of the vector Y. Thus one can easily extend it to the case where only m < K sources are sought. More precisely, we will consider the criterion
in which B is a m × K matrix and Y 1 , . . . , Y m are the components of Y = BX. It has been shown in [5] that in the case where m = K, one can generalize the criterion (1) by replacing H(Y i ) by log Q(Y i ) where is Q is a class II superadditive functional. Recall that [6] a functional Q of the distribution of a random variable Y , is said to be of class II if it is scale equi-variant 1 , in the sense that Q(aY ) = |a|Q(Y ) for any real number a, and it said to be superadditive if;
for any pair of independent random variables Y, Z. It is proved in [5] that this generalized criterion is still a contrast, in the sense that it can attain its minimum if and only if each of the Y 1 , . . . , Y K is proportional to a different source. We can show that this result carries to the case m < K, but the proof is omitted due to lack of space. Thus, in (2), one may take H = log Q where Q is a class II superadditive functional. Note that the exponential of the entropy functional has this property [6] . The superadditivity condition is quite strong because (3) must be satisfied for any pair of independent random variables Y, Z, but actually it is enough that this holds for random variables which are linear mixtures of sources. Thus (2) may still be a valid criterion if H is only a class II functional. In fact, for such functional, the point B for which the components of Y are proportional to distinct sources, is still a stationary point of the criterion. Indeed, the gradient of the criterion (2) can be seen to be
where ψ Y (Y) is the vector with components ψ Y1 (Y 1 ), . . . ψ Ym (Y m ) and ψ Y denotes the "coordinate free" derivative of the functional H, defined by the condition
for any random variable Z. (For H the entropy functional, this is the score function [3] .) Setting the gradient (4) to zero yields the estimation equation (for the stationary point of the criterion), which can be seen to be equivalent to (6) 
where we have used the symbol b in place of B to emphasize that it is a row vector. The corresponding function ψ Y is then given by
where g is the derivative of G.
In practice the (theoretical) criterion C would be replaced by the empirical criterion C, defined as in (2) but with H replaced by an estimateĤ and C replaced by the sample covariance matrixĈ of X. The gradient ofĈ is still given by (4) but with C replaced byĈ and ψ Y replaced bŷ
Y(t) = BX(t) and X(1), . . . , X(n) being the observed sample [3] . In the case
its estimatorĤ is naturally defined by the same expression but with E replaced by the sample average operatorÊ and σ 2 Y replaced by
. The functionψ Y is again given by (7) but with E replaced byÊ and σ Y replaced byσ Y .
The above argument shows that one can even start with the system of estimating equations obtained by equating (4) to zero, with ψ Yi being arbitrary functions (depending on the distribution of Y i ) subjected to the only condition that
In practice, one would replace ψ Yi by some estimateψ Yi , E byÊ and C byĈ, which results in the empirical estimating equation
We only requireψ Yi to satisfyÊ[ψ Yi (Y i )Y i ] = 1, which holds automatically if it is given by (8) andĤ is scale equi-variant, in the sense thatĤ(αY ) =Ĥ(Y ) + log |α|.
The quasi Newton algorithm
In this section, we develop the quasi-Newton algorithm for solving (9). In the Newton algorithm, one replaces B in the right hand side of (9) by B + δB and linearizes the result with respect to δB. Here B denotes a current estimate and the new estimate is obtained by adding to it the solution δB of the linearized equations. In the quasi Newton algorithm, the system matrix of the linearized equations is further approximated. Instead of working with δB, it is much more convenient to work with its coefficients in a basis which contains the rows of B as its basis vectors. Thus we shall complete B to a square matrixB by adding K − m rows, which are chosen to be orthogonal to the rows of B and among themselves, in the sense of the metricĈ. More precisely, the matrixB satisfiesBĈB
Let E ij , i = 1, . . . , m, j = 1, . . . , K, be the element of the matrix δBB −1 , then δY = δBX has components
where ψ Yi is the derivative ofψ Yi and˙ψ Yi;Yj is the derivative of ψ Yi+hYj with respect to h at h = 0. We shall replace the last term in the above expression by an appropriate approximation. To this end, we shall assume that B is close to the solution so that the extracted sources Y 1 , . . . , Y m are nearly proportional to S π1 , . . . , S πm for some distinct set of indexes π 1 , . . . , π m in {1, . . . , K}. Since the Y m+1 , . . . , Y K , by construction, have zero sample correlation with Y 1 , . . . , Y m , they would be nearly uncorrelated with S π1 , . . . , S πm and hence must be nearly linear combinations of the sources other than S π1 , . . . , S πm . Thus we may treat the Y 1 , . . . , Y m as independent among themselves and (Y m+1 , . . . , Y K ) as independent of (Y 1 , . . . , Y m ). Further, we shall approximateÊ by the expectation operator E and vice versa and regardψ Yi as a fixed (non random) function. With such approximation
hence by taking the derivative with respect to h and letting
where ∆ is a m × K matrix with general element
On the other hand, the linearization of [(B + δB)Ĉ(B + δB) T ] −1 (B + δB)Ĉ with respect to δB is
Multiplying the above expression byB T and using (10) yields
where E and E c are the matrices formed by the first m columns and by the last K − m columns of B −1 δB, respectively. Note that the off diagonal elements of BCB T nearly vanish since the Y 1 , . . . , Y m are nearly independent, hence one may replaces BCB T by diag(BCB T ), where diag denotes the operator with builds a diagonal matrix from the diagonal elements of its argument.
Finally
Equating this expression to zero yields, after a multiplication byB
This equation can be written explicitly as, noting that their i, i elements already yield the identity 0 = 0 and that the diagonal elements of
These equations can be solved explicitly for E ij and then the new value of B is given by B + EB + E c B c where B c is the matrix formed by the last K − m rows ofB.
It should be noted that the matrix B c is not unique as one can pre-multiply it by any orthogonal matrix of size K − m without affecting (10). Thus the matrix E c is also not unique. However, the product E c B c is. Indeed, by (14),
where D Y is the diagonal matrix with diagonal elementsÊ
. But by (10),
Therefore, one can rewrite the algorithm in a form independent of the choice of B c as
E being the m×m matrix with zero diagonal and off diagonal elements solution of (13).
Note
In the case where m = 1 and the extracted source is normalized to have unit sample variance, the algorithm becomes:
The new b is not normalized (but is nearly so), therefore one has to renormalize it and thus the denominator in the last right side is irrelevant. In the case where ψ Y is given by (7) with
1/2 = 1, the numerator takes the same form but withψ Y replaced by g. One is thus led to the fixed point FastICA algorithm [1] .
Asymptotic distribution of the estimator
Consider the asymptotic distribution of the estimatorB, solution of the estimating equations (9). We shall assume that this estimator converge (as the sample size n goes to infinity) to an unmixing solution, that is a matrix B, with rows proportional to distinct rows of A −1 . LetδB =B − B, we may repeat the same calculations as in previous section. However, we now complete B toB in a slightly different way: the last K − m rows ofB are chosen so that (10) holds with the true covariance matrix C in place of C. By the same argument as in previous section,
where ∆ is defined as before by (11). We shall made further approximation by replacinĝ ψ Y in the above right hand side by ψ Y andÊ andψ Yi in (11) by E and ψ Yi . On the other hand, [B + δB)Ĉ(B + δB) T ] −1 (B + δB)Ĉ may be linearized with respect to δB as (12) as before. But since δB is small andĈ converges to C, one can replace, in the last two term in (12),Ĉ by C. Then by the same argument as in previous section and noting thatB satisfies (10) with C in place ofĈ, the resulting expression can be written as
Then by the same argument as before, the elements E ij of δBB −1 can be seen to be approximatively the solution ofÊ
One then can show, using the Central Limit Theorem, that the vectors [E ij E ji ]
T , 1 ≤ i < j ≤ m and the random variables E ij , 1 ≤ i ≤ m, m < j ≤ K are asymptotically independently normally distributed, with covariance matrices
where n is the sample size and
.
One can prove that the asymptotic variance is smallest when ψ Yi is the score function of Y i , in this case λ i = ρ i and the asymptotic variance of E ij equals (σ
Thus, assuming that the extracted sources are normalized to have unit variance, there is a loss of accuracy with respect to the case where all sources are extracted, since 1/(ρ
But the loss could be negligible if the ρ j , m < j ≤ K are close to 1, that is if the non extracted sources are nearly Gaussian. This would not be the case if only one source is extracted since it is unlikely that all the remaining sources are nearly Gaussian.
An example of simulation
In a simulation experiment, we have generated 10 source signals of length n = 1000: the first is a sinusoid, the second is a sequence of uniform random variables, the third is a sequence of bilateral exponential variables and the remaining are sequences of Gaussian variables. All sources have zero mean and unit variance.
As it can be shown, our algorithm is "transformation invariant" in the sense that its behavior when applying to a mixtures with mixing matrix A and starting with a matrix B is the same as when applying to unmixed sources and starting with the global matrix G = BA. Thus we shall apply our algorithm to the unmixed sources with a starting matrix G with elements randomly generated as independent standard normal variates. The following table shows the initial value of G and the final value produced by the algorithm after convergence. Table 1 . Initial and final matrices G One can see from the above table that the algorithm have correctly extracted the first three sources (but in the order third, first, second). However, we have observed that depending on the starting value, the algorithm may extract only two non Gaussian source and the other is a mixture of the Gaussian sources. The problem is that the algorithm may be stuck with a local minimum of the criterion; and it may be shown that any point B for which the random variable Y 1 , . . . , Y m are independent and at most one of them can be Gaussian, is a local minimum point of the criterion (2) . Thus the algorithm may not produce the most interesting sources but only some sources and possibly a mixture of Gaussian sources in the case where there are several Gaussian sources. We currently investigate ways to avoid this problem.
