Starting from the mesoscopic description of the state equations for the vapor and liquid pure phases of a single chemical species, we propose a phase-field model ruling the liquid-vapor phase transition. Two different phases are separated by a thin layer, rather than a sharp interface, where the phase field changes abruptly from 0 to 1. All thermodynamic quantities are allowed to vary inside the transition layer, including the mass density. The approach is based on an extra entropy flux which is proved to be non-vanishing inside the transition layer only. Unlike classical phase-field models, the kinetic equation for the phase variable is obtained as a consequence of thermodynamic restrictions and it depends only on the rescaled free enthalpy. The system turns out to be thermodynamically consistent and accounts for both temperature and pressure variations during the evaporation process. Few commonly accepted assumptions allow us to obtain the explicit expression of the Gibbs free enthalpy and the Clausius-Clapeyron formula. As a consequence, the customary form of the vapor pressure curve is recovered.
Introduction
Phase transitions occur in many relevant processes in physics and engineering and involve a large number of materials. In all of these processes, different phases are endowed with different structures or symmetries, hence we are allowed to introduce an order parameter, χ , summarizing the structure order of the matter. According to a customary setting, the scalar parameter χ , which characterizes the "amount of order" of the internal structure, takes its values in {0, 1}, where χ = 0 corresponds to the less-ordered phase.An example occurs in a liquid-vapor phase transition, when a liquid phase vaporizes to a gaseous phase. In this particular case, the order parameter χ is identified with the liquid concentration, so that χ = 0 for the vapor and χ = 1 for the liquid. In the framework of a phase-field model, we propose here an oversimplified picture of non-isothermal and non-isobaric first-order transitions between liquid and vapor phases.
Let be a fixed, bounded domain of R 3 that is completely filled by one chemical component (water, for instance). We shall assume throughout that only two phases of the same particle species can occur. At the macroscopic scale, the domains occupied by the phases are separated by a sharp interface, and the order parameter is piecewise constant in . Since the domain evolution is not known a priori, and the interface between them evolves in time, this approach leads to a free-boundary moving problem where the main effort is to predict the localization and the evolution of the phase interfaces. This is also labeled as Stefan problem, and can be addressed from two (mathematically different) points of view: the classical formulation, where the dynamics is governed by the mean-curvature flow, and the weak formulation, where the problem may be reduced to a variational inequality (see [24] ). Unfortunately, numerical simulations are very hard in this framework and no application examples are quantitatively comparable to the analytical model or experimental results.
In order to relax this computational difficulty, a thin interface limit approach, named phase-field modeling, has been recently adopted. The phase-field model for solidification was first formulated by Langer [14] , then extended to different transition phenomena and analyzed mathematically and thermodynamically (see, for instance, [1, 3, 4, 10, [20] [21] [22] and references therein). This point of view can be physically motivated by taking into account the finelength-scale effects, in that phase interfaces are regarded as thin layers, rather than sharp surfaces, where a mixture of the two phases occurs. This feature is captured if we introduce a regular scalar field ϕ(x, t), named phase field, whose values overlap the order parameter χ throughout the domain , except for a very thin region around the phase interfaces where ∇ϕ is noticeably different from zero. A specific contribution, which is named interface energy and depends on the width δ of that layer, must be added to the free energy expression. As proved in [13] , phase-field models for first-order phase transitions are more tractable from the numerical point of view and in the limit δ → 0 they approach reasonably well free boundary problems for melting and nucleation processes [19] .
field in order to describe the evolution of the system. Then, a temperature value θ * , matching the fixed pressure p * , is introduced into the model in such a way that the homogeneous stationary solutions ϕ = 0 and ϕ = 1 are both stable when θ = θ * . This value is called transition temperature. In addition, it is usually assumed that the less-ordered phase ϕ = 0 is stable when θ > θ * and, on the contrary, the phase ϕ = 1 is stable when θ < θ * . Such a behavior is justified by means of the special form of the free energy dependence on θ and ϕ [7, 8, 13] .
In order to take into account the effects due to the pressure variation, we need to introduce also the pressure field p(x, t). In general, a first-order phase transition occurs in (x, t) when (θ(x, t), p(x, t)) crosses the transition point (θ * , p * ). This is consistent with the observation that during phase changes both temperature and pressure keep constant values. Accounting for experimental data, for any specified pair of phases (i.e., solid-liquid, liquid-vapor, solid-vapor) this procedure yields a different set of points in the (θ, p) plane. Assembling these points, the resulting curves cross at the so-called triple point, (θ T , p T ) and split the plane into three regions where each different phase is stable (see, e.g., [12] ).
The goal of this paper is to construct a simple yet thermodynamically consistent phase-field model ruling the liquid-vapor phase transition and accounting for both temperature and pressure variations during the evaporation process. Our derivation takes care to introduce a slight set of (commonly accepted) assumptions and a clear thermodynamic framework. In addition, we take advantage of an explicit (oversimplified) representation of all the constitutive relations involved. To the best of our knowledge, most of the literature on phase transitions deals with processes at constant volume, although in experiments usually it is the pressure that is maintained constant. There are only few papers dealing with phase-field models allowing the system to change its density (see, e.g., [7, 17, 20] ) and to undergo transitions jointly induced by temperature and pressure variations [6] .
Plan of the paper. The construction of the model starts from the general approach to phase transitions devised in [7] . This approach, which is extensively summarized in Section 2, relies on a non-local form of the second law of thermodynamics and is characterized, as well as other phase-field theories (see, for instance, [2, 25] ), by the presence of an extra entropy flux k. After exploiting the thermodynamic restrictions imposed by the second law, in Section 3 we are able to obtain the explicit expression of k and the general form of the kinetic equation for ϕ, which involves the rescaled free energy of the system only. This approach traces back to Maugin [15] . Section 4 is devoted to formulating the macroscopic constitutive equation for the pressure (equation of state) and the internal energy, taking into account that temperature and pressure are continuous, but the internal energy and mass density suffer a jump across the phase-change region. In particular, we look for a global description that is able to smoothly connect these extensive quantities across the interface layer. The complete expression of the Helmholtz free energy and Gibbs free enthalpy densities is then derived in Section 5 by means of the standard exploitation of thermodynamic restrictions and constitutive assumptions. In Section 6, the Clausius-Clapeyron formula, jointly with the customary form of the vapor pressure curve, are recovered. Finally, in Section 7, we write explicitly the governing equations of the system and their linearization in a neighborhood of a point of the vapor-pressure curve. Conclusions are addressed in Section 8, and Section 9 collects the proofs of propositions occurring in the paper.
Thermodynamics of non-local phase-field models
The liquid-vapor system is assumed to occupy a fixed bounded domain ⊂ R 3 with smooth boundary ∂ , whose unit outward normal is denoted by n. Let t be the time variable, x, v the position vector and the velocity of the particle at time t in the actual configuration, θ the absolute temperature, ρ the mass density. We denote by symA, skwA, respectively, the symmetrical and skew part of a tensor A. Moreover, we denote by A • the deviatoric (or traceless) part of a symmetric tensor. In particular, we define
where ∇ = ∂ x is the gradient operator. Moreover, we use the superposed dot to denote the total time derivative, namelyḟ (x, t)
We start by writing the balance equations of mass, linear momentum, and energy in the eulerian forṁ
where T is the Cauchy stress tensor, b the body force density, ε the internal energy density, q the heat flux vector, and r the external heat supply density. From Eg. (2) 1 we deduce the equality
In order to take viscous fluids into account, we suppose that T satisfies the constitutive equation
where p denotes the pressure, I stands for the identity tensor, and S is a symmetrical tensor.
Since our goal is to describe a transition between two phases (vapor and liquid) of the same particle species, we introduce a model where a single scalar function
called phase-field, is involved. More precisely, we attach to each particle the auxiliary function ϕ such that ϕ = 0 represents the less ordered phase (vapor) while ϕ = 1 characterizes the most ordered one (liquid). It is worth noting that ϕ is not necessarily coincident with the concentration of the liquid as in a scheme of fluid mixtures (see [16] ). Following the phase-field approach, as outlined in [22] , we suppose that the two pure phases are separated by thin transition layers with finite thickness, called diffuse interfaces, and we assume that ϕ ∈ [0, 1] varies smoothly across these layers.
Moreover, the mass density ρ and the velocity v coincide with the density and the velocity of the vapor (or the liquid) in the regions where only vapor (or liquid) appears, whereas they are suitable, but a priori unknown, superpositions of the densities and the velocities of the vapor and of the liquid in the diffuse interface.
As is well known, at the macroscopic level a transition layer looks like a sharp interface whose motion is governed by a mean-curvature flow equation. Because of this feature, phase transitions are customarily considered as nonlocal phenomena (see [24] ). In a mesoscopic model, non-local spatial effects can be taken into account by assuming that the quantities involved in the constitutive equations depend on the values of ρ, θ, ϕ, D • in x and on their gradients up to some order greater than 1. Here, for the sake of simplicity, we consider the set
and we neglect third-and higher-order gradients. Furthermore, we suppose that there exists a suitable function such that the evolution of ϕ is described by the equatioṅ
Also we assume that the dependence of on ∇ϕ is non-trivial. As is apparent, this formulation is general enough to include the most common non-conserved scalar phase-field theories based on the Ginzburg-Landau pioneering work (see [20] ). Since the choice of as a function of is submitted to restrictions mainly due to the second law of thermodynamics (see [21] ), we first give a statement for this law that is compatible with the non-local character of the phenomena involved.
Let η be the entropy density, Q the entropy flux, and σ the entropy supply density. We express the second law of thermodynamics through the following statement:
Entropy principle. For all fields ρ, θ, v, T, q, b, r compatible with the balance laws (2), the following equality holds:
where σ = σ 1 + σ 2 and σ 1 , σ 2 satisfy the conditions
We stress that Eq. (6) is assumed on the whole domain only, thus this statement of the second law has a non-local nature (see [11, 18] ). If now we assume, as usual, the entropy flux Q in the form
then, by applying the divergence theorem, from Eq. (6) we obtain
This is equivalent to stating that
where k = k(x, t) is a regular field, called extra entropy flux, such that
As a consequence, inside the entropy inequality (6) takes the form
where the entropy flux vector is redefined up to the extra contribution k, namely
It is worth noting that
Thermodynamic restrictions
This section concerns the thermodynamic restrictions imposed on the quantities η, T, , q, k. We denote by ψ = ψ( ) the Helmholtz free energy density. By differentiating relation ψ = ε − ηθ with respect to t and substituting Eqs. (2) 3 and (8), we obtain the Clausius-Duhem inequality
As customary (see [1, 7] ), we assume the following statement:
Assumption 3.1 The entropy extra flux k is homogeneous with respect toφ. In other words, if no phase change occurs (φ
Hence, as shown in the Appendix, the following result holds:
Proposition 3.2 The functions ψ, η, T, , q, k are compatible with the second law of thermodynamics if
and Clausius-Duhem inequality reduces to
It is apparent from Eq. (10) 3 that the entropy extra flux is non-zero only in the interface layer where ∇ϕ = 0. This means that in the pure phases the Clausius-Duhem inequality reduces to the standard form [5] 
Notice that in a scheme of binary mixtures, the entropy extra flux is proportional to the relative velocity between both constituents. This is not the point of view of this paper, where phases are not considered as two distinct fluids. In modeling phase transitions where mixtures are involved, two terms occur in the entropy extra flux, as pointed out in [16] .
In order to satisfy Eq. (11), it is natural to assume that
where κ, λ, χ are positive functions depending on . (5) and (12) 2 rule the evolution of ϕ, which means that the transition depends only on the rescaled Helmholtz free energy density ψ/θ (see [1, 21] ). We denote by δ ϕ the variational derivative with respect to ϕ, i.e.,
Remark 3.3 Equations
for every scalar function . Then, Eqs. (5) and (12) 
where F = ρψ is the Helmholtz free energy function. It follows from the previous relation that the stationary points of F /θ satisfiesφ = 0, in agreement with the point of view of [1] , where the critical points of the rescaled free energy are the solutions of the stationary problem (see also [3] ).
Pressure and internal energy
In this section, we give the constitutive equations for the pressure p and the internal energy density ε in the transition layer. To this aim, we proceed in two steps. First, we choose constitutive equations for p and ε in the two pure phases, then we extend them to the whole domain by means of a smooth function of the order parameter ϕ. The choice is performed in such a way that θ and p keep constant values (and hence are continuous) across the transition layer, while ρ and ε suffer a jump discontinuity. In addition, constitutive relations are chosen as simply as possible since we are interested in the qualitative behavior of the resulting transition model only. In the next section it will be clear that if we give the constitutive equations for the pressure p and the internal energy ε, then we can recover (up to a constant) the complete expression of the Helmholtz free energy. It is worth noting that usually a different (but equivalent) approach is adopted. Indeed, often one gives a thermodynamically consistent expression of ψ and later deduce the constitutive equations for p and ε.
The energy-temperature diagram
As is well known, both in the vapor and in the liquid phase the internal energy density ε is a function of the temperature θ only. Letting ε 0 be the internal energy in the vapor and ε 1 in the liquid, it is customary to assume that
where L is constant and strictly positive and the rates c 0 and c 1 denote the vapor-and liquid-specific heat at constant volume, respectively. When water is concerned, the specific heat of the vapor is smaller than that of the liquid, and c 0 < c 1 , accordingly. The positive jump of the energy at the critical temperature θ * , namely
represents the latent heat L v absorbed during the evaporation process and is related to the length of the horizontal segment shown in Figure 1 (on the left the liquid energy, θ < θ * , on the right the vapor energy, θ > θ * ).
The Andrews density-pressure diagrams
Now, our aim is to exploit the similarity between the temperature-energy diagram and the Andrews diagram (see [23] ) in order to represent both in the liquid and vapor phases the equations of state that involve pressure, temperature, and mass density. The Andrews diagram is obtained by applying the Maxwell construction to the isotherms of the van der Waals equation (see, for instance, [12] , p. 67). It mainly differs from the energy-temperature diagram by the presence of three variables rather than two. In fact, in the density- pressure plane we have a family of curves depending on the parameter θ (isothermal curves).
Let ρ 0 and ρ 1 be the density of the vapor and the liquid, respectively. We denote by v 0 , v 1 the corresponding specific volumes, i.e., v 0 = 1/ρ 0 and v 1 = 1/ρ 1 .
As observed in the previous subsection, when θ θ c then ρ 0 ρ 1 and v 0 v 1 . It is quite reasonable to suppose that the vapor behaves like a perfect gas, so that
This equation looks like a constitutive (state) equation for p 0 at fixed temperature, namely
Accordingly, we assume a similar constitutive law in the liquid phase,
whereν is a decreasing function of θ such thatν(θ) ∈ [0, 1] and satisfies the condition
where θ c is the critical temperature. Indeed, when θ ≥ θ c the vapor cannot be liquefied at any pressure and hence the constitutive equation (14) should reduce to Eq. (15) . For instance, we may choosê
where 0 < ν < 1, so that Eq. (15) takes the form
The critical value v c can be obtained from θ c by virtue of the relation
where π is the vapor pressure curve, i.e., the curve between the regions of vapor and liquid stability in the (θ, p) plane (see [12] ).
We are finally in a position to evaluate the jump of density occurring at the phase change. To this end, we remember that both temperature and pressure keep constant across the transition process. Thus, we consider the isothermal curve θ = θ * in the Andrews diagram and, accounting for the knowledge of the vapor pressure function π v , we are able to compute the value p * = π(θ * ) at which the transition starts. During the evaporation process, the specific volume v (and hence the mass density ρ) moves from its value v 1 (ρ 1 ) in the liquid phase to the corresponding value v 0 (ρ 0 ) in the vapor phase, and both depend on θ * , i.e.,
The assumptionν(θ * ) ∈ [0, 1) guarantees that v 1 (θ * ) < v 0 (θ * ). Hence the positive jump of the specific volume during the transition is given by
This quantity decreases when the temperature increases and vanishes as θ → θ c (see Figure 2 ).
Constitutive equations for p and ε
Since we represent the phase change region as a thin layer rather than a sharp interface, we have to connect the pure phase constitutive equations for ε 0 , ε 1 , Figure 2 The density-pressure diagram.
and p 0 , p 1 (as devised in previous subsections) inside the layer. To this aim, we introduce two functions of the phase-field ϕ in such a way that θ and p keep constant (and hence continuous) across the transition layer, whereas ε and ρ suffer a jump discontinuity. More precisely, we make the following
Assumption 4.1 The pressure and internal energy satisfies the constitutive equations
with f , g smooth functions satisfying the conditions
As expected, Eqs. (13), (14), and (15) follow from the evaluation of Eqs. (17) and (18) at ϕ = 0, 1.
Taking advantage of Assumption 4.1, we recover the expression of ψ thanks to the constitutive equations
Certainly, the assumption that both vapor and liquid obey the constitutive equation of perfect gases and the linearity of ε with respect to θ are somewhat restrictive. However, our purpose consists in exhibiting a simple model that is consistent with the Clausius-Duhem inequality and, at the same time, accounts for the usual picture of energy-temperature and density-pressure diagrams of phase transitions that are represented in any textbook dealing with thermodynamics.
Remark 4.2 A lot of different expressions for f and g can be found in the literature (see for instance, [3, 13, 20] ). Mostly, g is assumed to be odd (linear or cubic), whereas the growth of f is even (typically of the fourth order).
Here and in the following, we suppose that θ θ c and, for the sake of simplicity, we letν = ν be constant. Moreover, since v 1 v 0 , we infer that ν lies between 1/2 and 1. Furthermore, we let
where c V and c P = c V + k are the specific heat at constant volume and pressure in the vapor phase. Then, we have
and, according to previous statements, c 0 < c 1 .
Remark 4.3
Since during the transition both pressure and temperature keep constant values, (p, θ) = (p * , θ * ), the specific volume v in the transition layer depends on the order parameter ϕ, only. In particular,
which generalizes the usual linear relation v(ϕ)
Proof. After substituting θ = θ * and p = p * into Eq. (17) we obtain
and accounting for Eq. (16), we have the required expression of the specific volume.
Formula (22) , which in our model is a consequence of constitutive equations, can be considered as the starting point for deriving the shape of p and ε, according to a physical/chemical point of view.
Thermodynamic potentials
This section is devoted to determining an explicit expression of the Helmholtz free energy density ψ, which is able to describe the phase transition induced both by the temperature and by the pressure, according to constitutive equations (17) and (18) .
Thermodynamic restrictions imply that ψ depends only on ρ, θ, ϕ, ∇ϕ. Here we specify the expression of the free energy by supposing
The last term accounts for the interface energy between the two pure phases and it is in agreement with thermodynamic restriction (10) 1 . The function μ is assumed to be positive valued since, as is well known (see [3] ), ψ must attain a minimum at the homogeneous phases, i.e., ∇ϕ = 0. In particular, when μ is constant, we recover the customary quadratic dependence on ∇ϕ introduced by Cahn-Hilliard (see [3] ). The first term represents the stored mechanical energy and in the present case its expression involves the pressure function. The second addendum is merely introduced to account for the thermodynamic condition
where ε and η are given by Eqs. (18) and (10) 2 , respectively.
From Eq. (18) it is apparent that the internal energy ε is independent of |∇ϕ|. Thus, by substituting Eq. (23) with Eq. (20) 2 , we deduce that the function μ has to satisfy
The constant μ 0 is positive valued since μ is a positive function.
Let us determine . Thermodynamic restrictions (10) 2 , expression (23), and constitutive equation (17) lead to the equalities
Therefore,
where h is a generic function depending only on θ and ϕ. We introduce the pressure function P defined as
where p c is a constant reference value whose physical meaning will be explained in the following. The constitutive equation (17) yields
We choose the function h(θ, ϕ) such that = P. That is possible, in view of Eq. (17), by letting
By substituting = P into Eq. (23), we obtain
where p satisfies Eq. (17).
Now our aim consists in determiningψ. Substitution of Eqs. (18) and (24) into Eq. (20) 2 leads to the differential equation
In view of Eq. (21), we deduce that
Among all the solutions of Eq. (25), we choosê
As a consequence of the previous arguments, the Helmholtz free energy density ψ is given by
In particular, on account of conditions (19) and equality c P = c V − k, we have
which coincides with [9, formula (119)] for an ideal gas, up to a constant addendum.
Similarly, the Helmholtz free energy density of the liquid in a uniform configuration is given by
Since the temperature and the pressure keep constant during the transition, we look for the expression of some energy potentials that naturally depends on p and θ, rather than ρ and θ. To this aim, we introduce the Gibbs free enthalpy , defined as
where N denotes the particle number and V = N /ρ is the volume. Its density γ , also called chemical potential, is defined through the equality
In view of Eqs. (17) and (26), the density γ reads
For later convenience, we defineγ = γ (ρ(p, θ, ϕ), θ, ϕ, ∇ϕ) so that
In the next section, we are going to useγ to deduce the Clausius-Clapeyron equation.
Uniform phase changes: Clausius-Clapeyron equation
In this section, we are able to state the Clausius-Clapeyron equation to explain the physical meaning of the pressure p c and to achieve the expression of the curve p = π(θ). Henceforth, we restrict our attention to a uniform configuration, i.e., ∇ϕ = 0.
By taking Eqs. (10) 2 and (26) into account, we obtain
In particular, the entropy of the vapor and of the liquid are given, respectively, by
At a point (θ * , π(θ * )), the entropy of the vapor is greater than the entropy of the liquid, thus, the difference
will be positive.Therefore, the pressure p * = π(θ * ) has to satisfy the condition
namely the value p c is a physical upper bound for the pressure p * .
In the Appendix, we show the following result. (20) and the Helmholtz free energy density (26), the vapor pressure curve is given by
Theorem 6.1 Given the constitutive equations
Moreover, the Clausius-Clapeyron equation holds, namely
where ρ 0 and ρ 1 denote the density of the vapor and of the liquid.
Equations (30) and (31) coincide respectively with Eqs. (98) and (94) in [9] .
It is apparent that in the (θ, p) plane the curve π is a monotone increasing function and it satisfies the condition
Therefore, there exists the inverse function τ = π −1 , which is given by
Notice that since we have assumed ν = const, the critical temperature θ c = τ (p c ) (i.e., the temperature above which transition never occurs) does not have a finite value.
Governing equations
Let us consider non-uniform phase changes. In view of Eqs. (4), (12), and (26), we obtain
Accordingly, by substituting into Eqs. (2) and (5), the kinetic equations governing the evolution of ρ, v, θ, ϕ reaḋ
where c(ϕ) is given in Eq. (21) and β(ρ, θ), u(p, θ) are defined as
We append to Eq. (34) the boundary conditions
In spite of their complexity, it is worth noting that this boundary value problem leads to a simple energy relation. Indeed, we multiply Eq. (2) 2 by v and we add the resulting equation with Eq. (2) 3 , thus obtaining
We assume that the external forces are conservative, namely b = −∇V. In view of divergence theorem, continuity equation (2) 1 , and boundary conditions (36), an integration over leads to
Phase transition at constant pressure
We restrict our attention to phase transitions induced by the temperature and assume that the pressure p is constant, p = p * . In this assumption, θ * = τ (p * ) is the so-called transition temperature at constant pressure (see [21] ). Definition (35) 2 and Eq. (30) lead to
Substitution of Eqs. (35) 1 and (38) into Eq. (34) 4 yields the evolution equatioṅ
where
As pointed out in the introduction, most phase-field models in the literature work at constant pressure. Thus, in the following, we establish a connection between our model and previous classical results concerning solid-liquid transitions obtained in [7] and [8] . To this end, we assume hereafter
As a consequence, ∇ρ = 0.
First, we show that the "simpler model" proposed in Section 6.1 of [7] can be deduced from Eq. (39) as a particular case. More precisely, we take the expression of the free energy (6.14) in [7] into account, namely
and we recast b and G so that ϕ = 0 and ϕ = 1 are the local minima of G, that is
Then, by letting
in Eq. (39), we recover the evolution equation (6.18) of [7] .
Finally, we show that the model proposed in [8] can be obtained from Eq. (39) by means of a linearization with respect to θ in a neighborhood of θ * . To this end, we approximate 1/θ in the form
thus obtaininġ
It is worth noting that if we assume for f and W the expressions given in Eq. (41), then the phase evolution is ruled bẏ
Unfortunately, ϕ does not satisfy the same evolution equation as [8] . If we want to recover exactly the evolution equation proposed in [8] , we have to choose different expressions for f and W. In particular, we suppose that
Thus, by letting
we obtain the evolution equatioṅ
which coincides with [8, formula (22)].
Phase transition at constant temperature
Now we focus our attention on phase transitions induced by the pressure and we keep the temperature at the constant value θ = θ * . In this case, p * = π(θ * ) will be called transition pressure at constant temperature. From Eqs. (32) and (35) 2 , we have
By substituting this expression into Eq. (34) 4 , we deduce the evolution equation for φ
where f , g are as in Eq. (41), for instance.
In the literature, few papers deal with phase-field models working at constant temperature. So a comparison with previous classical results is hard to perform. In order to simplify our model, we approximate ln p in the neighborhood of p * by means of
Accordingly, u is given by
If this is the case, the evolution equation of ϕ becomeṡ
Linearized governing equation
As suggested by previous examples, we perform here a simultaneous linearization with respect to θ and p in a neighborhood of a given transition point (p * , θ * ), p * = π(θ * ). To this end, we assume that Eqs. (42) and (43) hold. From Eq. (35) 2 we obtain
Moreover, since p * = π(θ * ), relation (30) yields
Accordingly, substitution of Eqs. (43) and (46) into Eq. (34) 4 leads to the evolution equation for the phase fielḋ
It is worth noting that if we keep the pressure p constant, p = p * , Eq. (47) has the same form as Eq. (39), whereas, if we suppose θ = θ * = const, by taking Eq. (32) into account, we recover Eq. (45).
Conclusions
In this paper, we have proposed a thermodynamically consistent phase-field model able to describe the transition between liquid and vapor. In this approach, the interfaces between the two pure phases are regarded as regions of finite width having a gradual variation of different physical quantities. In order to distinguish one phase from the other, we have introduced an auxiliary variable ϕ whose evolution is assumed to be governed by the equation ϕ = ( ). Since ϕ is expected to enter the explicit expression of this equation, we are forced to consider a non-local thermodynamic framework, where first and second gradients of all the unknown fields, ρ, θ, ϕ and D • , are involved in . Unlike classical phase-field models, the kinetic equation for the phase variable is obtained as a consequence of thermodynamic restrictions and it depends only on the rescaled free energy ψ/θ. Since the shape of ψ is related to the expressions of the pressure and the internal energy, first we have assumed simplified constitutive equations for p and ε in the pure phases. Later, we have extended them to the whole domain, having in mind that during the transition pressure and temperature are constant. While it is apparent and experimentally verified which are the constitutive equations in the pure phases, it is not evident which are the constitutive equations in the transition layer. In a more realistic modeling we should have chosen a different constitutive equation for the pressure in the liquid phase and a non-linear dependence on the temperature for the internal energy in agreement with the principle of equipresence in rational thermodynamics. On the other hand, such choices lead to more complex models, which are less tractable from a mathematical point of view.
where the symbol T stands for the transpose of a tensor. Accordingly, substitution of Eqs. (1), (3)- (5) into Eq. (48) leads to Furthermore, the non-trivial dependence of on ∇ϕ guarantees that eveṅ ∇∇ϕ is arbitrary. This can be proved by standard arguments [7] and implies the condition ∂ ∇∇ϕ ψ = 0. 
Inequality (50) cannot be further reduced by means of standard arguments. Thus, we adopt a different approach based on Assumption 3.1. Firstly we show that the entropy extra flux is given by
namely, we show that k is uniquely determined. Indeed, from Eq. (51) it follows that θk − ρ∂ ∇ϕ ψ is independent of ∇D • , ∇∇ρ, ∇∇θ, ∇∇ϕ. Hence, the entropy extra flux k has to satisfy
where h is an arbitrary function of ρ, θ, ϕ, D • , ∇ρ, ∇θ, ∇ϕ. Therefore, on account of Assumption 3.1, we deduce h ≡ 0 and Eq. (52) holds. 56), we obtain the Clausius-Clapeyron equation dp * dθ * =η 0 (π(θ * ), θ * , 0) −η 0 (π(θ * ), θ * , 1)
according to well-known results on thermodynamics (see, e.g., [12] ).
Since u = 1 holds along the curve separating the two stable phases, from Eq. (29) we havẽ
which guarantees that the difference of the entropies of the vapor and of the liquid is equal to L/θ * . Substitution into Eq. (57) leads to a simplified form of the Clausius-Clapeyron equation,
.
