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Abstract
The volume of civil high resolution Earth Observation (EO) images has steeply in-
creased during the past decade due to numerous advances in airborne and spaceborne
imaging technologies and has already leveraged a number of new applications. On
the other hand, the large quantity of available images has extremely increased the
challenge of exploring and understanding the full content of the image (i.e., their
semantics). Therefore, the development of new image mining systems providing
satisfactory results with reasonable computational effort, became highly demanded.
The existing EO image mining systems are usually based on extracted image
features provided by various feature descriptors which can represent either pixel
level patterns or the higher level semantics of images. Thus, developing feature
descriptors which are able to represent the content of images relevant to the users’
requirements helps to improve the accuracy and efficiency of image mining systems.
As a consequence, this dissertation introduces new approaches based on Latent
Dirichlet Allocation (LDA), a topic model for low and high level image feature de-
scriptions. Moreover, the dissertation proposes novel methods based on LDA and
information theory for evaluating various image feature descriptors independent of
their application case. Since users usually evaluate image mining results based on
their semantics, we conducted user studies for assessing the issues such as the sensory
and the semantic gaps which affect the user acceptance of the results. Furthermore,
this dissertation shows the importance of prior knowledge about the semantic struc-
ture of images in shortening the semantic gap between users and computers.
All corresponding experiments are conducted on multispectral and SAR (air-
borne and spaceborne) images; the results are validated by employing standard
classification and clustering methods (e.g., SVM and k-means) in order to be com-
parable to previously obtained results in our discipline. The results demonstrate
that by using higher level feature descriptors increases, the user acceptance of image
mining results increases because the images are described by their semantic content.
Furthermore, the results show that a evaluation of the feature descriptors regardless
of their application allows us to generalize the evaluation outcomes to various ap-
iii
plications. In addition, our studies and experiments indicate that the sensory and
the semantic gaps should not be overlooked due to their high impact upon the user
acceptance of image mining results. Finally, our analyses show that exploring the
space of image features leverages an understanding of the image semantics.
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Zusammenfassung
Die Menge an hochaufgelo¨sten zivilen Erdbeobachtungsbildern hat sich in den let-
zten 10 Jahren aufgrund zahlreicher Fortschritte bei den Bildaufnahmetechnologien
in der Luft- und Raumfahrt stark erho¨ht und hat bereits zu einer Reihe von neuen
Anwendungen gefu¨hrt. Andererseits hat die groe Menge an verfu¨gbaren Bildern
auch die Herausforderungen beim Durchsuchen und Verstehen ihres gesamten In-
halts (d.h. ihrer Semantik) extrem gesteigert. Daraus entstand der Bedarf nach neu
zu entwickelnden Image-Mining-Systemen mit zufriedenstellender Gu¨te und vertret-
baren Rechenzeiten.
Die momentan vorhandenen Image-Mining-Systeme der Erdbeobachtung basieren
in der Regel auf extrahierten Bildmerkmalen, die durch verschiedene Merkmals-
deskriptoren erzeugt werden, die entweder pixelbezogene Muster oder die Semantik
von Bildern auf ho¨herer Ebene darstellen. Daher hilft die Entwicklung von neuen
Merkmalsdeskriptoren, die den Inhalt von Bildern, wie von den Nutzern erwartet,
beschreiben ko¨nnen bei der Verbesserung der Genauigkeit und der Effizienz von
Image-Mining-Systemen.
Daher stellt diese Dissertation neue Ansa¨tze mit Latent Dirichlet Allocation
(LDA) vor, einer Themenmodellierung fu¨r Merkmalsdeskriptoren auf niedriger und
hoher Ebene. Weiterhin werden in der Dissertation neuartige auf LDA und auf
der Informationstheorie basierende Methoden vorgeschlagen, um verschiedene Bild-
merkmalsdeskriptoren unabha¨ngig vom jeweiligen Anwendungsfall zu beurteilen. Da
Nutzer ihre erhaltenen Image-Mining-Ergebnisse normalerweise aufgrund ihrer Se-
mantik beurteilen, haben wir Nutzerstudien zur Beurteilung von Fragen wie der
sensorischen oder semantischen Lu¨cke durchgefu¨hrt, die die Nutzerakzeptanz der
Ergebnisse beeinflussen. Weiterhin zeigt diese Dissertation, wie wichtig Vorwissen
u¨ber die semantische Struktur von Bildern ist, um die semantische Lu¨cke zwischen
Nutzern und Rechnern zu verkleinern.
Alle zugeho¨rigen Experimente wurden mithilfe von multispektralen und SAR-
Bildern aus der Luft- und Raumfahrt durchgefu¨hrt; die Ergebnisse wurden mit
Standardverfahren zur Klassifizierung und zum Clustering (z.B. mit SVM und k-
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Means) validiert, um kompatibel mit bereits fru¨her erhaltenen Resultaten in un-
serem Fachgebiet zu sein. Die Ergebnisse demonstrieren, dass die Nutzerakzeptanz
von Image-Mining-Resultaten durch die Verwendung von ho¨heren Merkmalsdeskrip-
toren steigt, da die Bilder dann durch ihren semantischen Inhalt beschrieben wer-
den. Weiterhin zeigen die Ergebnisse, dass eine vom Anwendungsfall unabha¨ngige
Bewertung der Merkmalsdeskriptoren es erlaubt, die Bewertungsergebnisse fu¨r un-
terschiedliche Anwendungsfa¨lle zu verallgemeinern. Daru¨ber hinaus weisen unsere
Untersuchungen und Experimente nach, dass die sensorische als auch die semantische
Lu¨cke wegen ihrer hohen Auswirkungen auf die Nutzerakzeptanz von Image-Mining-
Resultaten nicht u¨bersehen werden sollten. Schlielich zeigen unsere Untersuchungen
auch, dass eine Untersuchung des Bildmerkmalsraums das Verstehen der Bildseman-
tik unterstu¨tzt.
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1Introduction
1.1 Motivation
Recent advances in airborne and spaceborne Earth Observation (EO) imaging tech-
nologies for high resolution optical (multispectral) and Synthetic Aperture Radar
(SAR) instruments have led to a steep growth in the volume of civil EO images
within the 1 m resolution category. Typical examples are the multispectral im-
agers WorldView-2 and WorldView-3 as well as the SAR satellites TerraSAR-X and
COSMOSkyMed. The specific characteristics of these high resolution EO images,
as well as their availability in remote sensing archives, have leveraged new high
resolution EO applications allowing, for instance, highly accurate small-scale ob-
ject identification and classification [1]. However, the large quantity of available
images has tremendously increased the challenge of exploring the full amount of
the image content in order to provide focused information in a simple and intuitive
human understandable form. Dealing with this challenge, the development of new
image mining systems, such as classification and retrieval systems providing results
satisfactory to users with reasonable computational effort, were in high demand.
Existing EO image mining systems are usually based on descriptions of extracted
image features provided by various feature descriptors [2, 3, 4]. These descriptors
can be either pixel level or higher level descriptors; the latter ones are built upon the
former ones. While the pixel level descriptors provide primitive image features, the
higher level descriptors represent images with their semantic content. Thus, devel-
oping feature descriptors which are able to represent image content relevant to the
users’ requirements improves the accuracy and efficiency of image mining systems.
Taking all the above into consideration, the focus of this dissertation is to intro-
duce new approaches for low and high level image feature descriptions. Moreover,
it proposes novel methods for evaluating various image feature descriptors, inde-
pendent of the application case. Since users usually evaluate image mining results
based on their semantics, this dissertation studies the issues which affect the user
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acceptance of the results, such as the sensory gap and the semantic gap, which will
be discussed below.
In order to validate the proposed methods and to be comparable to the previ-
ous researches in the field, in this dissertation, standard classification and cluster-
ing methods (e.g., SVM and k-means) are employed. Moreover, we conduct our
experiments on multispectral images acquired from the WoldView-2 satellite and
SAR images obtained from the TerraSAR-X satellite. In addition, in order to be
comparable to exiting research in the field, the proposed methods are tested on a
widely used multispectral remote sensing dataset, namely the UC Merced Land Use
Dataset [5]. Experimental results demonstrate that using higher level feature de-
scriptors increases the user acceptance of image mining results because they describe
images by their semantic content such as objects or object parts. Furthermore, the
results show that evaluating the feature descriptors, regardless of their application,
makes it possible to generalize the evaluation outcomes to various applications. Fur-
thermore, our studies and experiments indicate that the sensory and the semantic
gaps (to be discussed below) should not be overlooked due to their high impact upon
the user acceptance of image mining results.
1.1.1 Semantics-driven Image Content Descriptors
High resolution EO satellite images have opened up the opportunity for detailed
local object discrimination and identification (especially within urban areas), which
was not possible with previously available low and medium resolution EO images [6].
Therefore, neither the conventionally used feature descriptors, nor the correspond-
ing image analysis techniques are sufficient to deal with the semantic contents of
high resolution EO images. The existing feature descriptors usually focus on cer-
tain properties of the images and represent them as a vector, the so-called feature
vector, where the vector elements contain the components of these image proper-
ties. However, due to the variety of the object features in high resolution images,
it is essential to consider multiple image properties. This is essential for developing
highly discriminative feature descriptors.
In order to combine several image properties, various feature fusion methods
have been proposed in the literature such as feature vector concatenation [7]. Since
feature fusion usually increases the dimensionality of the fused feature vector and
the vector elements may contain redundant information, several compact feature
selection and dimensionality reduction methods have been suggested [8]; however,
because these methods will usually be evaluated based on the statistical analysis of
the fused feature vectors applied in feature fusion scenarios, they may miss some
valuable properties of real images. Moreover, in order to semantically describe the
objects in a given high resolution EO image, the local image context also has to
be considered. This is not possible when only using the conventional pixel level
feature descriptors and image analysis techniques. Therefore, we have to rely on
2
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Figure 1.1: Typical highly diverse SAR image patches.
feature descriptors which are able to describe objects as semantics by exploiting
their various characteristics and local spatial contexts. Furthermore, in order to
use semantics for object discrimination and identification, semantics-driven image
analysis techniques should be used. This issue is illustrated by Figure 1.1 showing
highly diverse and typical example patches of a high resolution SAR image, acquired
by the TerraSAR-X satellite.
Since image description lies at the foundation of any image mining system, se-
lecting a feature descriptor or a combination of feature descriptors which are able
to represent various image properties, affects the retrieval results to a large degree.
A comprehensive representation of images exploiting their diverse properties while
avoiding an arbitrary increase in the feature vector size, calls for a selection of the
most representative feature descriptors which share only a few redundant image
properties.
In order to select optimized feature descriptors, their abilities to discriminate
different object categories should be evaluated for each application. However, due
to the different requirements of various remote sensing applications, an evaluation
of feature descriptors, by applying them to a single task and measuring their case-
specific performance, cannot provide a generally valid assessment of their perfor-
mance. Thus, it is very important to look for generally valid feature descriptor
evaluation methods which can be applied to every image mining task.
As a consequence, this dissertation proposes various feature descriptor evaluation
methods based on statistics and information theory. The proposed methods not only
help to select optimized feature descriptors for feature fusion tasks, but also allow
a generally valid feature descriptor evaluation. In order to be comparable to the
previous research in the domain, a number of experiments were conducted, For
each dataset, the mostly applied feature descriptors are re-considered and further
analyzed. The computed feature vectors form a Euclidean space, the so-called feature
space. Then standard classification and clustering algorithms such as SVM and k-
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means are applied to this feature space. Their performance is further evaluated by
conventionally used metrics such as classification accuracy.
1.1.2 The Sensory and the Semantic Gaps
The already mentioned image mining systems usually rely on human supervision
resulting in semantic data annotations, either having been entered during training,
verified during validation, or attached during routine operations. However, since the
“gold standard” is set by user created references or user acceptance, user subjective
biases are included in this standard. Due to the different image interpretations
of various users being prone to the sensory and the semantic gaps (see below),
user-created standards may be incorrect or inconsistent. As a result, established
image mining systems based on individual user image interpretation can still perform
unsatisfactorily to other users.
1.1.2.1 The Sensory Gap
The sensory gap refers to the differences between an object in reality and its repre-
sentation based on the signals recorded by sensors. Causes behind the sensory gap
can lie in the scene (e.g., perspective, occlusion, typical scene variance) or on sen-
sor level (e.g., resolution, field of view, recorded spectral bands, detector noise) [9].
In EO images, the sensory gap for human interpretation is rather wide due to the
various applied sensors (e.g., radar, multi- and hyper-spectral instruments) which
record their information very differently from the human visual system. For exam-
ple, SAR is a form of radar imaging which creates images by transmitting, receiving
and processing radar pulses. SAR illuminates a target area from a moving car-
rier by transmitting repeated pulses of radio waves. The pulse echoes are then
received and the image pixel amplitudes together with their phase information be-
come available as data products after focusing [10]. In contrast, the human visual
system reacts exclusively to visible light to create images of objects. As another
example, multispectral sensors acquire images at selected optical frequency bands
across the electromagnetic spectrum, including frequencies beyond the visible light
range such as data in the ultraviolet or infrared. Although these optical sensors
capture images in a passive way (as the human visual system does), the acquired
images may contain information about objects which the human visual system is not
able to perceive by its receptors tuned to red-green-blue (RGB) stimuli. Figure 1.2
shows typical remote sensing data acquired by the WorldView-2 multispectral satel-
lite, which captures images in five visible spectral bands, ranging from 400 nm to
690 nm, including the well-known RGB bands. In addition, WorldView-2 provides
data from three bands of (near-)infrared wavelengths within the 705 nm to 1040
nm wavelength range (even better band properties are expected from the upcoming
WorldView-3 instrument). The first row of Figure 1.2 depicts the RGB band images,
4
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Figure 1.2: Top row: multispectral RGB patches, Bottom row: infrared patches.
while the second row shows the three infrared band images. The images illustrate
that vegetated regions are characterized by strong infrared signals providing valu-
able information about plants with high chlorophyll content, while the human visual
system only sees a strong green component of the vegetation.
In addition to the type of sensor, the complexities of EO images such as their
resolution, perspective, or scale of the visual information, also affect the sensory
gap [11]. The perspective of satellite images, for example, is a particular challenge in
the interpretation of EO images. They represent objects from a bird’s eye view which
human users are not accustomed to. The sensory gap also includes effects of digital
image processing. In order to interpret an image, processing routines discriminate
the objects within an image using the descriptions of their various feature types (e.g.,
color, texture, and shape), using different feature descriptors. The discrimination
of the objects is further used for object identification. Therefore, in addition to the
sensor characteristics and image complexities, feature descriptors strongly affect the
sensory gap due to image processing routines. Taking all the above into account,
object discrimination is a fundamental step in both human and computer image
interpretation which is affected mainly by the sensory gap. Object naming is then
performed based on the interpreted image.
1.1.2.2 The Semantic Gap
The semantic gap has been defined by most researchers as the difference between
the user’s understanding of objects in an image, and the computer’s interpretation
of those objects [9, 12, 13, 14]. When users are presented with an image, they first
discriminate the objects in it and then name the objects. Digital image process-
ing follows a similar procedure; however, different methods are used for each step
(e.g., object discrimination based on feature descriptors, object naming according to
machine learning algorithms), which causes the semantic gap. In addition to the se-
mantic gap between users and computers, each individual user will interpret images
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slightly differently, and will use different terms to label the objects within them;
thus, a semantic gap also arises between users which we call the linguistic semantic
gap. While previous research addressed this gap as a vocabulary problem [15, 16],
showing that it is unlikely for two people to assign the same label to a given object,
this problem has not yet been considered in the context of the well-known semantic
gap. However, since the existing image mining systems have usually been verified
either by comparing their results to reference data or by measuring the degree of
user acceptance in interactive systems, neglecting the linguistic semantic gap may
make the image retrieval results for a specific user and search goal unsatisfactory to
other users.
1.1.3 Quantifying and Analyzing the Gaps
In this dissertation, a set of user experiments are conducted to study different factors
in user perception and identification of objects within EO images. The results are
then quantified and analyzed by statistical methods such as the Kullback-Leibler
divergence method [17]. In order to measure the semantic gap between users and
computers, the results of the user experiments are compared to the results of existing
machine learning methods such as Latent Dirichlet Allocation (LDA) [18] and k-
means clustering. In our user experiments, an RGB image from the WorldView-2
satellite is used. Since the sensor characteristics of this image (i.e., the passive
signal recording and the RGB spectral bands) are close to those of the human visual
system, the analysis of the effects of the image complexities (which are shared by
all EO image types) on the sensory and the semantic gaps is not affected by the
sensor-specific characteristics.
The results highlight EO image complexities as causes of the sensory gap, which
strongly affect the object identification by users. Moreover, our experimental results
show that subjective biases exist when the results of image mining are validated
neglecting the linguistic semantic gap.
In order to overcome this problem, our proposal is to take into account the
linguistic semantic gap, and to increase the diversity of our data sets being used
in each domain (e.g., using various EO datasets for the foreseen EO applications),
which will include different user perspectives and compensate for the individual
subjective biases. Moreover, user-trained models could be stored and further used
by other systems, including image interpretations made by several users.
Furthermore, the sensory gap discussed above has a significant influence on the
semantic gap together with other issues such as the background knowledge of users.
In particular, feature descriptors cause a key influence on the sensory gap due to
digital image processing and, as a consequence, on the semantic gap. Therefore,
using highly descriptive feature descriptors which extract more relevant information
according to the user requirements helps to reduce the semantic gap.
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1.2 Image Feature Descriptors
In this section, we summarize the image description methods which have been used
during past years in EO image analysis. We first review the commonly used prim-
itive feature extraction methods in the EO domain. Then we show how the image
descriptors and image analysis techniques shifted over the years from pixel level to
higher semantic levels in the EO domain. Following this, we introduce the methods
which are usually used for evaluating and comparing feature descriptors.
1.2.1 Primitive Feature Extraction Methods
In this section, we briefly review primitive feature extraction methods which have
been applied to EO images (e.g., multispectral and SAR images) over the years. In
this review, we mainly focus on texture feature descriptors, since they have been
applied to EO images in many previous publications. Texture refers to spatial inten-
sity variations in an image which cause repetitive patterns, the so-called textons [19].
As Figure 1.1 and Figure 1.2 show, texture is the most common feature occurring
within multispectral and SAR images. In addition, we introduce primitive feature
extraction methods which mainly extract the geometry-based image features such
as edges and corners.
In the following, we show that a variety of methods have been employed to
extract EO image features. The decision as to which method is more powerful
and accurate usually depends on the specifications of the EO images selected for a
specific task [20, 21, 22].
1.2.1.1 Patterns of Pixel Values
The simplest approach to extract the texture features of an image is vectorizing the
pixel values within a certain neighborhood of every pixel. Clearly the neighborhood
must be large enough to encompass the dominant texture variations. However, by
enlarging the neighborhood, the dimensionality of feature vectors increases, which
poses a larger computational burden to image mining systems. In order to make
the dimensionality of the feature vectors independent of the neighborhood size, one
approach is to use histograms of pixel values within a neighborhood. This approach
quantizes the pixel values to a certain number of bins. The RGB Color Histogram
(rgbHist) has been used in many previous researches for color image analysis [23]. In
the EO area, Yang and Newsam [5] employed rgbHist features, extracted from RGB
color channels of a multispectral image dataset, in a classification task. The results
indicated that rgbHist features can give superior results for the object classes which
are homogeneous in color. In SAR images, however, due to the rather large range of
the pixels’ brightness values, quantization leads to either a high quantization error
(when a small number of bins is used) or very high dimensional feature vectors
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(when a large number of bins is used). In order to extract texture information of
SAR images using their raw pixel values, Cui et al. [24] introduced Mean-Variance-
Ratio (MVR) texture descriptors. Statistical moments such as mean and variance
have been used for a compact representation of texture features of various image
types such as multimedia and medical images [25, 26]. For SAR images, in regions
with fully developed speckle, the relation between mean and variance is L = m
2
σ
(where L is the number of looks, m is the mean, and σ is the variance). However,
this relation does not hold in the regions with strong structures. Therefore, MVR
uses mean ratios in different directions in addition to the local mean and variance
which results in a superior discrimination ability [24]. As another approach, Liu
and Fieguth [27] introduced a Random Projection (RP) method for projecting high
dimensional vectors into a lower dimensional vector space without the loss of salient
information. Using RP, the pixel values within an arbitrary large neighborhood can
be vectorized; and then the dimensionality of the resulting vector is reduced to a
reasonable size. In the EO area, this method has recently been successfully applied
to SAR image segmentation by Hou et al. [28].
As another method to represent local image textures, Chen et al. [3] proposed the
Weber Local Descriptor (WLD) inspired by Weber’s law, saying that humans notice
the change in a stimulus as a valid signal if its ratio to the original intensity of the
stimulus is above a certain constant value. The WLD feature vector for each given
pixel is generated by computing its differential excitation (i.e., the ratio between the
intensity difference between the current pixel and its neighbors) and the gradient
orientation of the current pixel. WLD has been successfully applied to various
multimedia image mining tasks such as face recognition [29]. In EO image scenarios,
Cui et al. [24] studied the performance of WLD on SAR images. The authors showed
that the presence of multiplicative speckle noise limits the discriminability of WLD in
SAR images. In order to remedy this limitation, Cui et al. [24] proposed to replace
the gradient orientation mechanism of WLD with the Ratio of Mean Differences
(RMD) in vertical and horizontal directions. They named this method Adapted
Weber Local Descriptor (AWLD). The idea of using RMD has been initiated by
the ratio edge detector which has been developed by Touzi et al. [30] in order to
compensate the effects of the SAR speckle noise.
A simple but powerful method for representing the local image patterns is Lo-
cal Binary Patterns (LBP) proposed by Ojala et al. [31]. LBP considers a circular
local neighborhood around each image pixel. Then it assigns binary values “0” or
“1” to the neighboring pixels if their values are smaller or greater than the value
of the central pixel, respectively. LBP is designed to be gray-scale and rotation
invariant [31]. To the best of our knowledge, LBP was first applied to EO images by
Lucieer et al. [32] for segmenting CASI (Digital Compact Airborne Spectrographic
Imager) and LiDAR (a type of imagery in which a laser pulse is transmitted and
its reflection is used to measure the distance) images. It was later used by a num-
ber of works for EO image classification [33, 34, 35]. However, to the best of our
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knowledge, LBP has not been applied to SAR images due to the specific properties
of SAR images such as the existence of speckle noise. In order to use the local
patters of SAR images, Dai et al. [36] proposed a theoretically and computation-
ally simple feature, the so-called Multilevel Local Pattern Histogram (MLPH). This
method quantizes SAR images into various channels at particular contrasts and then
generates a histogram of the local image patterns. The authors compared the classi-
fication accuracy obtained by using MLPH to other texture descriptors and showed
that it is superior.
1.2.1.2 Pixel Value Co-occurrence Feature Extraction
Based on the idea that the spatial relationships between the pixel values over an im-
age found the texture information of the image, Haralick et al. [2] proposed the use
of statistics of the Gray Level Co-occurrence Matrix (GLCM) as texture descriptors.
The co-occurrence matrix is generated by measuring the occurrence of a specific gray
value in a given position within the image. The feature vector is then obtained by
computing the statistics of the co-occurrence matrix such as contrast, homogeneity,
correlation, and entropy. The features extracted by GLCM has been used for classifi-
cation of EO multispectral images by a number of previous works [5, 37]. GLCM has
been successfully applied to SAR images for various tasks such as mapping sea ice
patterns [38], water surface extraction [39], and agricultural crop classification [40].
In order to reduce the computational burden of co-occurrence matrix generation,
Kandaswamy et al. [41] proposed an approximate texture representation based on
the notion of patch re-occurrence. The authors showed that in this scenario, GLCM
leads to highly accurate unsupervised SAR image classification.
1.2.1.3 Model-based Feature Extraction
The idea that an image is the result of a stochastic random process has led to the
development of a number of model-based image texture description methods such as
Gaussian Markov Random Fields (GMRFs). In these methods, the feature vectors
are derived based on the parameters of the stochastic process. As an example of
previous early works using GMRFs in the EO domain, we can mention the work
by Chellappa and Chatterjee [42], who employed features extracted based on GM-
RFs in a classification scenario, and the work by Tsai and Tseng [43] who used
GMRF-based features for the segmentation of multispectral EO images. Further-
more, various GMRFs have been proposed and successfully applied to SAR image
texture representation in many image mining tasks [4, 44, 45, 46]. Recently, an in-
tensive study of GMRFs for spatial content understanding of SAR images has been
conducted by Singh [47].
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1.2.1.4 Feature Extraction in Transform Domains and Using
Filter Banks
Prior research has shown that the extraction of SAR image features is easier in the
frequency domain such as the features of moving objects. Since for moving objects
the echo signal is non-stationary, accumulating the signal’s energy and extracting
the object features using spatial domain feature descriptors is difficult [48]. In or-
der to ease this difficulty, a series of previous works [49, 48, 50] proposed to use a
Matched Fourier Transform (MFT) due to its important properties introduced by
Wang et al. [51]. As another method dealing with moving objects, Sun et al. [52] pro-
posed to use a Fractional Fourier Transform (FrFT), a generalized form of a Fourier
transform. This transformation has been introduced to the signal processing domain
by Almeida in [53]. It owes its strength to considering both Doppler frequency and
Doppler modulation rate of non-stationary signals. Moreover, the linear operator
used in FrFT, makes it robust in the presence of multiple moving objects [52]. In
the context of stationary objects, Singh and Datcu [54, 55, 56] proposed a number of
methods based on FrFT for SAR image classification. The authors showed that the
ability of FrFT to use the phase information of complex-valued SAR images makes
it superior to spatial domain feature descriptors.
Describing SAR image features by a set of parameters computed based on a
Short Time Fourier Transform (STFT) has been proposed by Popescu et al. [57].
Based on this method, Li and Ogihara [58] introduced a non-linear STFT for the
retrieval of music information. It has been shown in [20] that a non-linear STFT
also leads to superior results in SAR image classification.
Another method for analyzing an image in the frequency domain is using Quadra-
ture Mirror Filter (QMF) banks [59, 60, 61]. These filter banks split a discrete-time
signal into different sub-bands, where each sub-band can then be processed inde-
pendently. One of the first applications of QMF banks in a content-based image
retrieval for various EO image types was made by Li and Castelli [62]. Recently,
QMF banks have been further successfully applied to SAR image classification by
Dumitru and Datcu [20].
Due to the importance of scale in texture analysis, various wavelet-based texture
feature descriptors have been proposed for SAR image analysis in the literature.
Fukuda and Hirosawa [63] used a dyadic decomposition in combination with a bank
of low and high pass filters for image wavelet transformation. They showed that the
proposed feature descriptor provides promising classification of polarimetric SAR
images. In order to represent the multiple scales and orientations of images, Gabor
filter banks have been widely used in previous works. Even though applying Gabor
filtering results in a wavelet decomposition of an image, due to the non-orthogonality
of the decomposition, it suffers from redundancy [64]. Therefore, a bank of selected
Gabor filters with various scales and rotations is usually applied to the given images.
Furthermore, Gabor filtering is used as a linear filter in image processing standards
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such as MPEG-7 [65]. Gabor filter banks have been used in various image analysis
applications in the EO domain such as image retrieval [62, 66]. To the best of our
knowledge, in SAR image analysis, Gabor filter banks have been used by Du [67]
in a segmentation task. This method has been applied later to various SAR image
segmentation and classification tasks [68, 69]. In a number of recent works, Singh
and Datcu [54, 56] introduced new variations of using Gabor filter banks for SAR
images. In these methods, log-cumulants of Gabor filtered images with enhanced
performance over linear moments have been used. The authors showed the superior
performance of these methods in SAR image classification.
1.2.1.5 Interest Point Detectors and Feature Descriptors
The Scale-Invariant Feature Transform (SIFT) proposed by Lowe [70] is an interest
point detector and feature descriptor based on the geometry of local image fea-
tures such as edges and corners. SIFT has been widely used by many previous
researches due to its invariance against translation, rotation, and image scale. In
the EO domain, SIFT has been mostly adapted and employed for image registration.
For example, Hasan et al. [71] adapted the SIFT descriptors for the registration of
multi-modal images (i.e., images acquired by different sensors). Recently, Sedaghat
and Ebadi [72] introduced a new variant of SIFT so-called Adaptive Binning Scale-
Invariant Feature Transform (AB-SIFT) for EO image registration. They showed
that AB-SIFT is robust against local geometrical distortions. In addition to image
registration, Yuan and Hu [73] employed SIFT descriptors in an EO image classifica-
tion scenario for extracting clouds. In a comparative study, Yang and Newsam [74],
compared the performance of SIFT descriptors and Gabor filter banks for the classi-
fication of panchromatic images acquired from the IKONOS satellite. They used two
classification techniques, namely a Maximum A Posteriori (MAP) classifier [74] and
a Support Vector Machine (SVM) classifier [75]. The results showed that when SIFT
descriptors are used, MAP achieve a higher classification accuracy than when the
Gabor descriptors are used; however, for an SVM classifier, Gabor feature descrip-
tors are more discriminative than SIFT descriptors. Recently, Dellinger et al. [76]
proposed the Synthetic Aperture Radar Scale-Invariant Feature Transform (SAR-
SIFT), a new adaptation of SIFT to SAR images. They introduced a new method
for computing the image gradient which makes SAR-SIFT robust against speckle
noise.
Being inspired by SIFT, Bay et al. [77] proposed Speeded Up Robust Features
(SURF) which is much faster and more robust than SIFT against various image
transformations due to using a combination of two-dimensional Haar wavelet re-
sponses, scale space techniques, and the integral images. Therefore, this technique
has been preferred by a number of authors in the EO domain for detecting interest
points and describing image features [78, 79, 80]. However, other previous works
such as [5] preferred SIFT for SURF, because the authors believe that SIFT pro-
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vides a higher degree of invariance. SURF has been applied to SAR images for
image registration by [79, 80].
1.2.2 From Pixel Level to Semantic Level Descriptors
In previous research, EO images usually have been considered as a whole and have
been analyzed by conventional techniques such as segmentation and pixel-based
classification [33, 36, 37]. These methods perform quite well for low resolution EO
images, where the texture over each image region is relatively homogeneous (e.g.,
agricultural fields, water surfaces). However, the recently available high resolution
satellite images provide a much higher number of object categories and the applied
object discrimination techniques have to include higher level descriptions of the
local image contexts. This has shifted interest toward patch-based image analysis in
recent years. To the best of our knowledge, a patch-based approach of remote sensing
images has been first considered for analysis in [81]. This method was later applied
to SAR images by a number of researches [24, 82]. In a patch-based method, an
image is usually split into non-overlapping patches, where the patch size is selected
so that each patch holds enough information on the local image context (objects or
object parts). Each image patch is then assigned to an object category as containing
a particular object.
In order to analyze image patches using the higher level descriptions of their local
image contexts, Bag-of-Words (BoW), a simplifying method developed for natural
language processing, has been successfully modified and applied to remote sensing
images of various types [5, 83, 84, 24]. In this model, feature vectors are computed
for all the pixels on a given grid of each image patch using a sliding window of a given
size. The local feature vectors of the entire image patch collection then generate a
feature space, where each feature is considered as a point, a so-called feature point.
In a next step, the structure behind the distribution of the feature points in the
feature space is modeled by a codebook which is composed of a set of basis points,
the so-called codewords. The codewords are usually defined by applying a clustering
method (e.g., k-means) on randomly selected samples of the feature points. In a
final step, using the codebook, the local feature vectors of each image patch are
coded to integrate all important features of the image patch into a single vector. To
this end, a code matrix is generated, where each row contains the response values
of a particular feature point to different codewords. The response values can be
obtained using various coding schemes such as voting-, reconstruction-, and salient-
based methods [85]. The response values of all the feature points to each codeword
are then integrated to form a single code value using a pooling technique (e.g., sum,
average, maximum pooling) [86]. The output of the pooling step is a vector with a
dimensionality equal to the codebook size. In contrast to global feature vectors, since
the entire patch collection is contributing to the codebook generation, the codewords
in BoW are able to provide a higher level description of local image contexts.
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1.2.2.1 Feature Coding Methods
A variety of possibilities to generate codebooks as well as various methods to com-
pute the response values make feature coding a hot topic. The classical feature cod-
ing method is Hard Voting (HV) [87]. For each codeword, HV counts the number
of its nearest neighboring feature points as the code value. Using a kernel func-
tion, Soft Voting (SV) [88] is proposed to not only consider the distances between
the feature points and the codewords, but also to allow each feature point to be
described by more than one codeword. In order to improve the feature space struc-
ture description of the codewords, reconstruction-based methods have been applied
to coding scenarios. These methods reconstruct each feature point by a group of
codewords constrained by the number of the contributing codewords such as Sparse
Coding (SC) [89], and the locality of the codewords such as in Local Coordinate
Coding (LCC) [90] and Local-constraint Linear Coding (LLC) [91]. Considering the
locality of the codewords in combination with the maximum pooling in LLC leads
to a salient representation of the feature points. More precisely, if a certain num-
ber of nearest codewords are used to code a feature point, codewords closer to the
feature point will receive a stronger response than the others. In order to repre-
sent the salient characteristics of the feature points and to avoid the computation
cost of the LLC method, Salient Coding (SaC) [92] and its variants such as Group
Salient Coding (GSC) [93] have been proposed. All methods code each feature point
independently of the other points. However, Roweis and Saul in [94] showed that
considering the relationships between the neighboring points helps to discover the
global structure of the data. Therefore, in this dissertation, we propose a coding
method which considers each point in relationship with its neighboring points as
a local structure of the feature space, instead of treating each point individually.
We name this method Locally Linear Salient Coding (LLSaC) [95] which is a new
variant of SaC.
1.2.2.2 Semantic Level Feature Descriptors
Representing image patches using BoW models does not provide a good estimate
of image semantics due to disregarding the statistical relations between the visual
words. However, it has been shown in previous works ([96, 97, 98, 99]) that these
relations can result in the discovery of objects and their parts in images. These
works have used generative models such as probabilistic Latent Semantic Analy-
sis (pLSA) [100] and LDA [18] for the unsupervised discovery of object parts, the
so-called topics. The image contexts are then represented by mixtures of the discov-
ered topics. The authors of [96] investigate pLSA and LDA for object categorization
and localization. They demonstrated the possibility of recognizing and localizing
object categories by learning from unlabeled image collections. In [97], the authors
used the topics obtained by pLSA in combination with a nearest neighbor classi-
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fier for scene classification. They showed that the statistical model discovered by
pLSA is appropriate for the classification of datasets with multiple object categories
in each image. In [98], it has been shown that pLSA-based image representation
improves the retrieval performance on large-scale datasets due to the compact de-
scription of the image contents. Inspired by [101], Hoerster et al. in [99] verified that
the topics discovered by LDA outperform the ones obtained by pLSA in large-scale
retrieval tasks owing to the completely generative probabilistic model provided by
LDA. Later, various extensions of LDA have been introduced for scene classifica-
tion and segmentation [102, 103]. In this dissertation, we study the discrimination
of EO image patches using their semantic level representations, which we name
Bag-of-Topics (BoT) [104], obtained from the BoW models of image patches.
1.2.3 Feature Descriptor Evaluation
There are many previous efforts to compare different feature descriptors based on
the performance of their image-related tasks such as classification, retrieval, and
matching. In a comprehensive study of local features [105], the authors evaluated
different descriptors for classification tasks. They extracted various image features
using different methods. Then they compared the classification accuracies using
different descriptors. In another survey [106], the authors evaluated the accuracy
of feature descriptors for image retrieval tasks. They measured the relevance of the
images described by different feature descriptors to a given query. In a recent com-
parative evaluation article [107], the authors compared feature descriptors in image
matching tasks. They used five different metrics to compare the performance of
different descriptors in finding the matched points on the images. These compara-
tive evaluations usually require reference images with well understood content from
various aspects such as color, texture, and shape. However, the content of the visual
data is not fully known due to limitations such as the sensory gap and the semantic
gap [9].
This problem is even more serious in EO scenarios (especially for SAR images)
because the sensors record signals which are very different from what the human
visual system perceives [11]. There are a number of studies regarding SAR images
which compare various feature descriptors [20, 21, 22]. However, they also limited
their comparisons to a specific task such as classification, or feature descriptor perfor-
mances measured by comparing the labeling results to a reference annotation. Deal-
ing with these limitations, in this dissertation, we propose various feature descriptor
evaluation methods based on statistics and information theory [108, 109, 110]. These
methods are designed to provide a generally valid evaluation of feature descriptors
for a given dataset.
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1.3 The Sensory and the Semantic Gaps
In spite of the large efforts in developing efficient image mining systems, the results
of the developed systems, particularly in EO, are not always satisfactory for users
conducting content based searches [12]. While image mining systems usually perform
based on user supervisions in the form of annotated data (either for training or
validation), the content of visual data still is not fully understood by users due to
the issues caused by the sensory and the semantic gaps [9].
1.3.1 The Sensory Gap
The sensory gap refers to the difference between an object in reality and its interpre-
tation based on the signals recorded by sensors [9]. It is caused either by the scene
parameters (e.g., clutter, occlusion, illumination) or by the sensor parameters (e.g.,
perspective, perceptual spectra). In multimedia imaging, the signals recorded by the
cameras as well as the image perspectives are quite familiar to the users. Therefore,
the sensory gap is narrow and can be attenuated by training image mining systems
on multiple interpretation of objects [9]. In EO, however, the sensory gap is rather
large due to the wide variety of sensors (e.g., radar, multispectral, hyperspectral)
which record signals very differently from the human visual system [11]. Moreover,
the complexities of the EO images (e.g., resolution, perspective, or scale of the visual
information) have a large impact on the sensory gap [11].
The perspective of the images is a particular challenge in EO, since they present a
bird’s eye view. As described in the recognition by components theory [111], objects
can be segmented into their geometric components (geons), and we recognize them
based on the identification of their geons and their structural relationships, which
we then match to mental representations. Object recognition should be perspective
invariant, so long as the structural relationship between geons can be identified from
the different perspective. This is not the case when objects are viewed from above,
since major object components can be occluded, making it harder to match the
object to the stored mental description. Therefore, from this perspective, object
identification is more difficult [111].
Despite the important role of the sensory gap in user image understanding and
developing efficient image mining systems, to the best of our knowledge, it has not
been studied yet in multimedia or in the EO domain. Therefore, in this disser-
tation, we evaluate the sensory gap in EO images using human perception and a
computational method based on an LDA topic model [112].
1.3.2 The Semantic Gap
Most of the previous research has defined the semantic gap as the difference between
the object understanding of the users in an image, and the computer’s interpreta-
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tion of those objects [9, 12, 13, 14, 113]. While users seek semantics (objects and
thereof parts), image mining systems process images based on their primitive visual
properties (primitive features) such as texture [113]. Since usually combinations
of primitive properties build semantics, image mining systems which conduct their
object discriminations only based on the primitive features are not able to correctly
detect the semantics within an image.
In addition, users interpret image semantics differently, and use different terms
to label them. We call this difference between the users’ semantic interpretations of
images the linguistic semantic gap. Previous research addressed this as a vocabulary
problem [15, 16], showing that it is unlikely for two people to assign the same label to
a given object. The demand for developing more efficient data mining systems has
been met with methods usually performing based on human supervision in the form
of annotated data, either for training or validation. Thus, different manually anno-
tated datasets have been created; and are used for various purposes. However, due
to disregarding the linguistic semantic gap, Torralba and Efros [114] showed that in
spite of efforts devoted to creating general and unbiased datasets, due to subjective
and objective reasons (e.g., the purpose of the datasets), they suffer from strong
built-in biases. As a result, the verified systems based on reference datasets still do
not provide results satisfying the user requirements [14]. This has also been con-
firmed in [114] by training a model on a dataset and then testing it on another one.
The results showed that the agreement is low even between datasets which appear
to be similar. In EO scenarios, the linguistic semantic gap is even more challenging
due to the rather wide sensory gap. In spite of its large impact on the user accep-
tance of image mining systems’ results, the linguistic semantic gap has been rarely
considered in the context of the well-known semantic gap. Theodosiou et al. [115]
conducted a user experiment to study the linguistic semantic gap as a cause of the
existing built-in biases in manually labeled image datasets. They investigated the
influences of users’ ages and genders on the linguistic semantic gap, in an image
labeling task. They showed that these parameters (age and gender) affect the way
how users interpret semantics, and consequently how they label images.
Research on the semantic gap has considered differences between user and com-
puter interpretations of an image, and proposed methods to bridge it, such as intro-
ducing various machine learning algorithms [99], using correlations among multiple
data modalities (e.g., image, text, meta-data) [116, 117], discovering semantic rules
between users and computers [12], and using interactive models [13]. The proposed
methods have been verified either by comparing results to reference data, or by mea-
suring the degree of user acceptance in interactive systems. However, since the gold
standard is set by user created references or user acceptance, user subjective biases
are included in this standard. Thus, although these methods result in a narrower
semantic gap between computers and users, the linguistic semantic gap remains;
therefore, the resulting model for a specific user and search goal may still not be
satisfactory to other users. Moreover, in this way, all existing methods proposed
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for bringing a system closer to a reference dataset or to a user decision, in principle
shorten the semantic gap, although only some authors directly pointed this out in
their publications [12, 13, 99, 116, 117]. Moreover, only part of the high improve-
ment achieved by bridging the gap is generalized, the bigger part is subjective and
specific to the reference data or to the particular user.
While bridging or shortening the semantic gap, as the difference between the
users’ image interpretations and that of a computer, has been the focus of many
researchers during recent years [113, 118, 119], quantifying the semantic gap has
been attempted less frequently [120]. However, designing and developing an efficient
image mining system with a narrow semantic gap initially requires quantifying and
analyzing the gap. Liu and Song in [120] proposed a method based on information
theory for measuring the semantic gap. The authors introduced various aspects of
the semantic gap (e.g., the linguistic semantic gap) and listed the possible challenges
in developing new methods for measuring the semantic gap.
In this dissertation, we conduct a set of user experiments to study the linguistic
semantic gap and its influence on biasing the image mining systems’ results [121].
Moreover, we proposed a new method based on an LDA topic model for measuring
the semantic gap, as the gap between the users’ and a computer’s interpretation of
images [108].
1.4 Mathematical Models and Theories
In this section, we explain the statistical and information theory-based approaches
which are used in this dissertation for analyzing EO image patches. These meth-
ods can be generally divided into two main categories, namely Machine Learning
(ML) approaches (e.g., Support Vector Machine (SVM) classification [75], k-means
clustering [122], Latent Dirichlet Allocation (LDA) topics modeling [18]) and data
coding approaches based on information theory such as Huffman Coding (HC) [123].
1.4.1 Machine Learning Approaches
Machine Learning (ML) approaches are algorithms which can analyze and make
predictions based on learning from a given dataset [124]. Various ML approaches
have been proposed (e.g., SVM models, clustering models, Bayesian network mod-
els) and used for a wide range of data analysis applications such as natural language
processing, search engines, and computer vision. According to the degree of hu-
man supervision being used during the learning process, the ML approach can be
categorized into unsupervised, semi-supervised [125], or supervised methods.
In the context of EO images, ML approaches have been applied to a wide range
of image analysis tasks such as change detection, object detection, and land use
classification [126]. An overview of the applications of various ML approaches in
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EO image analysis can be found in [126]. In this section we briefly introduce and
explain the ML approaches which have been used in this dissertation for dealing
with EO images. The k-means clustering method [122] is a basic ML approach
which is commonly used in EO image analysis [127]. It can cluster objects with
similar properties based on their extracted features without human supervision.
The unsupervised nature of k-means makes it useful in providing an overview of
the structure of the image content when there is no former knowledge of the image
content available [127].
SVM models [75] are one of the most frequently used supervised ML approaches
to deal with EO images [126]. In an image classification scenario, the goal of SVM
is to find a decision plane in the multidimensional space formed by the features
extracted from images in such a way to separate the set of objects belonging to dif-
ferent classes. SVM has been used in various scenarios dealing with EO images such
as change detection [128], SAR image content understanding [129], and interactive
SAR image annotation [82, 130].
Probabilistic topic models are statistical ML approaches which have been origi-
nally developed in natural language processing for abstract representations of large
collections of text documents by discovering a set of latent topics. The topics are
learned completely unsupervised, which allows the indexing of the documents in
the collection without any prior knowledge. During the last years, topic models
have been adapted to image analysis. Among the various topic models, it has been
shown by a previous publication [99] that due to its fully probabilistic behavior, La-
tent Dirichlet Allocation (LAD) [18] provides more descriptive topics than the other
topic models such as probabilistic Latent Semantic Analysis (pLSA) [100], which are
valid even for unseen images. LDA has been applied to various EO image analy-
sis tasks such as change detection [131], image retrieval [132], and semantic image
annotation [84, 133, 134].
In the following, we will explain k-means clustering, SVM classification, and
LDA topic modeling in more detail.
1.4.1.1 k-means Clustering
One of the most widely used clustering methods for exploratory data analysis is
k-means due to its simplicity and fast convergence in practice. It aims to divide
a given set of m-dimensional points X := {x1, x2, ..., xN} into k (≤ N) number of
clusters S := {s1, s2, ..., sk} in such a way that similar points are grouped into the
same cluster. This is done by assigning each data point to the cluster with the
nearest center and minimizing the squared distances between the points and the
cluster centers:
arg min
S
k∑
i=1
∑
xj∈si
‖xj − ci‖2 , (1.1)
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where ci ∈ Rm is the center of gravity of the cluster si:
ci =
1
|si|
∑
xj∈si
xj. (1.2)
The optimization is usually solved by iterative refinement technique which alternates
between an assignment step, assigning each point to the cluster center with the
smallest squared Euclidean distance, and an update step, computing new cluster
centers using Equation (1.2). It converges when no more change occurs in the
assignments.
1.4.1.2 The Support Vector Machine Classifier
Support Vector Machines (SVMs) have been widely used for data classification
during the past decade [135]. SVM is usually applied to a supervised or a semi-
supervised task, in which a given dataset is split into training and testing sets.
Each instance is then depicted as a point, in a vector space. In order to use SVM in
our work, each image patch is represented by a vector of its important features using
a feature coding method (e.g., BoW). Each point is then assigned a label defining
the class to which its corresponding image patch belongs to. The main idea behind
this technique is to separate any two data classes by finding a decision boundary
between them, which has the maximum distance from all the support vector points.
Since SVMs are binary classifiers, the class labels can only take two values (±1).
However, in many real-world problems the datasets contain more than two classes.
In our experiments, we use the software LIBSVM developed by Chang et al. [136].
In this software, a binary approach has been used which extends the one-versus-
all method for multi-label classification. To this end, it builds a set of binary
classifiers, and each is trained to discriminate one class from the rest. The classifiers
are then combined to make a multi-class classifier. In the following, we explain
a binary classification of a linearly separable dataset using SVMs which is mostly
based on [135] .
1.4.1.2.1 Binary Classification Using SVMs: Suppose that D = {(~xi, yi)} is
a set of training data points where xi ∈ Rm , i = 1, ..., N ; is an input feature vector
which belongs to either the positive or negative class. The points are then labeled
by a vector y ∈ RN , where yi = {1,−1}. Representing the instances as points in
a vector space, SVM then has to find a linear discriminating hyperplane in this
vector space. The hyperplane is defined by a normal vector ω called weight vector
which is perpendicular to the hyperplane. Because many perpendicular hyperplanes
to the normal vector can be defined, the interception term b is used to specify the
hyperplane. In order to find the linear hyperplane efficiently, a kernel approximation
function φ(.) is used to map the data points to a higher dimensional space. In
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our experiments we use a χ2 kernel [136]. Therefore, every point xi lying on the
hyperplane satisfies the relationship
ωTφ(xi) = −b. (1.3)
Consequently, the decision function is as follows which is also known as the primal
of the classification function:
f(xi) = sign(ω
Tφ(xi) + b), (1.4)
where sign determines the positive or negative label of the point xi.
SVMs choose ω and b in such a way that the geometric margin, a band that
separates the support vectors of the two classes, is maximized. When a unit normal
vector ω/|ω| is used, the geometric margin can be defined by two parallel hyperplanes
to the decision boundary as follows:
ωTφ(xi)− b = 1,
ωTφ(xi)− b = −1.
(1.5)
The distance between the two hyperplanes is equal to 2||ω|| . Thus, the weight
vector should be minimized in order to maximize the hyperplane distance. The
square root in ||ω|| makes the optimization problem infeasible. Therefore, ||ω|| is
replaced by 1
2
||ω||2 which turns the problem into a quadratic optimization:
argmin
ω,b
1
2
||ω||2, (1.6)
subject to:
yi(ω
Tφ(xi)− b) ≥ 1, (1.7)
which guarantees that no point lies in the area between the margins and equality is
achieved for the support vector points. This constrained problem can be represented
by introducing Lagrange multipliers λ:
argmin
ω,b
max
λ≥0
{1
2
||ω||2 −
∑
i
λi[yi(ω
Tφ(xi)− b)− 1]}. (1.8)
In order to represent the classifier as a function of support vectors, the αi correspond-
ing to the non-support vectors are set to zero. As the derivative of Equation (1.8)
with respect to ω and b vanishes, the following constraints are derived:
ω =
∑
i
λiyiφ(xi), (1.9)
∑
i
λiyi = 0. (1.10)
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Substituting these constraints in Equation (1.8), one can solve the dual formulation
of Equation (1.8) instead:
max
λi
{
∑
i
λi − 1
2
∑
i
∑
j
λiλjyiyjφ(xi, xj)}, (1.11)
where φ(xi, xj) is a kernel function. In our experiments, we use a Radial Basis
Function as the kernel:
φ(xi, xj) = exp(−γ||φ(xi)− φ(xj)||2), γ > 0, (1.12)
where γ is the kernel parameter.
1.4.1.2.2 Soft Margin: Real world datasets may not be linearly separable. To
handle these cases, a soft margin method has been introduced to find a hyperplane
that discriminates points as much as possible by allowing misclassification and in-
curring a cost depending on how far the misclassified instances are on the wrong
side. In the soft margin method, a slack variable ξi measures the degree of misclas-
sification of xi. The optimization problem of this method is the trade-off between a
large margin and less cost to pay which is formulated as follows:
min
ω,ξ,b
{1
2
||ω||2 + C
∑
i
ξi}, (1.13)
subject to:
yi(ω
Tφ(xi)− b) ≥ 1− ξi, (1.14)
where C is the regularization parameter. A smaller C allows a larger margin, whereas
a large C means the misclassification highly affects the function. The dual form of
the soft margin problem is:
max
λi
{
∑
i
λi − 1
2
∑
i
∑
j
λiλjyiyjφ(xi)
Tφ(xj)}, 0 ≤ λi ≤ C. (1.15)
In the experiments, the best parameters C and γ are determined through cross-
validation.
1.4.1.3 The Latent Dirichlet Allocation Topic Model
Latent Dirichlet Allocation (LDA), proposed by Blei et al. [18], is a generative sta-
tistical model. LDA is considered as a step beyond probabilistic Latent Seman-
tic Indexing (pLSI), presented by Hofmann [137] for probabilistic modeling of text
data. Suppose each document wd = {wd1, wd2, ..., wdNd} is contained in a text cor-
pus D, where every word-token wdn is drawn from a fixed dictionary of NV words,
21
1. Introduction
V = {v1, v2, ..., vNV }. In contrast, pLSI assumes that wd is composed of a mixture
of K topics, where each topic is defined as a distribution over the words in V . Fig-
ure 1.3 (a) shows pLSI as a directed graphical model. In this model, conditional
dependencies between variables are represented by arrows and the boxes indicate
the repetition of sampling steps, where the number of repetitions is indicated in the
corner of each box. This model shows the conditional independence of the observ-
able word-token wdn and the document index d given an unobserved topic zdn. pLSI
models the observations as the co-occurrences of the words and documents, where
the probabilities of the co-occurrences are obtained by:
p(wdn, d) = p(d)
∑
zdn
p(wdn|zn)p(zdn|d). (1.16)
In this model, p(zdn|d) provides the topic mixing proportions and d is a multinomial
random variable, indexing to the documents in the corpus. Therefore, the number
of possible values for d is equal to the number of documents and makes pLSI to learn
as many mixing proportions as there are training documents. This not only causes a
growth in the number of the model parameters by increasing the number of training
documents, but also violates the generalizability of the learned model to unseen
documents. In order to overcome these shortcomings, LDA creates a probabilistic
model in the level of documents by considering the topic mixing proportions as
latent variables. Using LDA, the number of model parameters is independent of the
training document collection size, and the learned model can be easily applied to
unseen documents.
Recently, LDA has been adapted and been used successfully in image analysis
by assuming images as mixtures of visual patterns (topics) recurring through the
entire corpus [138]. Therefore, we use the generative property of LDA for image
representation and image structure learning in this thesis. Figure 1.3. (b) shows
a graphical model of LDA. Comparing the two models in Figure 1.3, the prior
parameter α which allows LDA to estimate the latent topic mixing weights θ for each
document is the main advantage of LDA over pLSA. In the following, we explain the
generative process, posterior inference, and parameter estimation of LDA in more
details based on the terminology used in our work.
1.4.1.3.1 Generative Process: Using a BoW model, we have a collection of M
images, D = {w1,w2, ...,wM}, where each image is a sequence of Nd visual words,
wd = {wd1, wd2, ..., wdNd}, and every wdi is drawn from a fixed dictionary of NV
visual words. For a short description of an image while preserving the essential sta-
tistical relationships of the words, LDA assumes each image as a composition of K
topics. To generate each wd, LDA chooses a K-dimensional Dirichlet random vari-
able θd (a multinomial distribution with θdj ≥ 0 and
∑K
j=1 θdj = 1) from a Dirichlet
distribution Dir(α), which is a multivariate probability distribution parameterized
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Figure 1.3: (a) Graphical model of pLSI. (b) Graphical model of LDA.
(a) (b)
Figure 1.4: Symmetric Dirichlet distribution for three topics (K = 3). (a) α > 1. (b) α < 1.
by a K-dimensional vector α. Since a Dirichlet distribution is used as a prior and
there is no knowledge about the distribution components, a symmetric Dirichlet
distribution is considered in which α1 = α2 = ... = αK = α. The components of
θd determine the occurrence probabilities of the K topics in wd. The Probability
Density Function (PDF) of θd for a symmetric Dirichlet distribution is:
p(θd|α) = Γ(Kα)
ΓK(α)
K∏
j=1
θα−1dj , (1.17)
where Γ(.) is a Gamma function. Figure 1.4 shows the influence of α in a symmetric
Dirichlet distribution for three topics (K = 3). It illustrates that with α > 1 the
probability mass is distributed over all the topics which cause LDA to include more
number of topics for generating an image model; however, with α < 1 the probability
mass is concentrated to the corners of the simplex which triggers LDA to consider
only a few topics for an image.
In a next step, for generating each visual word-token wdn of the image, LDA
chooses a topic-token zdn from the topic mixture θd. Then wn is picked from
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p(wdn|zdn, β), a multinomial probability distribution conditioned on the selected
topic, where βNV ×K is a matrix parameterizing the word probabilities within the
topics. Given the parameters α and β, the marginal distribution of wd is obtained
as:
p(wd|α, β) =
∫
p(θd|α)
(
Nd∏
n=1
∑
zdn
p(zdn|θd) p(wdn|zdn, β)
)
dθd, (1.18)
where p(zdn|θd) = θdj when the corresponding topic to θdj is assigned to the topic-
token zdn. The marginal distribution of an image can then be written according to
the model parameters as:
p(wd|α, β) = Γ(Kα)
ΓK(α)
∫ ( K∏
j=1
θα−1dj
)(
Nd∏
n=1
K∑
j=1
V∏
l=1
(θdjβjl)
wldn
)
dθd, (1.19)
where wldn is a vector of size NV indexing the dictionary V . This vector is set to
“1” for the element indexing the selected word vl and set to “0” for all the other
elements.
1.4.1.3.2 Posterior Inference and Parameter Estimation: In the inference
step, the posterior distribution of the hidden variables (i.e., the conditional proba-
bility of topics) for an observed wd is computed as:
p(θd, zd|wd, α, β) = p(θd, zd,wd|α, β)
p(wd|α, β) , (1.20)
where zd is the set of Nd topic-tokens generating wd. In the parameter estimation
step, the model parameters α and β are computed by maximizing the log likelihood
of the images:
`(α, β) =
M∑
d=1
log p(wd|α, β). (1.21)
Since both the posterior and the log likelihood are hard to compute, various methods
have been introduced to approximate them. For example, Gibbs sampling, Laplace
approximation, and variational-based methods for posterior estimation. In our work,
we use the LDA implementation of Blei et al.1 which uses a variational Expectation
Maximization (EM) procedure for posterior and parameter approximation. While
in the E-step a variational inference is performed to approximate the posterior,
in the M-step, by fixing the approximated posterior, the parameters α and β are
estimated by maximizing the lower bound for the log likelihood of the images. For
a full description of the EM procedure, we refer the readers to [18].
1https://www.cs.princeton.edu/∼blei/topicmodeling.html
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1.4.2 Data Coding Based on Information Theory
Information theory, developed by Claude E. Shannon [139], has been widely used
in various fields such as natural language processing, cryptography, and data com-
pression as a way to quantify information. In this theory, the principal measure is
entropy which represents the number of required bits for storing or communicating
a symbol of a message. In order to store or transmit information (e.g., text, im-
ages), it is usually represented as a sequence of symbols which is sometimes shorter
than the original representation, which is called source coding or data compres-
sion in digital signal processing [140]. Data compression is categorized into lossy
and lossless techniques. While a lossy compression technique identifies unnecessary
information and removes it (resulting in an information loss), a lossless compres-
sion technique detects redundant information and eliminates it (i.e., it causes no
information loss). In the EO domain, data compression techniques such as Lempel-
Ziv-Welch (LZW) [141] have been used in a number of previous works as an image
feature descriptor [142, 143, 144, 145]. Moreover, a compression based similarity
measure, the so-called Fast Compression Distance (FCD) [146], has been used by
previous works for EO image retrieval [143, 145, 147].
Being inspired by the previous applications of information theory and compres-
sion techniques in EO image analysis, in this dissertation, we employ Huffman Cod-
ing (HC) [123] (a source coding technique which is used for the lossless compression
of information) in order to code the information provided by local image features.
The quantified information is then used for a region-wise comparison of different
image patches.
1.4.2.1 Huffman Coding
Huffman Coding (HC), introduced by Huffman [123], is a lossless data compression
algorithm based on the entropy of the data symbols (e.g., letters in a text document).
This algorithm builds a variable-length code table containing strings of binary code
words (i.e., strings of “0” and “1”), where the lengths of the code words correspond
to the occurrence probability of the symbols. More precisely, the most common
symbols are expressed by short binary strings whereas the less common symbols are
assigned longer strings.
In our work, we adapt and use Huffman coding for image analysis using a BoW
model of images. Assume the BoW model of image wd is denoted as a sequence
of Nd visual words, wd = {w1, w2, ..., wNd}, where every wdn is drawn from a fixed
dictionary of NV visual words, V = {v1, v2, ..., vNV }. Thus wd can be represented
as the occurrence probabilities of every vj, wd = {p(v1), p(v2), ..., p(vNV )}. In this
image representation, each vj is assumed as a visual symbol. The goal of Huffman
coding is then to build a table of code words Q = {q1, q2, ..., qNV } (code word qj
corresponds to the visual symbol vj) in such a way that the weighted average code
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Figure 1.5: (a) Table representing visual words, their occurrence probabilities, and the code word
assigned to them by Huffman coding. (b) Huffman binary tree created based on (a).
length L(Q) is minimized:
L(Q) =
NV∑
j=1
p(vj).length(qj). (1.22)
Figure 1.5 shows an example of creating a Huffman tree and its code table. In
order to generate the code words, the Huffman algorithm creates a binary tree in
which initially all the symbols are positioned in the leaf nodes weighted by their
occurrence probabilities. The tree is created from right to left by taking the two
least probable leaf nodes and putting them together to form a parent node with a
probability that equals the sum of the two child nodes. Then the left and the right
branches are assigned “0” and “1”, respectively. The same procedure is repeated for
the leaf nodes and the new parent nodes until NV − 1 parent nodes are generated.
Finally, the sequence of the binary values in the path from the root node to each
leaf node is assigned as a binary code to the symbol thus generating the code table.
Every visual word-token wdn is then assigned a code word qj instead of vj. This
results in a binary representation of the image.
1.5 Contributions
The main contributions of this dissertation can be summarized in five points:
• Image feature coding: We propose an efficient feature coding strategy to
provide a compact but descriptive BoW representation of image features.
• Semantic level image description: We introduced a new approach based
on Latent Dirichlet Allocation (LDA), a topic model, to represent Earth Ob-
servation (EO) image patches by semantically meaningful features.
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• Feature descriptor evaluation: We propose an approach based on infor-
mation theory using a communication channel model for measuring the infor-
mation quantity that various feature descriptors extract from a given image
collection and deliver to image mining systems, regardless of user labeling.
Furthermore, we propose a novel approach based on Huffman Coding (HC), a
lossless compression technique, to measure the overlaps between the informa-
tion obtained by different feature descriptors.
• The sensory and semantic gaps: We conduct user studies for assessing the
issues limiting user understanding of EO image semantics, namely the sensory
and semantic gaps. In addition, we conduct computational evaluations in
order to study the difference between user image understanding and the inter-
pretation of the images by a computer. Moreover, we propose a method for
measuring the semantic gap based on an LDA model.
• Feature space evaluation and exploration: We propose a clustering-based
approach to evaluate the semantics of EO image patches based on the descrip-
tions of their extracted features. Additionally, we show the importance of the
visualization and exploration of images based on their extracted features for
better understanding of their semantics.
1.6 Thesis Overview
Chapter 2 describes our proposed efficient feature coding strategy. Chapter 3 intro-
duces a new LDA-based approach for modeling EO image patches by semantically
meaningful features. Chapter 4 proposes an approach based on communication chan-
nel model for measuring the quantity of the extracted information from images by
various feature descriptors. Chapter 4 further proposes a novel HC-based approach
for quantifying the overlaps between the information obtained by different feature
descriptors. Chapter 5 assesses the causes of the sensory gap in EO images by means
of a human perceptual evaluation and a computational evaluation. Moreover, this
chapter proposes methods to quantify and study the two main types of the semantic
gaps, the gap across users; and the gap between users and computers. Chapter 6
introduces a clustering-based approach for evaluating the semantics of EO image
patches based on their extracted features. Moreover, this chapter discusses the im-
portance of the visualization and exploration of images based on their extracted
features for better understanding of image semantics. Chapter 7 summarizes and
concludes this dissertation and discuss directions for future research.
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For many years, the Bag-of-Words (BoW) approach has been used to describe im-
age content. This approach extract local primitive features (i.e., feature vectors)
from candidate images, and code them via a codebook to integrate each image’s
local features into a single feature vector. The coded feature vectors are then cat-
egorized and annotated by semantic labels. This basic approach and a number of
alternatives have been described by many publications [24, 83, 5, 84]; their authors
tacitly assumed that all extracted features have to be coded correctly and efficiently.
During the past years, developing efficient coding strategies have been addressed by
many previous researches [87, 88, 89, 90, 91, 92, 85]. However, there is still place to
improve the developed coding strategies which as will be shown below, can lead to
promising classification results.
In this chapter, we propose a new Locally Linear Salient Coding (LLSaC) feature
coding strategy. It considers each feature point in relation with its neighboring
points and codes the local interrelationships of the feature space instead of coding
every feature point individually. This allows LLSaC to discover the global structure
of the feature space even when applying small codebooks. Therefore, LLSaC helps
image mining systems to avoid the drawbacks of using large codebooks such as
excessive storage requirements, the curse of dimensionality (which increases the
computational effort), and their limited degrees of freedom.
2.1 Locally Linear Salient Coding
Recently, the BoW approach has shown promising results for the modeling of EO
images [24, 83, 5, 84]. In this technique, feature coding plays the key role and has
a significant impact on both accuracy and speed of image mining systems [85]. A
variety of possibilities for codebook generation and different ways how to compute
the code values have led to the development of several feature coding strategies in
recent years.
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The existing feature coding methods such as Hard Voting (HV) [87], Soft Vot-
ing (SV) [88], Sparce Coding (SC) [89], Local-constraint Linear Coding (LLC) [91],
and Salient Coding (SaC) [92] perform poorly for small codebooks [92]. Since the
existing methods code each feature point independently from the other points, a
small number of the codewords relative to the number of the feature points limits
them in modeling the structure of the entire feature space. Increasing the codebook
size significantly improves their performance in modeling the feature space struc-
ture; however, this introduces problems such as considerable storage requirements,
the curse of dimensionality (which increases the computational effort), and the lim-
ited degrees of freedom [148]. Considering these issues, any coding strategies which
achieve high accuracies with small codebooks support the scalability of learning sys-
tems and, therefore, are highly desired. In order to solve the problem, we propose
an LLSaC concept which uses the relationships between the feature points as addi-
tional information thus assisting the feature space representation by a small number
of codewords. As a result, LLSaC codes the local structures of the feature space
instead of coding each feature point individually, where each local data structure is
defined by a set of linear coefficients reconstructing a feature point from its neigh-
boring points. The coefficients are then used to update the response of the original
feature point to the codewords. In order to compute the feature point responses,
LLSaC employs the saliency-based method introduced by Huang et al. [92]. The
authors of [92, 85] showed that using the saliency information of the feature space
provides promising classification accuracies.
When we compare LLSaC to SaC and other coding strategies such as HV, SV,
and LLC on Fifteen Natural Scenes multimedia dataset (for details, please refer to
Section B.4), it turns out that LLSaC significantly outperforms the other techniques
even for small codebooks. In addition to this multimedia dataset, we could show that
LLSaC also ranks first when applied to EO images, which verifies the generalizability
of our proposed method.
2.1.1 Salient Coding
Huang et al. [92] proposed SaC based on the idea that saliency is a fundamental
characteristic of a feature space and codebook-based coding strategies. SaC has been
developed initially to code the saliency information of feature points by considering
the relative distances of each feature point to its Kˆ nearest codewords. In this
strategy, the codeword which is closer to a feature point compared to the other
codewords can strongly describe the feature point independently from the other
codewords. The salient response ηik of the feature point xi to the codeword vj is
then obtained by:
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ηij =
{
Ψ(xi) if j = argmin
j
(‖xi − vj‖2)
0 else
, (2.1)
Ψ(xi) = Φ(
∑
vt
(‖xi − vt‖2 − ‖xi − vj‖2)∑
vt
‖xi − vt‖2 ), vt ∈ N(xi) ∧ vt 6= vj, (2.2)
where Φ(.) is a monotonically decreasing function and N(xi) is a set of the Kˆ nearest
codewords to the feature point xi. According to [92], we use Φ(x) = 1 − x in our
experiments for the sake of normalization simplicity. Since according to Equation 2.1
each feature point only responds to its nearest codeword, SaC is considered as a
hard assignment strategy [93]. The final feature vector is then generated through
maximum pooling [86].
2.1.2 Linear Representation of Non-linear Structures
Using linear coefficients to represent the non-linear structure of data has been in-
troduced first by Roweis and Saul [94] in their proposed neighborhood preserving
dimensionality reduction method, the so-called Locally Linear Embedding (LLE).
The idea is that every original data point xi ∈ Rm can be reconstructed by a lin-
ear combination of its neighboring points xl ∈ Rm, given a set of weights uil ∈ U .
To compute the weights that best reconstruct the data points, the following cost
function is minimized,
E(U) =
∑
i
|xi −
∑
l
uilxl|2, (2.3)
where uil determines the contribution of xl in reconstructing xi. Thus, each row of
the matrix U should sum to one,
∑
l uil = 1. Moreover, in order to allow only the
contributions of the immediate neighbors, for every non-neighboring point uil = 0.
The optimal weights are obtained in closed form by solving a least squares problem.
For more details about computing optimal weights, the reader is referred to [149].
2.1.3 Methodology
The main idea behind LLSaC is that if a feature point is reconstructed from its
neighbors, the original feature point response to codewords could also be recon-
structed from the neighboring point responses. Figure 2.1 shows the framework of
our proposed method. In feature point space, the reconstruction weights uil (i = 1
and l ∈ [2, 4] in Figure 2.1) are computed based on the linear reconstruction of the
point x1 from its neighbors. The reconstruction weights are then passed to the code
space. There, the salient response ηij of x1 to the codeword vj (computed in the
same way as for SaC) is updated by the weighted average of the neighboring points’
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Figure 2.1: Framework of the LLSaC method. For every feature point, the reconstruction weights
are computed in the feature point space. The weights are further used to update the feature points’
salient responses in the code space.
salient responses ηav. In this weighted averaging, the responses are weighted by their
corresponding reconstruction weights obtained from feature space. ηav is computed
as follows:
ηav =
∑
l
uilηlj, xl ∈ NP (xi), (2.4)
where NP (xi) is the set of K¯ nearest feature points to xi. The salient response ηij
of xi is then updated by:
η¯ij =
1
2
(ηij + ηav), (2.5)
where η¯ij is the updated salient response. After updating all the salient responses,
they are integrated to form the final image feature descriptor using maximum pool-
ing.
2.1.4 Results and Discussion
In our experiments, we compared LLSaC to SaC and other coding strategies such
as HV, SV, and LLC. In order to be consistent and comparable with previous fea-
ture coding articles (e.g., [92], [85], [150]), the coding toolkit developed by Chat-
field et al. [150] was used. Moreover, in order to compare LLSaC with SaC more
precisely, the experiments are run on the Fifteen Natural Scenes dataset and the
results are compared to the results reported in the original SaC article [92]. In addi-
tion, in order to show the generalizability of our proposed method to EO scenarios,
the performance of LLSaC is compared to SaC on the UC Merced LandUse dataset.
For consistency with previous works, the 128-dimensional Scale-Invariant Fea-
ture Transform (SIFT) descriptors [70] are extracted densely for every 4 pixels. In
order to provide a richer description of the image features, SIFT is extracted for
three scales: 16 × 16, 24 × 24, and 32 × 32 pixels. Then, k-means clustering is
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Figure 2.2: Performance of LLSaC on the Fifteen Natural Scenes dataset for different numbers of
nearest neighbors K¯.
applied to the samples of the local feature points to generate codebooks of various
sizes. In the coding step, according to [92], the number of nearest codewords Kˆ is
set to 5 for LLSaC, SaC, and LLC. In contrast, for LLSaC, the number of neighbors
which reconstruct the feature points is fixed to K¯ = 5 based on an empirical study.
We study the influence of K¯ on the performance of our proposed method in the
classification of the Fifteen Natural Scenes dataset. Figure 2.2 shows the perfor-
mances for K¯ ∈ {2, 5, 10, 20} with a codebook size of 16. The figure indicates
that the small number of neighbors cannot provide enough information about the
structure of the data. However, using too many neighbors affects the locality of the
reconstruction weights.
In order to compare the performances of the coding strategies, they are used to
classify our test images using a Support Vector Machine (SVM) classifier [136]. The
setup parameters of SVM such as cost and gamma are set to 1 according to [92].
Then the classification accuracies are reported for various codebook sizes. For each
codebook size, the experiments are run 10 times and the average result is presented.
Figure 2.3. (a) shows the classification accuracies for LLSaC, SaC, HV, SV,
and LLC. As the graph shows, LLSaC outperforms all the other methods under
various codebook sizes. Moreover, as the dictionary size increases, the performance
of LLSaC converges to that of SaC. Since LLSaC provides the codewords with
the responses from local structures of the feature space, even a small number of
codewords can discover the global structure of the feature points. Therefore, LLSaC
is more robust when the codebook size is modified. However, as the number of
codewords increases significantly (to 80% of the number of local feature points in
each image), they can represent the structure of the data with no need for additional
information from local structures. Consequently, LLSaC and SaC perform similarly
for a large number of codewords.
Figure 2.3. (b) indicates that LLSaC also outperforms SaC on the UC Merced
Land Use dataset. Since the feature points of various image types (e.g., multimedia,
EO) have different topologies in feature space, the higher performance of LLSaC for
33
2. Efficient Feature Coding
256 512 1024 2048 4096
68
70
72
74
76
78
80
82
84
codebook size
cl
as
si
fic
at
io
n 
ac
cu
ra
cy
 
 
LLSaC
SaC
HV
SV
LLC
(a)
16 32 64 128 256 512
40
45
50
55
60
65
70
75
80
codebook size
cl
as
si
fic
at
io
n 
ac
cu
ra
cy
 
 
LLSaC
SaC
(b)
Figure 2.3: (a) Performance comparison of LLSaC and other coding strategies for different code-
book sizes on the Fifteen Natural Scenes dataset. The results for SaC, HV, SV, and LLC are taken
from [92]. (b) Performances of LLSaC and SaC for different codebook sizes on the UC Merced
Land Use dataset.
both multimedia and EO images verifies its generalizability.
2.1.5 Summary
In this section, we proposed LLSaC, a new variant of SaC. This method remedies the
limitation of SaC in representing the structure of feature spaces by small codebooks.
Since small codebooks increases the scalability of the applied learning systems, the
development of methods which perform well when using small codebooks, is highly
demanded. LLSaC discovers the global structure of the feature space by exploiting
local linear reconstructions of the feature points. This knowledge is then used to
update the salient responses which are computed as in SaC. Our experimental results
indicate that LLSaC significantly outperforms other coding strategies in describing
the feature space structure even with a low number of codewords for both multimedia
and EO datasets.
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3Semantically Meaningful Image
Descriptors
Most image descriptors being used for image classification and understanding (such
as extracted feature vectors) consist of a sequence of numerical coefficients that often
have no directly visible relationship with the semantical meaning of a given image
patch to be annotated. To remedy this situation, we propose a new approach to
model EO image patches by semantically meaningful features. Since users usually
understand visual data and categorize them based on their local contexts (detected
objects, parts thereof, and their spatial and temporal neighborhoods), a semanti-
cally meaningful image description brings image mining systems closer to the image
understanding of human users, which makes their results more satisfactory. In our
approach, we apply Latent Dirichlet Allocation (LDA) [18] to Bag-of-Words (BoW)
models of the image patches in order to analyze the statistical relationships between
their visual words. The relationships are further used to discover the semantic struc-
ture behind the entire image patch dataset as a set of topics (contexts). The image
patches are then modeled by mixtures of the topics, which we call a Bag-of-Topics
(BoT) model.
3.1 The Bag-of-Topics Model
In recent years, BoW has been successfully adapted and applied to EO image under-
standing by analyzing adjacent image patches [83, 5, 84]. In principle, BoW assumes
each image patch as a combination of visual words regardless of the statistical rela-
tionships between them. However, it has been shown in previous works [96, 97, 98,
99] that by considering the statistical relationships between the visual words, the
image descriptions become more semantically related and meaningful.
In this section, we thus propose a model which uses the statistical relationships of
the visual words in order to describe EO image patches by semantically meaningful
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Figure 3.1: Example of using signal and semantic level descriptors in an image mining system.
features (i.e., describing their spatial and temporal contexts). Figure 3.1 shows an
overview of our proposed model. In this model, primitive features extracted from
EO image patches are represented using local primitive feature descriptors such as
Mean/Variance (MV) and selected Gabor transform coefficient. Then each image
patch is modeled as a BoW. In a next step, LDA is applied to the BoW model of
the image patches in order to discover the existing contexts (topics) of the entire
dataset. Finally, each image patch is represented as a combination of the topics
(BoT model). Figure 3.2 shows the BoT and BoW models of some multispectral
and SAR image patches. The samples show that BoT describes image patches
with a few but semantically understandable features; however, the visual words in
the BoW model hardly reflect any human understandable semantics. For example,
in Figure 3.2. (c), BoT describes the baseball diamond clearly by meaningful topics
such as grass and sand, while the meaning of the visual words in the BoW model are
hard to understand. The illustrations in Figure 3.2. (j to r) show that understanding
the semantics of visual word is even more difficult for SAR data. In Figure 3.2. (j),
for example, the BoW hardly represents any structure; however, a highway and its
neighboring areas can be recognized in the BoT model. Since an image description
using BoT is closer to user image understandings, an image mining system which
employs BoT image models provides more relevant and satisfactory results to the
user queries.
In order to evaluate the BoT model approach on EO images, a set of experi-
ments were conducted on a multispectral image patch dataset and a SAR image
patch dataset. In these experiments, a classification method (e.g., a Support Vector
Machine (SVM) [136]) is applied to the BoT and BoW representations of images.
The accuracies and the run-times of the classifications are then compared for the
two models. Experimental results demonstrate that BoT provides a compact rep-
resentation of the images; in addition, it either causes no significant reduction, or
in many cases, even increases the classification performance. While a compact rep-
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
(m) (n) (o)
(p) (q) (r)
Figure 3.2: BoW and BoT representations of samples of multispectral (a to i) and SAR (j to r)
EO images. For each sample, the first image is the original image. The second and the third
images are BoW and BoT representations of the image, respectively. The various colors depict the
visual words (in BoW) or the topics (in BoT). Dictionaries of 200 visual words generated from MV
features are used. The BoT models of the images are made for 20 topics. (a) Agricultural field.
(b) Airplanes. (c) Baseball diamond. (d) Beach. (e) Buildings. (f) Chaparral. (g) Golf course.
(h) Harbor. (i) Intersection. (j) Highway. (k) Urban area. (l) Forests. (m) Flooded areas. (n)
Agricultural field. (o) Agricultural field. (p) Urban area. (q) Water surface. (r) Urban area.
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resentation improves the scalability of the image mining systems by decreasing the
computational effort; further, topics are more discriminative than visual words.
3.1.1 Methodology
When using a BoW model, each image patch wd is defined as a sequence of Nd visual
words, wd = {wd1, wd2, ..., wdNd}. In wd every wi is drawn from a fixed dictionary of
NV visual words, V = {v1, v2, ..., vNV }, generated by applying k-means clustering to
the sequence of the primitive image feature vectors (extracted by primitive feature
descriptors such as MV and Gabor) for NV clusters. LDA then discovers the latent
structure of the entire image patch dataset as a set of K topics by approximating the
posterior p(θd, zd|wd, α, β) in an inference step and learning the β in a parameter
estimation step (for more details please refer to Section 1.4.1.3). While βNV ×K
is a matrix representing the probability of each vl in every topic, the posterior
provides each wd with a topic mixing weight θd (a multinomial distribution with
K possible outcomes). In addition, we manually set the Dirichlet parameter α in
our experiments. By using topics to describe each image patch, BoT considers each
topic mixture as a vector in a K-dimensional Euclidean space (feature space). Since
the number of topics is usually much smaller relative to the number of visual words
(K  NV ), the feature space created by topics has a lower dimensionality than
the one created by visual words. In other words, BoT provides a more compact
description of image patches which helps to increase the scalability of image mining
systems and reduces their computing time.
3.1.2 Results and Discussion
In our experiments, we assessed the semantic-level descriptions of a multispectral
and of a SAR image dataset, namely the UC Merced Land Use and the Fifteen
Class TerraSAR-X Image Patches datasets defined in Section B.3 and Section B.2,
respectively. As a first step, we extract local primitive features using MV and Gabor
feature descriptors from each image patch. MV descriptors are two-dimensional
vectors representing the mean and the variance of every local image point. The
local feature descriptors are computed using a non-overlapping sliding window of
3×3 pixels. Furthermore, we compute Gabor feature descriptors from sliding widow
of 32 × 32 pixels with 50% overlap. In this descriptor, we set the scale parameter
S = 3 and the rotation parameter R = 6 which results in feature vectors of 36
elements. Moreover, for the multispectral images, the feature vectors are computed
for each individual color channel and concatenated later to form the final feature
vector. After extracting the local primitive features, each image patch is represented
by a BoW model for various dictionary (codebook) sizes (50, 100, 200, and 300
codewords). To generate the dictionaries, k-means clustering is applied to 10% of
the feature vectors, selected randomly, where the cluster centers are considered as
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visual words. The final model is derived as a histogram by assigning the feature
vectors to their nearest visual words using a hard voting (HV) coding strategy.
In the next step, LDA is applied to the BoW models in order to discover the
latent structure behind the entire dataset as a set of topics. Each image patch
is then described as a mixture of the topics (BoT model). The semantic level of
the topics is usually correlated to the number of topics discovered by LDA. More
precisely, a small number of topics leads to general concepts (e.g., forest, urban
area), while a larger number of topics provides more detailed contents (e.g., trees,
buildings). Evaluating various numbers of topics allows us to assess the effects of
different semantic levels in discriminating image classes. Since the resulting topics
are not unique, we run LDA three times for each experiment and average over the
final results obtained by the three sets of topics.
In order to assess the value added by BoT to the BoW model, the performance
of SVM in the classification of both representations of the EO datasets is measured.
In order to generalize the task, we select randomly from every class 70 samples for
training, 20 samples for parameter optimization, and the remainder for testing. The
results are cross-validated by running 10 experiments and repeating each experiment
10 times. Finally, the accuracy and run-time are averaged over the experiments.
Figures 3.3 and 3.4 show the classification accuracies and the run-times. In these
figures, the plotted horizontal lines depict the classification results obtained using
the BoW models of MV and Gabor feature descriptors. In addition, the plotted
curves illustrate the classification results using BoT for different numbers of topics.
Moreover, the columns in the figures represent the results for various dictionary
sizes. Since the number of topics is usually smaller than the number of visual
words, using BoT allows a compact representation of the data; it either causes no
significant reduction in the performance or increases the classification accuracy by a
sufficient number of topics. The BoT model can increase the discriminability of the
descriptors, because contexts represented by topics are usually more descriptive than
the contents described by visual words. For example, in Figure 3.3 (a), for 50 topics
and for MV feature descriptors, BoT outperforms BoW; with a similar size of the
BoW and BoT feature vectors, topics provide a more discriminable representation
of the data. Moreover, BoT speeds up the classification by compacting the data
representation. In Figure 3.3 (d), for example, the BoT (with 60 topics) built using
the BoW (with 300 visual words) of MV feature descriptors obtains a higher accuracy
than the BoW model and it is 15 times faster during classification. According to
Figure 3.4, for SAR data, BoT performs similarly to BoW; however, it is much faster
and, therefore, more efficient than BoW.
Furthermore, comparing the two primitive feature descriptors indicates that the
discriminability of the topics depends on the informativeness of the BoW model
built upon primitive feature descriptors. For example, in Figures 3.3 and 3.4, the
discovered topics from MV are more discriminable than the Gabor topics, because
the BoW model of MV features are more discriminable than the BoW model of the
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Figure 3.3: Accuracy and run-time of the classification using BoW and BoT models for various
dictionary sizes and different numbers of topics. In these experiments, SVM is applied to the UC
Merced Land Use dataset. (a) Dictionary size = 50. (b) Dictionary size = 100. (c) Dictionary
size = 200. (d) Dictionary size = 300. (e) Dictionary size = 50. (f) Dictionary size = 100. (g)
Dictionary size = 200. (h) Dictionary size = 300.
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Figure 3.4: Accuracy and run-time of the classification using BoW and BoT models for various
dictionary sizes and different numbers of topics. In these experiments, SVM is applied to the
Fifteen Class TerraSAR-X Image Patches dataset. (a) Dictionary size = 50. (b) Dictionary size =
100. (c) Dictionary size = 200. (d) Dictionary size = 300. (e) Dictionary size = 50. (f) Dictionary
size = 100. (g) Dictionary size = 200. (h) Dictionary size = 300.
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Figure 3.5: Assessing the dictionary size in topic discriminability by comparing the classification
accuracies and run-times for the UC Merced Land Use and the Fifteen Class TerraSAR-X Image
Patches datasets. (a) MV and multi-spectral. (b) Gabor and multi-spectral. (c) MV and SAR.
(d) Gabor and SAR. (e) MV and multi-spectral. (f) Gabor and multi-spectral. (g) MV and SAR.
(h) Gabor and SAR.
Gabor features, which is indicated by the higher classification accuracies of the MV
descriptors comparing to those of the Gabor descriptors. The outperformance of the
MV descriptors relative to Gabor descriptors in our experiments could be due to
using a smaller neighborhood during extraction of the MV primitive features. The
high resolution of the EO images used in our experiments provides details of the
objects; therefore, to discriminate the object classes, feature descriptors with more
locality perform better.
Figure 3.5 shows how the dictionary size affects the visual words and the topics
generated from the two datasets. It shows the classification accuracies and run-
times versus dictionary size for the BoW model (the red solid curve) and the BoT
models for various numbers of topics. As the results show, the performances usually
improve sharply for small dictionary sizes, but they decrease for larger sizes. Fur-
thermore, increasing the dictionary size brings about a higher dimensionality of the
BoW descriptors which causes the run-time to increase dramatically. Since a larger
number of visual words helps LDA to discover more descriptive topics, this leads to
more discriminable descriptors; increasing the dictionary size usually speeds up the
classification using BoT.
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3.1.3 Summary
In this section, we applied LDA to the BoW model of two EO image patch datasets
to discover their context as a set of topics. Then, the image patches are described
as a mixture of the topics (BoT model). The BoT approach can be used in various
learning scenarios such as image classification and retrieval. In our work, BoT
is evaluated in image classification by applying an SVM classification to the BoT
models of image patches. The results are then compared to the accuracies achieved
by the BoW model. Experimental results demonstrate that the BoT model can
provide comparable results to those of the BoW model; however, the description of
data is much more compact in the BoT model. Consequently, BoT not only increases
the scalability of image mining systems, but also discriminates various image classes
to a higher degree. As a result, we show the effects of different numbers of BoT
topics on the classification performance. However, the selection of an optimized
number of topics still deserves more detailed investigations. Moreover, since the
BoT model builds upon the BoW model, the improvements in the efficiency of the
BoW model such as using LLSaC strategy (which we proposed in Section 2.1) scales
up the discriminablity of the topics in the BoT model.
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Feature Descriptors
In this chapter, based on information theory, we propose a method for evaluating
the descriptiveness of the extracted features from EO image patches using various
feature extraction methods, and a method for quantifying the degree of similarity
of the provided information by pair-wise comparison of feature descriptors.
The first method evaluates and compares the informativeness of feature descrip-
tors for image mining systems. The method models an image mining system (e.g.,
a system based on Latent Dirichlet Allocation (LDA) topic model [18]) as a com-
munication channel. In this model, image patches represent the source, the topics
discovered by LDA stand for the receiver, and the feature descriptors are considered
as the information carriers. The channel mutual information is then computed as
the informativeness measure. We show that the channel mutual information com-
puted for each feature descriptor correlates with the discriminability of the image
patches represented by that descriptor.
The second proposed method uses Huffman Coding (HC) [123] to measure the
similarities between the information obtained by different feature descriptors, which
we call information overlap. The analysis of information overlap, especially for
feature descriptor fusion tasks, allows a more compact but still comprehensive im-
age representation by selecting a lower number of more distinct feature descriptors.
Moreover, this method measures the information overlap for each image patch indi-
vidually which makes it independent of user image labeling.
4.1 Feature Evaluation Based on a Communica-
tion Channel Model
In this section, we propose an approach to quantify the amount of information a
feature descriptor provides to image mining systems. To this end, we proposed
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a new formulation of Latent Dirichlet Allocation (LDA) topic model, proposed by
Blei et al. [18], as a communication channel model, introduced by Shannon [139]. In
our proposed communication channel model, the inputs are images, the outputs are
the provided results, and the carriers are feature descriptors. The mutual informa-
tion carried by the feature descriptors (from input to output) is then computed as
the information quantity. The idea behind using LDA is that it can automatically
discover the latent semantic structure of an image dataset due to its probabilistic
generative behavior. Thus, computing the channel’s mutual information allows us to
assess the ability of a primitive feature descriptor in providing semantic information
of images.
In our experiments, LDA is applied to the UC Merced Land Use image patch
dataset, which discovers the latent semantic structure of the dataset a set of topics.
In addition, in order to represent the image patches, we use the following primi-
tive feature descriptors: RGB Color Histogram (rgbHist), Weber Local Descriptor
(WLD) [3], Scale-Invariant Feature Transform (SIFT) [70], WLD-Color, and SIFT-
Color as defined in Appendix A. These descriptors allow us to study the content
of an image dataset from various aspects, namely color, texture, shape, and the
combinations of color with texture and shape. Figure 4.1 shows a graphical model
of the LDA components and their interconnections as a communication channel.
In this model, the discovered topics are considered as the channel outputs. Since
each feature descriptor represents a particular image property, the computation of
the mutual information for each descriptor yields the quantity of that property
within the image patches. We then compare the computed mutual information to
the accuracy of a supervised classification method such as Support Vector Machine
(SVM). The results indicate that the mutual information quantity provided by a
feature descriptor is proportional to its performance in image mining tasks such as
classification.
4.1.1 Modeling LDA as a Communication Channel
Information theory developed by Claude E. Shannon [139] provides mathematical
models to quantify information. It models the relation between variables as a com-
munication channel, and computes the amount of information transferred between
input and output variables via the channel. In this model, the two basic measures
are entropy and mutual information. Entropy measures the amount of uncertainty
of the variables and mutual information measures the amount of shared information
between the input and output variables. In this section, we use this model to quan-
tify the amount of information received by an image mining system from an image
collection. In our method, LDA is used to emulate an image mining system. Using
information theory, the authors of [120] quantify the amount of information provided
by an image collection to an image retrieval system, by computing the entropy of
the images. In this method, although entropy quantifies the amount of information
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Figure 4.1: LDA is modeled as a communication channel. Input is the BoW model of images,
output is the discovered topics, and the information is carried by feature descriptors.
of the images, the impacts of the transmission process on the transmitted infor-
mation from the images to the retrieval system are neglected. In order to explain
this shortcoming, we model the structure of LDA as a communication channel, as
shown in Figure 4.1. In this model, we consider the given images as input, the topics
discovered by LDA as output, and the feature descriptors as information carriers.
Then we compute the channel’s mutual information which defines the information
quantity received by the output from the input, considering the transmission pro-
cess. We suppose that the discovery of topics by LDA is highly dependent on the
mutual information of the channel, which will be shown in the following sections by
the experimental results.
In our proposed communication channel model, the input image patches are
coded based on their properties. In order to analyze various image properties,
we use different primitive feature extraction methods (e.g., rgbHist, WLD, SIFT,
WLD-Color, SIFT-Color). Then by applying k-means clustering to the extracted
feature vectors for NV clusters, we generate a codebook of NV visual words, V =
{v1, v2, ..., vNV }. In a next step, each image patch wd is represented by a BoW model,
where each visual word wdi is drawn from the visual word codebook V . Then the
probability of every visual word vl in each image patch p(vl|wd) is obtained by count-
ing the occurrences of the visual words. Thus, each image patch is represented as
a probability mass function over the visual words. According to Figure 4.1, the vi-
sual word representations (the BoW models) are transmitted through the channel to
LDA, and are further used to discover K latent topics of the image patch dataset as
the channel outputs. Every topic is defined as a probability mass function over the
visual words vl (l ∈ [1, NV ]), parametrized by the matrix βNV ×K (obtained during
the LDA parameter estimation phase). In Figure 4.1, the set of topics is denoted
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as T = {t1, t2, ..., tK}, and the probability of each visual word within a topic tj is
p(vl|tj) = βlj.
The mutual information between the input visual words V and the output top-
ics T is then computed as the difference between the input entropy H(V ) and a
conditional entropy, H(V |T ), in which the input is conditioned by the output. The
conditional entropy represents the amount of uncertainty about the input when the
output is known. The mathematical notation of the mutual information is as follows:
I(V ;T ) = H(V )−H(V |T ), (4.1)
where H(V ) is obtained by:
H(V ) = −
NV∑
l=1
p(vl) log p(vl). (4.2)
In computing the input entropy, we compute the probability of every visual word vl
in the entire dataset by marginalizing the probability of the visual words across all
M image patches as follows:
p(vl) =
M∑
d=1
p(vl|wd)p(wd). (4.3)
In this equation, we assume that the image patches are equally probable, p(w1) =
p(w2) = ... = p(wM) =
1
M
. In Equation 4.1, the conditional entropy H(V |T ) is
computed as follows:
H(V |T ) = −
K∑
j=1
p(tj)
NV∑
l=1
p(vl|tj) log p(vl|tj), (4.4)
where the topic marginal distributions are obtained by:
p(tj) =
M∑
d=1
p(tj|θd)p(θd|α), (4.5)
where p(tj|θd) is the probability of every topic in the image patch wd; it is equal
to θdj (for details, please refer to Section 1.4.1.3). In addition, p(θd|α) is obtained
according to Equation 1.17.
4.1.2 Results and Discussion
In this section, we applied our proposed communication channel model to the UC
Merced Land Use dataset in order to assess five different feature descriptors. We use
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Figure 4.2: (a) Mutual information of the the communication channel computed for five kinds of
feature descriptors and various number of visual words. (b) SVM classification accuracies for the
five feature descriptors versus the number of visual words.
this dataset because it contains various classes in the sense of spatial patterns. There
are classes homogeneous in color, classes homogeneous in texture, classes homoge-
neous in shape, and classes containing images which have no shared features. This
variety of spatial patterns enables us to study three different properties of the im-
ages (color, texture, and shape) and their combination by the rgbHist, WLD, SIFT,
WLD-Color, and SIFT-Color feature descriptors. These descriptors are computed
locally in a dense way from a 32×32 sliding window with 50% overlap. In our exper-
iments, LDA discovers the latent structure of the dataset as a set of 21 topics. Then
we compute the channel’s mutual information for different feature descriptors to
quantify the amount of information delivered to the topics through each descriptor.
In order to apply LDA to the images, they are represented by a BoW model. Since
the visual words are the basic image elements contributing to the input information
generation, we perform our experiments for different dictionary sizes. This allows us
to study the effects of the number of visual words (the amount of input information)
on the amount of delivered information. Figure 4.2. (a) shows the computed mu-
tual information for five feature descriptors. According to the figure, increasing the
number of visual words (increasing the source information) generally increases the
amount of the transmitted mutual information; however, beyond a certain number
of visual words the changes become insignificant. Moreover, comparing the feature
descriptors, rgbHist and SIFT carry the smallest and the largest quantity of mutual
information, respectively.
In order to show the generalizability of the predicted behaviors of the feature
descriptors also for other image mining systems, we perform a supervised multi-
class classification using SVM on the same data. Comparing the results of our
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Figure 4.3: The mutual information computed for every individual class of the UC Merced Land
Use dataset. The classes are: Agricultural (AGR), Airplane (AIR), Baseball diamond (BAS),
Beach (BEA), Buildings (BUI), Chaparral (CHA), Dense residential (DER), Forest (FOR), Freeway
(FRE), Golf course (GOL), Harbor (HAR), Intersection (INT), Medium density residential (MDR),
Mobile home park (MHP), Overpass (OVE), Parking lots (PAR), River (RIV), Runway (RUN),
Sparse residential (SPR), Storage tanks (STO), and Tennis court (TEN).
approach to the classification accuracies shown in Figure 4.2. (b), demonstrates that
the channel’s mutual information can predict the behavior of the feature descriptors
applied to other image mining systems. As an example, since rgbHist carries less
mutual information than the other descriptors, the images are less discriminable by
their color features; and, consequently, the classification accuracy using rgbHist is
also inferior to the other descriptors.
4.1.2.1 Class-wise Mutual Information
In this section, we compute the mutual information transmitted from each user
labeled image class to the discovered topics. This indicates the dominant features
of each class. The computation of mutual information is almost the same as it
is explained in Section 4.1.1. The only difference is that for assessing an image
class individually, in Equation 4.3 and Equation 4.5, we marginalize over the images
belonging to that particular class. Figure 4.3 shows the mutual information for
various features in different classes.
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4.1.3 Summary
In this section, we introduce a communication channel-based approach to measure
the information quantity that various feature descriptors provide to image mining
systems. This method uses LDA as a communication channel, where images are
the input, topics are the output, and the feature descriptors are the carriers of this
channel. The channel’s mutual information is then computed as the measure of the
transmitted information quantity. Experimental results on the UC Merced Land
Use dataset show that the SIFT descriptor carries the largest amount of mutual
information in this dataset among the feature descriptors which has been analyzed
in our experiments. This result is also confirmed by comparing it to the results of a
classification task using SVM.
When we assess the different features of an image collection, using our proposed
communication channel model, we get a general idea about the behaviors of image
mining systems regardless of the user labeling. This allows us to develop specific
feature descriptors to discriminate image classes in a given dataset. Moreover, the
class-wise mutual information makes it possible to develop feature descriptors which
are tuned to a specific image class across various datasets.
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4.2 Feature Evaluation Based on Huffman Coding
Most of the existing image mining systems rely on primitive features which has led
to the introduction of dozens of feature descriptors in recent years such as RGB
Color Histogram (rgbHist), Weber Local Descriptor (WLD) [3], and Scale-Invariant
Feature Transform (SIFT) [70]. Although each feature descriptor is developed for
extracting a particular kind of image features, it usually covers a range of feature
types. That is why the image feature information provided by various feature de-
scriptors may overlap, which we call information overlap. For example, SIFT which
has been introduced mainly for representing geometry-based features such as edges
and corners, provides also texture and color information to some degree. Thus, it
may overlap with WLD (which mainly extracts texture features), or with rgbHist
(which mainly extracts color features).
The information overlap is a key issue in feature fusion tasks. While the main
idea behind the fusion of feature descriptors is to provide a comprehensive image
description by integrating the information about different image properties, feature
fusion may provide no additional information due to considerable information over-
lap between the feature descriptors. Usually users are not aware of the information
overlap and they may try to improve the feature informativeness by combining more
feature descriptors. However, increasing the number of feature descriptors usually
also increases the final feature complexity of the fused descriptor and reduces the
efficiency of learning algorithms. By considering the information overlap in feature
fusion tasks we obtain a more comprehensive understanding of images and can select
less but more diverse feature descriptors. This increases not only the discriminability
of the given images but also scalability of image miming systems.
In this section, using information theory, we propose an approach based on Huff-
man Coding (HC) [123] to measure the overlaps between the information obtained
by different feature descriptors. An overview of our proposed approach is shown in
Figure 4.4. In our approach, the image features are extracted using various feature
descriptors. Then the images are represented by BoW models. Following this, a
lossless compression algorithm, a so-called Huffman Coding (for details, please refer
to Section 1.4.2.1), is used to code all local points of each image by strings of binary
digits (“0” and “1”). HC is based on the occurrence statistics of the visual words.
Different feature descriptors provide non-identical visual word distributions which
result in different Huffman codes of the images. The similarities between the codes
are then quantified using the Levenshtein distance [151] as the information over-
lap measure. Since Huffman coding treats each image individually, our approach is
independent of image labeling.
In order to validate the computed information overlap, we use it to explain the
similarities between the clusterings of different feature descriptions of an EO image
patch dataset, namely the UC Merced Land Use dataset. The results indicate that
the similarity degree of the clusterings is proportional to the information overlap
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Figure 4.4: The pipeline of the proposed evaluation method: In this pipeline, for any given image,
the point-wise distance between any pair of feature descriptors is computed using Huffman coding
(HC) and Levenshtein distance. The output is the color coded distance of the local points.
of the employed feature descriptors. In addition, we use the information overlap to
discuss the results of an image retrieval task on the UC Merced Land Use dataset. In
this task, the image patches are represented by different feature descriptors. Then
the retrieval results for a query using various image descriptions are compared. The
results confirm that information overlap can justify the retrieval outcomes.
4.2.1 Methodology
In our proposed approach, the images are described by their local primitive fea-
tures using different feature descriptors such as rgbHist, WLD, and SIFT. These
descriptions are then used to represent every image patch wd by a Bag-of-Words
(BoW) model as a sequence of Nd visual words, with wd = {wd1, wd2, ..., wdNd}.
Since every wd is generated by the reoccurrence of the NV visual words of a dictio-
nary V = {v1, v2, ..., vNV }, the image patches can be represented by the probabilities
of every vl as wd := {p(v1), p(v2), ..., p(vNV )}. This allow us to consider the image
dataset as a data source. Under this assumption, the BoW models are considered
as the documents and the visual words vl are the data symbols. In order to code
the image patches, we use HC due to its efficiency in mapping individual symbols to
unique variable-length code strings. As a next step, a Huffman code table is gener-
ated for each image patch. Then every visual word is assigned a binary code based
on its probability, which results in a binary tree model for each image patch. Since
usually the visual words’ semantics are from different levels, this tree representation
allows a hierarchical ordering of the semantic image contents. In consequence, since
the visual words refer to the local image points, the tree representation results in a
hierarchical segmentation of each image patch. In this segmentation, the segments
corresponding to the lower level visual words are usually components of the higher
level segments. In order to place each visual word on the tree, its self-information
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(a) (b)
(c) (d)
Figure 4.5: Huffman coding for two images using WLD-Color and rgbHist feature descriptors. For
each image, the coded features are represented for 3 Huffman tree levels (from left to right, the
feature levels increase), where the features belong to a segment are from the same semantic level.
(a) WLD-Color. (b) rgbHist. (c) WLD-Color. (d) rgbHist.
(also known as symbol uncertainty) is considered, where the visual words with the
highest and the lowest self-information are placed on the bottom and the top of the
tree, respectively. For each image patch, the self-information I(vl) is then computed
as:
I(vl) = −log(p(vl)). (4.6)
According to this equation, less probable symbols have higher self-information and
therefore, higher uncertainty.
From a semantic image understanding point of view, each feature level corre-
sponds to a semantic level. In this way, the less frequent symbols correspond to
the features with more uncertain semantic meanings (i.e., detailed features, object
parts or properties). Traversing the Huffman tree from bottom to top, and grouping
the lower level features, results in higher level features with less uncertain semantic
meanings. Figure 4.5 shows the HC for two image patches from the UC Merced
Land Use dataset. In order to code each image patch, it is represented by WLD-
Color (obtained by concatenation of the WLD feature vectors computed for the RGB
color channels) and rgbHist feature descriptors. In this figure, each image patch is
followed by three segmented images, which visualize the Huffman tree based hierar-
chical segmentation for three different levels where, from left to right, the segment
levels increase. Comparing the coded features in Figure 4.5. (a,b), the features rep-
resented by the two descriptors become more similar as the feature level increases.
However, in Figure 4.5. (c,d), even the highest level features of the two descriptors
reflect different image properties. In Figure 4.5. (c), for example, WLD-Color de-
scribes the image as “water body” and “non-water body” at the highest semantic
level, while, in Figure 4.5. (d), rgbHist results in similar semantics for the water
body and a part of the field (in the lower right corner of the image) due to their
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similar content. More precisely, rgbHist assumes that the image patch contains the
two semantic categories “forest green” and “field/water body green” at the highest
level. As the examples show, according to the contents present in an image patch,
different feature descriptors can reveal different degrees of similarity in representing
semantic image contents.
Since each feature descriptor extracts a particular range of primitive features,
the visual word distributions are different across various feature descriptors, which
results in different image Huffman trees and codes. SIFT, for example, extracts
geometry-based features such as edges and corners, and to some extent provides
texture and color information, while rgbHist mainly extracts the color information
of an image. Therefore, although they partially share a common type of information
(e.g., color), their main focuses are rather diverse. In order to measure the amount
of the overlapping and the disjoint part of the extracted information by any pairs of
feature descriptors, we compare the HC of the two descriptions of each image. To this
end, every local image point is assigned two binary codes based on its corresponding
visual words of the two feature descriptors. Then the Levenshtein distance between
the two binary codes of the local points is computed. The Levenshtein distance is
a metric which measures the difference between any two character sequences (e.g.,
binary strings in our experiments) by computing the minimum number of required
character insertions, deletions, and substitutions to convert one sequence into the
other one [151]. In our experiments, this metric quantifies the similarity degree
between the feature distributions with respect to their information level determined
by the Huffman tree. More precisely, the visual words with similar information levels
(i.e., with similar distributions over the image) are placed closely together on the
Huffman tree. Therefore, the length and the sequence of the binary digits of their
assigned code strings are similar, which results in a small Levenshtein distance.
4.2.2 Results and Discussion
In this section, we use our proposed approach to quantify the information overlaps
between rgbHist, WLD-Color, and SIFT-Color feature descriptors on an EO image
patch dataset, namely the UC Merced Land Use dataset. The descriptors are applied
densely to extract primitive image features from 32 × 32 local windows with 50%
overlap. In our setup, each rgbHist feature vector has 256 dimensions. WLD-Color
and SIFT-Color are obtained by computing WLD and SIFT feature vectors for each
of the three image channels (RGB) individually. The resulting feature vectors from
the three channels are then concatenated to form vectors of 432 and 384 dimensions,
respectively. In the next step, k-means is used to group the extracted feature vectors
into 200 clusters. Each cluster center is then considered as a visual word. After
applying a Hard Voting (HV) coding strategy, we assign the local feature vectors to
the visual words and represent the images by a BoW model. In our experiments,
each local image point is represented by three different types of visual words derived
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Figure 4.6: Information overlaps computed for feature descriptor pairs. In each sub-figure, the
first image is the original image, the second and the third segmented images are the visualizations
of the two Huffman coding variants of the original image, and the last image is the color map of
the Levenshtein distances for the local image points. The feature pairs with smaller Levenshtein
distances have higher information overlap. (a) Between WLD-Color and SIFT-Color, average
Levenshtein distance = 3.39. (b) Between WLD-Color and rgbHist, average Levenshtein distance
= 4.06. (c) Between WLD-Color and rgbHist, average Levenshtein distance = 2.71. (d) Between
rgbHist and SIFT-Color, average Levenshtein distance = 3.71.
from the three feature descriptors. Based on the visual word distributions of the
different image descriptions, Huffman code trees and tables are created for each
image patch. Since the visual word distributions of the three feature descriptors
vary in each image patch, the resulting Huffman trees and tables are dissimilar.
Thus, each local image point is assigned three unalike binary code strings. The
Levenshtein distance is then computed for every code pair assigned to every local
image point. We consider the average Levenshtein distance over the local image
points as the measure of the information overlap. Figure 4.6 shows the information
overlaps computed for two image patches of UC Merced Land Use dataset. In
this figure, each sub-figure compares a pair of feature descriptors, in which the
first image is the original image patch, the second and the third segmented images
are the visualization of the two HC variants, and the last image is the color map
of the computed Levenshtein distances for every local image point. The average
Levenshtein distances over the entire image then indicated as the mean distance
between the two descriptions of the image patch. The closer the descriptions, the
higher the information overlap. In Figure 4.6. (b), for example, while the green
field looks homogeneous for rgbHist, WLD-Color discovers various textures there.
Therefore, the Leveneshtein distance is large in this area (the information overlap is
small). However, in the area with non-homogeneous colors, at the top of the green
field, both descriptors discover similar patterns which cause smaller Levenshtein
distances (a large information overlap).
In order to demonstrate the ability of the information overlap in predicting the
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Figure 4.7: Demonstration of the correlation between information overlap and the similarity degrees
between the clusterings of various image descriptions for sample classes of UC Merced Land Use
dataset including “Airplane (AIR)”, “Baseball diamond (BAS)”, “Buildings (BUI)”, “Golf course
(GOL)”, “River (RIV)”, and “Storage tanks (STO)”. (a) Information overlap. (b) nMI as the
similarity measure of the clusterings.
behaviors of image mining systems, we use the information overlap to explain the
similarities between the clusterings of the UC Merced Land Use dataset when the im-
age patches are represented by the three feature descriptors. To this end, k-means
clustering is applied to the BoW models of image patches. Then the normalized
Mutual Information (nMI) clustering evaluation measure [152] is computed in or-
der to compare the clusterings. We observe that for each feature descriptor pair,
the similarity between their clusterings and their information overlap are correlated.
Figure 4.7. (a) shows the information overlap for each pair of the three descriptions
of some classes of the UC Merced Land Use dataset; Figure 4.7. (b) presents the nMI
values as the similarity degrees between the clusterings of the classes. In order to
compute the information overlap, we normalize the average Levenshtein distances
over the three pairs. Since Levenshtein distance and information overlap are in-
versely related, we subtract the normalized Levenshtein distances from 1 to achieve
information overlap. In order to make nMI comparable to the computed information
overlap, we normalize the nMI values over the three descriptions as well. As the
results show, for the class “Airplane”, for example, WLD-Color has more informa-
tion in common with rgbHist than with SIFT-Color. This causes the clusterings of
the WLD-Color and rgbHist descriptions to be more similar than those of the rgb-
Hist and SIFT-Color descriptions. Moreover, amongst the three feature descriptors,
SIFT-Color and rgbHist extract the most diverse information. Therefore, if a fusion
of two features for these classes is required, SIFT-Color and rgbHist can provide a
broader range of new and diverse information than any other combinations of the
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descriptors.
In order to show that the measured information overlap is applicable to various
image mining tasks, we use it to explain the retrieval results of two image patches
(“River” and “Baseball diamond”) described by the three feature descriptors. Fig-
ure 4.8 shows the retrieval results in which, for each experiment, the first image
shows the query, followed by the retrieval results sampled from the top 30 relevant
image patches. When we analyze Figure 4.8. (a-c), the contents of the results from
SIFT-Color and WLD-Color are more similar than those of rgbHist, which is consis-
tent with the computed information overlap for the class “River” in Figure 4.7. (a).
Both SIFT-Color and WLD-Color focus on the patterns of the trees and the water
body (mostly in the forest and riverside areas of the query). In addition, WLD-
Color is able to find the tree patterns in residential areas too, which is not possible
for SIFT-Color. On the other hand, since rgbHist extracts the color information
of the trees and the water body from the query, which could be found in a quite
broad range of land cover types, the retrieval results include riversides, tennis courts,
highways, and residential areas according to Figure 4.7. (c).
In Figure 4.8. (d-f), the results show that the contents of the features extracted
by rgbHist and WLD-Color are very similar which verifies the high information
overlap for the class “Baseball diamond” in Figure 4.7. (a) this means that the
textures extracted by WLD-Color and the colors extracted by rgbHist from the
given baseball field usually co-occur in land covers such as baseball diamonds, golf
courses, and to some extent in airports. Therefore, in this dataset for example, if only
a discrimination of the classes ”Baseball diamond” and ”Golf course” is required,
replacing one of the descriptors (WLD-Color and rgbHist) with the other one may
cause no significant change to the results. However, since the extracted features
by SIFT do not occur in golf course images, replacing rgbHist or WLD-Color with
SIFT-Color can result in a significant change in the discrimination performance. In
order to verify our statement about the influences of the three feature descriptors
in discriminating “Baseball diamond” and “Golf course” classes, we apply SVM
classification to the three descriptions of these classes. The results in Figure 4.9
indicate that rgbHist and WLD-Color cause SVM to perform quite similarly for
various number of training samples; however, using SIFT-Color helps to achieve a
much higher discrimination of the classes.
4.2.3 Summary
In this section, using information theory, we propose a novel approach based on
Huffman Coding (HC) to measure the overlaps between the information obtained
by different feature descriptors. The information overlap is used as a measure of
similarity between any two feature descriptors in representing an image dataset. In
our proposed approach, we use Huffman coding to code the BoW model of every
image patch according to the distribution of the visual words in the image patch.
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Figure 4.8: Retrieval results of two sample images of the UC Merced Land Use dataset (“River”
and “Baseball diamond”), described by rgbHist, WLD-Color, and SIFT-Color feature descriptors.
For each experiment, the first image shows the query, followed by the retrieval results sampled
from the top 30 relevant images. The following results are represented in sequences, where the
dots depict the discontinuity. (a) “River” described by rgbHist. (b) “River” described by WLD-
Color. (c) “River” described by SIFT-Color. (d) “Baseball diamond” described by rgbHist. (e)
“Baseball diamond” described by WLD-Color. (f) “Baseball diamond” described by SIFT.
57
4. Evaluation and Comparison of Feature Descriptors
Number of training samples
10 20 30 40 50
Cl
as
sif
ica
tio
n 
ac
cu
ra
cy
 (%
)
60
65
70
75
80
85
rgbHist
WLD-Color
SIFT-Color
Figure 4.9: SVM classification accuracy in discriminating the images of the two classes ”’Baseball
diamond” and “Golf course”. The images are described by rgbHist, WLD-Color, and SIFT-Color
feature descriptors.
This coding provides a tree structure of the visual words for each image patch,
where the lower level visual words correspond to the components of the objects
represented by higher level visual words. Then the similarities between the trees
obtained for various descriptions of the images (using rgbHist, WLD-Color, and
SIFT-Color feature descriptors) are computed by their Levenshtein distances, and
considered as the amount of shared information between the descriptions.
Experimental results show that the computed information overlap can justify the
different performances of clustering methods when using various feature descriptors.
Moreover, considering information overlap in feature fusion tasks allows providing
a broader range of new and diverse information by a combination of less feature de-
scriptors, which improves both the scalability and distinguishability of image mining
systems.
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5Human Image Understanding:
Evaluation of the Sensory and
Semantic Gaps
5.1 Assessment of the Sensory Gap
In the literature, the sensory gap has been defined as the gap between an object in
reality, and its representation based on the signals recorded by sensors [9]. A desired
object can either be perceived directly by the user, or detected after processing the
information in a machine learning application. In either case, a sensory gap exists.
Causes behind the sensory gap can lie at the scene (e.g., clutter, occlusion) or
sensor levels (e.g., perspective, resolution, field of view, perceptual spectra). In EO,
the sensory gap is rather wide due to sensors (e.g., radar, multi- and hyper-spectral
instruments) which record visual information very differently from the human visual
system [11].
The sensory gap is affected by the complexities of the EO images, such as the
resolution, perspective, or scale of the visual information [11]. The perspective of
the images is a particular challenge in EO, since they present a bird’s eye view. As
described in the recognition by components theory [111], objects can be segmented
into their geometric components (geons), and we recognize them based on the iden-
tification of their geons and their structural relationships, which we then match to
mental representations. Object recognition should be perspective invariant, so long
as the structural relationship between geons can be identified from the different
perspective. This is not the case when objects are viewed from above, since major
object components can be occluded, making it harder to match the object to the
stored mental description. Therefore, from this perspective, object identification is
more difficult [111].
The sensory gap is also affected by the Field of View (FOV) presented. The
FOV is the extent of the observable scene that is seen at any given moment. For the
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EO imagery instruments, FOV refers to a solid angle through which a sensor can
record signals from the scene. The larger the FOV, the more information is present
in the image, specifically contextual information, which the user can apply when
trying to identify and recognize an object within the image. Research on object
detection and recognition in humans has shown the importance of context [153].
Context can provide information on spatial relations, semantic associations, global
scene properties, and pose [154, 155]. When the object is not easily discernible
on its own (due to low resolution, for example), contextual information becomes
increasingly important [156, 157].
In this section, we assess the causes of the sensory gap in EO images by a human
perceptual evaluation and a computational evaluation. Figure 5.1 shows the process
chain of our evaluation method. The human perceptual evaluation is assessed by
user labeling (User annotation C in Figure 5.1) of EO scene image patches, using
content labels (listed in Table 5.2) defined for the scene by a previous annotation
(User annotation B in Figure 5.1). The assigned labels and user feedback are then
analyzed (the procedure is shown in green in Figure 5.1). Results point to image
properties that limit image understanding, such as resolution, which users report is
not high enough to readily discriminate objects. Image perspective also presents a
challenge, since users are not used to this bird’s eye view. The scale of objects in
the image patches is also difficult to assess. When users are uncertain of an object’s
identity, due to other image properties, such as resolution or perspective, they could
turn to the context surrounding the object to gather clues to identify it. However,
due to the FOV which is constrained by the patch size, users have limited contextual
information. Since recent image mining approaches usually split EO images into
patches in order to gain more locality of the image features, selecting patch size
which can provide more locality while contain enough contextual information is a
challenge. Since we present image patches to the users and computer, we consider
the patch size as the extent of the scene (i.e., the whole EO image) which can be
perceived by the users and computer. Therefore, we use the term FOV referring to
the patch size.
The effect of FOV is then evaluated by a computational method, in which the
acquired context from the content reference (derived from a manual labeling of the
scene described in Section 5.1.1) of a certain FOV is statistically analyzed using
LDA. The sensory gap is considered as the difference between the context of the
scene discovered by LDA, based on the occurrence of content reference labels within
a certain FOV (which corresponds to increasing the image patch size), and the
scene reference context. The results indicate that increasing the FOV decreases the
sensory gap.
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Figure 5.1: Process chain of the user perceptual evaluation (shown in green) and the computational
evaluation (shown in blue) of the sensory gap.
5.1.1 Context and Content Reference Annotation and Label
Generation
A multispectral scene of the Feldmoching area to the north of Munich, Germany,
acquired on July 12th, 2010 (10:30 am UT) by the WorldView-2 satellite was used
for annotation. The image has a resolution of 1.84 m, was trimmed to a size of
2000× 1800 pixels, and three bands were displayed (RGB).
The process chain of the present study (please refer to Figure 5.1) shows an
overview of the necessary steps, where each step is underlined and described in the
following text. First, the EO Scene, using both human user experiments (the process
steps shown in green) and computer experiments (shown in blue), to evaluate the
sensory gap from both perspectives. In the initial phase, the scene was given to 9
human users (none of whom had a background in image processing), who were asked
to annotate the image using the LabelMe tool [158]. This refers to User annotation A
in the process chain in Figure 5.1. In this step, users were presented with the scene,
and given a short demo of the tool. A free text annotation [159] was conducted -
meaning that users were asked to label what they see, without using references or
dictionaries. This approach was selected to gather labels based on user perceptions,
without external influences. Each user generated an average of 19 unique labels.
In the following step, Label collection & refinement, all unique labels (excluding
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Figure 5.2: Context reference annotation, created for the 8 labels in Table 5.1.
1 Agricultural & semi-natural areas 5 Residential areas
2 Industrial/Commercial/Public/Military 6 Sport and leisure
3 Isolated structures 7 Transportation infrastructure
4 Natural areas 8 Water body
Table 5.1: Context labels
duplicates, plurals, synonyms) were identified, and polygons from the 9 annotations
were compared to identify their commonalities. These annotations produced labels
corresponding to higher level semantics, such as industrial areas and urban areas,
indicating that users focused on the broader gist of the scene, as opposed to its
details. These higher level semantics were gathered, loosely refined based on Urban
Atlas1 and 8 context labels were determined (please refer to Table 5.1). These
context labels were used together with Google Earth2 to manually annotate the
image and create a Context reference annotation & labels (please refer to Figure 5.2
for a screenshot of this annotation).
For the user experiments, the scene was divided into 200 × 200 patches, with
50% overlap, resulting in 323 Patches. Then User annotation B was carried out,
1http://www.eea.europa.eu/data-and-maps/data/urban-atlas
2https://www.google.com/earth/
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1 Agricultural field 7 Greenhouse 13 Railway
2 Building 8 Highway 14 Road
3 Crop 9 House 15 Soccer field
4 Factory 10 Isolated trees 16 Solar panels
5 Forest 11 Lake 17 Street
6 Grass 12 Parking lot 18 Tennis court
Table 5.2: Content labels
Figure 5.3: Sample image patches and their corresponding Reference content annotation. The
legend shows the correspondence of the 18 labels in Table 5.2 to the annotated regions. The label
”0” refers to the unlabeled areas.
where 3 different users did a free text annotation labeling, an average of 108 patches
each. Next, Label collection & refinement took place, so that 18 labels describing
the content of the patches were left (please refer to Table 5.2). In contrast to
the labels given by the first 9 annotators, these labels corresponded to lower level
semantic categories, such as lake and houses. These 18 Content labels were used
as a lower level semantic dictionary, which provided a manageable set of terms, but
was also rich enough to highlight the previously mentioned problems associated with
the sensory gap. For example, the labels “road”, “street”, and “highway” illustrate
perception problems due to scale; “agricultural field” and “grass” highlight issues
with resolution; “building” and “house” highlight issues with perspective.
The 18 Content labels, together with Google Earth, were used in a manual
annotation of the scene, creating a Content reference annotation. Figure 5.3 depicts
samples of the image patches and their corresponding reference annotations. In this
figure, the legend shows the correspondence of the 18 labels in Table 5.2 to the
annotated regions; together with the label ”0” which refers to the unlabeled areas.
At this point we have both Context reference annotation & labels and Content ref-
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erence annotation & labels (please refer to Phase I in Figure 5.1). Phase II describes
our experimental procedure, which will be detailed in Section 5.1.2.1 from the user
experiment side, and in Section 5.1.3.1 from the computer side. Phase III consists
of the experimental outputs addressing the user perceptual and the computational
evaluations of the sensory gap, which will be discussed in Sections 5.1.2.2 and 5.1.3.2.
5.1.2 User Perceptual Evaluation of the Sensory Gap
For a user perceptual evaluation of the sensory gap, User annotation C (please refer
to Figure 5.1) was carried out. The experimental procedure and results will be
discussed below.
5.1.2.1 Experimental Procedure
The 323 image patches previously described were divided into eight groups (seven
groups of 40 patches, one group of 43 patches). Users were each given one group
of patches, and a handout with the dictionary of content labels listed in Table 5.2,
each assigned to a number code (e.g., 1=Agricultural field), and a second table with
codes A-E, each corresponding to a percentage range (A=0-19%, B=20-39%, etc).
Users were asked to look at each patch (zooming in as needed), and assign it at least
one alphanumeric code, representing both the semantic content of the patch (the
label), and the approximate area of the patch covered by each label (the coverage).
For example, code 1A indicates there is an agricultural field, covering between 0-
19% of the patch area. In this step, 16 users participated (the first 8 corresponding
to user experiment 1 (UX1), the second 8 to user experiment 2 (UX2)), so that
each group of patches was labeled twice. This produced the UX1 labels & cover-
age and UX2 label & coverage. After labeling, participants were asked to fill out a
short questionnaire, to gauge their perceptions on how confident they were of the
correctness of their labels, and to give general feedback; all of which was used to
further understand the results.
5.1.2.2 Results and Discussion
The similarity between the user and reference labels is computed by two measures,
Precision and Sensitivity, which are formulated for three types of quantities, namely
true positive (TP), false positive (FP), and false negative (FN) [160]. While Precision
(PPV = TP
TP+FP
) indicates the correctness of the user assigned labels to the patches,
Sensitivity (TPR = TP
TP+FN
) shows the percentage of the reference labels which have
been identified by the users. In Precision, for each label, TP and FP are the number
of times the label is correctly and incorrectly assigned by the users, respectively. In
Sensitivity, TP and FN are the number of times a reference label is identified or
missed, respectively.
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Figure 5.4: Precision, sensitivity, and agreement of the labels for the two user experiments. In (a)
and (b), UX1 and UX2 are depicted by red and green bars, respectively.
The average Precision rates (UX1=73% and UX2=70%) and Sensitivity rates
(UX1=38% and UX2=46%) were similar for both user experiments (please refer
to Figure 5.4 (a,b)). The relatively high Precision rates indicate that when users
assigned labels, they were mostly correct. However, there was a large portion of
missing labels, as reflected in the Sensitivity rates. Users reported their confidence
in their labeling as an average of 3.7 on a Likert scale [161] (where 1 is not at all
confident and 5 is very confident), indicating that they were aware of the potential
inaccuracies of their annotations, including the unlabeled objects they could not
identify or detect.
When asked to describe the difficulties of the labeling task, users cited problems
with understanding the object scales, which then led to questions on how to distin-
guish semantically related terms (such as “road” and “street”) which are typically
differentiated by their size. Users also mentioned that the resolution of the image
was not high enough to distinguish certain objects. The fact that they could not see
the contextual information surrounding the patch, combined with the perspective
of the image, made users unsure of what certain objects would look like. Therefore,
they would have liked to use examples of labeled patches as a guide.
To further understand the patterns of errors, missing and correctly identified
labels, we looked at the Precision and Sensitivity of each label, as well as the user
feedback given. The results were analyzed with regard to the sensory gap. In
terms of incorrect identification, two object classes stand out, “factory” and “solar
panels”. Although neither of these object classes were present in the image provided,
users detected them. Due to the image’s perspective, which does not provide height
or depth information, the user can only see a cluster of similar buildings. Paths
and small parking lots may be confused with factory infrastructure such as pipes
connecting different sections of the factory. In the case of solar panels, the effect
of perspective resulted in confusing greenhouses with solar panels (probably due to
the way they reflect light).
Issues of scale are highlighted with the labels “highway”, “road” and “street”.
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“Highway” is more likely to be confused with “road” or “street”, than to go unde-
tected. In the case of “street” or “road”, users are more likely to miss them or to
confuse them with each other. User feedback indicates that these objects are similar
and distinguished based on size; however, the limited FOV of the patches makes
this difficult for the users to judge.
The average user label agreement rate was found to be 50.6% among all categories
(please refer to Figure 5.4 (c)). High agreement on several categories indicates they
were easier to detect and discriminate (e.g., “lake” and “agricultural field”). “Solar
panels” have a particularly low agreement rate, because this object category was
not present in the image, and users confused it with different objects. In the case
of “factory”, although this object category was not present in the image, the user
agreement rate is not as low because users confused the same objects with factory,
indicating they have a similar mental representation of what it should look like. Two
other categories have a particularly low agreement rate, “greenhouse” and “parking
lot”. These categories are hard to discriminate or hard to detect, and users mostly
missed them, as can be seen by their corresponding Sensitivity rates. The category
“crop” also had a very low agreement rate. Even though most of the labels for
“crop” were correctly assigned, users did not label a large percentage of the crops in
the image, as evidenced by the Sensitivity rates. User feedback reported confusion
between the categories “crop” and “agricultural field”, since the resolution of the
image was not high enough for them to make this distinction. Users also expressed
difficulties distinguishing between “building” and “house”; however, there was a high
agreement rate for these categories, indicating that even if users express a degree of
confusion between the terms, they share a similar mental representation of them.
These results highlight the ways in which the image perspective, resolution,
scale and FOV are some of the causes behind the sensory gap from a human user
perspective.
5.1.3 Computational Evaluation of the Sensory Gap
In Section 5.1.2, the sensory gap’s causes (image resolution, perspective, scale, and
FOV) are explored via a user perceptual evaluation. Among them, in the following
sections, FOV is further assessed via a computational evaluation, in which LDA
performs a statistical analysis of the contextual clues provided by a given patch
with a certain FOV (a general overview is shown in Figure 5.1).
5.1.3.1 Methodology
As a first step in our experiments, the Context labels (please refer to Table 5.1)
are represented as distributions over the Content labels (listed in Table 5.2), W :=
{w1, w2, ..., wn}; this representation is called Reference topics, Z˜ := {z˜1, z˜2, ..., z˜m}.
The distributions are obtained by overlapping the context and the content reference
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annotations, and by pixel-wise measuring the overlap for each pair of context and
content labels.
As a next step, the Reference content annotation is split into patches, where the
patch size reflects the patch’s FOV. The coverage of the content labels in each patch
is considered as the occurrence probability, and this value is used to represent the
patch as a histogram of the content labels. LDA is then applied to the histograms to
discover the latent topics, Z := {z1, z2, ..., zK}, behind the patch collection (reflecting
the scene context), where each topic is a distribution over the content labels. Since
the FOV limits the contextual clues, the resulting scene context differs from the
reference context which is derived from the complete scene. This difference is then
considered as the effect of FOV on the sensory gap. Figure 5.5 (a) exemplifies how
changing the FOV limits contextual clues. For a 100 pixel patch, for example, roads
cannot be well identified using the contextual clues.
In order to measure the difference between the two sets of topics, symmetrized
Kullback-Leibler divergence [17] is used,
DKL(Ri||Qj) = 1
2
[
n∑
x=1
Ri(x) ln
Ri(x)
Qj(x)
+
n∑
x=1
Qj(x) ln
Qj(x)
Ri(x)
], (5.1)
where Ri(x) = p(wx|z˜i) and Qj(x) = p(wx|zj). For each LDA-topic, the closest
reference topic is considered as its corresponding topic. The sum of the distances
of the LDA-topics to their corresponding reference topics is then computed as the
final distance between the two sets of topics, corresponding to the sensory gap.
5.1.3.2 Results and Discussion
In our experiments, LDA is applied to the content label representation of the image
patches for various numbers of topics, k ∈ [5, 12]. Since LDA does not provide
unique results, each experiment is repeated five times. The final sensory gap for
a particular patch size is then obtained by averaging over all of the experiments.
As Figure 5.5 (b) shows, increasing the FOV (patch size) significantly reduces the
sensory gap up to a certain point (200 pixels). Further increasing the FOV causes
no significant change to the sensory gap. This demonstrates that for the given scene
considering all its properties (e.g., size, resolution, spectrum) a patch size of more
than 200 pixels, statistically, does not add many contextual clues to each patch.
5.1.4 Summary
In EO, the sensory gap is rather wide due to sensor resolution, image perspective,
scale and FOV. In this work, the sensory gap is assessed by human perceptual and
computational evaluations. For a human perceptual evaluation, user labels describ-
ing image patch content are gathered and analyzed. The results highlight issues
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Figure 5.5: (a) Example of limitation of the contextual clues by changing the FOV (image patch
size). (b) Influence of FOV (image patch size) on the sensory gap.
caused by the sensory gap. For example, the bird’s eye view perspective of the
image is one which humans are not accustomed to, and therefore affects object
recognition. Resolution and scale present additional difficulties for object recogni-
tion. Users can disambiguate objects by gathering context from the image’s FOV;
therefore, a limited FOV makes issues such as resolution more serious. The effect
of FOV on the sensory gap is also assessed via a computational evaluation, where
the sensory gap is defined as the difference between the scene context discovered
by LDA from content within a certain FOV (image patch size) and the reference
context. The results indicate that increasing the FOV decreases the sensory gap.
Future work could extend the research on FOV and how it interacts with other
factors that cause the sensory gap (such as resolution).
68
5.2. Exploration of the Semantic Gap from User and Computer Perspectives
5.2 Exploration of the Semantic Gap from User
and Computer Perspectives
The semantic gap, in most of the previous research, has been defined as the differ-
ence between the user’s understanding of objects in an image, and the computer’s
interpretation of those objects [9, 12, 13, 14]. However, each user will interpret
images differently, and use different terms to label the objects within them, and
this is what we call the linguistic semantic gap. While previous research addressed
this as a “vocabulary problem” [15, 16], showing that it is unlikely for two people
to assign the same label to a given object; this problem has not been considered
in the context of the well-known semantic gap. Research on the semantic gap has
considered differences between user and computer interpretations of an image, and
proposed methods to bridge it, such as introducing various machine learning algo-
rithms [99], using correlations among multiple data modalities (e.g., image, text,
metadata) [117], discovering semantic rules between users and computers [12], and
using interactive models [13]. The proposed methods have been verified either by
comparing results to reference data, or by measuring the degree of user acceptance
in the interactive systems. In this section, we show that since the gold standard is
set by user created references or user acceptance, user subjective biases are included
in this standard. Thus, although these methods result in a narrower semantic gap
between computers and users, the linguistic semantic gap remains, therefore the
resulting model for a specific user and search goal may still not be satisfactory to
other users.
To overcome this problem, we propose that efforts to bridge the semantic gap
should consider the linguistic semantic gap, and increase the diversity of data sets
used in the domain (e.g., using various EO datasets for EO tasks), which will in-
clude different user perspectives and compensate for the individual subjective biases.
Moreover, models derived from the proposed methods for bridging the semantic gap
could be stored and further used by other systems, which would then be including
other users’ image interpretations.
Furthermore, we show the relationship between the sensory and the semantic
gap. When users are presented with an image to annotate, they must both identify
the objects in it, and label them. For every user, the task of object discrimination
can be affected by the sensory gap, since users are limited to what they can perceive
in an image, and this is influenced by image characteristics, such as resolution. Once
objects have been identified, labeling them can also lead to different results for each
user, due to their pre-existing knowledge, or the use of additional information (e.g.,
maps in EO), causing the linguistic semantic gap. Since users first perceive and
identify objects, and then label them, it can be said that the semantic gap builds
on the sensory gap (i.e., the sensory gap is one of the causes of the semantic gap).
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Figure 5.6: The process chain for the semantic gap assessment. For explanation, please refer to
Section 5.2.1.
5.2.1 Experimental Procedure
In our work, we conduct a user and a computer experiment. A complete overview of
the process chain followed for this section is depicted in Figure 5.6. In this diagram,
first human semantics are gathered (as described in Section 5.1.1 and Section 5.1.2)
in order to achieve UX1 labels & coverage, UX2 labels & coverage, and Content
reference annotation & labels. In the following, we abbreviate the content reference
annotation with REF.
5.2.1.1 Computer Experiments
Considering the semantic gap as the difference between the user and computer de-
scriptions of the image, we measured it by comparing the distribution of the labels
assigned by the users to the distribution of the labels assigned by a machine learning
algorithm. From a user perspective, the image is described by its content in the form
of semantic labels; and the distribution of the labels is based on the corresponding
user assigned coverages. From a computer perspective, the image is described by a
vector of its primitive features (e.g., shape, texture, color), and a learning algorithm
is then performed on the feature space created by the integration of the feature
vectors. Therefore, decision making in a computer is based on both the feature
descriptors and learning algorithms.
70
5.2. Exploration of the Semantic Gap from User and Computer Perspectives
To study the semantic gap, we fix the learning algorithm (using k-means cluster-
ing) and explore the effects of various feature descriptors. Thus, in order to obtain
the distribution of the labels from a computer perspective, first we extract the prim-
itive features. Secondly, k-means is applied to the primitive feature description of
each image, where the number of clusters is set to 18 (corresponding to the labels in
Table 5.2). The obtained clusters represent the different labels, and their size corre-
sponds to their occurrence. We then normalize the cluster occurrences and the user
assigned label coverages in order to represent each image by two probability mass
functions from the computer and user perspectives, respectively. These functions
are then compared by symmetrized Kullback-Leibler divergence [17]:
DKL(Li||Ci) = 1
2
[
18∑
x=1
Li(x) ln
Li(x)
Ci(x)
+
18∑
x=1
Ci(x) ln
Ci(x)
Li(x)
], (5.2)
where Li and Ci are the probability mass functions representing the distributions
of the labels and clusters in an image i. In these functions, x is a discrete random
variable indicating a label or a cluster in the label and cluster distributions, respec-
tively. Due to the unsupervised nature of the k-means, the correspondence between
the x in Li to the ones in Ci is not clear. In our experiments, we fix Li and shuﬄe
the x in Ci and compare the resulting functions to find the best fitting one. We then
consider the DKL between the Li and the fitted function as the distance between
the label and cluster distributions.
5.2.1.2 Feature Descriptors
In order to process the images from their different properties (e.g., shape, texture,
color), they are represented by 3 different types of feature descriptors and their com-
binations: SIFT, WLD, rgbHist, SIFT-Color, WLD-Color. Features are extracted
in a dense way at every location on every image using a sliding window of 32 × 32
pixels with 50% overlap. SIFT represents the geometry-based features of the images
such as edges and corners by 128 dimensional vectors (please refer to Section A.4).
WLD descriptor represents textural patterns of an image as a vector, where the
resulting feature vectors in our experiments have 144 dimensions (please refer to
Section A.5). To obtain the SIFT and WLD descriptors the methods are applied
to the gray-value of the images, while to generate SIFT-Color and WLD-Color, the
methods are applied to the RGB channels separately. The resulting vectors are
then concatenated to achieve the final feature vectors. Thus, the SIFT-Color and
WLD-Color features are 384 and 432 dimensional, respectively. rgbHist extracts
color information of an image. For each local window, it concatenates the color his-
tograms of the RGB channels and represents it as a vector. The resulting rgbHist
vector is 768 dimensional, composed of three 256 dimensional vectors (please refer
to Section A.1).
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5.2.2 Results and Discussion
In this section, based on our experimental results, we discuss object discrimination
and labeling; followed by a discussion on the relationship between the sensory and
the semantic gap. In addition, we explain the effects of the semantic gap on biasing
image mining systems.
5.2.2.1 Object Discrimination and Object Labeling
In our experiment, users were asked to identify the objects in each patch, approxi-
mate what percentage of the patch area the object covered, and then label the object
based on a given dictionary. This can be viewed as two tasks: one is a more percep-
tual task of visual segmentation of the patch into areas, grouping pixels according
to similarity. Here the user is making a relative judgment- is each pixel like the
neighboring one? And what overall area of the patch does this object cover? This
task is affected by the sensory gap due to patch characteristics, such as resolution.
The second task is a more conceptual one- the user must identify what the object
is and assign it a label from the dictionary in Table 5.2. This task is more difficult,
since it involves making an absolute, as opposed to a relative, judgment. Previous
research has found that annotators find ranking tasks (in which they make relative
judgments) easier than assigning a precise score or classifying an image; and this
type of task also produces a higher inter-annotator agreement [162].
The semantic gap associated with the visual segmentation task (identifying ob-
jects and assigning them percentages), and the labeling task is exemplified in Fig-
ure 5.7 (a). This figure shows the DKL as a measure of the semantic gap between
any two label distributions of the patches given by both UXs and the REF. DKL is
computed by first considering only the coverages (ignoring the label correspondences
and by finding the best fitting distributions explained in Section 5.2.1.1); then only
the labels (assuming the same probability for the occurred labels); and finally both
together. Results show there is a higher degree of agreement, and lower semantic
gap, when only the coverages are considered; whereas comparing only the labels
results in a higher semantic gap. This demonstrates that visual segmentation and
identification of objects is performed in a similar way by all users, compared to the
object labeling.
It has been proposed that in order to determine the identity of an object, hu-
mans will turn to their memory to find an analogy - asking “what is it like?” (as
opposed to “what is it?”). These analogies will result in memory associations, where
additional information (e.g., context) will be considered, resulting in a prediction as
to what the object is [163]. Considering the role of memory in prediction-making,
it is natural that a person’s background and experiences could play a role in their
predictions [163]. It has also been noted that this prediction of what an object is
can also affect what users see and where they consider the object’s contours [164];
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Figure 5.7: (a) The semantic gap as the difference between two descriptions of an object, con-
sidering UX1 and REF, UX2 and REF, or UX1 and UX2. (b) Radar chart showing the average
distributions of different labels in the patches based on UX1, UX2, and REF. Each number corre-
sponds to a label as shown in Table 5.2.
and consequently, how they name the object. This brings us to the “vocabulary
problem”, which arises when people use different terms to describe the same object
[15, 16]. A study involving spontaneous word choice for different domains revealed
that there was less than a 20% probability of two people assigning the same label
for a given object [15], exemplifying the linguistic semantic gap. This is reflected in
Figure 5.7 (a), where the largest semantic gap is between UX1 and UX2, showing
how even among users given the same images with a defined dictionary, there will
not always be a consensus with regards to the semantics of an object.
These diverging understandings of label meanings can be further explained using
Figure 5.7 (b). This radar chart shows the average distribution of different labels
in the patches based on the REF, as well as the average distributions of the user
assigned labels. The average distribution for the REF is calculated based on the
coverages for all the patches (referring to the number of pixels corresponding to each
label). For UX1 and UX2, the user-assigned coverages for each label were utilized.
The deviation between the distribution of the UXs to REF for each label can tell
us about missing labels, and confusion patterns between different labels. Since
the area inside each plot is constant (because the values form a probability mass
function), an increase in one dimension causes a proportional decrease in another
dimension. A positive deviation of the UXs from REF (for example, in the case
of “Agricultural field”) indicates that the label was incorrectly assigned to different
objects, or the coverage was overstated. The positive deviation in “Agricultural
field” is compensated by the negative deviation of “Crop” for both UXs. A negative
deviation of the UXs from the REF indicates that objects belonging to this category
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Figure 5.8: (a) The semantic gap between k-means and UX1, UX2, or REF; using 5 different
feature descriptors (their average ”Avg” is also depicted). (b) The average semantic gap over the
5 features, for UX1, UX2, and REF; while k-means is constrained by UX1, UX2, or REF.
were not detected, other labels were incorrectly assigned to this object, or the label
coverage was understated. Furthermore, if we turn to “Grass”, it is possible to
observe a negative deviation for UX1. This is consistent with the user feedback in
the questionnaires. Users commented that they were not always able to distinguish
between the labels “Agricultural field”, “Crop” and “Grass”; that the resolution of
the image made the distinction between these semantic classes difficult, and that the
labels themselves were difficult to define and differentiate. Taking all this together,
it is possible to conclude that users from UX1 assigned the label “Agricultural field”
to some objects that REF considered crops and grass. In the case of UX2, there
is a small negative deviation for “Grass”; therefore, we can conclude that they
misassigned the “Agricultural field” to crops in most cases.
Taking the differences in the semantic gap when comparing coverages to labels,
and considering the user feedback regarding difficulties in labeling, it is possible
to observe both a sensory gap (which is influenced by resolution and affects what
is perceived in the image), and a semantic gap (which is influenced by confusion
between labels, affecting the semantic labels given).
5.2.2.2 The Relationship between the Sensory and Semantic Gaps
In this section, we explain the relationship between the semantic and sensory gaps.
Considering the semantic gap as the difference between the user and computer se-
mantic understandings of images, we measure DKL to compare the label distribution
given by the UXs and the REF, to the distribution obtained by clustering the prim-
itive feature descriptors for each image. The Y-axis in Figure 5.8. (a) shows this
difference for 5 feature descriptors.
Semantic understanding is composed of both object perception and object nam-
ing. According to Section 5.1, the sensory gap affects object perception, which is in-
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fluenced by the scene parameters (e.g., resolution), and the visual perceptual system.
In our experiments, scene parameters are fixed; however, how objects are perceived
by humans and computers is different. From the user side, since the perceptual
system across humans is similar, the user sensory gap is considered to be similar for
all three groups (UXs and REF) and is consequently disregarded. Therefore, only
additional information (in the case of the REF) and user background (e.g., existing
knowledge) can affect object naming, and thus semantic understanding. From the
computer side, feature descriptors play the main role in object identification. By
changing the feature descriptors, we can obtain different measures for the sensory
gap, and consequently the DKL. The other factor which affects the object classifi-
cation and therefore the semantic understanding, is the learning algorithm, which
we fixed to k-means. Therefore, in our experiments, two factors affect the semantic
gap: the user background (or use of additional information), and the computer sen-
sory gap (feature descriptors). In Figure 5.8. (a), the same pattern of DKL for the
feature descriptors across UXs and REF indicates the effect of the sensory gap from
the computer side. By taking the average measure, we disregard the influence of
the features to show the influence of user background or additional information. It
shows that the average semantic gap for the REF is smaller than the average seman-
tic gap for both UX1 and UX2, with UX1 being larger than UX2. This is consistent
with the linguistic semantic gap shown in Figure 5.7. (a) where the distance between
UX1 and REF is larger than the distance between UX2 and REF.
5.2.2.3 Effects of the Semantic Gap on Biasing Image Mining Systems
The demand for developing more efficient data mining systems has been met with
methods usually performing based on human supervision in the form of annotated
data, either for training or validation. Thus, different manually annotated datasets
have been created; and are used for various purposes. However, according to research
by Torralba & Efros [114], relying too much on a specific dataset for training and val-
idating the proposed image information mining methods narrows down the research
focus. The authors showed that in spite of efforts devoted to creating general and
unbiased datasets, due to subjective and objective reasons (e.g., the purpose of the
datasets), they suffer from strong built-in biases. The authors also doubted whether
existing datasets reflect the expected real world scenarios. As a result, the verified
systems based on reference datasets still do not provide results satisfactory to user
requirements [14]. This has also been confirmed in [114] by training a model on a
dataset and then testing it on another one. The results showed that the agreement
is low even between datasets which appear to be similar.
The semantic gap, as the gap between user image understanding and that of
computers, has been noted in previous research [13, 14] as a main reason behind the
unsatisfactory results of current image information mining systems. Various schemes
have been proposed to bridge the gap, which have been verified either by comparing
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results to reference data, or by the degree of user acceptance in the interactive
systems. Thus, although the proposed methods help bridging the semantic gap,
they are biased to a dataset or to a user. Considering the interactive methods, for
example, the gap between the system and a user become shorter as the user refines
his request in each iteration; however, the resulting model may still not provide
satisfactory results to other users. Based on our discussion in Section 5.2.2.1, the
disagreement between the users’ assigned labels can be due to the users’ different
needs and background knowledge.
In order to show the effects of this gap, in a new set of experiments we consider
the effect of human interaction with the learning algorithm by constraining the k-
means to the number of labels, given either by UX1, UX2, or REF. Figure 5.8. (b)
shows the average semantic gap over the 5 features, for both UXs and the REF. The
x-axis shows the group that defined the constraint. As the figure shows, when the
learning algorithm is constrained by a group (e.g., UX1), the semantic gap between
the learning algorithm and all the groups decreases, compared to the average when
it is unconstrained. However, there is a significant decrease for the semantic gap
between the learning algorithm and the group used to set the constraints (e.g., UX1).
These results indicate that user interaction generally helps to shorten the semantic
gap due to a basic common understanding between users; however, it biases the
learning algorithm to that specific users’ understanding of the image semantic.
To clarify what is meant by a common understanding between users, we will
present an example. It has been shown in previous literature that using texture
features improves the performance of the learning systems to a high degree in remote
sensing tasks such as classification and segmentation [165]. In order to measure
the performance of a learning system, its results are compared to a human-created
reference data, which is biased by human perception, semantic understanding, and
the task objective (what is expected of the data). Considering the reference as
the basis for comparison, and considering the learning system’s performance comes
closest to it when using texture, we can conclude that texture features help humans
in object identification which in turn biases the reference data. This is reflected in
our experimental results in Figure 5.8. (a), which shows that the WLD-Color feature
(which extracts textures) has the smallest semantic gap across all the groups.
Altogether, all existing methods proposed for bringing a system closer to a ref-
erence data or to a user decision, in principle shorten the semantic gap, although
only some authors directly pointed this out in their publications [12, 13, 99, 117].
Moreover, only part of the high improvement achieved by bridging the gap is gen-
eralized, the bigger part is subjective and specific to that reference data or to the
particular user.
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5.2.3 Summary
The results of content based searches are not always satisfactory for users, due
to the sensory and semantic gaps. Research on the semantic gap has considered
differences between user and computer interpretations of an image, and proposed
methods to bridge it. The proposed methods have been verified either by comparing
results to reference data, or by measuring the degree of user acceptance in the
interactive systems. Although these methods result in a narrower semantic gap
between computers and users, the resulting model for a specific user and search goal
may still not be satisfactory to other users. We show that the subjective biases
present in the bridging methods, which we refer to as the linguistic semantic gap,
cause this discrepancy. Furthermore, we show that the semantic gap builds on the
sensory gap.
In order to overcome this problem, our proposal is that efforts to bridge the
semantic gap should consider the linguistic semantic gap, and increase the diver-
sity of data sets used in the domain (e.g., using various EO datasets in EO tasks),
which will include different user perspectives and compensate the individual sub-
jective biases. Moreover, models derived from proposed methods for bridging the
semantic gap could be stored and further used by other systems, which would then
be including other users’ image interpretations.
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5.3 Measuring the Semantic Gap Using an LDA-
based Method
In this section, we introduce a method based on Latent Dirichlet Allocation (LDA)
topic model [18] to measure the semantic gap, as the difference between the human
understanding of the objects in an image and the computer interpretation of those
objects. While bridging or shortening the semantic gap has been the focus of research
in recent years [113, 118, 119], quantifying the semantic gap has been less often
attempted [120]. However, developing a high performance image mining system
with a narrow semantic gap requires quantifying and analyzing the gap.
In our proposed method, we extract the primitive features of the images us-
ing different feature description methods such as rgbHist, Weber Local Descriptor
(WLD) [3], Scale-Invariant Feature Transform (SIFT) [70], WLD-Color, and SIFT-
Color. The diversity of the employed feature descriptors allow us to study the
content of the given image dataset from different aspects (color, texture, shape, and
their combinations). In a next step, based on the extracted primitive features, the
images are represented by a Bag-of-Words (BoW) model. Then LDA is applied to
the BoW models of the images in order to discover the hidden semantic structure
behind the image dataset as a set of topics. The images are then represented based
on the occurrence of the topics, the so-called Bag-of-Topics (BoT) model. This
model has been introduced and explained in detail in Section 3.1. Since the topics
are discovered automatically and usually refer to semantics (detected objects and
parts thereof), we consider the BoT models of the images as the computer’s seman-
tic interpretation of the images. Consequently, we measure the semantic gap as the
similarity between the BoT models of the images and the users’ semantic labeling
of the images.
In order to verify our semantic gap measurement, we use the obtained seman-
tic gap for various primitive features extracted from the UC Merced Land Use
dataset [5], to predict the classification accuracy of a Support Vector Machine
(SVM) [136] applied to the dataset. The experimental results show that the au-
tomatically measured semantic gap is able to predict the classification performance
of the SVM for each primitive feature descriptor. Since the classification is su-
pervised by the user labeling of the dataset, the classification error represents the
deviation of the computer results from the user semantics. This is obtained based
on the object discrimination using the image primitive features and the SVM algo-
rithm (for details, please refer to Section 5.2). Therefore, measuring the semantic
gap allows us to predict the user acceptance of the image mining systems (e.g., SVM
classification together with image feature descriptors) when they are verified based
on a reference dataset created by users.
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5.3.1 Methodology
In our proposed method for measuring the semantic gap, we use LDA to automati-
cally discover the semantics of image patches in form of topics. To this end, based on
the extracted primitive features, image patches are represented by a BoW model as
vectors in an Euclidean space, the so-called visual word space. LDA is then applied
to the BoW models of the image patches to discover the latent semantics as a set of
topics. In a next step, each image is represented as a distribution over the discov-
ered topics (BoT). By assuming the topic distributions as vectors, BoT models of
the image patches form an Euclidean space, the so-called topic space. Since usually
the topics refer to semantics, BoT models of the image patches are considered as
the semantic descriptions of the image patches. Thus, the images containing simi-
lar semantics are located close to each other in the topic space. Moreover, due to
the automatic discovery of the topics, the distribution of the images in the topic
space can be assumed as the semantic interpretation of the image dataset by a com-
puter, which is based on the image primitive features (for details, please refer to
Section 5.2).
In order to compare the computer’s semantic interpretations of the images to
those of the users’, we use a user labeled image dataset. Thus, the images within
each image class contain the same semantics as decided by the users. As a next
step, the geometric median [166] of the images within each class is computed for the
topic space and for the visual word space. While a median point in the topic space
indicates the computer’s semantic interpretation of a particular class, a median point
in the visual word space indicates the users’ semantic interpretation of the class. The
semantic gap is then measured as the distance between the two geometric median
points of each class (obtained from the BoW model and from the BoT model).
However, since the two points are not in the same Euclidean space, we first map the
geometric median points within the topic space, into the visual word space using
the generative property of LDA.
The mathematical explanation of our proposed method is as follows. Assume
each image wd is represented by a BoW model as wd = {wd1, wd2, ..., wdNd}, where
each visual word wdi is drawn from a fixed dictionary of NV visual words (code-
words), V = {v1, v2, ..., vNV }. The probability of each visual word vl within each
image patch, p(vl|wd), is then computed based on the visual word’s occurrence.
Thus, the BoW model of each image patch can be represented as a probability mass
function over the visual words within the dictionary V . LDA is then applied to the
images’ BoW models to discover the latent semantics of the images as a set of K
topics, T = {t1, t2, ..., tK}. Each topic is then defined as a probability mass function
over the visual words vl (l ∈ [1, NV ]). Each image patch wd is then represented as
a mixture of topics defined by the multinomial distribution θd. Thus, the geometric
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median of each image patch class Li is computed by:
θmedLi = arg min
y
∑
θd∈Li
‖θd − y‖2 . (5.3)
The geometric medians are then mapped to the visual word space through the
generative process of LDA (for details, we refer the reader to Section 1.4.1.3.1)
which represents each geometric median point as a probability mass function over
the visual words of the dictionary V , where the occurrence of the visual word vl for
a geometric median point θmedLi is obtained by:
p(vl|θmedLi ) =
K∑
j=1
p(vl|tj)p(tj|θmedLi ), (5.4)
where p(vl|tj) is the probability of the visual word vl within topic tj which is obtained
in the parameter estimation phase of the LDA method. Furthermore, p(tj|θmedLi )
is the probability of every topic according to the geometric median θmedLi , and it is
simply equal to θmedLij (for details, please refer to Section 1.4.1.3). The geometric
median of each class is computed for the BoW models of the images. Assuming
the geometric medians of each class (obtained from the BoW model and from the
BoT model) as vectors in NV -dimensional visual word space, the Euclidean distance
between them is measured as the semantic gap for that particular class.
5.3.2 Results and Discussion
In our experiments, we use various local features of the images of the UC Merced
Land Use dataset (for details please refer to Section B.3) using different feature
extraction methods such as rgbHist, WLD, SIFT, SIFT-Color, and WLD-Color.
These represent different properties of the images such as color, texture, shape,
and their combinations. This diversity of feature descriptors allows us to study the
effects of different image properties on the semantic gap. The images’ local primitive
features are extracted densely using a sliding window of 32× 32 pixels. The rgbHist
feature vectors are generated by concatenating the histograms of the pixel values
for the RGB color channels (with 256 bins each), which results in 768-dimensional
feature vectors. The WLD and SIFT feature descriptors are computed from the
gray values of the images according to their original papers [3, 70]. Moreover, in
order to build WLD-Color and SIFT-Color, WLD and SIFT are applied to each
color channel separately; and the resulting feature vectors are then concatenated
(for details please refer to Appendix B).
In a next step, we build the BoW model of the images based on the primitive
feature vectors. In order to assess the influence of the number of visual words on the
semantic gap, the BoW models are built for different codebook sizes (20, 50, 100,
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Figure 5.9: (a) Measuring the semantic gap as the Euclidean distance between the two geomet-
ric median points in visual word space, versus the codebook size for different primitive feature
descriptors. (b) Classification accuracy of an SVM method for various feature descriptors versus
codebook size.
200, and 300 codewords). Then LDA is applied to the BoW models of the images
to discover the latent semantic structure of the image dataset as a set of topics. In
UC Merced Land Use dataset the images has been grouped into 21 image classes by
human users, which show how many semantic concepts has been considered by the
users to discriminate the images. Thus, we preset the number of topics in LDA to
21, in order to discover the same number of semantics as that of the users, which
makes the two sets of semantics (the computer’s and the users’) comparable. In
a next step, we describe each image as a mixture of the discovered topics (BoT).
This image description is then used to compute the geometric median of each image
patch class. Using the generative property of LDA, in a next step, the geometric
medians are mapped to visual word space. In addition, we compute the geometric
medians of the image patch classes using the BoW models, in visual word space.
The semantic gap for each class is then computed as the Euclidean distance between
the two geometric medians (the one computed using the Bot models and the one
computed using the BoW models).
Figure 5.9. (a) shows the computed semantic gap for different feature descriptors
and for different codebook sizes. The results show that various feature descriptors
cause different semantic gaps. For example, rgbHist caused the largest semantic gap
which indicates that the users relied on the images’ color properties less than their
other properties (e.g., texture) during the manual image labeling process. This can
be further justified by the diversity of the color features within each image class of
the UC Merced Land Use dataset. Moreover, the results show that increasing the
codebook size up to a certain point (100 codewords in our experiments) significantly
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decreases the semantic gap for all the feature descriptors. According to Section 3.1.2,
since topic representations of the images (BoT) build upon the images’ BoW mod-
els, the larger the number of the visual words helps LDA to better estimate the
latent semantics of the dataset. However, after a certain number of visual words,
increasing the codebook size does not contribute significant new semantics to the
topic discovery process.
Furthermore, we use the obtained semantic gap, to predict the classification
performance of an SVM applied to the dataset. Figure 5.9. (b) shows the accuracy
of SVM for the five different images’ primitive feature descriptions. Comparing the
classification results to the measured semantic gaps for different feature descriptors
indicates that a decrease in the semantic gap tends to an increase in the classification
accuracy. Moreover, for the primitive features which causes a larger semantic gap the
classification accuracy is lower. For example, by using rgbHist we have on average
the largest semantic gap and the lowest average classification accuracy. The results
verify that the proposed method for measuring the semantic gap can be used to
predict the performance of image mining systems when their results are compared
to a user created reference dataset.
5.3.3 Summary
In this section, we proposed a method based on an LDA topic model for measuring
the semantic gap, where the semantic gap is defined as the difference between human
understanding of the objects in an image and the computer interpretation of those
objects. In this method, LDA is applied to the BoW models of the images in order
to represent the latent semantic of a given dataset as a set of topic. Using the
discovered topics, each image is then represented as a mixture of the topics, the so-
called BoT model. Since the topics are discovered automatically and usually refer
to semantics, we assume the BoT models of the images as the computer’s semantic
interpretation of the images. For each class, the geometric median of the images’
BoT models is computed, which represent the computer’s semantic interpretation
of the class. This point is then mapped to a visual word space, an Euclidean space
formed by the BoW model of the images. Moreover, in visual word space, for each
class a geometric median point is computed using the BoW model of the images,
which is assumed to be the users’ semantic interpretation of the class. The Euclidean
distance between this point and the geometric median point computed from the BoT
models is then considered as the semantic gap for that particular class.
We verified the obtained semantic gap to predict the classification accuracy of
an SVM method using various primitive feature descriptions of the images. The
experimental results showed that a decrease in the semantic gap tends to an increase
in the classification accuracy. Moreover, the primitive features which cause smaller
semantic gaps lead to higher classification accuracy.
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Evaluation
In this chapter, we study the semantic content of image datasets by evaluating and
exploring the topology of the feature space generated from their extracted features.
As an evaluation method, we propose a new approach for using clustering tech-
niques to assess the topology of the feature space. In this approach both internal
and external clustering evaluations are employed. When we use a particular feature
descriptor to represent image patches, an internal evaluation demonstrates the de-
gree of homogeneity and the discriminability of the image patch descriptions, while
an external evaluation measures the similarity between the resulting clusters and
the user labeling of the image patches (user acceptance).
For exploring the feature space, we propose to use the environment of a Visual
Data Mining (VDM) system, the so-called Cave Automated Virtual Environment
(CAVE). This system allows users to navigate inside the feature space and explore
the structure of the image semantics.
Hence, the proposed methods allows the selection of the most appropriate feature
descriptors for representing an image dataset. In addition, they help to develop new
feature descriptors so as to classify image datasets into semantically meaningful
categories.
6.1 Evaluation of Feature Space Based on Clus-
tering
Most existing image mining systems rely on feature spaces representing various
properties of EO images. Therefore, assessing the topology of the feature space is
essential in developing new feature descriptors and image mining systems. In this
section, we propose a new approach for using clustering methods to evaluate the fea-
ture space structure. The main idea behind this method is to cluster the given image
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patch dataset for different numbers of clusters; then we can evaluate the clusterings
both internally and externally. The internal evaluation relies on the unsupervised
nature of clustering to find optimum clusters. The optimum clusterings obtained for
different feature descriptors such as Gabor filter banks [167], Weber Local Descriptor
(WLD) [3], and Rand Feat [28] (for details please refer to Appendix A), indicate the
homogeneity and discriminability of the image patches according to their different
properties (e.g., texture, color). In addition, the external evaluation allows compar-
ing the resulting clusters to a user image labeling. Considering the image labeling as
the user image understanding, the external evaluation indicates how different image
properties are understood (consciously or unconsciously) by the user during image
semantic recognition to group or discriminate the image patches. While previous
works rely on either internal or external clustering evaluation [168, 169, 170, 171],
in our work, we show that both evaluations are essential to investigate the feature
space structure.
Evaluating the feature space structure not only allows choosing more descrip-
tive feature descriptors, but also helps to develop more sophisticated descriptors in
order to categorize image patch datasets into semantically meaningful categories.
Furthermore, as a practical application, our proposed approach can be used in data
annotation tasks, before and after annotation to ease and validate the annotation
procedure. While an internal evaluation provides the user with an overview of the
structure of the dataset, an external evaluation validates the annotated classes.
In order to demonstrate our approach, we apply it to the Seven Class TerraSAR-
X image patch dataset (please refer to Section B.1). Then quantitative results as well
as visualizations of feature space for three different feature descriptors are provided
for the internal and the external evaluations of the feature space structure.
6.1.1 Internal and External Clustering Evaluations
Due to the unsupervised nature of clustering, the validation of the resulting set of
clusters is challenging. Since the fundamental purpose of using clustering methods is
to discover the unknown structure of data, validation without using external knowl-
edge such as image labels, is highly important. In addition, in real world scenarios,
since usually the data structure is unknown, image labels do not always correspond
to the natural grouping of the images. Therefore, a given user labeling is not suffi-
cient for validating a clustering result [168]. Internal clustering evaluation methods
allow us to analyze and to approximate the structures behind given image datasets
by finding an optimal clustering of the images regardless of already existing image
labels. A variety of methods have been proposed for internal clustering evaluation
such as the S Dbw validity index [169], the Calinski-Harabasz (CH) approach [172],
and the Davies-Bouldin (DB) index [173]. Moreover, some previous works compared
and validated these methods from their different aspects [174, 175]. Based on their
conclusions and our experimental results, S Dbw provides a more effective cluster
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analysis than the other methods due to considering at the same time both main clus-
tering criteria, namely compactness and separability of the clusters [176]. Moreover,
the authors of [174] concluded that the resulting index of S Dbw is rather stable
against monotonicity, noise, density problems, sub-clusters, and skewed distribu-
tions. Considering all the above, we use S Dbw as the internal evaluation method
in feature space assessment.
In addition to the internal evaluation, we use an external cluster indexing method
to assess the closeness of user assigned image labels to the image clusters. Sev-
eral measures have been introduced for external cluster indexing such as Adjusted
Random Indexing (ARI) [177], F-measure [171], and Adjusted Mutual Information
(AMI) [170]. Among them, we use ARI which has been proved in [178] to provide
reasonable external clustering evaluation.
6.1.1.1 The S Dbw Validity Index
The main idea behind any clustering method is to partition a set of points so that the
points within a single cluster are similar, whereas the points in different clusters are
distinct. S Dbw is an internal validation measure which considers the two essential
clustering criteria, namely within-cluster similarity and between-cluster distinguish-
ablity [169]. In order to measure the within-cluster similarities, S Dbw computes
the average scattering of the data points in clusters as:
Scat =
1
k
∑k
i=1 ||σ(si)||
||σD|| , (6.1)
where k is the number of clusters, ||σ(si)|| is the variance of cluster si, and ||σD|| is
the variance of the entire dataset. In order to measure the distinguishability of the
clusters, the average density between the clusters is computed as follows:
Dens =
1
k.(k − 1)
k∑
i=1
[
k∑
j=1,j 6=i
f(si, pij) + f(sj, pij)
max{f(si, ci), f(sj, cj} ], (6.2)
where f(si, pij) is the number of points grouped in cluster si which lie at a given
distance from a point pij. In our experiments, this distance is defined as the average
variance of the dataset ( 1
k
∑k
i=1 ||σ(si)||). Moreover, pij is the middle point on the
line connecting the two cluster centers ci and cj. Finally, the S Dbw measure is
computed as follows:
S Dbw = Scat+Dens. (6.3)
6.1.1.2 The Adjusted Random Index
Comparing different clusterings of a set of data points has been always a challenge.
ARI is a partition comparison method based on a k×k′ co-occurrence matrix, where
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k and k′ are the number of clusters in the two given clusterings S = {s1, s2, ..., sk}
and S˜ = {s˜1, s˜2, ..., s˜k′}, respectively. The matrix values show the number of co-
occurrences among the data points in the clusters. Basically, this method measures
how different pairs of data points are treated in each clustering. More precisely,
how many pairs are grouped together in both clusterings (GG), how many of them
are separated in both clusterings (SS), and how many of them are grouped in one
clustering while being separated in the other one (GS). Using these values, a Random
Indexing (RI) is then computed as follows:
RI(S, S˜) =
GG+ SS
GG+ SS +GS
. (6.4)
Since the expected value of RI is changing in every experiment, which leads to
unfair comparison of the clusterings, an adjusted version, the so-called ARI has been
introduced by Hubert and Arabie [177] defined by:
ARI(S, S˜) =
RI(S, S˜)− Expected Index
Max RI(S, S˜)− Expected Index, (6.5)
where the Expected Index is the expected value computed from (GG + SS) in a fixed
experimental setup (e.g., for two clusterings, the original number of clusters and the
data point cluster assignments are considered as a random assignment). Moreover,
Max RI(S, S˜) is equal to 1. Thus, ARI is equal to 1 when the two clusterings are
identical and is equal to 0 when the RI of the two clusterings is equal to the Expected
Index.
6.1.2 Results and Discussion
In our experiments, we assessed the feature space structure of an EO image patch
dataset, namely our Seven Class TerraSAR-X image patch dataset, both internally
and externally. Three different feature spaces were created using Gabor, WLD,
and Rand Feat feature descriptors (for a detailed explanation about the descriptors,
please refer to Appendix A). In our experimental setup, the Gabor features are
constructed for 3 scales and 6 rotations resulting in feature vectors of 36 elements.
Moreover, for WLD, we set the number of excitations and orientations to 6 and 8,
respectively; this results in a feature vector of 144 elements. In order to exploit the
pixel brightness values, usually histograms of pixel values are constructed. Since the
brightness range of SAR images is rather wide, which results in a very large vector,
constructing pixel value histograms is not trivial. Therefore, we put all the pixel
values of an image Ii×j into a vector of size m = i × j. In this way, the resulting
vector is much smaller than the brightness histogram; however, it is still too large
to be used efficiently in a clustering process. In order to reduce the dimensionality
of this vector from m to m˜, we use Random Projection (RP) [27] which computes
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Figure 6.1: Three-dimensional visualization of the feature space for WLD, Gabor, and Rand Feat
feature descriptors. Different colors represent different image classes (e.g., Forest, Water, Medium
density urban area, Forest + Water, Road, High density urban area, and Urban area + Road). (a)
WLD. (b) Gabor. (c) Rand Feat.
the product of the high dimensional vector an a m × m˜ random matrix (m˜  m).
In our experiments, by setting m˜ = 32, the resulting vectors have 32 dimensions.
Figure 6.1 shows a three-dimensional visualization of the feature spaces built by
the three feature descriptors. In this figure, the different colors represent different
classes according to the user assigned labels.
In the next step, we apply k-means clustering to the feature descriptors and then
evaluate the clusterings using the S Dbw and ARI measures. The ideal clusters are
compact with a low density of feature points between clusters. Since the S Dbw
measure does not depend on prior image labeling, the clustering is not penalized
for discovering new clusters or finding a different structure to the user’s under-
standing of the images. In addition, the ARI measure allows finding the similarity
degree between the feature space structure discovered by the clusterings and the
user assigned image labels. Moreover, measuring ARI for different types of feature
descriptors shows that according to which image properties the users labeled the
image patches.
6.1.2.1 Internal Cluster Evaluation
In our experiments, we use the S Dbw measure to evaluate the clusterings of Gabor,
WLD, and Rand Feat descriptors for different numbers of clusters. Figure 6.3 shows
some clusterings of the feature spaces built by the three feature descriptors. In this
figure, the different clusters are depicted by distinct colors. The internal evaluation
results of the clusterings are demonstrated in Figure 6.2. This illustration shows the
average scattering of the clusters (Scat), the average between-cluster density (Dens),
and their combination which is S Dbw.
As the results of Figure 6.2. (a) show, the average scattering decreases monoton-
ically when the number of clusters is increased; however, beyond a certain number
of clusters the variations become insignificant. Comparing the three feature descrip-
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Figure 6.2: Internal evaluation of clusters for WLD, Gabor, Rand Feat descriptors and various
numbers of clusters. (a) Average scattering. (b) Average density between clusters. (c) S Dbw
measure.
tors, the average scattering decreases more rapidly for Rand Feat than for Gabor
and WLD, which means that the feature space structure for the Rand Feat method
is sparser than those of the two others. Moreover, Figure 6.2. (b) shows that the
average between-cluster density does not change monotonically when the number of
clusters increased. In addition, the overall behaviors of the curves are rather different
among the feature descriptors. This indicates that the average between-cluster den-
sity is highly sensitive to the feature space structure. An optimum clustering would
provide clusters with a minimum density of points between clusters. According to
Figure 6.2. (b) the optimum clustering for WLD is obtained by partitioning the fea-
ture space into 2 partitions. This is consistent with the visualization of the feature
space as two clearly separated clouds of feature points as shown in Figure 6.3. (a).
Furthermore, by increasing the number of clusters to 3 as depicted in Figure 6.3. (b),
the average between-class density increases significantly due to the splitting one of
the separate clouds into 2 clusters, resulting in a large interfacing region. By further
increasing the number of clusters to 4 as shown in Figure 6.3. (c), the average den-
sity is decreased to some extent, because the newly added cluster introduces a small
interface to the other clusters, which decreases the average between-cluster density.
Comparing Figure 6.2. (b) to Figure 6.3, the behaviors of the between-cluster den-
sity curves provide a general intuition about the structure of corresponding Gabor
and Rand Feat feature spaces. Figure 6.2. (c) shows the S Dbw measure of the clus-
tering in which the optimum clusterings are achieved at the minima of the curve.
According to this figure, for WLD and Gabor, there could be multiple local minima
which means there are multiple best clusterings (e.g., for WLD we have optimum
solutions for 2, 4, 9, and 13 clusters).
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Figure 6.3: 3D visualization of sample clusterings of WLD, Gabor, and Rand Feat feature spaces.
The different colors denote distinct clusters. (a) WLD for 2 clusters. (b) WLD for 3 clusters. (c)
WLD for 4 clusters. (d) Gabor for 2 clusters. (e) Gabor for 3 clusters. (f) Gabor for 5 clusters.
(g) Rand Feat for 2 clusters. (h) Rand Feat for 3 clusters. (i) Rand Feat for 13 clusters.
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Figure 6.4: ARI measure computed for WLD, Gabor, and Rand Feat descriptors for various num-
bers of clusters.
6.1.2.2 External Cluster Evaluation
As the results for internal clustering show, the optimum number of clusters is not
necessarily equal to the number of classes introduced by the image labeling. More-
over, a comparison between the clusters in Figure 6.3 and the image labels in Fig-
ure 6.1 shows that the points which are assigned to one single class by the users are
not necessarily grouped in the same cluster. This demonstrates that user seman-
tic labeling does not necessarily correspond to the properties represented by feature
descriptors. In order to compare the clustering results and the user labeling, we per-
formed an external clustering evaluation using the ARI measure. Figure 6.4 shows
ARI computed for WLD, Gabor, and Rand Feat descriptors for different numbers of
clusters, where a larger ARI value means the clustering and the labeling are closer.
According to the figure, the structures represented by WLD and Gabor are more
similar to the user labeling (user image understanding). In other words, users rely
more on image textures than on average image brightness to discriminate and label
image patches. Moreover, Figure 6.2. (c) and Figure 6.4 indicate that the optimum
clusterings are not necessarily the most similar ones to the user labeling.
6.1.3 Summary
In this section, we introduced a clustering-based approach to evaluate EO image
content structures. In this approach, after representing image patches by feature
descriptors, we perform clustering on the feature space (built by the feature descrip-
tors) for different number of clusters. The resulting clusterings are then evaluated
both internally and externally (i.e., without and with using prior annotation, respec-
tively). While an internal evaluation shows the feature space structure by finding
the optimum clusters, an external evaluation allows comparing the obtained clusters
to the user labeling of the image patches.
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Experimental results indicate that there are multiple optimum clusterings of im-
age patches depending on different levels of image properties (e.g., from low level
shape and texture to higher level contexts). Furthermore, an external evaluation
demonstrates that the data structures discovered through clusterings do not neces-
sarily correspond to user labeling (i.e., user image understanding). Moreover, com-
paring the clusterings across different feature descriptors shows that users consider
some image properties more than other ones, for example, users consider texture
features more than average brightness of images.
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6.2 Exploring the Feature Space Using a Visual
Data Mining System
The exponential growth in the amount of various types of visual data such as EO and
multimedia images has made exploration, analysis, visualization, and understanding
of the available data a gigantic challenge. In addition, issues such as the sensory and
semantic gaps limit the user understandings of the image semantics. One strategy
which has been proposed and followed by a number of researchers during the past
decade is to employ Visual Data Mining (VDM) [179] systems in order to provide
users an interactive scenario for the image mining process. The existing VDM
systems are usually composed of a user interface to visualize images and allow users
to interact with the the system (either by manipulating the visualization or providing
feedbacks to a machine learning algorithm), and a machine learning algorithm which
controls the visualization process by learning from user feedback.
In this section, we focus on the visualization part of VDM systems and discuss
the importance of visualization for a better understanding of the semantic image
contents. Visualization of the images based on their extracted features represents
images to the users similar to how a computer interprets these images (i.e., in the
form of feature vectors). The knowledge which users gain by this visualization
and interactive exploration into the images helps to shorten the semantic gap (i.e.,
the gap between users and a computer) in two ways: 1) by creating reference data
which are closer to the computer’s semantics; 2) by designing and developing feature
descriptors that interpret images in the feature space in a way more understandable
to human.
This part of our research has been conducted in the framework of a joint project
of the Munich Aerospace faculty1, namely Immersive Visual Information Mining
for the TerraSAR-X/TanDEM-X Archive between the Remote Sensing Technol-
ogy Institute (IMF) of the German Aerospace Center (DLR)2 and the Institute for
Human-Machine Communication (MMK)3 of the Technical University of Munich4.
The goal of the project was to develop a new interactive image mining system to
provide users with a more effective visualization of images and an efficient explo-
ration and interaction capability. Our contribution to this project was extracting
various features from images and analyzing the structure of the resulting feature
spaces based on the visualization provided by MMK’s virtual reality lab.
1http://www.munich-aerospace.de/index.php/en/
2http://www.dlr.de/dlr/en/desktopdefault.aspx/tabid-10002/
3http://www.mmk.ei.tum.de/en/home/
4https://www.tum.de/en/homepage/
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6.2.1 Visual Data Mining Systems
A Query by Example (QE) is the simplest human-machine interaction system which
allows users to query a sample image as the only interaction to the system. QE then
visualizes images similar to the user’s query; however, due to the semantic gap, the
visualized images might be unsatisfactory to the users. In order to deliver a human
understanding of the images to the system, Relevance Feedback (RF) [180] and
Active Learning systems [82, 181] have been proposed. Even though the visualization
part in these systems is the same as for QE (i.e., presenting a number of relevant
images to the users), users are allowed to feedback the system by accepting or
declining the visualized images. Based on the users’ feedbacks, the machine learning
algorithm of the system is tuned to the users’ understanding of the images. The
first significant improvement in the visualization part of VDM systems has been
conducted by Yang et al. [182], where the features of the images are extracted in
form of high-dimensional feature vectors. The dimensionality of the feature vectors
is then reduced and images are visualized in a two-dimensional environment. This
visualization allows users to browse the images based on their semantic contents,
derived from the image features.
The increasing interest in visualizing the images based on their features has led to
proposing various VDM systems with two-dimensional or three-dimensional environ-
ments [179] for visualization. For example, a VDM system developed based on Vir-
tual Reality (VR) technology visualizes a given image collection as a cloud of points
in a stereoscopic three-dimensional environment on a computer screen [183, 184]
according to their extracted features. In addition, the points are colored according
to the previously assigned labels. These systems are considered to be a step forward
in image analysis by allowing users to navigate within the images and explore them
based on their features. Despite their advantages, these proposed systems suffer
from a number of limitations. For example, the effectiveness of the visualization
of the images on the stereoscopic screens become limited by increasing the number
of images (data points). Moreover, illustrating the images as points in the feature
space cannot fully reveal the semantic content of the images.
In order to deal with the limitations of the previous VDM systems, Nakazato
and Huang [185] proposed an active learning system which visualizes a number of
the most relevant images to a given query based on their extracted features within a
three-dimensional virtual environment, the so-called Cave Automated Virtual Real-
ity (CAVE). The users are then allowed to navigate inside the CAVE’s environment
and interact with the images and the system. In addition, visualizing the images
(as opposed to the colorful points of the previous systems) helps the users to bet-
ter understand the semantic content of the images. However, visualizing only a
number of relevant images to the users, biases the users’ image understanding to
their primary assumption of the image semantics; which causes not only a large
semantic gap between the users and the computer, but also a large gap between
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different users’ image understandings, i.e., the linguistic semantic gap (for details,
please refer to Section 5.2). In order to remedy the shortcomings of the existing
VDM systems, a Learning by Immersive Visual Data Mining system was developed
in MMK [186, 187, 188, 189]. In this system, the performance of the machine learn-
ing algorithm as well as the dimensionality reduction technique are leveraged in
order to provide an adaptive visualization mechanism. This mechanism visualizes
the entire image collections in the CAVE and helps users to better understand the
semantic structure of the images. By using the visualization provided by the devel-
oped VDM system, in this section, we assess the structure and the semantics of the
images based on their extracted features. In the following section, we review the
visualization environment of the developed system. The details of the learning and
visualization process of the system are out of the scope of this dissertation.
6.2.2 Feature Space Visualization within the CAVE
In order to represent the semantic contents of images, we visualize the images in the
CAVE based on their extracted features. The CAVE is an interface assisting users in
better understanding data structures by allowing them to navigate and explore the
data. It is composed of four large walls which are used as four display screens. The
walls are aligned to form a cubic space which provides the users with a 180 degree
horizontal view. For providing a stereoscopic scenario, two projectors are used for
displaying a scene on each wall. In addition, six infrared cameras are mounted on top
of the walls surrounding the environment. These cameras, together with a Personal
Computer (PC), form a real-time tracking system which tracks the users’ positions
and activities inside the environment. A user can then navigate inside the data and
interact with the data (e.g., by selecting an image) inside the CAVE’s environment
by wearing polarized glasses (to produce a stereoscopic effect) and using a hand-held
remote control. Users are able to navigate in four directions (left, right, forward,
and backward), and to rotate 180 degrees horizontally. In addition, by changing the
orientation of the control, users are able to navigate along the direction of the control
allowing them to move toward a desired point. Furthermore, users are allowed to
zoom in and out over a desired area in the direction of the control by pressing a
button on it. As a visualization software, “3DVIA Studio4”5 (an interactive three-
dimensional visualization software widely used in VR scenarios) is employed in the
CAVE which used for our visualizations.
In order to visualize the images based on their features, we first represent images
as high-dimensional vectors of their extracted features (i.e., feature vectors) using a
feature extraction method (e.g., rgbHist, WLD, SIFT). For positioning the feature
vectors within the three-dimensional environment of the CAVE, a dimensionality
reduction technique (e.g., Principal Component Analysis (PCA) [190], Nonnegative
5http://www.3dvia.com/studio/
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Matrix Factorization (NMF) [191], Farness preserving Nonnegative Matrix Factor-
ization (NMF) [192]) is then employed. Figure 6.5 shows the visualization of given
image patch collections within the CAVE, where a user navigates and explores the
image semantics by wearing polarized glasses and holding a control.
6.2.3 Results and Discussion
In this section, we show example visualizations of images within the CAVE. Since
taking pictures from the stereoscopic environment of the CAVE is rather compli-
cated, we simulate the visualizations on a computer screen using “DataVis3” [193],
a VDM system. By using a dimensionality reduction technique, each extracted
high-dimensional feature vector which describes an image patch, is mapped to the
three-dimensional environment of the visualization system.
Figure 6.6 illustrates the visualization of multispectral image patches based on
their color features extracted by rgbHist method. The images have been acquired
by the WorldView-2 satellite from the two cities of Munich (in Germany) and Venice
(in Italy). As illustrated in Figure 6.6. (a), the image patches from the two cities are
separately grouped within the feature space. Exploring the image patches helps us to
understand the semantics of the image patches, for example, the similarities between
the landscapes and architectures of the two cities. By navigating through the images
as illustrated in Figure 6.6. (b), we can observe that the general landscapes of the
two cities are diverse to a high degree. While Venice is surrounded by sea water,
Munich is located within fields and forests. On the other hand, these two cities are
similar in urban areas where the buildings have have red roofs. If we have more
samples from other European cities with common features (i.e., the red roofs in
urban areas), one could, for example, use this feature to develop feature extraction
methods used to discriminate European cities from other cities around the globe.
The developed feature descriptors should be able to consider the reddish feature of
the roofs while neglecting the features from the landscapes.
Figure 6.7 and 6.8 exemplify the visualizations of two SAR image patch col-
lections based on their texture features extracted using the Gabor method. The
images have been acquired by the TerraSAR-X satellite. The image patch collection
visualized in Figure 6.7 is grouped into three clusters. While two clusters are spher-
ical (i.e., the ones with lower brightness), the third cluster is elongated, displaying
image patches from brighter to the darker ones. By having a closer look into the
image patches in Figure 6.7. (b,c), we can observe that the images within the spher-
ical clusters are rather homogeneous in texture (e.g., containing water surfaces);
whereas the elongated cluster extends from the patches with highly structured con-
tents such as industrial areas and storage tanks, to the more homogeneous image
patches which partially to totally containing water surfaces, such as ocean. This
part of the cluster is very close to the cluster containing the image patches of water
surfaces. Furthermore, although the image patches within the two spherical clusters
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Figure 6.5: Visualization of image collections in the CAVE. The images have been provided by
Dr.-Ing Mohammadreza Babaee, Human-Machine Communication Institute (MMK), Technical
University of Munich, Munich, Germany.
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(a)
(b)
(c)
Figure 6.6: Visualization of multispectral image patches in a three-dimensional environment based
on their extracted color features using the rgbHist feature descriptor.
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look very similar as they contain the same content class such as water surfaces, they
are separated in the feature space. This can be a result of the difference between
human object discrimination and that of a computer. While a human observer may
consider both clusters as containing the same object class, a computer using Gabor
feature descriptors discriminated them. These image patches may contain a feature
which can be only recognized by the computer. This kind of knowledge obtained
from the feature space exploration can explain an unsatisfactory result given by an
image mining system. Being aware of the feature space structure, users can either
replace the feature descriptor or develop a new feature extraction method to fulfill
their needs, for example, to unify the two clusters.
Figure 6.8 shows a visualization of another example of SAR image patches. As
illustrated in the figure, the feature space generated from the extracted Gabor fea-
tures of the image patches consist of one elongated cluster. In this cluster the
homogeneity of the patches varies from one end to the other one (containing highly
structured land uses such as industrial areas to the homogeneous image patches
containing agricultural fields or water surfaces). Being aware of the structure of
the feature space one can, for example, explain the poor performance of an image
mining system, which considers a Gaussian distribution for each object class, when
categorizing various land uses is required.
As discussed above, visualization of an image collection helps users not only to
understand the image semantics, but also to figure out the right set up of an image
mining system (e.g., selecting an appropriate feature descriptor) to fulfill their ex-
pectations. In addition, users can further utilize this knowledge for annotating an
image collection considering various semantics, even from different levels. Consid-
ering the example of Figure 6.7, at a higher semantic level a user can split the data
into three categories, while at a lower semantic level, the elongated cluster can be
further split into various land uses.
6.2.4 Summary
In this section, we discussed the importance of visualization and exploration of im-
age patches based on their extracted features, to understand their semantics. For
exploring the image feature space we used a recently developed Visual Data Mining
(VDM) system, the so-called Learning by Immersive Visual Data Mining system.
This system utilize the three-dimensional environment of the Cave Automated Vir-
tual Environment (CAVE) to visualize images. Users are then allowed to navigate,
explore, and interact with the images.
For our discussion, we visualize various EO images such as multispectral and
SAR images. The knowledge gained through exploring the image feature space can
help to shorten the semantic gap, defined as the gap between users’ and computers’
image understanding. By visualizing the images based on their extracted features
users can see the images from an image mining system perspective. Thus, they can
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(a)
(b)
(c)
Figure 6.7: Visualization of SAR image patches in a three-dimensional environment based on their
extracted texture features using the Gabor feature descriptor.
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(a)
(b)
(c)
Figure 6.8: Visualization of SAR image patches in a three-dimensional environment based on their
extracted texture features using the Gabor feature descriptor.
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either adjust the system parameters (e.g., the feature extraction method) to provide
a result closer to their expectations, or modify their object annotations according
to their findings of the image semantics from the feature space. In addition, new
feature extraction methods can be designed and developed to provide user-expected
semantics in the feature space, which can be utilized later by image mining systems
as the semantic interpretations of the images.
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7Summary, Conclusions, and
Future Work
In this chapter, we summarize this dissertation and conclude the discussed points,
followed by potential future work.
7.1 Summary
In this dissertation, we dealt with the semantics of Earth Observation (EO) images
based on the description of their extracted features.
First, we proposed an efficient feature coding strategy, the so-called Locally Lin-
ear Salient Coding (LLSaC) method, to provide a compact but descriptive represen-
tation of image features on the Bag-of-Words (BoW) level. The compactness of the
coded feature descriptors increases the scalability of the applied learning systems.
LLSaC combines two important characteristics of a feature space, namely saliency
and interrelationships between feature points. Experimental results indicated that
LLSaC significantly outperforms other coding strategies in describing the feature
space structure with more compact coded feature descriptors for both multimedia
and EO image patch datasets.
Next, we introduced a new approach, Bag-of-Topics (BoT), to model EO image
patches according to semantically meaningful features. To generate image BoT
models, we applied Latent Dirichlet Allocation (LDA), a topic model, to the BoW
models of images and discovered their latent semantics as a set of topics. Each
image is then represented by a mixture of the discovered topics (BoT). Experimental
results demonstrated that the BoT model can provide results comparable to those
of the BoW model; however, the description of data is much more compact in
the BoT model. Consequently, BoT not only increases the scalability of image
mining systems, but also discriminates various image classes to a higher degree.
Furthermore, since the BoT model builds upon the BoW model, the improvements
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in the efficiency of the BoW model such as using a LLSaC strategy scales up the
discriminablity of the topics in the BoT model, too.
Additionally, we proposed a communication channel-based approach for measur-
ing the information quantity that various feature descriptors extract from a given
image collection and deliver to image mining systems, regardless of user labeling.
In this approach, we model LDA as a communication channel, where images are
the input, topics are the output, and the feature descriptors are the carriers in
this channel. The transmitted information quantity is then measured by computing
the channel’s mutual information. Experimental results demonstrated that feature
descriptors which carry a larger amount of mutual information provide a higher dis-
crimination capability when they are applied to other image mining tasks such as a
classification using an SVM approach.
Following this, we used information theory to propose a novel technique based
on Huffman Coding (HC), a lossless compression technique, to measure the overlaps
between the information obtained by different feature descriptors. The information
overlap is used as a measure of similarity between any two feature descriptors in
representing an image dataset. Experimental results showed that the computed in-
formation overlap can predict the degree of similarities between the performances of
an image mining system using various feature descriptors. Additionally, consider-
ing information overlap in feature fusion tasks allows for the provision of a broader
range of new and diverse information by a combination of less feature descriptors,
which improves both the scalability and distinguishability of image mining systems.
Next, we conducted user studies for assessing the issues which limit users’ un-
derstanding of the EO image semantics, namely the sensory and semantic gaps. In
EO images, the sensory gap is rather wide due to sensor resolution, image perspec-
tive, scale and FOV (patch size). For our study, we assessed the sensory gap by
evaluating human perception and by employing a computational approach. For the
human perceptual evaluation, user assigned labels describing image patch content
were gathered and analyzed. The results highlighted issues caused by the sensory
gap such as the bird’s eye view perspective of the EO images which humans are
not accustomed to, and therefore affects their object recognition. Additionally, res-
olution and scale present difficulties for object recognition. Users can disambiguate
objects within an image patch by gathering context from the object surroundings,
which is limited by the FOV of the image patch (i.e., the image patch size). There-
fore, a limited FOV makes issues such as resolution more serious. The effect of FOV
on the sensory gap was also assessed via a computational evaluation where the sen-
sory gap is defined as the difference between the scene context discovered by LDA
from content within a certain FOV, and the reference context. The results indicated
that increasing the FOV decreases the sensory gap.
We then further studied the semantic gap and its influences on the results of
image mining systems. The existing methods for bridging the semantic gap usually
consider the gap as the differences between user and computer interpretations of an
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image. These methods are verified either by comparing results to a reference dataset,
or by measuring the degree of user acceptance in interactive systems. Although
these methods result in a narrower semantic gap between computers and users, the
resulting model for a specific user and search goal may still not be satisfactory to
other users. We showed that the subjective biases present in the bridging methods,
which we refer to as the linguistic semantic gap, causes this discrepancy. In addition,
we showed that the sensory gap is one of the causes of the semantic gap. In order
to overcome this problem, we suggest to consider the linguistic semantic gap in
designing methods to bridge the semantic gap. Additionally, the diversity of data
sets being used in the domain (e.g., using various EO datasets in EO tasks) should
be increased, which will include different user perspectives and compensate the
individual subjective biases. Moreover, models derived from proposed methods for
bridging the semantic gap could be stored and further used by other systems, which
would then be including various users’ image interpretations.
Next, we developed a clustering-based approach to evaluate EO image semantics,
in which we apply clustering to the extracted features of image patches for a differ-
ent number of clusters. The resulting clusterings are then evaluated both internally
and externally (i.e., without and with using prior image labels, respectively). While
an internal evaluation shows the feature space structure by finding the optimum
clusters, an external evaluation allows for the comparison of the obtained clusters
to the user labeling of the image patches. Experimental results indicated that mul-
tiple optimum clusterings can exist for a given image patch collection depending on
different image property levels (e.g., from low level texture to higher level contexts).
Furthermore, an external evaluation showed that the structures of the feature space
discovered by the clusterings do not necessarily correspond to user labeling (i.e., user
image understanding). Moreover, comparing the clusterings across different feature
descriptors demonstrates that users consider some image properties more intensively
than others.
Finally, we showed the importance of image visualization and exploration, based
on their extracted features, in understanding of their semantics. We visualized
example EO image patches inside a virtual environment, the so-called Cave Auto-
mated Virtual Environment (CAVE). Experimental results demonstrated that the
knowledge gained through exploring the image feature space can lead to reduce the
semantic gap. The visualization of images based on their extracted features allows
users to see the images from the point of view of an image mining system. Thus,
the users can either adjust the system parameters to bring the results closer to their
expectations, or modify their opinions about the image semantics according to their
new findings in the feature space.
105
7. Summary, Conclusions, and Future Work
7.2 Conclusions
As a main contribution, we showed that higher level feature descriptors represent
images by their semantics. These descriptors are usually more compact and improves
the accuracy and scalability of image mining systems. Furthermore, the image
mining results are usually verified through a comparison to a user generated reference
dataset, or user acceptance in an active learning scenario, where in both cases user
image understanding plays a main role. Therefore, efforts for developing new feature
descriptors should consider issues which cause discrepancies between user image
understanding and the computer’s interpretation of the images, such as the sensory
and semantic gaps.
According to our studies, the computer sensory gap is affected by the feature
descriptors being used. Object discrimination, which is mostly affected by the sen-
sory gap, is a basic step for object identification; therefore, the sensory gap has an
effect on the semantic gap. The semantic gap is a measure of the relevance of the
information provided by the computer for the user. Therefore, studying the sensory
gap provides a way to identify feature descriptors which present the most relevant
information for the specific task. In addition, while image product properties are
fixed in the Earth Observation (EO) domain, different tasks require different image
properties. Thus, studying the sensory gap helps to find appropriate image proper-
ties for annotation and learning tasks (e.g., optimal image patch size) and to find
the best combination of data sources from different sensors (SAR, multi-spectral),
with different properties (e.g., resolution).
Moreover, analyzing the feature space generated by the description of the ex-
tracted features from images can help to reduce the semantic gap, defined as the
gap between a user’s image understanding and a computer’s image interpretation. In
this dissertation, we introduced two methods for assessing the image feature space:
1) employing a computational method, 2) visualizing the feature space and explore
it. The obtained knowledge can then be used to develop feature descriptors (either
primitive level or higher level descriptors) to restructure the feature space according
to the users’ image understanding. Furthermore, since user object perception and
recognition is different than that of a computer’s, analysis of the feature space can
introduce new semantics to the users (which the human visual system is not able to
perceive), which can help the users to leverage their image understanding.
In spite of efforts for reducing the semantic gap between users and computers,
the resulting model for a specific user and search goal may still not be satisfactory to
other users. We further showed that the main reason behind this discrepancy is the
existing subjective biases in the bridging methods. These biases are caused by image
understanding across users due to their diverse background knowledge, and the goals
of each specific image mining task, which we refer to as the linguistic semantic gap.
In order to overcome this problem, we suggest to consider the linguistic semantic
gap in developing feature descriptors and designing methods to bridge the semantic
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gap. Moreover, the diversity of datasets being used in the domain (e.g., using
various EO datasets in EO tasks) should be increased, which will include different
user perspectives and compensate for the individual subjective biases. In addition,
models derived from proposed methods for bridging the semantic gap could be stored
and further used by other systems, which would then be including various users’
image interpretations.
7.3 Future Work
For a future work in feature coding, the locally linear reconstruction technique can
be seen as an independent wrapper which can be applied to other codebook-based
coding strategies (e.g., LLC, SV, the variants of SaC). This allows them to use the
local information of the feature points in order to discover the global structure of
the feature space with fewer codewords.
This dissertation demonstrates the superior performance of the Bag-of-Topics
(BoT) in classification tasks. However, the selection of an optimized number of
topics for the LDA model still deserves more detailed investigations.
Research on the interaction between the causes of the sensory gap such as image
patch size should be extended since considering the sensory gap is necessary for the
semantic gap assessment. In addition, the relationships between the sensory and
semantic gaps should be further studied. Additionally, various subjective biases in
the existing image mining systems and EO datasets should be studied. Moreover,
more user studies should be conducted in order to determine various aspects of the
linguistic semantic gap.
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APrimitive Feature Extraction
Methods
In this appendix, we briefly explain the primitive feature extraction methods which
have been used in our experiments.
A.1 RGB Color Histogram
An RGB Color Histogram (rgbHist) feature descriptor is created by concatenating
the histograms of the pixel values for the RGB color channels where each histogram
has 256 bins, resulting in a histogram of 768 bins. This histogram is then considered
as a vector in Euclidean space, the so-called rgbHist feature vector. In this disser-
tation, rgbHist feature vectors are computed locally using a square sliding window
with a given dimension.
A.2 Random Features
In order to exploit the pixel brightness values of images, usually histograms of pixel
values are constructed (e.g., color histograms in multimedia color images). Since
the brightness range of SAR images is rather wide, which results in a very large
vector, constructing a pixel value histogram is not trivial. Thus, we put all the pixel
values of an image Ii×j in a vector of size m = i × j. In this way, the resulting
vector is much smaller than the brightness histogram; however, it is still too large to
be used efficiently in a clustering algorithm. Therefore, we use Random Projection
(RP) [27] which decreases the dimensionality of the resulting feature vector m to a
lower dimensional vector of size m˜. The resulting feature vector is called Random
Features (Rand Feat). In this method, the product of the high dimensional feature
vector and a m × m˜ random matrix is computed. This method has been recently
successfully applied to SAR image segmentation by Hou et al. [28].
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A.3 Mean and Variance
The simplest use of statistics for extracting image local patterns is computing statis-
tical mean and variance of local pixel neighborhoods. In our experiments, for each
pixel, we employ a sliding window of 3×3 pixels and compute the mean and variance
of the pixels within the window, resulting in two-dimensional feature vectors.
A.4 Scale-Invariant Feature Transform
The Scale-Invariant Feature Transform (SIFT), proposed by Lowe [70], is an image
interest point detector and local feature descriptor. SIFT applies a Difference of
Gaussians (DoG) algorithm to a series of smoothed images in scale space and detects
maxima and minima of the resulting image as the interest points of the image.
The interest points are usually located at high contrast edges and corners and are
invariant to image scale and rotation. The interest point selection of SIFT is usually
used for image registration and matching.
In our experiments, we extract the SIFT feature descriptors in a dense way,
which means we use a regular grid as opposed to only the interest points. In order
to describe local features of an image, SIFT generates 16 orientation histograms on
neighborhoods of 4×4 pixels, where each histogram consists of 8 bins corresponding
to 8 different directions. Concatenation of these histogram results in feature vectors
with 128 elements.
A.5 Weber Local Descriptor
The Weber Local Descriptor (WLD) is a feature descriptor developed based on
Weber’s law, a psychological law [3]. According to this law, a human notices the
change in a stimulus as a valid signal if its ratio to the original brightness of the
stimulus is above a certain constant value. WLD is constructed by a two-dimensional
histogram of: 1) Differential Excitation, the brightness difference ratio between
each pixel x and its neighbors; 2) Orientation, which is the gradient orientation of
each pixel x. The final feature vector is constructed by building a one-dimensional
histogram of the computed two-dimensional histogram, after quantizing it to M
excitations and T orientations.
In our experiments, we set M and T equal to 6 and 8, respectively, which results in
a feature vector of 144 elements.
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A.6 Gabor Feature Descriptors
The Gabor feature descriptors, proposed for texture analysis, are achieved by filter-
ing a given image patch using a set of linear band-pass filters, the so-called Gabor
filters [167]. These filters are generated by scaling and rotating a mother wavelet
filter. The impulse response of this filter is a two-dimensional modulated Gaussian
function. The final Gabor feature vector is constructed by using the means (µsr)
and the standard deviations (σsr) of the image patch filtered by S scales and R
rotations, FGabor = [µ11 σ11 µ12 σ12 ... µSR σSR].
In our experiments, the Gabor features are constructed for 3 scales and 6 rotations
which leads to a vector of 36 dimensions.
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BDatasets
In this appendix, we introduce the image patch datasets which have been used for
our experiments.
B.1 Seven Class TerraSAR-X Image Patches
This dataset is a collection of 1230 TerraSAR-X image patches each comprising
160×160 pixels1. The patches are cut out from multi look ground range detected and
radiometrically enhanced TerraSAR-X image products; their ground sample distance
is 1.2 m. The image patches are grouped into seven non-equal size classes, namely
forest (198 images), water (210 images), medium density urban area (204 images),
forest & water (114 images), roads (67 images), high density urban area (279 images),
and urban area & roads (158 images). The images within the classes are rather
homogeneous which allows us to study the difference between the annotation and
the resulting clusters. This dataset is not publicly available. Figure B.1 illustrates
some sample image patches of the dataset.
(a) (b) (c) (d) (e) (f) (g)
Figure B.1: Seven Class TerraSAR-X image patch dataset. (a) Forest, (b) Water bodies, (c)
Medium density urban, (d) Forest & Water bodies, (e) Roads, (f) High density urban, (g) Urban
& Roads.
1The images have been collected by Shiyong Cui, Remote Sensing Technology Institute (IMF),
German Aerospace Center (DLR), Germany, shiyong.cui@dlr.de.
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B.2 Fifteen Class TerraSAR-X Image Patches
This dataset contains 3434 TerraSAR-X image patches of 160×160 pixels manually
grouped into 15 non-equal size classes1. The number of images in the classes are be-
tween 118 and 420 images. Six classes are created from urban areas, four classes from
different kinds of agricultural fields, and the rest are from forests, mountains, indus-
trial areas, highways, and water bodies. The patches are derived from multi look
ground range detected and radiometrically enhanced TerraSAR-X image products;
their ground sample distance is 1.2 m. Since this dataset is not publicly available,
four representative samples of each class are shown in Figure B.2.
B.3 UC Merced Land Use
This dataset is a manually labeled image collection gathering 21 classes of land
use scenes [5]. Each class contains 100 image patches of 256 × 256 pixels from
aerial orthography with a ground resolution of about 0.3 m. In this dataset, the
classes are selected such that they contain a rich variation of spatial patterns. Thus,
there are classes being homogeneous in color, classes homogeneous in texture, classes
homogeneous in shape, and classes containing images which have no shared features.
Figure B.3 shows samples of the UC Merced Land Use dataset.
B.4 Fifteen Natural Scenes
The Fifteen Natural Scenes dataset is a collection of 4485 gray value images of out-
door and indoor scenes2. The images are grouped into 15 non-equal size categories,
where each contains between 200 and 400 images. Figure B.4 shows sample images
of this dataset.
2http://www-cvr.ai.uiuc.edu/ponce grp/data/
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
(i) (j)
(k) (l)
(m) (n)
(o)
Figure B.2: Four representative samples from each of the fifteen class TerraSAR-X image patches.
(a) and (b) Agricultural fields, (c) Grass fields, (d) Water bodies, (e) Forests, (f) Mountains, (g)
Flooded fields, (h) Highways, (i) Industrial areas, (j) - (o) Different kinds of urban areas.
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(a) (b) (c) (d) (e) (f) (g)
(h) (i) (j) (k) (l) (m) (n)
(o) (p) (q) (r) (s) (t) (u)
Figure B.3: UC Merced Land Use dataset. A sample from each of the 21 groups is shown in this
figure. (a) Agricultural, (b) Airplane, (c) Baseball diamond, (d) Beach, (e) Buildings, (f) Cha-
parral, (g) Dense residential, (h) Forest, (i) Freeway, (j) Golf course, (k) Harbor, (l) Intersection,
(m) Medium density residential, (n) Mobile home park, (o) Overpass, (p) Parking lots, (q) River,
(r) Runway, (s) Sparse residential, (t) Storage tanks, (u) Tennis court.
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(a) (b) (c) (d) (e)
(f) (g) (h) (i) (j)
(k) (l) (m) (n) (o)
Figure B.4: Samples from the Fifteen Natural Scenes dataset. (a) Bedroom (b) Suburb, (c)
Industrial, (d) Kitchen, (e) Living room, (f) Coast, (g) Forest, (h) Highways, (i) Inside city, (j)
Mountain, (k) Open country, (l) Street, (m) Tall building, (n) Office, (o) Store.
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AB-SIFT. . . . . . .Adaptive Binning Scale-Invariant Feature Transform
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ARI . . . . . . . . . . . . Adjusted Random Indexing
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BoT. . . . . . . . . . . .Bag-of-Topics
BoW . . . . . . . . . . . Bag-of-Words
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DB. . . . . . . . . . . . .Davies-Bouldin
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REF . . . . . . . . . . . Content Reference Annotation
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rgbHist . . . . . . . . .RGB Color Histogram
RI. . . . . . . . . . . . . .Random Indexing
RMD. . . . . . . . . . .Ratio of Mean Difference
RP . . . . . . . . . . . . . Random Projection
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TP . . . . . . . . . . . . . True Positive
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UT. . . . . . . . . . . . .Universal Time
UX1 . . . . . . . . . . . User Experiment Group 1
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VR. . . . . . . . . . . . .Virtual Reality
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WLD-Color . . . . Weber Local Descriptor for RGB Color Channel
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