A l e a s t -s q u a r e s method based on t h e f i r s t -o r d e r v e l o c i t y -p r e s s u r ev o r t i c i t y f o r m u l a t
INTRODUCTION The Stokes p r o b l e m has c o u n t e r p a r t s i n many branches o f e n g i n e e r i n g and p h y s i c s . The Stokes o p e r a t o r i s a b a s i c i n g r e d i e n t o f more c o m p l i c a t e d models o f p h y s i c a l phenomena such as t h e i n c o m p r e s s i b l e Navier-Stokes e q u a t i o n s . Any good s o l v e r of Navier-Stokes e q u a t i o n s s h o u l d a t l e a s t be a b l e t o s o l v e t h e
Stokes e q u a t i o n s . For t h i s reason, t h e Stokes e q u a t i o n s have been a f o c a l p o i n t o f f i n i t e element r e s e a r c h f o r o v e r 20 y e a r s .
For t h e Stokes flow, t h e G a l e r k i n mixed method o f v e l o c i t y -p r e s s u r e formul a t i o n i s w i d e l y used. However, t h e mixed method l e a d s t o a s a d d l e -p o i n t problem. Consequently, t h e c o m b i n a t i o n o f v e l o c i t y and p r e s s u r e i n t e r p o l a t i o n s i s r e q u i r e d to satisfy the Ladyzhenskaya-Babuzka-Brezzi (LBB) c o n d i t i o n ( r e f s . 1 t o 3 > , which p r e c l u d e s t h e a p p l i c a t i o n o f many seemingly n a t u r a l p a i r s o f v e l o c i t y and p r e s s u r e elements. A l t h o u g h v a r i o u s c o n v e r g e n t c o m b i n a t i o n s o f v e l o c i t y and p r e s s u r e elements have been developed, most o f them a r e n o t c o n v e n i e n t .
I n a t t e m p t i n g t o overcome t h i s d i f f i c u l t y , Hughes and h i s c o l l e a g u e s
( r e f . 4) i n t r o d u c e d t h e P e t r o v -G a l e r k i n method. They p u t an a d d i t i o n a l l e a s tsquares t e r m i n t o t h e c l a s s i c a l G a l e r k i n mixed f o r m u l a t i o n i n o r d e r t o circumv e n t t h e LBB t e s t and t o a p p l y an e q u a l -o r d e r i n t e r p o l a t i o n . R e c e n t l y , Hughes e t a l . ( r e f . 5) have improved t h i s f o r m u l a t i o n , and a symmetric m a t r i x i s a t t a i n e d . *Work funded under Space A c t Agreement C99066G.
C . L . Chang, in a paper entitled "A Mixed Finite Element Method for Stokes Problem: Acceleration-Pressure Formulation," proposed a method employing equal-order interpolations for the Stokes problem. By changing variables and transforming the classical velocity-pressure formulation into two first-order systems with four and two variables, respectively, the least-squares method is applied to the systems sequentially. gence for both velocity and pressure by using Wendland's approach (ref. 6 ) .
He has proved the optimal rate of converIn this report we develop another least-squares method, a method based on the first-order velocity-pressure-vorticity formulation. method leads to a minimization problem and thus is not subject to the restrict i o n of the LBB condition. It can accommodate equal-order interpolations.
The least-squares
In order t o show the properties of the least-squares finite element method for first-order systems, we include an error analysis and numerical experiments for a simple one-dimensional problem.
In the following pages the least-squares method is introduced through a simple one-dimensional problem and then an error analysis for this simple problem is presented. The velocity-pressure-vorticity formulation for the Stokes problem is described, followed by an introduction to the least-squares finite element method for the Stokes problem. Numerical results showing the optimal rate of convergence are then given.
ONE-DIMENSIONAL PROBLEM
In order to show the difference between the Galerkin mixed method and the least-squares method, we introduce here a simple one-dimensional problem as
where f E L2(0,1).
It can be rewritten as the following first-order system: One can c o n s t r u c t t h e f i n i t e element method based on e q u a t i o n ( 3 ) , b u t t h e i n t e r p o l a t i o n o f u and p cannot be chosen i n d e p e n d e n t l y . To a s s u r e t h e e x i s t e n c e o f t h e d i s c r e t e s o l u t i o n s , t h e f o l l o w i n g LBB c o n d i t i o n must be s a t i s f i ed:
where Hh, sh denote t h e c o r r e s p o n d i n g f i n i t e element subspace. I f we choose Hh = s e t o f p i e c e w i s e l i n e a r c o n t i n u o u s f u n c t i o n s and c o n s t a n t f u n c t i o n s , t h e n t h e r a t e o f convergence i s sh = s e t o f p i e c e w i s e
Now l e t us c o n s i d e r a l e a s t -s q u a r e s method f o r e q u a t i o n (2). We c o n s t r u c t a l e a s t -s q u a r e s f u n c t i o n a l J : X x H + R w h e r e X = { q E t i ' ( 0 , l ) ; q ( 1 ) = 0). T a k i n g t h e v a r i a t i o n w i t h r e s p e c t t o p and u , and l e t t i n g 6J = 0 l e a d t o a l e a s t -s q u a r e s weak s t a t e m e n t , f i n d
The c o r r e s p o n d i n g f i n i t e element p r o b l e m i s t h e n t o f i n d i n which denotes t h e L2 i n n e r p r o d u c t and h i s t h e mesh parameter.
ERROR ANALYSIS FOR ONE-DIMENSIONAL PROBLEM I t i s easy t o v e r i f y t h a t B(U,V) 5 cllulll llVlll
( 1 1 ) where \lull: = llpll: + ~~u~~~, i n which ))-1)1 denotes t h e H1 norm. Thus, E ( . , . ) i s continuous on X x H . the Lax-Milgram theorem r e d u c e t o t h e s i n g l e coercivity requirement. e x i s t s a c o n s t a n t B(.,.> i s symmetric and t h e i n e q u a l i t i e s i n T h e r e a > 0 such t h a t f o r V E X x H I n f a c t , i n which 11-11 denotes t h e L2 norm. Consequently, From e q u a t i o n ( 1 3 ) we have ( 1 3 ) ( b y i n t e g r a t i o n -b y -p a r t s and t h e boundary c o n d i t i o n s i n e q u a t i o n ( 2 1 , and by t h e F r i e d r i c h s i n e q u a l i t y 1 1 $ 1 1 1. llv112, Vv E H I . So 2 From e q u a t i o n ( 1 6 ) The c o m b i n a t i o n o f e q u a t i o n s (14) and (17) leads t o so t h a t
4B(V,V> 2 llvl12 S i m i l a r l y , t h e c o m b i n a t i o n o f e q u a t i o n s ( 1 5 ) and (18) l e a d s t o so t h a t
By combining e q u a t i o n s ( 1 4 ) . (181, ( 1 9 > , and (20) t o g e t h e r , we o b t a i n t h e coerc i v i t y
( 1 7 ) (18) (19) ( 2 0 ) T h e r e f o r e , t h e f o l l o w i n g theorem about t h e r a t e of convergence o f t h e c o r r esponding f i n i t e element s o l u t i o n s can be p r o v e d d i r e c t l y ( r e f . 3).
t i o n e s t i m a t e s h o l d ; t h a t i s ,
Theorem. -Assume f i s smooth enough and t h e f i n i t e element i n t e r p o l a -then (23) where nh denotes t h e f i n i t e element i n t e r p o l a t i o n , Q and m denote t h e o r d e r s o f p o l y n o m i a l s f o r p and u, r e s p e c t i v e l y , and Cp, Cu, and C a r e the c o n s t a n t s which do n o t depend on t h e mesh s i z e h . 
~2 e s t i -(24)
From t h e above p r o c e d u r e , we know t h a t t h e boundary c o n d i t i o n s p l a y an i m p o r t a n t r o l e i n g u a r a n t e e i n g t h e c o e r c i v i t y . Now l e t us c o n s i d e r t h e same problem w i t h d i f f e r e n t boundary From e q u a t i o n ( 2 7 ) and t h e F r i e d r i c h s i n e q u a l i t y f o r Vv E H, we have By combining e q u a t i o n s ( 1 4 > , ( 2 6 ) , ( 2 7 > , and (28) t o g e t h e r , we o b t a i n t h e coerc i v i t y ; t h a t i s , for V E H x H Remark 1 . -The symmetry o f t h e b i l i n e a r form B(U,V> and t h e c o e r c i v i t y o f B ( V , V ) g u a r a n t e e t h a t t h e m a t r i x for t h e l e a s t -s q u a r e s f i n i t e element method i s symmetric p o s i t i v e d e f i n i t e . T h i s i s an i m p o r t a n t advantage of t h e l e a s t -s q u a r e s method o v e r t h e mixed methods.
Remark 2 . -For t h e l e a s t -s q u a r e s method, t h e c h o i c e o f i n t e r p o l a t i o n s for p and u i s n o t s u b j e c t t o any r e s t r i c t i o n as l o n g as Q > 1 , m > 1 . Howe v e r , i n s p e c t i o n o f t h e second p a r t o f e q u a t i o n ( 2 ) shows t f i a t i n o
performed n u m e r i c a l experiments for t h r e e simple, one-dimensional, boundaryv a l u e problems. W e used a u n i f o r m mesh c o n t a i n i n g elements of l e n g t h h . We Uh. R e s u l t s o f n u m e r i c a l e x p e r i m e n t s a r e shown i n f i g u r e 1 and summarized i n t h e f o l l o w i n g computed convergence r a t e s f o r t h r e e model problems.
To show t h e convergence o f t h e l e a s t -s q u a r e s f i n i t e element method, we We obtained the rate of convergence of the method by calculating the norm of the error for each h, plotting log llerrorll versus log h, and calculating the slope of this line. A l l of the computed rates of convergence agree with the estimate (eq. (24)). Of course, the error estimate for problem 2 must be proved theoretically.
VELOCITY-PRESSURE-VORTICITY FORMULATION OF STOKES EQUATIONS
Let us consider an application o f the least-squares method to the Stokes equations. By introducing the vorticity w _ = curl g as an auxiliary variable, the Stokes equations can be written as
where u is the velocity ector, p is the pressure, f is the body force vector, ana v is the viscos ty. We shall consider the following two-dimensional problem only: denote the sides of r . The unit outward normal vector to r i s denoted by -n , and the tangential vector to r is denoted by 2.
We can write equation (31) in the general form of a first-order system: 
The s o l v a b i l i t y o f t h e boundary-value p r o b l e m depends on t h e c o m b i n a t i o n o f t h e boundary c o n d i t i o n s . For many p r a c t i c a l problems, t h e boundary o p e r a t o r does n o t s a t i s f y t h e L o p a t i n s k i c o n d i t i o n ( r e f . 6). Thus, t h e p r o o f o f s o l v ab i l i t y i n v o l v e s a t e c h n i c a l d i f f i c u l t y . We address t h i s p r o b l e m and g i v e t h e e r r o r a n a l y s i s i n "An Error A n a l y s i s o f Least-Squares F i n i t e Element Method o f V e l o c i t y -P r e s s u r e -V o r t i c i t y F o r m u l a t i o n f o r Stokes Problem."
Report, C l e v e l a n d S t a t e U n i v e r s i t y , 1988.) ( T e c h n i c a l
LEAST-SQUARES F I N I T E ELEMENT FORMULATION FOR STOKES PROBLEM We f i r s t d i s c r e t i z e t h e domain SI as a u n i o n o f f i n i t e elements and t h e n i n t r o d u c e an a p p r o p r i a t e f i n i t e element b a s i s . L e t Ne denote t h e number of nodes f o r one element, q
can w r i t e t h e expansion denote t h e element shape f u n c t i o n s , and ~4 , v j , P j , and "j be t h e nodal va 1 ues. Equal-order i n t e r p o l a t i o n s a r e employe , so we
We d e f i n e t h e l e a s t -s q u a r e s f u n c t i o n a l 
and T denotes t h e t r a n s
p o s i t i o n . We o b s e r v e t h a t t h e m a t r i x K i s symmetric p o s i t i v e d e f i n i t e . \ A s i s customary, we use Gaussian q u a d r a t u r e to e v a l u a t e t h e c o e f f i c i e n t s of Ke and F,.
The number o f "Gauss" p o i n t s r e q u i r e d for t h e s o l u t i o n i s o f . some i m p o r t a n c e .
I n s p e c t i o n o f t h e f o u r t h p a r t o f e q u a t i o n ( 3 1 ) shows t h a t t h e v o r t i c i t y w and t h e d e r i v a t i v e s o f v e l o c i t y components u and v appear s i m u l t a n e o u s l y . When an e q u a l -o r d e r i n t e r p o l a t i o n i s employed, i t i s i m p r a c t ic a b l e t o r e d u c e t h e r e s i d u a l o f t h i s e q u a t i o n t o z e r o t h r o u g h o u t . For t h i s
reason, i n o u r n u m e r i c a l experiments we use reduced i n t e g r a t i o n ( r e f . 8 ) . The b i l i n e a r element and t h e eight-node q u a d r a t i c element were t e s t e d and u n i f o r m meshes were used. We employed o n e -p o i n t Gaussian q u a d r a t u r e for t h e b i l i n e a r element, and 2 x 2 q u a d r a t u r e f o r t h e e i g h t -n o d e q u a d r a t i c e l e m e n t . The n u m e r i c a l r e s u l t s o f t h e r a t e o f convergence a r e shown i n f i g u r e 3. We found t h a t i n a l l t e s t e d cases where k i s t h e o r d e r of p o l y n o m i a l o f shape f u n c t i o n s ; t h a t i s , a l l v a r i a b l e s u , v , p , and w converge i n L2 norm a t the optimal r a t e .
NUMERICAL RESULTS FOR STOKES PROBLEM

CONCLUSIONS
I n c o n t r a s t t o t h e G a l e r k i n mixed method based on t h e v e l o c i t y -p r e s s u r ev o r t i c i t y f o r m u l a t i o n o f t h e Stokes p r o b l e m ( r e f s . 7 and l o ) , t h e l e a s t -s q u a r e s method p r e s e n t e d h e r e does n o t depend on t h e LBB c o n d i t i o n . We have shown t h a t t h e l e a s t -s q u a r e s method converges a t t h e o p t i m a l r a t e f o r e q u a l -o r d e r i n t e r p ol a t i o n s . In c o n t r a s t t o t h e p e n a l t y method ( r e f s . 1 1 and 1 2 ) and t h e P e t r o v -G a l e r k i n method ( r e f s . 4 and 5 > , t h e l e a s t -s q u a r e s method does n o t have any added parameters i n t h e scheme, This means t h a t t h e l e a s t -s q u a r e s method i s r o b u s t . I n c o n t r a s t t o t h e methods based on t h e stream f u n c t i o n -v o r t i c i t y form u l a t i o n ( r e f s . 10 and 1 2 ) , t h e l e a s t -s q u a r e s method produces t h e v e l o c i t y and p r e s s u r e d i r e c t l y w i t h o u t f u r t h e r n u m e r i c a l c a l c u l a t i o n . T h i s method can a l s o be extended t o t h r e e -d i m e n s i o n a l cases.
The l e a s t -s q u a r e s methods have been s u c c e s s f u l l y a p p l i e d t o many problems, i n c l u d i n g high-speed flow w i t h s t r o n g shocks ( B . N . J i a n g and G. 
d a p t t h e method t o o t h e r problems, necessary o n l y t o modify t h e s u b r o u t i n e s a s s o c i a t e d w i t h t h e c o e f f i c i e n c e s A I , A2
, and B and t h e v e c t o r f u n c t i o n f . The o n l y disadvantage l e a s t -s q u a r e s method i s t h a t each node has more v a r i a b l e s .
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