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1. INTRODUCTION 
In this paper the notion “time-lag system ” is used in a very comprehensive 
fashion. Let B denote a real Banach space with norm j/ . j/ and let Xa be a nonvoid 
set of B-valued functions on the real interval (- 30, a), a E (0, co]. We suppose 
the existence of a closed set SC R of Lebesque measure zero such that all 
x E X, are continuous on [0, a) and differentiabIe on (0, m)t,S, where if 0 $ S 
the existence of the right derivative 2+(O) is assumed. Then XB , /3 E (0, a], is 
the set of restrictions of the functions in X, onto (- 00, /?). For AZ E X, the symbol 
xt , t E [0, ,/3), denotes the restriction of x onto (-m, t] and .x0 is called an initial 
function. We assume that 
f: ([O, cq\S) x x, b 8 
is a given mapping which fulfils Volterra’s condition: 
rt = yt for x, y E X, and t E [0, a)\,S implies f(t, sj = f(t, y)~ (1) 
Then we call 
2(t) = f(t, x) (2) 
a time-lag system and each x: E X, satisfying (2) for all t E (0, p)!,S and k+(O) = 
f(0, .Y) if 0 $ S is called a local solution of (2). The assumption of initial data on 
(-co, 0] is in no way restrictive, as the cases of bounded time lags and differential 
equations are included. 
Obviously (2) has at most one solution x E X, for a given initiai function sa if 
for all ZL E [0, E) and local solutions y E X0 with /3 E (u, a] and .r, = y, a real 
number T = T(U, x, y) < ,k? - u exists such that f(t, Gx) = j(t, y) for all 
t E [u, u + 7). If this property fails it can be replaced by various comparably 
strong conditions of Lipschitz type (e.g., see [2, Theorem 5.21.) 
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Mishkis [5] has given an intermediate uniqueness condition for equations with 
discrete time lags, where the right-hand side is a Holder-continuous function of 
the unknown, and special assumptions have to be made for vanishing time lags. 
On the other hand there are uniqueness theorems paralleling the uniqueness 
criteria of Kamke [3] and Walter [lo] f or ordinary differential equations (e.g., 
see [4, Vol. 2, Sect. 6.2; 91.) Although these criteria are also generalizations of the 
Lipschitz conditions, they do not fully cover Mishkis’ result. 
These facts motivate the development of a more general uniqueness theory of 
forward continuation. Some aspects of such a theory will be discussed in this 
paper. 
2. UNIQUENESS THEOREMS BASED ON DIFFERENTIAL INEQUALITIES AND 
WEAK LYAPUNOV FUNCTIONALS 
Suppose x E X, is a local solution of (2). u E [0, a) is said to be a branching 
point for x, if p E (u, a] and a solution y E X, exists such that x, = yzc but 
xt + yt for all t E (u, p). In! order to show that x is the unique solution of (2) 
in X, with initial function 2~s it is sufficient to prove that no branching point 
u E [0, a) for x appears. Obviously it is sufficient to discuss the uniqueness 
problem for a possible branching point u = 0. 
If 9) is a real valued function with open domain on the real axis we denote the 
Dini derivatives by 
D-y(t) := lim inf ‘(s)s 1 T(t) , 
s+t- 
D+F(t) : = lim inf J&L- dt) 
s+ tt s--t’ 
D-q(t) := lim sup ‘(‘i 1 T(t) , 
s-tt- 
D+qu(t) := lim sup ‘(‘i I;(“) . 
s-) t+ 
We require the following easy lemma. 
LEMMA I. Let v: [0, T) E-+ EE be continuous and diSfeerentiable at f E (0, T). Define 
[v](t) := max{li v(s)11 1 0 < s < t}, t E [0, T). Then fm al2 D E (D-, D-, D,, D+> 
we have 
Proof. If 11 v(t‘)jl < [v](t) then [v](s) = const in a neighborhood of tl and hence 
(3) is true. Therefore assume jj v(t^)[l = [v](E). If D E {D+ , D+}, for all s E (t, T) 
choose a(s) E [f, s] satisfying [v](s) = 11 a(ol(s))il. This implies 
[a4 - w> _ 44 - f II 444)lI - II +)I1 < 444) - z:(f) --_- _ _ * s-t s-t -y&):-f II a(s) - i II 
Since a(s) --f Z+ for s --f Z+ we obtain (3). If D E {D- , D-}, define 01(s) E [s, t) 
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for all s E (0, t”) such that a(s) = s, if [V](S) = [v](E), and “I(S) being any real 
number with [V](S) = jj z~(o~(s))Ij, if [V](S) < [u](f). Then the above estimate 
remains valid and (3) follows since 01(s) -+ t - for s -+ t -. 
The following theorem contains a general uniqueness principle which can be 
applied to functional differential equations as well as to ordinary differential 
equations: 
THEOREM 1. Let s E X, be a local soktion of (2). Suppose for each local 
solution y E & , p E (0, a], satisf3Cng x0 = y0 and xt S+ y+ for all t E (0, 8) there 
exists 7 = T~,~ E (0, (61, I = I& (0, T) x Rf k+ IFi+, w = wu,,,: (0, T)\S H Rf 
such that the following conditions holk 
(i) The partial derivative l,(t, r) exists for all t E (0, T)\S and Y > 0 and is 
continuous and nonnegative in this domain. 
(ii) Let q~: (0, T) E+ R+ be ooze of tlze following two fumtions: 
e&t) := /I x(t) - y(t)11 or $0(t) := [y - x](t). 
Let 4(t) := E(t, p)(t)). Suppose there exists a Dini derizlative D such that the 
followi?tg implication holds: 9 + 0 on (0, l ) f or all E E (0, T] implies the existence 
of E E (0, T)\S such that 
and 
cp(f) > 0, D$(f) > zu(t‘), 
(4? 
D,(Z, ql(%)) f I$, F,(Q) llf (t 4 - f(t; r>il G 40 
(D, means that D acts only on the j&t argument t of Z). 7%~ u = 0 is not a 
branching point for x in X, . 
Proof. Assume the contrary. There exists a local solution y E X, , p E (0, a], 
such that x0 = y0 and 3~~ + yt for all t E (0, p). For this special solution choose 7, 
1, w such that (i)-(ii) b ecome true. From the definition of v follows 93 + 0 in 
each interval (0, E) C (0, T). Hence by (ii) there exists t”~ (0, T)\S such that (4) 
holds. On the other hand an easy computation employing (i) and Lemma 1 shows 
for all t E (0,7)\S with p(t) > 0 
which contradicts (4). 
An easy application of Theorem 1 is 
COROLLARY 1. Let x E Arti be a local solution of (2). Sztppose fey each local 
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solution y E x, ) p E (0, a], b ranching off from x ilt u = 0 there exists r E (0, /3] and 
M: ((0, T)\S) x R+ F-+ IF!+ such that for all t E (0, T)\S 
Ilf (6 4 - f (t, Y>ll d -WC P(4)> (5) 
zuhere v is defined as ifz Theorem l(ii). If the implication v f 0 on (0, 6) for all 
E E (0, T] 3 there exists tl E (0, 7)\,S such that 
v(f) > 0 awd &J(f) > nap, T(f)) 
holds, then u = 0 is not a branching point for x in Xw . 
Proof. The hypotheses (i) and (ii) of Theorem 1 are fulfilled with Z(t, P) := r 
and W(t) := M(t, r/(t)). 
In order to guarantee the implication required in Corollary 1 we can take 
advantage of the continuity of q and lim,,,, p)(t) = 0. If S = (0) and M is 
continuous and has a continuous extension onto [0, 7) x Rf such that M(t, 0) = 0 
for all t E [0, T), the required implication is equivalent to the statement that the 
differential equation 2(t) = M(t, .z(t)) has for the initial condition z(O) = 0 
the maximal integral .s = 0. In this case an admissible choice for M is 
M(t, r) = Lr with L > 0, which leads to a weakened form of the Lipschitz 
condition in [2, Theorem 5.21, since L may arbitrarily vary on the assumed 
solutions x and y. For a more detailed discussion of maximal integrals and 
differential inequalities see and [4, Part I; 111. 
If 0 $ S we can in addition employ lim,,,, t-$(t) = 0 which follows from 
k+(O) - j+(O) = f (0, x) - f (0, y) = 0 b ecause of (1). Hence if 0 6 S and S is 
countable then M(t, r) : = t-4 is an admissible choice in Corollary 1. This can 
be seen in the following way. Assume v + 0 and choose t E (0, T) such that 
q(t) > 0. There exists a smallest t, E (0, t) such that F(X) > 0 on (to , t). Since 
lim s+to+ eJ@> = 0 we obtain from Zygmund’s lemma [4, Vol. 1, Lemma 1.2.11, 
0 < D(X-$(A)) = -XV+@) + h-r &J(X) for at least one h E (to , t)\S. 
The next corollary gives two examples for the application of Theorem 1 which 
lead to generalizations of the uniqueness theorems of Osgood [7] and Nagumo [6]. 
Even if (2) becomes an ordinary differential equation condition (8) is weaker than 
the corresponding condition in [8, Theorem 213.41. 
COROLLARY 2. Let x E X, be a local solution of (2). Assume for each local 
solution y E X, , p E (0, a], branching oflfrom s at u = 0 there exist 
-I- E (0, /3], y: (0, T)\,S w [w-k, 
and m: R+ w R+ such that for all t E (0, T)\S (S is assumed to be countable) 
II f (4 4 - f cc Y)II d At) 4dt)), (6) 
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where for p one of the two dejnitions in Theorem l(ii), is used. Suppose y is con- 
tinuous 012 (0, r)\S and integrable on compact subintmvals of (0,~) and m is continzlous 
andfulJls m(r) > 0 f OY Y > 0 and lim,,s+ J: m(s)-l ds = co. Then u = 0 is not 
a bran&g point for x in X, provided that one of the following additional hy$otheses 
is satis$ed: 
and 
.o 
lim 
i t+o+ 6 Y(S) ds < m, 0 E (0, 7) 
(Osgood’s theorem); (71 
0 $ s, y(s) = m(s)-’ for s E (0, T), 
m(s) = O(s) fop s + Of (Nagumo’s theorem). 
@! 
Proof. For a fixed u E (0, r) define 
l(t, I-) := 0 if r=O 
: = exp I[ y(s) ds - jy m(s)-l ds\ if r > 0. 
E is continuous on (0, T) x R+ and fulfils Z(t, Y) = 0 iff r = 0 for all t E (0,~). 
Since E,,(t, r) = Z(t, Y) m(F)-’ > 0 f or P > 0 holds, condition (i) of Theorem 1 is 
true. Assume y + 0 on (0, T). Then r := (t E (0,7)\S j T(t) > 0) f o and for 
all t E I’ we obtain from (6) for any fixed Dini derivative D 
.w(t, &>) + m P(t)> IIf (4 4 - f (4 r)ll 
= qt, q+))[--y(t) + ~4TJ(t))-1 llf (t, 4 - f cc Y>lll G 44 
with w(t) := 0. Hence condition (ii) of Theorem 1 holds if we can show 
D+(f) > 0 for at least one t” E r. For any fixed t1 E I’ let to E [0, tJ be the smallest 
real number such that v(s) > 0 for all s E (to , tl). We have $(s) = Z(s, F(S)) > 0 
for all s E (to , 1 t ). Employing Zygmund’s lemma it is sufficient to prove 
limt+t + #(t) = 0. Since lim,,, + y(t) = 0 by the definition oft, , this is obvious 
either’if t, > 0 or if to = 0 aid (7) holds. If to = 0 and (8) holds we proceed as 
follows: 
Z(t, q(t)) = C exp I-C, m(s)-’ ~31 
1 
with C := exp !- 
i- i .G 
m(s)-l ds! . 
! 
Choose E E (0, tl) and A > 0 satisfying m(s) < As and y(s) < s for all s E (0: E), 
which is possible since 0 # S and therefore q(s) = o(s) for s -+ O+. Hence for 
O<t<c 
r(t, &t)) < C exp I_ + log (+)I = C ($,,iA + 0 for t-+0+ 
and the proof is finished by Theorem 1. 
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Now suppose that all solutions x E Xa of (2) can be continuated as solutions 
in X, . Let the assumptions of Corollary 2 be satisfied with 7 = 01 with the 
following alteration: The function y can be written as y(t) = a(t, xt , yt), 
where er is a given function. Then let the inequalities (6) be satisfied for arbitrary 
x, y E X, . (Note that m is a function of y(t) only.) Then the functional p, 
A4 Xt > Yt) : = I(4 9J(t)>, (10) 
where v is chosen as in Theorem l(ii) and I is given by (9), is a weak Lyapunov 
functional; Namely, p(t, x t , y ) t is continuous in t for all t E (0, a) and if x and y 
are different solutions of (2) we have for all t E (0, T)\S with g)(t) > 0 the 
inequalities p(t, xt , yt) > 0 and Dp(t, xt , yt) < 0. Hence p(t, xt , yt) cannot 
increase on (0, a). In this case, because of limt,s+p(t, xt , yt) = 0 if x0 = y,, , 
all local solutions are uniquely determined by their initial functions. Under 
stronger assumptions on f Furumochi [l] has shown that uniqueness of forward 
continuation is equivalent to the existence of such weak Lyapunov function&. 
In the special case y(t) = 1 and m(t) = Lt, L > 0, we obtain from (9) 
p(t, Xt ) yt) : = e-tg)(t)l/L, (11) 
which is the well-known statement that under a global Lipschitz condition the 
difference of two neighbored solutions can increase only exponentially. 
3. A UNIQUENIB THEOREM DERIVED FROM SPECIAL DIFFERENCE 
DIFFERENTIAL INEQUALITIES 
In order to obtain Mishkis’ uniqueness theorem an estimate of the form (5) is 
still too crude. Therefore we are forced to recruit difference differential 
inequalities instead of differential inequalities in the strict sense. 
LEMMA 2. Let E > 0, Ai > 0, yi 3 -1, fii > 0, ai E (0, 11, i = 1, 2 ,..., nz, 
be real numbers uch that for all i = 1, 2,..., ?n 
41 + Pi) b 1, 41 + A) + yi > 0. 
Let S C R be a closed countable set. For continuous gx [0, E] ti R+ dejine 
(12) 
If ~(0) = 0, 92 + 0, then t/we is f E (0, E)\S such that I+(t) > w(f, v). 
Proof. Consider the recursively defined sequence 
po := 0, Pn+1 := pg + Yi + %(I + Bi)PnI* 
,. , 
(13) 
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From (12) we conclude pn+r > pn . Moreover p := Km,,, pn = co since 
otherwise p = mini,, . . .,ITL 11 + yi + ai(l + /3&J which is impossible since 
1 -+ yi $ q(l + pi)p > p by (12) for all i. Given 9 as assumed define 
where B, > 0 is chosen such that q(s) < B, for all s E [O, l ]. Because of 
and lima+m pn = CC we conclude limnmzm B, = 0. Assume Dv(t) < w(t, pjj for 
ah t E (0, E)\S. We shall prove by induction 
Supposing (14) is true for n we obtain for all t E (0, C] 
= BntlPnflE-‘(t/E)~“T’-I, 
and therefore Dp?(t) < B n+l~n+l~-l(t/~)~n+l-l for all t E (0, E)\S. Because of 
y(O) = 0 and [4, Lemma 6.1 .l], this differential inequality can be integrated., 
which gives us 
v(t) -G Bn+l(t/~>Pn+’ 
completing the induction. Since (14) is incompatible with p + 0 the lemma is 
proved. 
LEMMA 3. Let E > 0 and suppose wi: 08” k-+ IF?+ a72d ei: (0, l ] -+ (0, E]l 
i = 1, 2,... f m are continuous functions satisfj+izg 
wj(t) > 0 for all t > 0, 
.wi(ut) < Owi(t) for all 5 E [0, l] and t > 0, 05) 
0 < z$t) < t for all t E (0, E], i = 1, 2 ,=.., me 
Let S C i% be any closed co-untabIe set. Suppose ‘p: [O, E] t+ IT&+ is co&mom and 
fuljils v(t) = o(t) fm t -+ Of and g, + 0 in each interval [0, ~‘1 with E’ E (0, c]- 
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Then tl E (0, E)\S exists such that Dq@) > w(t; 9)) where 
w(t, y) := max 4Y,tf4(9N 
t=l....,m wj(oi(t)) ’ o<t<c. (16) 
Proof. Choose 40 as assumed and suppose Dv(t) < w(t, v) for all t E (0, c)\S. 
Since lim t+O+ v,(t-l) v(q(t)) = 0 one can find E’ E (0, E] such that 
q(t-l> &i(t)) e 1 for all t E (0, E’]. 
Hence by (15) 
for t E (0, E’] showing lim,,,, w(t, v) = lim,,, &(t, 9)) = 0. Integration therefore 
leads to F,(t) < $ W(S, 9) & < $J a(s, v) ds. Because of y(t) = o(t) for t - Of 
the function t-$(t) assumes a positive maximum on [0, E’] at 0 E (0, E’]. Thus 
o-‘~(u) < c-l 
.c 
o c%(s, v) ds < I+(O) 
0 
since L;(CT, p) < a-$(o) and lim,, &(t, 9’) = 0. This contradiction proves the 
lemma. 
The following theorem generalizes Mishkis’ uniqueness theorem in the case 
of first order time-lag systems. As far as the explicit time dependence off(f, X) 
in (2) is concerned we permit singularities off. 
THEOREM 2. Suppose g: ([0, OL)\S) 4: X; H B”, g = (gI ,..., g&, where the 
mappings gi satisfy Volterra’s condition (1). Let V C W be the image of g. Suppose 
there existsf ([0, ol)\S) x V H B such f can be written in tlze form 
f(4 x) = f(4 g&, +.., g&, .y)) (17) 
where jbr all u E [0, a)\S, s E (0, E), and i = I,..., m 
11 j(Zl + s, Cl )..., ci )...) c,) - f(u + s, Cl )... ) & ,..., crn)ll < iqp 11 ci - iTi I!“i (18) 
fo?, all (cl ,..., ci ,..., c,,~), (cl ,..., & ,..., c,,) E V with appropriate veal numbers 
E = cU E (0, 01 - u], iYi = K,(u) 3 0, Ai = Ai( vi = vi(u) > 0. Let x E X, be a 
$fi,red solution of (2) and assume for each u E [0, 0~) and for each local solution 
y E X, , p E (u, a], with y,, = .Y, and yt f xt for all t E (u, p) there exist real 
numbers ci E (0, /3 - u), Li > 0, pi > 0, pLi > 0, and pi , all depending on u, x, y in 
general, such that 
11 g&1 f s, x) - gi(zl + s, $11 < L$“([y - x](u + s(s/ki)B~))“~, s E (0, Q). (19) 
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If then for all u and y one of tiae follmuilzg two classes of conditions Izolds: 
Ai +pivi 3 -1, Pi%(l + Pi) 3 1, 
and (20) 
xi +ppi > -1 zy j.QVi(l + pi) = 1 for all i = l,..., WI. 
the solution .I is unique<v determined in XL by its initial fbzctio?l x0 . 
Proof. Assume the contrary. There exist u E [0, a) and a local solutiony E X, i 
/l E (II, a] such that x, = yE1 and xt f ;\lt for all t E (a, j?). Choose real numbers 
E, Ki , Xi , vi ? ci , Li , /3i , pLi , pi satisfying the above hypothesis for u, s> 3’. With 
7 : = +min{l, E, c1 ,“.., E,,~J. we obtain 
for all s E (0, T] with yi : = A, + pivr , E.~ := pivi . If (20) holds, from Lemma 2 
and Corollary 1 it follows that u is not a branching point. If (21) holds, v-e obtain 
/If (2~ + 5, X) - f (21 + S, JJ)ii < i=y”, S-“‘(1~3i’fp(U + S(S,“T)Bi)‘i, s E (0. T], 
7 , 
and from Lemma 3 and Corollary 1 it follows that u is not a branching point. This 
contradiction proves the statement. 
We have formulated Theorem 2 in a general fashion to incorporate bIishkis’ 
results for first order systems. We refrain from stating the case 7~ = 1 as a 
separate corollary, although this would be a new uniqueness criterion. The 
foltowing examples show that the conditions (20) and (21) are sharp in general. 
EX~IMPLE 1. Let X, be the set of all continuous W-valued functions on 
(- ‘s,, 1) vanishing for arguments GO. Consider the time-lag equation 
22(t) = tYc(tl’y, tE(0, l), A”EXr, (24 
where /I > 0 and 21 E (0, 11. We discuss the uniqueness of the solution x E 0 in 
X1 . Since tlLs < f for 0 < t < 1, x = 0 is unique ifI x is locall)- unique in 
u = 0. Setting m = 1, f(t, c) := c, E := 1, Kl := 1, A, := y, VI := 1, El :-= 1, 
L, := 1, fir := p, pr := p, pr := 0, the inequalities (18) and (19) are fulfilled. 
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Suppose ~(1 + /3) < 1 and y > - 1. Then (22) has the nontrivial solution 
y E Xl given by 
y(t) = BP, O<t<l, 
NY 
x := 1 - #&(l + p> ’ 
B : = x-l!(l-u). (23) 
Ifp(l+&=landy=-1,(22)h as also the nontrivial solutions r(t) = Bt” 
where x > 0 can be arbitrarily chosen and the corresponding B is given by (23). 
For p > 1, p 3 0, ~(1 + /3) + y < 0 again (23) defines a nontrivial solution in 
X, . This solution is also contained in X1 := {x E X, j r(t) = o(t) for t -+ O+>, 
thus we do not have uniqueness for x = 0 if (22) is completed for t = 0 with 
k+(O) :== 0. 
E~UMPLE 2. Let X1 be defined as above. Consider the time-lag equation 
(J 
.tl+B ,u 
2(t) = t’l fx(s)” ds , 
! 
iE(O, l), XEX;, 
0 
with o > -1, p > 0, v > 0, 13 > 0. Again we consider the solution x 3 0. 
With the same argument as above we may also consider local uniqueness in 
24 = 0. Setting 772 = 1, f(t, c) = tic”, E : = 1, Kl : = 1, Al := A, v1 : = v, 
gl(t, x) := Jr+’ s%v(s)~ ds, L, := (1 + a)-r, pr := (1 + P)(l + o), Br := 8, 
61 := 1, 1~~ : = p, the inequalities (18) and (19) are true. Now suppose 
PV( 1 + /3) < 1 and X + prv > - 1. Then (24) has the nontrivial solution 
y(t) = BtX, 1 +A + Pl" 
x:= l-/U(l -t-P)’ 
B := ~-1IhLu) . (1 + (T + pr)-"'(l-"d. 
(25) 
If pv(1+/3)=1 and h+~rv=--1, (24) h as also the nontrivial solution 
y(t) = BtX with arbitrary x > 0 and B given by (25). For pv > 1, p 3 0, (T > 0, 
and pv(l + /3) + h + prv < 1 again (25) d e fi nes a nontrivial solution of (24) 
in X1 . In this case the solution x = 0 of (24) is not unique even if (24) is com- 
pleted for t = 0 with k+(O) = 0. 
4. A SPECIAL UNIQUENESS THEOREM IF B Is A HILBERT SPACE 
Theorem 1 does not take into account the special structure of the norm in a 
Hilbert space. However, it can easily be seen that Theorem 1 can be sharpened 
in this case as follows. 
THEOREM 3. Suppose 1EB is a Hilbert space with inner product (., .). Let x E XE 
be a local solution of (2). Supposefor each local solutiony E X, , /3 E (0, 011, satz’sfying 
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x,, = y,, there exists T = T~,~ E (0, /I] and functions 7 = lz,y: (0, T) x R+ w R. 
w = w,,,: (0, T)\S --f 52 suclz that the follou&ag conditions hold: 
(i) The same conditioia in Theorem l(i). 
(ii) Let y’: (0, T) ++ Rf be the function: 
y(t) := $11 x(t) - y(tfij2. 
Let $(t) : = Z(t, v(t)). Suppose there exists a Dini derivative D sztch that the following 
implication holds: q~ + 0 on (0, c) fey all E E (0, T] implies the existence oft” E (0, r)\S 
such that 
ami! 
rp(fj > 0, D+(f) > w(f), 
(26) 
DtS(f, y(f)) + I,.(& q@))@(f) - y(f), f (6 x> - f (f, u)j < ~~(~j. 
Then u = 0 is not a branchingpointfor x in X, . 
Proof. The proof is similar to the proof of Theorem 1. Hint: One obtains 
D&j = (x(t) -r(t), 2(t) -j(Q), t E (0, T)\,S. 
If f fulfils (x(t) -y(t), f(t, x) - f(t,V)) < 0 for all t E [0, E)\S and for all 
local solutions x, y of (2) with x0 = ye , where E E (0, T] sufficiently small 
(Minty monotony), the conditions of Theorem 3 can be fulfilled with l(t, T) := 1 
and ZJ 2 0. It is also not difficult to prove analogous results as in Corollary 1 
and Corollary 2: 
COROLLARY 3. If I5 is a Hilbert space and if the functional 9 is dejked as in 
Theorem 3: Corollary 1 and Corollary 2 Tenzain true provided tlzat in the inequalities 
(5) and (6) the term 11 f (t, x) - f(t, y)ij is replaced by (x(t) - y(t),f(t, x) - f (t, y)j. 
The proof of Corollary 3 is obvious. Especially, if f has the form f (t, x) : = 
-4x(t) + h(t, x), where -g is linear and fulfils (x(t) -y(t), A(x(t) -y(t))) < 0 
for all solutions x,y E X, of (2), we may only seek an upper estimate for 
(.x(t) - y(t), h(t, x) - h(t, y)). 
More generally, if B is a real D(Q)- p s ace with p > 2 and with the norm 
11 c 1’ :--; (J-Q 1 c(w)[” CicLl) 1 /p, it is possible to replace 9) in Theorem 1 by 
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