Outbound container storage location assignment problem (OCSLAP) could be defined as how a series of outbound containers should be stacked in the yard according to certain assignment rules so that the outbound process could be facilitated. Considering the NP-hard nature of OCSLAP, a novel particle swarm optimization (PSO) method is proposed. The contributions of this paper could be outlined as follows: First, a neighborhood-based mutation operator is introduced to enrich the diversity of the population to strengthen the exploitation ability of the proposed algorithm. Second, a mechanism to transform the infeasible solutions into feasible ones through the lowest stack principle is proposed. Then, in the case of trapping into the local solution in the search process, an intermediate disturbance strategy is implemented to quickly jump out of the local solution, thereby enhancing the global search capability. Finally, numerical experiments have been done and the results indicate that the proposed algorithm achieves a better performance in solving OCSLAP.
Introduction
Scientific storage location assignment (SLA) is a key factor to improve port efficiency. Economic globalization, transport containerization, container ship scale-up, and port automation in the past 4 decades have resulted in a significance restructuring of global container ports. Many major international container ports have been booming; e.g., the top three global container ports of Shanghai (China), Singapore (Singapore), and Shenzhen (China) handled 42.01 million TEUs, 33.6 million TEUs, and 25.74 million TEUs, respectively, in 2018, and enjoyed annual increase of 4.4%, 8.7%, and 2.1% accordingly. At the same time, many other container ports have been facing grand challenges; e.g., port of Kaohsiung handled 10.45 million TEUs with an annual increase of mere 1.7%, while port of Hamburg handled 9 million TEUs with an annual increase of -0.8% in 2018. The slow global economy recovery since the recess of 2008, the ever-increasing international trade protectionism, and disputes render fiercer container port competition. As a pivotal component of any container port, the storage has been attracting more attention recently, since the storage operations, especially storage location assignment, not only streamline the quay operations, the horizontal transport operations, and the gate operations, but also affect directly the overall efficiency and profitability of the port. Therefore, storage location assignment mechanisms that cater to the need of extra-large container vessels and automated container ports are in great demand.
Outbound container storage location assignment (OCSLA) is the preparation work before shipment, which is closely related to the loading efficiency and waiting time of vessels in port. In general, outbound containers usually arrive at the storage yard within three to seven days before the ship arrives at the port. And the load planners will arrange the corresponding storage location according to quantity, size, weight, cargo type, and ship destinations of containers. However, due to the long time span of outbound containers entering into the storage yard and the uncertainty of arriving container quantity distribution, it is more difficult to allocate the detailed location of outbound containers. Unreasonable 2 Mathematical Problems in Engineering location assignment will lead to an increase in the rate of container reshuffle and in waiting time for quay crane, thus reducing the loading efficiency of vessels and resulting in huge pressure on outbound operations. So, it is of practical significance to solve the problem of OCSLA in a scientific way.
Outbound container storage location assignment problem (OCSLAP) is a classic constraint combination problem that has been proven to be an NP-hard problem [1] . When solving such problems, the solution space will explode as the scale expands in the search area. Thereby, metaheuristic algorithms are applied to find the feasible solutions in a reasonable time. As a classical metaheuristic algorithm, PSO is similar to other evolutionary algorithms such as genetic algorithm (GA) [2, 3] , ant colony optimization algorithm (ACO) [4] , firefly algorithm (FA) [5] , and artificial fish swarm algorithm (AFSA) [6] . The common characteristic of above-mentioned algorithms is to simulate a certain feature of a natural creature to search randomly through the solution space. Compared with other algorithms, PSO has fewer control parameters, better convergence, and better ability of searching global solution and is easy to implement, and hence it is suitable to solve the combinatorial optimization problems [7, 8] .
To our knowledge, when PSO pursues the global optimal solution, it tends to ignore some local optimal solutions, which leads to fast convergence [9] . So, it needs to take measures to strengthen PSO's local search. In [10] [11] [12] , local search strategies were introduced to find the optimal value in which the search direction of particles was controlled and aimed to balance the diversity of the population and the convergence speed of the particle swarm. Similarly a neighborhood-based mutation operator [13] is introduced to enhance the population diversity. However, when the neighborhood radius is too small, it is prone to be trapped in local solution. So, an intermediate disturbance strategy is adopted to jump out of the local optima and to strengthen the global exploration ability.
The main contributions of this article could be summarized as follows:
(1) A new PSO algorithm is developed to solve OCSLAP, in which a neighborhood-based mutation operator and an intermediate disturbance strategy are introduced to balance the local exploitation and global exploration ability.
(2) Infeasible solutions are transformed into feasible ones through a repairing strategy in which all the particles are repeatedly initialized or constantly adjusted according to the constraints until all the constraints are satisfied during initialization. At the same time, the lowest stack principle is introduced into the repairing strategy to balance the number of containers among different bays.
(3) A series of small and medium scale OCSLAPs are solved to illustrate the effectiveness of the proposed algorithm. And results also prove that the proposed PSO algorithm performs better than GA and traditional PSO.
The rest of this paper is organized as follows. A systematic review of OCSLAP and particle swarm optimization methodology in the literature is provided in Section 2. Section 3 summarizes the assumptions, determines key decision variables, and then establishes a mathematical model. Then, the new PSO algorithm is proposed in Section 4 and numerical experiments are addressed in Section 5. Finally, Section 6 presents the concluding remarks and potential research directions.
Literature Reviews
In recent years, OCSLAP has attracted considerable practical and academic attention due to a series of challenges such as the uncertainty of loading sequences, irregular distribution of outbound containers, temporary changes to the stowage plan, and the ever-increasing size of container ships.
In [14] , considering the uncertainty of weight distribution for containers, a dynamic programming model was formulated to determine the specific location to minimize the number of reshuffles for loading operation. In [15] , the authors improved the model proposed by Kim et al. [14] , in which corresponding decision rules were derived based on the transformed dynamic programming model, aiming at minimizing the number of reshuffles. Based on the model proposed by Kim et al. [14] and Zhang et al. [15] , Zhang et al. proposed two conservative allocation models in which rollout algorithm and a group-based stacking (GS) were used to solve models. Numerical experiments indicated that the improved model was superior to the original model of Kim et al. [14] and Zhang et al. [15] . In [16] , a mixed integer programming model was established with the goal of minimizing the travel distance and the imbalance of the number of outbound containers in the first stage. In the second stage, a hybrid sequence stacking algorithm (HSSA) was applied to solve OCSLAP. From the results, it could be seen that HSSA was better than random stacking algorithm (RSA) and vertical stacking algorithm (VSA). In [17] , the authors studied the detailed location of outbound containers at storage yard and computed the number of relocations movements assuming the worst case scenario and the distance travelled by internal trucks. Subsequently, a smart-relocation heuristic (SR) was proposed to solve this problem. In [18] , the authors used the outer-inner cellular automaton method to solve the problem of choosing a certain bay and choosing proper slots for containers, in which these two problems were used as an integrated optimization process.
Different from the literature of Hu et al. [18] which goal was to minimize the number of reshuffles when solving the problem of choosing detailed location, this article only focuses on the problem of choosing proper slots, aiming at multiple influencing factors, including the number of reshuffles, the travel distance of internal truck, and the imbalance of the number of containers among bays. In addition, OCSLAP in this study is of combinatorial and NP-hard nature, so PSO, as a mature metaheuristic algorithm, is adopted to get satisfactory solution. There are two reasons why PSO is applied to solve OCSLAP. One is that PSO has been successfully applied to solve a series of combinatorial problems [19] [20] [21] and has been proven to achieve very efficient performance [22, 23] . The other is that, compared to other evolutionary algorithms such as GA and ACO, PSO has fewer operation parameters, easier adjustment, better ability of searching global solution, and faster convergence speed [24] .
However, many literatures have also proved that PSO has a disadvantage of fast convergence [25] [26] [27] . Relevant literature studies have found that enhancing population diversity is an effective strategy to prevent premature of PSO algorithm. For instance, Gülcü et al. [28] proposed multiswarm strategy and parallel strategy to enrich the diversity of the population. In [29] , position mutation strategy was employed to retain the swarm diversity. Farnad et al. [30] applied a new hybrid method by a combination of three population based algorithms such as GA, PSO, and Symbiotic Organisms Search (SOS), in which mutualism phase was introduced to produce more warms. In [31] , PSO could maintain a good diversity by performing crossover on the personal historical best position of each particle. Similarly, in [10, 32, 33] , some strategies were also introduced to enhance population diversity. Consistent with the previous research, this study applies neighborhood-based mutation operator to balance the diversity of the population and convergence of PSO.
Executing neighborhood-based mutation operator can strengthen local exploitation abilities, but it also has the disadvantage of trapping into local solutions if the neighborhood radius is not chosen properly. Therefore, measures need to be taken to jump out of local solutions within a certain probability to achieve global optimality, which is good for maintaining the balance between local exploitation and global exploration abilities. Meanwhile, the existing literatures have also proposed various kinds of disturbance strategies. In [34] , the genetic disturbance including simulated binary crossover and polynomial mutation was used to cross the corresponding particle in the external archive and generate new individuals, which would improve the swarm ability to escape from the local optima. Wang et al. [35] employed an adaptive mutation strategy to help trapped particles escape from local minima. Wu [36] used Cauchy operator to correct direction of particle velocity, improving the capacity of the global search of the algorithm. Similarly, Liang et al. [37] put forward a novel mutation disturbance to effectively avoid the phenomenon of falling into local optimal, in which all particles could search the solution space in larger range. Zhang et al. [25] applied the chaos optimization to make the improved PSO algorithm jumping out of the local optimal solution. In [38] , the enhanced weighted quantum PSO (EWQPSO) was developed to perform the design of the supershaped lens antennas yielding optimal antenna performance. Since EWQPSO permitted all particles to have a quantum behavior and no velocities for particles are needed, the particles were guided to search the global optimal solution. Many improved approaches to escape from the local optima were also discussed in the literatures [39] [40] [41] [42] . As far as the above literatures are concerned, two approaches could be taken to jump out of the local solution and hence to strengthen the global exploration ability: one is to interfere with the position of the particle swarm, and the other is to change the velocity of the particles. In this study, the first approach is adopted in which the position of the particle swarm is interfered by introducing an intermediate disturbance strategy to quickly escape from the local solution.
In conclusion, OCSLAP has been endowed with new meaning in the circumstance of container ship scale-up and container port automation, and research on PSO with neighbourhood-based mutation operator and intermediate disturbance strategy in OCSLAP domain is still in its infancy stage. Therefore, it is of both theoretical and practical significance to research on the proposed algorithm for OCSLAP.
Model Formulation
. . Problem Description. Storage operation of outbound containers refers to the detailed location assignment according to a series of rules before loading onto ships. Outbound containers enter from the gate or crossdocking ship and are transported directly by the special vehicle to container yard before ship's arrival. At the same time, the load planners will also arrange the corresponding location according to quantity, weight information, and ship destinations of outbound containers. In general, the stowage plan should not be disturbed at will as it will cause a large number of reshuffles, resulting in huge operation costs. So it is of great practical significance to solve OCSLAP by scientific approaches for the sake of port operation efficiency and competitiveness.
In a container yard, one block consists of many bays and one bay contains a series of stacks. Assume that a batch of outbound containers will be assigned to specific locations in two bays. As is shown in Figure 1 (a), block A is composed of multiple bays from A1 to A8. Five outbound containers are B, C, D, E, and F, respectively, and their arrival sequence is 3, 1, 5, 2, and 4. Figure 1 (b) shows the stacking status in bays A7 and A8 after outbound containers enter into the yard and the shaded squares represent the previously existing containers. From the above description, it could be concluded that finding the appropriate empty slots in each stack is the key to solve OCSLAP. For outbound containers location assignment, three important goals, which are the number of reshuffles, the distance between the internal truck and the berth, and the number of containers in different bays, should be considered so as to improve the loading efficiency and reduce waiting time of vessels.
In order to speed up the loading process, outbound containers are usually transported directly to the yard for location selection. First, the specific position in one bay determines the moving cost of the internal truck between in the yard side and quayside. Therefore, the first goal of this problem is to minimize the travel distance of the internal truck. Second, the order of picking up outbound containers is opposite to the stacking sequence, which greatly affects the loading efficiency of vessels. In the preparation for loading shipment, to obtain a better stacking strategy, it is necessary to reduce the number of reshuffles so that the containers can be loaded in the original loading order. So, the second goal of this problem is to minimize the number of reshuffles. Finally, when the detailed location of outbound containers is arranged, it is necessary to ensure that a series of equipment such as gantry cranes and trucks is protected from traffic congestion. To this end, the third goal is to maintain the balance of the number of containers among bays as uniformly as possible. . . Assumptions. Mathematical models in this paper are established on the following assumptions:
(1) Outbound containers and inbound containers are not mixed up in the storage location assignment process. No matter the traditional Asian port layout where the queue line is parallel to the storage yard or the European port layout where the queue line is perpendicular to the storage yard which is adopted by most automated container ports, containers of different features are usually stored separately, e.g., empty and heavy containers, inbound and outbound containers, and twenty feet and forty feet containers. Therefore, the first assumption is valid even in automated container ports.
(2) Only one size of outbound containers (i.e., Forty Equivalent Unit, FEU) is considered. This assumption is based on the observation that containers of the same size are usually stored in the same bay and containers of different size in different bays. To facilitate the theoretical research, only FEU is considered in this paper.
(3) Container ship stowage plan is known in advance and does not change arbitrarily. In practice, the stowage plan is influenced by many factors like custom inspection quantity and speed and ship harboring process. Hence it is not fully determined until the ship is securely harbored in the port and the custom is completely cleared. However, more than 80-90% of the containers usually arrive in the port storage yard by then. Therefore, it does not hurt to assume that the stowage plan is known and determined in advance.
(4) The weight levels of outbound containers are known in advance before shipments and the arrival sequence of outbound containers is generated randomly which is in accordance with the practical statistical data analysis results of Guangdong-Hong Kong-Macao Greater Bay Area container ports.
(5) The incoming outbound containers satisfy the first-in first-stacking discipline and the initial status of bays is empty.
(6) To ensure the stability of the vessel at the time of loading (the heavy container is loaded on the bottom layer as much as possible to lower the vessel's center of gravity), the container that is usually stacked on the storage yard should follow the principle that the heavier container is on the upper locations and the lighter container in the lower. If this principle is violated, reshuffles will occur, as manifested in Figure 2. (The larger numbers indicate weight levels and the subscript numbers arrival order of outbound containers.) The total number of reshuffles is 4. The OCSLAP model can be formulated as follows:
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Objective (1) is for the minimization of the travel distance of internal truck. Objective (2) is to minimize the number of reshuffles. Objective (3) indicates that the number of containers among bays needs to be balanced. The global objective is normalized using min-max normalization method and is shown as equation (4) . Constraint (5) ensures that one container can only be located at one location exactly. Constraint (6) guarantees that no container can stack above an empty location in the same stack. Constraint (7) indicates that one location can be occupied by no more than one container. Constraint (8) states that the number of containers does not exceed the capacity of the bay. Constraint (9) defines the workload in each bay. Constraint (10) ensures that the stacking order of outbound containers above the second floor should be no less than that of outbound containers below it. Constraint (11) represents the constraint condition satisfied 
The Proposed Algorithm
. . e Basic Principle of the Proposed Algorithm. Particle swarm optimization (PSO), derived from the study of bird flocking, is a population-based stochastic search method proposed by Kennedy et al. [43] . For the D-dimension problem, PSO algorithm maintains particles and each particle i (1≤ i≤ m) has a position vector = [ 1 , 2 . In PSO, a candidate solution is represented as a particle. And each particle adapts its search patterns combined self-experiences and social experiences. Moreover, the vectors +1 and V +1 are updated using the following formula:
where is the inertia weight which decides convergence speed of PSO. Coefficients 1 and 2 are acceleration constants named the cognitive and social parameter, respectively. rand 1 and rand 2 represent two randomly generated numbers in the range [0, 1].
As is well known, classical PSO is prone to premature convergence for the lack of population diversity [44, 45] . Hence, this paper proposes a neighborhood-based mutation operator strategy to enhance the diversity of the population and improve exploitation ability. However, it is prone to trap into local optima, if the radius of neighborhood is too small. Therefore, an intermediate disturbance strategy is introduced to help particle swarm jumping out of local optima by a greater probability and better achieve the global optimal solution.
. . Neighborhood-Based Mutation Operator. Based on the idea of differential evolution (DE), a neighborhood-based mutation operator strategy is obtained and introduced into PSO algorithm in order to achieve the purpose of enhancing population diversity, in which the local neighborhood of each particle could be found through a circular topology.
In Figure 3 , the ring topology of neighborhood is depicted, where there are 16 particles in the swarm and the radius of circular topology is 2. Radius is a nonzero integer, which ranges from 0 to (m-1)/2. According to the previous best particle pbest and two other particles chosen from the R-neighborhood radius of , the neighborhoodbased mutation operator model is defined as follows: are two different particles produced by the th particle through the neighborhood radius ; ,1 and ,2 are random numbers in [0, 1] and ,1 + ,2 =1, which are generated anew in each generation. The search area of +1 is described in Figure 3 . It is clear that is the previous best particle of +1 , so is not on the circle topology. When the optimal solution obtained by using this strategy is close to the global optimal solution, it displays that the algorithm has a smaller jump and better stability. However, if the radius of the particle is not properly selected, it is easy to fall into the local optimal solution. Therefore, it is extremely necessary to introduce an intermediate disturbance strategy to change the position of the particles so that they could quickly jump out of the local solution, thereby obtaining the global optimal solution.
. . Intermediate Disturbance Strategy. To conquer the premature convergence of PSO and to accelerate the convergence of particles, an intermediate disturbance strategy is introduced. The intermediate disturbance strategy was proposed by Grime [46] and developed by Connell in 1978 [47] . Existent literature indicates that if particles are given some disturbances in each iteration, the ability of particle swarms to search the global solution could be greatly improved. Therefore, the position formula of the constructed particle is constructed as follows:
In Eq. (18), the value of is set to 0.35 and in Eq. (17) is set to 0.5, which have been proved to the best choice in [41] . According to the intermediate disturbance theory, a larger disturbance would lead to chaos of particles while a smaller one would make the contribution of PSO weak in global search capability. Hence, the setting of values and is critical to the new PSO algorithm. . . Encoding Representation and Initial Solution. Coding is the key factor affecting PSO algorithm. It could be a string of integers or real numbers. Considering the NPhard combinatorial nature of OCSLAP, stack-based integer encoding representation is adopted in discrete search space. In this encoding scheme, a solution for the problem of assigning containers to locations is represented by an array which length equals the number of containers.
Take seven containers, three stacks, and three tiers, for instance. In Table 1 , the first line represents the number of incoming containers, the second line a solution = [1, 2, 3, 3, 2, 1, 3], and the third line the value of particles randomly generated in the range [1, 3] . The solution indicates that the first and the sixth containers are allocated to stack 1, the second and the fifth containers are allocated to stack 2, and the third, fourth, and seventh containers are allocated to stack 3. The stack number is obtained by a minimum integer conversion that is not less than the particle value itself. For instance, the particle value of the fifth container is 1.32, and the smallest integer more than 1.32 is 2. So, the fifth container is assigned to stack 2.
In this article, initial solution is generated randomly. However, there exists a series of infeasible solution, such as = [1, 2, 2, 3, 2, 1, 2], where the total number of containers assigned to stack 2 exceeds 3. Infeasible solution will reduce the quality of population, so repairing strategy [48] is adopted to improve initial solution to obtain the high-quality initial solution.
In reality, the lowest stack principle [49] is applied to ensure the stability of stacking in container yard. This article incorporates the lowest stack principle into repairing strategy so that the feasible solution obtained is consistent with the actual situation. Combined with stack-based coding, the lowest stack principle means that the number of containers assigned to the specified stack is minimal. Take the infeasible solution = [1, 2, 2, 3, 2, 1, 2] as an example. The total number of containers assigned to stacks 1, 2, and 3 are 2, 4, and 1, respectively. Obviously, the total number of containers assigned to stack 2 exceeds 3. So, it is necessary to use the lowest stack principle to adjust the infeasible solution. Select any container assigned to stack 2 and assign it to stack 3 because the total number of containers assigned to stack 3 is the least. The feasible solution gained is = [1, 2, 3, 3, 2, 1, 2] .
. . Procedure of the Proposed Algorithm. The flowchart of the proposed algorithm is presented in Figure 4 . The detailed steps are as follows:
Step (initialization). Set parameters such as 1 , 2 , m, , k and Maxiter. Initialize the particle position and particle V randomly. Step (treatment of infeasible solutions). Infeasible solutions are adjusted by repairing strategy.
Step (fitness calculation). Compute fitness function (4) and find pbest i and gbest.
Step (particle velocity construction). The particle velocity V is defined through formula (14). Note: TPA stands for the proposed algorithm. "Mean" is the mean of the solutions. "Standard deviation" is abbreviated as "Std". The numbers in italic denote the best solution.
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Step (neighborhood-based mutation operator execution). Calculate +1 by formula (16) to enhance the population diversity.
Step (intermediate disturbance strategy execution). Define the particle position using formula (17) .
Step (update and gbest). First, keep the boundary value of the particle position; then perform repairing strategy and compute the fitness values; finally, update the personal best pbest i and the global best gbest.
Step (termination). If it satisfies the stop criterion, the algorithm terminates; otherwise go to Step 4.
Numerical Experiments
. . Test Functions. In order to assess the performance of the proposed algorithm, a series of benchmark functions are tested, as detailed in Table 2 . Five existing PSO algorithms are used for the comparison, which are CPSO-H k [50] , LPSO [51] , FIPS [52] , CLPSO [53] , and APSO [54] , respectively. In the evaluation, to fairly compare the proposed algorithm with other methods, each algorithm will run independently 30 times. The dimension is set to 30 and the population size in each algorithm is set to 20. The inertia weight linearly deceases from 0.9 to 0.4 and 1 and 2 are initialized to 2.
The results are displayed in Table 3 in terms of the mean and standard deviation of the solutions. And the best results are marked in italic. For the five functions ( 1 -5 ), the results show that the proposed algorithm achieves better solutions than other peer algorithms, which means that the proposed PSO algorithm achieves a balance between exploration and exploitation searches through combining the neighborhood-based mutation operator strategy and the intermediate disturbance strategy. Therefore, in terms of the obtained mean and standard deviation, the proposed algorithm is effective.
. . Parameters Setting. In metaheuristic algorithms, parameter setting is necessary, for it is a critical factor that matters to the convergence and stability of algorithms. The control parameters of PSO are inertia weight , the number of particles m, self-learning factors 1 , social-learning factors The average values of case 2
The average values of case 1 instances, even though the parameters are not the optimal setting for all instances. Each instance is run for 30 times. All experiments are run in Windows 10 on a desktop PC with Intel Core i3-4170 CPU, 3.7 GHz processor, and 4.00 GB memory.
Since the larger weight is conducive to jumping out of the local minimum value and facilitating global search and the smaller weight is more conducive to strengthening the local search of the current region and facilitating the convergence of the algorithm, this study adopts the linear weight ( = maxi * ( max-min )/Maxiter, max =0.9, max =0.4) to balance the global search capability and local exploitation ability. Other parameters used in the experiments are listed in Table 2 . Seven scenarios with each of 420 instances are solved by the proposed algorithm. Column 1 represents different scenarios, columns 2-5 represent different parameters including m, 1 , 2 and Maxiter, and the remaining columns represent the average values (Avg), the optimal values (Opt), and standard deviation (Std) generated by different cases. It can be observed from Table 4 and Figure 5 that the results produced in the fifth scenario are the best in terms of the average values, the optimal values, and standard deviation. So, in the following section, parameters are set as follows: 1 = 2 =2, =0.9-i * 0.5/Maxiter, m=100, and Maxiter=200.
. . Comparative Analysis. In this part, the proposed method is applied to solve a real case, which comes from a small and medium terminal in China. According to the actual investigation of Guangdong-Hong Kong-Macao Greater Bay Area, this paper sets the max stack height to 6 in one bay, and a series of small and medium-sized cases are tested. The results are displayed in Table 5 and Figures 6 and 7 .
In Table 5 , column 1 indicates bay×stack×tier and the number of containers, columns 2-4 indicate different algorithms including TPA, PSO, and GA, and columns 5-6 indicate improved efficiency. The numbers in italic denote the best values. It can be observed that the proposed algorithm is superior to other two approaches in terms of the optimal solution. At the same time, compared with the traditional PSO, the results gained by the proposed algorithm are greatly improved, about 38% less than the previous results and about 58% less than results by GA. In addition, it can be seen from Figure 6 that the average values and standard deviations gained by the proposed algorithm are smaller than those of the other two algorithms, demonstrating that the proposed algorithm has a better effect and stability than PSO and GA. But, in Figure 7 , it is clear that the proposed algorithm consumes more time than PSO and GA regardless of the number of containers. The reason for this is that, to make sure that the efficient solution is obtained, the lowest stack principle is executed twice during Matlab program. The above results indicate that the proposed algorithm could be used to solve OCSLAP of small and medium terminals.
. . Discussion. Comparative trend graphs of convergence of both general PSO and proposed algorithm with 200 simulation iterations are displayed in Figure 8 . Both curves follow a downward trend, in which PSO and the proposed algorithm reach the optimal solution when it is 168 and 105 iterations, respectively, which means that the proposed algorithm has relatively good convergence ability. The main reason of this phenomenon is that when the particle swarm begins to fall into the local solution, the intermediate disturbance strategy is applied to the particle swarm, and the particle could quickly jump out of the local solution with a certain probability which results in finding the global optimal solution with fewer iterations. In addition, the repairing strategy is prone to a sudden drop in the curve. In summary, the proposed algorithm is able to balance the exploitation and exploration capabilities and is an effective algorithm. A set of experiments employing the proposed algorithm are performed and the detailed results are presented in Table 6 . As expected, the value of 3 is relatively small because the number of containers in the bay can be adjusted through the lowest stack strategy. For instance, for the "7 × 6 × 3 (110)" scenario, the imbalance of the number of containers among 7 bays is 4. Another important observation is that, for the same bay size, the more the number of containers, the larger the values of 1 and 2 . For the "2 × 6 × 6 (65)" and "2 × 6 × 6 (70)" problem scale, the values of 2 (i.e., the number of reshuffles) are 14 and 22, respectively. There is little difference in the number of containers, while there is a big difference in the number of reshuffles, which may be caused by higher bay utilization rate. In other words, the higher the bay utilization rate, the more the number of reshuffles. Hence, it is necessary to choose the appropriate bay utilization rate to reduce the number of reshuffles when solving OCSLAP.
Conclusions
In this paper, the proposed PSO algorithm is applied to solve OCSLAP. Computational results indicate that, in the small and medium scale, the target function value obtained by the proposed algorithm is much smaller than PSO and GA and its improvement efficiency is 38% and 58%, respectively. In addition, results also prove that the proposed algorithm could solve combinatorial problems well.
This study could be further extended from the following perspectives. First, a new intelligent algorithm that is treeseed algorithm (TSA) could be considered to solve OCSLAP, because the TSA has two different search equations and, for each tree, more than one seed (candidate solution) is created and these equations and seed production mechanism could provide balanced local and global search capability [55] . Second, some uncertain factors such as the uncertainty of container weight level information and outbound container arrival time could be considered when solving OCSLAP so that it is consistent with the practical operations.
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