Due to the manifold ranking method has a significant effect on the ranking of unknown data based on known data by using a weighted network, many researchers use the manifold ranking method to solve the document summarization task. However, their models only consider the original features but ignore the semantic features of sentences when they construct the weighted networks for the manifold ranking method. To solve this problem, we proposed two improved models based on the manifold ranking method. One is combining the topic model and manifold ranking method (JTMMR) to solve the document summarization task. This model not only uses the original feature, but also uses the semantic feature to represent the document, which can improve the accuracy of the manifold ranking method. The other one is combining the lifelong topic model and manifold ranking method (JLTMMR). On the basis of the JTMMR, this model adds the constraint of knowledge to improve the quality of the topic. At the same time, we also add the constraint of the relationship between documents to dig out a better document semantic features. The JTMMR model can improve the effect of the manifold ranking method by using the better semantic feature. Experiments show that our models can achieve a better result than other baseline models for multi-document summarization task. At the same time, our models also have a good performance on the single document summarization task. After combining with a few basic surface features, our model significantly outperforms some model based on deep learning in recent years. After that, we also do an exploring work for lifelong machine learning by analyzing the effect of adding feedback. Experiments show that the effect of adding feedback to our model is significant.
Introduction
With the rapid development of the Internet, the Internet has become an important carrier of current information. The emergence of social networks allows people to publish and share information on the Internet, such as current news, blog posts, personal feeling, etc. According to the statistics of IDC, the amount of Internet data has jumped to the ZB level (1ZB = 2 40 GB) since 2010, and it is expected to reach 40ZB by 2020. At the same time, people are increasingly relying on search engines to obtain the required Internet information, but search engines cannot effectively solve the problem of information overload. On the Internet, there are a large number of web pages with the same theme or similar content. Especially in news, many media often have similar attitudes toward the same thing, which leads to the content from different media is roughly the same. When a user enters a keyword on a search engine, the search engine often returns redundant, one-sided and contaminated information. Therefore, it is important to figure out how to extract common key information and information that users are interested in from the same type of document under the same topic, and retain their own difference information, which can help users to get the useful information on the Internet more effectively. Document summarization technology is an important application field of natural language processing. Its main purpose is to generate a summary by automatically write and rewrite original documents. This technology can help people to comprehend the content of natural language documents in a general way and can present important information in massive documents more quickly and accurately, which can solve the problem of information overload. With the development of document summarization, it has also been widely applied to various fields, including text classification (Shen, Douet al. 2004) , information retrieval (Glavašet al. 2014) , question answering system (Morita, Hajimeet al. 2012) , etc. These applications can make search engines faster and better present the results that users want.
With the increasing amount of data, document summarization models based on a single batch of corpus training have been unable to adapt to the needs of users because the time and space complexity of models are often more than O(n 2 ). For massive data, such complexity often means inefficient, and in some application scenarios it is unacceptable. These years, the method of document summarization has also been improved. For example, researchers proposed many methods based on statistical features (Ferreira, Rafaelet al. 2014) , lexical chains (Li, Jinget al. 2007) and graph ranking (Litvak, Marinaet al. 2008 ) to generate summary. With the rise of deep learning, there are also many document summarization methods by using deep learning (Zhang, Yonget al. 2017; Li, Piji et al. 2017; Li, Piji et al. 2017) , which can make the effect of document summarization increasing. However, these methods are based on the training of a single batch of corpus and do not adapt well to the rapid development of Internet data.
In order to solve the above problem, a method based on lifelong machine learning is used here, so that the machine can use a "brain" like a human, continuously accumulate knowledge, and apply knowledge to the following tasks to improve the effect of subsequent tasks. The method of lifelong machine learning is more in line with the current explosive growth in the volume of information data on the Internet. It is consistent with human learning because the method can continue to run continuously with an increasing amount of information, and generate summary more accurately, efficiently, and comprehensively. Therefore, lifelong machine learning methods are necessary for document summarization tasks.
We first combined the non-negative matrix factorization topic model and the manifold ranking model (JTMMR) to modify the generation of weighted matrix by introducing deep semantic features into the manifold ranking, so as to improve the accuracy of sentence ranking scores by manifold ranking. Then, we propose a lifelong topic model to replace the non-negative matrix factorization topic model in the JTMMR model. It can not only constrain the generation of the topic-toword relationship to improve the quality of topic but also join the constraints of document relationships to mine better document semantic features by introducing knowledge to the JTMMR model. Combined with the lifelong topic model and the manifold ranking model (JLTMMR), using better deep semantic features, construct a weighted matrix of manifold sorting to improve the effect of manifold sorting on the significance of sentence scoring. Extensive experiments prove that our models can combine the advantage of topic model and manifold ranking method to achieve a better result.
In a nutshell, the contributions are threefold as below:
(1) JTMMR In the study of the algorithm, we present our proposed joint topic model and manifold ranking method (JTMMR) for document summarization. It combines the advantage of semantic features and original features of documents. It has been proved to enhance the quality of summary with 1% to 2% on ROUGE F-measure.
(2) Lifelong Topic Model We propose a lifelong topic model by adding the constraint of knowledge and document relationship. It can improve the performance of topic model in the short text environment and make the topic model more suitable for the big data.
(3) JLTMMR We use the lifelong topic model to replace the non-negative matrix factorization topic model in the JTMMR model, and then combine the lifelong topic model and manifold ranking methods (JLTMMR) to generate the summary. In addition, we add the statistical features (SF) to the JLTMMR model in the calculation of the sentence saliency. At analysis of measures, our method is better than most of the baseline model in multi-document summarization task and achieve the third place results on ROUGE-2 in single-document summarization task.
The rest of this paper is organized as follows. Section 2 gives an introduction about related work. The model of the JTMMR is described in Section 3. In Section 4, we propose the JLTMMR model by changing topic model in JTMMR model to lifelong topic model. Section 5 provides a numerical example and compares the quality of summary among all alternatives. The conclusions are provided in Section 6.
Related work

Non-negative Matrix Factorization Based Topic Model
The non-negative matrix factorization (NMF) method (Lee, Daniel Det al. 1999) assumes that the original matrix can be decomposed into the product of two nonnegative matrices. It always uses to mine the semantic topic features. Suppose there is a text dataset containing N documents. Then the document can be obtained by word segmentation, removal of stopwords, and tense changing. After that, we can get a vocabulary containing M words. Thus, each document consists of an M-dimensional vector, and the weight of each vector is calculated by TFIDF (Salton, Gerard Let al. 1988) . The document dataset can be represented as a word-to-document matrix D with a dimension of M * N . In the decomposition process, we hope to split D into the product of the two matrices U and V , while limiting the values of all elements in U and V to be non-negative. The dimension of the U matrix is M * K, which represents the distribution of words under the topic. The dimension of the V matrix is K * N , which represents the distribution of topics under the document. After the non-negative matrix factorization, the document matrix is represented by the implicit semantic features. This will not only reduce the amount of computation through dimensionality reduction, but also excavate the implicit semantic features of the document.
Lifelong Machine Learning
The lifelong machine learning method (Silver, Daniel Let al. 2013 ) is an advanced machine learning method that can learn continuously, accumulate the knowledge learned in the previous task and use the knowledge to help the learning of future tasks. Given a set of tasks T = T 1 , T 1 , ..., T N , corresponding to the datasets D = D 1 , D 2 , ..., D N for each task. Between each task, there is a shared knowledge base. Then for the next task T N +1 , it will use the knowledge learned by the previous N tasks and stored on the shared knowledge base to training the model of task T N +1 . After the training is completed, the knowledge learned this time is stored and updated in the knowledge base. The process of updating knowledge can be continuously checked, questioned, and tapped to explore higher levels of knowledge. In this process, models (learners) have more and more knowledge and can learn efficiently.
Learning ability is one of the hallmarks of human intelligence. However, there are many machine learning methods do not try to preserve the learned knowledge and use it in future learning. Although this kind of isolated machine learning method has been very successful, it requires a large number of training examples and it is only suitable for clearly defined and narrow tasks (Chen, Zhiyuanet al. 2016) . In contrast, as humans, we can learn new knowledge by using little data because we have accumulated a lot of knowledge in the past. Lifelong machine learning is designed to enable the machine to have the same learning ability as human beings to enhance the learning effect. It is clearly that lifelong machine learning has the following core elements: (1) It can be carried out continuously; (2) It can excavate knowledge and store knowledge; (3) It can use the knowledge learned in the past to help the later learning. The lifelong machine learning method has now been applied to supervised learning tasks (Chen, Zhiyuanet al. 2015; Ruvolo, Paulet al. 2013) , unsupervised learning tasks (Chen, Zhiyuan et al. 2014) , semi-supervised learning tasks (Carlson, Andrew and Betteridge et al. 2010; Movshovitz-Attias et al. 2012) and reinforcement learning tasks (Fernándezet al. 2013 ).
Manifold Ranking
The manifold ranking method (Zhou, Dennyet al. 2004; Zhou, Dennyet al. 2004 ) is a general sorting algorithm. The algorithm was originally used to sort data points to determine its underlying manifold structure. Manifolding is based on the following two assumptions: (1) Adjacent points have approximate ranking scores; (2) Points on the same type of structure (e.g., belonging to the same cluster or the same manifold structure) also have approximate ranking scores. The detail of manifold ranking is to form a weighted network on the dataset by assigning a positive score to each known related point and assigning a zero score to the data points of the remaining unknown scores. Then all points pass their scores through the weighted network to the neighboring nodes. By repeating this propagation process until the global stable state is reached, the final ranking score for all points is obtained. It is mainly applied to text categorization (Zhou, Dennyet al. 2004) , document sorting (Zhou, Dennyet al. 2004) , query recommendation (ZHU, Xiaofeiet al. 2011), handwritten digit recognition (Zhou, Dennyet al. 2004 ) and image saliency detection (Yang, Chuanet al. 2013 ).
Document Summarization
For document summarization technology, there are different divisions according to their different characteristics. Normally, there are two divisions most commonly used by researches. One is dividing document summarization into single document summarization and multi-document summarization according to the number of input documents; the other is dividing into extractive document summarization and abstractive document summarization based on the relationship between generated summaries and original texts. The main purpose of extractive document summarization is to generate the final summary by directly extracting the sentence in the document. The main reason is that the sentences in the document are consistent, coherent, smooth and no grammatical errors. What's more, the extractive document summarization is easy for machine to generate summary so there are many models for extractive document summarization tasks.
The main purpose of abstractive document summarization is to understand the original document through natural language processing techniques, including shallow and deep understanding. Then based on the words in the original document as a basic unit, doing some operations like the word reorganization, replacement, synthesis and other operations, to generate the final summary. It is obvious that the abstractive document summarization can generate summary in a more humanlike way than the extractive document summarization. At present, researchers are always using deep neural network to generate abstractive summary.
3 Joint topic model and manifold ranking method for document summarization
Problem Statement
Extractive document summarization is the common solution for document summarization tasks, especially for multi-document summarization tasks. For example, Wan et al. (2007) proposed a novel method to deal with the multi-document summarization task. The method can rank the importance of sentences by using manifold ranking. It mainly includes two steps: (1) Use manifold ranking to calculate the ranking scores for each sentence, where the score indicate the information richness of a sentence; (2) based on the manifold-ranking scores, it imposes a diversity of penalties to obtain the final ranking score of each sentence to reflect the richness of information and the novelty of information. However, the method of calculating the similarity between documents relies on the document representation method from word-to-document space. This method can only measure the co-occurrence of words between the surface words and cannot express the deep semantic of words. There are certain deficiencies.
In order to solve the above problems, we propose an document summarization model based on non-negative matrix factorization topic model and manifold ranking method. It not only uses the surface features of documents but also uses the semantic features to generate the better summary.
Modeling: JTMMR
In manifold ranking, you need to construct a weighted network by using data points. For extractive document summarization tasks, the sentences in the document can be considered as their data points. Similarly, for a topic-focused multi-document document summarization task, the topic description sentence is also one of the data points, and the data point has an indicating effect. Therefore, for a document summarization task, it can be defined as follows: Given a weighted network G = (X, E), where X = x 1 , x 2 , ..., x N +1 are the data points in the network and E is the edge between points. N is the number of sentences in the document and N + 1 represents the total number of sentences after adding a topic description sentence to the sentence in the document. Therefore, by constructing a weighted matrix and updating equations of the manifold order, the ranking scores of each sentence can be obtained. We also define a vector Y = y 1 , y 2 , ..., y N +1 , in which y 1 = 1 because x 1 is the topic sentence and y i = 0(2 ≥ i ≥ N + 1) for all the sentences in the documents. We can get a loss function by joint non-negative topic model and manifold ranking method (JTMMR) as follow:
(1) where β is an orthogonal constraint hyper-parameter, the greater the value, the more independent between topics, and λ is a sparse constraint hyper-parameter for V matrix.
In order to joint the surface features of the original document and the semantic features between the documents, we define the formula for calculating the weighted matrix W in the manifold ranking as follows:
where cos(V * i , V * j ) represent the cosine similarity of each document at the semantic level; cos(A * i , A * j ) represent the cosine similarity of the surface feature level of the original document; the SS matrix is the word unigram overlap matrix between the sentences, and it also belongs to the feature of the original document. Its definition is as follows:
By using three hyper-parameters α V , α A , α overlap , we can control the proportion of original document features and deep semantic features.
Algorithm Derivations
With respect to the optimization problem 1, it is nonconvex so there is not a global solution. However, we can seek for a local minimal for the practical applications. We can get the derivative of L to U is
Then we adopt the gradient descent method for each (ij)-th variable of U and V as below: Use manifold ranking method to get ranking score f ;
Finally, we can use the JTMMR model to get the ranking score of each sentence. The corresponding algorithm for our proposed method is designed in Algo. 1:
Summary Generation
The quality of a summary is mainly reflected in three places: salience, redundancy, and fluency. Since we use the combination of the non-negative matrix factorization topic model and the manifold ranking method proposed in this paper, we can sort sentences according their saliency. In addition, the sentence we extract as the summary is the original sentence in the document, so the fluency of the summary can be guaranteed. It means that the main problem of the summary generation is the sentence redundancy. We use the MMR method similar to the paper (Wan, Xiaojunet al. 2007) . It is because the MMR method is easy to implement, and the computational complexity is not high. The MMR algorithm we used to generate the summary is in Algo. 2.
4 Joint lifelong topic model and manifold ranking method for document summarization
Lifelong Topic Model Based on Non-negative Matrix Factorization
Problem Statement
The NMF topic model only focus on a single batch data and it cannot handle big data because of its time complexity. Moreover, each sentence is regarded as a document in the model for extractive document summarization task, while each sentence is often short. The short text problem will limit the performance of topic model (Yan, Xiaohuiet al. 2013 ) because the co-occurrence of words in the document is too few. It is the reason why the further improvement of the JTMMR model we proposed in Section 3 is limited. In order to solve the above problems, we propose a lifelong topic model, which
add the S max fi with the highest score to the summary Ψ, Ψ=Ψ ∪ S max fi ; 6 update the ranking score of sentence 
Modeling: LTM
Given a set of documents, which contains N documents, and all the documents are word segmented to get a vocabulary with M words. Then, we can form a documentto-word feature matrix A according to the format of TFIDF value. To increase the orthogonal constraints of the U matrix (word-to-topic) and the sparseness constraints of the V matrix (topic-to-document) in the model, we can get:
In order to transform the non-negative matrix factorization topic model into a lifelong topic model, we add the knowledge constraint and the constraints between document relationships to the model:
where O represents the knowledge. Here, we use is the number of co-occurrence word pairs in the subject. We use the top 10 keywords with the largest weight to represent each topic. Thus, the O matrix is specifically defined as follows:
previous task topic w∈{wordmap}
It means the lifelong topic model will store word pairs for the top 10 words of each topic into the knowledge in the past tasks. This kind of co-occurrence relationship of words can constrain the generation of U matrix by the non-negative matrix factorization topic model, making the relationship between the generated topicsto-words more accurate. Q represents the constraints between document relationships:
We can see that we have transformed the non-negative matrix factorization topic model to a lifelong topic model. The only difference between non-negative matrix factorization topic model and lifelong topic model is that we have added four constraints to the objective function. So the derivation is similar to the non-negative matrix factorization. 
Algorithm Derivations
With respect to the optimization problem 9, it is nonconvex so there is not a global solution. However, we can seek for a local minimal for the practical applications. We can get the derivative of L to U is
Then we adopt the gradient descent method for each (ij)-th variable of U and V as below:
Finally, the algorithm of lifelong topic model is in Algo. 3.
Joint Lifelong Topic Model and Manifold Ranking for Document Summarization
Problem Statement
Similar to the JTMMR model we proposed in Section 3, we use the lifelong topic model to replace the non-negative matrix factorization topic model in the JTMMR model, decompose the original document, and then use the original features of the document and the semantic features to better represent documents. The result of the document representation is then used to generate the saliency of the sentence by manifold ranking. After obtaining the ranking score of sentences, we will adjust the lifelong topic model. Iterate lifelong topic model and manifold ranking until convergence, and finally the local optimal solution could be achieved.
Modeling: JLTMMR
We use the lifelong topic model to replace the non-negative matrix factorization topic model in the JTMMR model, and then combine the lifelong topic model and manifold ranking methods (JLTMMR) to obtain the following optimized equation:
where Q represents priori condition of the documents relationship:
In addition, in order to enhance the role of ranking score for lifelong topic model, a weighted matrix R is added to the model.
Overall, the final optimized equation of JLTMMR is as follows:
Algorithm Derivations
With respect to the optimization problem 19, it is nonconvex so there is not a global solution. However, we can seek for a local minimal for the practical applications. We can get the derivative of L to U is
(21) Then we adopt the gradient descent method for each (ij)-th variable of U and V as below:
Finally, we can use the JLTMMR model to get the ranking score of each sentence. The algorithm is in Algo. 4.
Summary Generation
Here we also use the MMR method in the JTMMR model to generate the summary. For the calculation of the sentence saliency, we use the statistical features (SF) 
Average term frequency. T F (w) is the term frequency of word w
The similarity between topic sentence S t and sentence S i
The unigram overlap between topic sentence S t and sentence S i relative to S t
The unigram overlap between topic sentence S t and sentence S i relative to S i f pos (S i ) Position of S i in its document similar to the paper (Ren, Pengjieet al. 2017 ) except for the sentence scores generated in the JLTMMR model, as shown in Table 1 .
The final ranking score of JLTMMR+SF is as follows: Table 2 .
The DUC 2005, DUC 2006 and DUC 2007 datasets are for query-focused multidocument summarization. The documents are from the news domain and grouped into thematic clusters. There is a short topic statement in each cluster and the topic statement could be in the form of a question or set of related questions and could include background information that the assessor thought would help clarify his/her information need. The NLPCC 2015 dataset is for single document summarization. The document is from Chinese news articles which posted on Sina Weibo.
Data processing
For each document cluster, we concatenate all the documents and split them into sentences by using the tool provided in the DUC 2003 dataset 5 . After that, we use the data processing step which is similar to the paper (Wan, Xiaojunet al. 2007 ). Firstly, we remove the dialog sentences and stop words in each sentence. Secondly, for English datasets, the remaining words in each sentence were stemmed by using the Porter's stemmer (Van Rijsbergenet al. 1980) and for Chinese datasets, we use THULAC (THU Lexical Analyzer for Chinese) (Sun, Maosonget al. 2016) for Chinese word segmentation. The statistics of four datasets after data processing is listed in Table 3 .
Evaluation Protocols
(i) Topic Coherence Coherence (Newman, Davidet al. 2010; Lau, Jey Han et al. 2014) was firstly proposed by David Mimno to evaluate the topics performance. Its formulation is as follows:
l ) denotes the number of documents that contains the two terms of a latent topic, while #(v (t) l ) marks the number of documents where the l th term appears. The larger value of coherence it has, the better performance of the topic.
(ii) ROUGE The commonly used evaluation method of document summarization is ROUGE (Recall-Oriented Understudy for Gisting Evaluation) (Lin, Chin-Yew2004), which is also used by the DUC. ROUGE can automatically determine the quality of machinegenerated summary by comparing the manually-edited summary and machinegenerated summary. The ROUGE method measures the quality of the summary by measuring the number of overlapping units between the machine-generated summary and the manually-edited summary, such as N-grams, word sequences, and word pairs. ROUGE-N is used to calculate the degree of overlap by using the N- Manifold ranking based methods MultiMR Multi-modality manifold-ranking method (Wan, Xiaojunet al. 2009) 
JMFMR
Joint matrix factorization and manifold-ranking method (Tan, Jiweiet al. 2015) gram. The formula is as follows:
where n represents the use of N-gram, Count match (gram n ) represents the overlap of N-grams between manually-edited summary and machine-generated summary, Count(gram n ) represents the total number of N-grams. In addition, ROUGE also has ROUGE-W and ROUGE-SU for further measure.
(iii) Human Evaluation Here we use the same human evaluation method as the DUC 2005 (Dang, Hoa Trang2005). We mainly use five semantic quality evaluation criteria: 1) grammati-cally, 2) non-redundancy, 3) referential clarity, 4) focus, 5) structure and coherence. The range of human evaluation score is from 1 to 5, the larger value is better.
Experiment Result
The experiment result of ROUGE is shown in Table 5 and Table 6 . The experiment result of human evaluation is shown in Table 7 .
DUC 2005 dataset
It can be seen that the JLTMMR model has a lot of improvement over the SingleMR which only uses the original features of the sentence, and the JTMMR model which does not use the lifelong topic model. The JLTMMR+SF model obtained by adding statistical features has greatly improved compared to the JLTMMR model. This also shows that statistical features do play a big role in the generation of document summaries. The effect of the JLTMMR+SF model was better than that of all the baseline models including the model based on deep learning of the last 2 years. In the human evaluation results, the gap between them is more obvious.
DUC 2006 dataset
It can be seen that the JLTMMR+SF model achieves the best result except on ROUGE-2, which is less than the AttSum model. It proves that our model with original document features, semantic features and statistical features has a lot of advantages.
DUC 2007 dataset
In DUC 2007 dataset, our JLTMMR+SF model is slightly inferior to the AttSum model. The AttSum model uses a framework of deep learning. It uses CNN+Attention method to learn the distributed representation of sentences and documents. Although the JLTMMR+SF model proposed by us cannot achieve the best result, it also achieves comparable results by comparing with other baseline models.
NLPCC 2015 dataset
In NLPCC 2015 dataset, we can see that JLTMMR+SF only achieve the third place results on ROUGE-2. It is because our model is mainly designed for multi-document summarization task while NLPCC 2015 dataset is a single-document summarization task. In addition, according to the description of the best result (Liu, Maofuet al. 2015) , it can be found that their model is particularly simple. Their model can get a very good result by weighting four statistical features, including word frequency, sentence position, sentence length, sentence and title similarity. This shows that the statistical characteristics is very useful for the document summarization task, especially for single document summarization task. It also shows that our JLTMMR model can be greatly improved after adding statistical features.
Based on the above analysis of the results on each dataset, it can be clearly seen that the model JLTMMR we proposed can improve the performance compared with the JTMMR without using the lifelong learning method. At the same time, our JLTMMR+SF model also has certain advantages over the deep learning model proposed by other scholars in recent years.
Example
We present an example to illustrate our methods at work. It is an instance from the DUC 2007 dataset under topic D0731G. From top-left to bottom-right, it is the Ground truth, Lead, SingleMR, JLTMMR+SF in Fig. 2 . The depth of the color corresponds to the importance of the sentence given by ground truth or models. It is obvious that the JLTMMR+SF model has the best performance.
The Effect of Adding Feedback
The normal processing of machine learning is: (1) dealing with data; (2) training model by using data (with or without tags); (3) predicting unknown data by model. The performance of the model depends on the one shot training because the model will not be changed after training. It will make the model cannot adapt to the development of data. Therefore, some researchers (Stumpf, Simone et al. 2007) propose that adding feedback to the machine learning model can play an important role in improving the model's performance.
It can improve the performance of document summarization task by adding feedback to the machine learning model. For example, Avinesh et al. (2017) proposed a model for multi-document summarization task by learning from user's feedback. The model can better meet the user's needs by adjusting the weight of ILP (Integer Linear Programming) according to the user's selection of the concept. Xu et al. (2009) proposed a model to generate the summary. It can predict the importance of words in document through tracking people's attention when they are reading documents. After that, it can combine the important words together as the abstract of documents. Therefore, we propose a method to simulated adding user feedback to our JLTMMR model.
Firstly, user feedback contains three type of behaviors: Like, Normal, Hate. We generate a user feedback dataset including each sentence in DUC 2005 dataset and DUC 2007 dataset, and their ROUGE value. We split the data into three pieces according to their ROUGE value from big to small. There are one piece of data with the largest ROUGE value denotes the Like behavior while the piece of data with the smallest ROUGE value denotes the Hate behavior, and the rest of data represents Normal. After that, we can get 600 feedback of each behavior to our model. Then we use fasttext model (Joulin, Armandet al. 2016) to train a classification model by using the feedback data. Finally, we can get a classification score by using the classification model on DUC 2006 dataset and combine the manifold ranking score and classification score to generate the final saliency score.
As shown in Fig. 4 , the effect of user feedback on the summary generation of the DUC 2006 dataset was simulated for a continuous 30-days simulation. Due to the cold start problem, we first accumulated the user feedback data for the previous 5 days, and evaluated the feedback results from the 6th day. It can be seen from the figure that with the continuous accumulation of feedback data by users, the summary effect generated by the final model is also showing an upward trend. Due to the instability of the fasttext model caused by the small amount of data, the summary effect will fluctuate up and down, but according to the polynomial fitting of the ROUGE-1 and ROUGE-2 evaluation indicators, the overall trend is still consistent upward. This can show that the knowledge of using user feedback can play a positive role in lifelong learning.
Conclusions and future directions
Our main concern in this work was to study the document summarization task. It can help people to read important information in a large amount of documents more comprehensively, quickly and accurately on the Internet. There are many researchers use the manifold ranking method to solve the document summarization task because it has a significant effect on the ranking of unknown data based on known data by using a weighted network. However, their models only consider the original features but ignore the semantic features of sentences when they construct the weighted networks for the manifold ranking method.
We propose a joint model for document summarization task which is called joint lifelong topic model and manifold ranking (JLTMMR) to solve the problem in manifold ranking. Firstly, we propose a lifelong topic model by adding the constraint of knowledge and the constraint of the relationship between documents to the nonnegative matrix factorization model. It can improve the quality of the topic and dig out a better document semantic features. Secondly, to solve the document summarization task, we combine the lifelong topic model and manifold ranking method (JLTMMR). After that, we also get another model called JLTMMR+SF by adding statistical features to the JLTMMR model. Experiments show that the JLTMMR model and the JLTMMR+SF model can achieve a better result than other baseline models for multi-document summarization task. At the same time, our models also have a good performance on single document summarization task.
Analyzing all the results in this paper, we clearly understood that adding knowledge to our model can not only improve the quality of the topic but also play a positive effect in the document summarization task. What's more, we find that it can achieve a better performance after adding feedback as knowledge to our model. It shows that the effect of adding knowledge to lifelong machine learning model is significant.
The proposed model has some advantages over the existing document summarization models, but there is still a lot of space to improve for the document summarization task.
(1) There is still a lot of work to do for lifelong machine learning. (i) Knowledge representation: In this paper, we use a simple way to represent knowledge by using the co-occurrence relationship of words. However, it has shortcoming because there are lots of knowledge representation for human, including knowledge inference, knowledge graph, knowledge transfer and so on. Thus, it can improve the lifelong machine learning by using a better knowledge representation.
(ii) Knowledge extraction: Is the knowledge always right? For example, the knowledge "apple tastes good" is useful for the task related to fruit, but useless and negative for the task related to computer. Thus, it's an improvement for lifelong machine learning by considing how to extract related knowledge from existing knowledge.
(iii) Knowledge transfer: It's a question worth exploring that how to use the current knowledge to carry out knowledge transfer, so that the model can meet the needs of the new task.
(2) For the document summarization task, we always use ROUGE to evaluate the quality of the abstract produced by machine. However, the formula of ROUGE shows that it dosen't care about the deep semantic relations of abstract. The result is completely different when we use different words to express the same meaning. It has a significant effect on the document summarization task so it is also a hot research topic for document summarization.
(3) The extractive method for document summarization is easily to understand, while the abstractive method is more similar to human ways. However, most of the abstractive method are used for sentence compression task. These models are implemented by using CNN + Attention or RNN + Attention, so how to use them to generate a better summary, is also a hot research topic. 
