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Abstract: In the last few years, the number of devices connected to the Internet has increased
considerably; so has the data interchanged between these devices and the Cloud, as well as energy
consumption and the risk of network congestion. The problem can be alleviated by reducing
communication between Internet-of-Things devices and the Cloud. Recent paradigms, such as Edge
Computing and Fog Computing, propose to move data processing tasks from the Cloud to nearby
devices to where data is produced or consumed. One of the main challenges of these paradigms is to
cope with the heterogeneity of the infrastructures where tasks can be offloaded. This paper presents a
solution for the optimal allocation of computational tasks to edge devices, with the aim of minimizing
the energy consumption of the overall application. The heterogeneity is represented and managed
by using Feature Models, widely employed in Software Product Lines. Given the application and
infrastructure configurations, our Optimal Tasks Assignment Framework generates the optimal task
allocation and resources assignment. The resultant deployment represents the most energy efficient
configuration at load-time, without compromising the user experience. The scalability and energy
saving of the approach are evaluated in the domain of augmented reality applications.
Keywords: edge computing; energy efficiency; Software Product Lines; Internet of Things;
augmented reality
1. Introduction
The evolution of cyber–physical systems [1] and the Internet-of-Things (IoT) [2] is growing,
fostering a massive use of devices ranging from smartphones, personal devices, home appliances,
cloudlets and all kind of wearables sensors up to augmented reality glasses. Mobile Cloud Computing
(MCC) [3], which integrates cloud computing and mobile computing, has empowered mobile devices
with data storage, computational power and extra energy resources provided by the Cloud.
However, the full-scale spread of IoT devices contributed to the dramatic increase of the exchanged
data, which directly affects to the network congestion, provoking the performance degradation of the
purely cloud-based applications, and affecting user experience. Therefore, one of the main challenges
faced by cyber–physical systems is to improve the user experience by reducing the user response
time and power consumption, currently skyrocketed with the popularization of the MCC paradigm.
As a response to this challenge, paradigms such as Edge Computing [4] and Fog Computing [5] were
recently proposed.
Edge Computing is a computing paradigm that brings the advantages and power of the MCC [6]
closer to where the data is created and consulted, by locating data, computation, storage and
applications somewhere between the source of the data and the cloud. Concretely, Multi-access
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Edge Computing (MEC, formerly known as mobile edge computing) [7] delegates some tasks to
proximate computing entities. MEC takes advantage of the large amount of inactive computational
power and distributed storage space in different edge devices (e.g., Wi-Fi routers) located nearby final
users and connected to the same WLAN. The most important benefits of MEC are that it reduces the
communication latency comparing with sending data to the cloud as in MCC, helps to decrease energy
consumption due to communication and computation, and improves the data privacy. Exploiting the
benefits that MEC and MCC can provide is not a trivial issue, due to the heterogeneity of the edge
infrastructure and the mobile devices, and applications’ demands. On the one hand, characteristics
of the devices that can conform the nearby infrastructure (called nodes) are very diverse, in terms of
computational power, RAM capacity, operating system, communication latency, etc. On the other
hand, applications which are composed of a set of tasks can demand different QoS (Quality of Service)
and QoE (Quality of Experience) capabilities, and also may require a specific device or resource. So, it
can be a complex issue to find an appropriate assignment of tasks to nodes, fulfilling dependencies
and requirements, before code offloading. Code offloading, which enhances the apparent capabilities
of resource constrained devices [8], is interesting for developers trying to push ever more complex
algorithms into embedded devices that belong to the IoT. However, the existing efforts and research
directions made in the IoT domain show that they are not mature enough yet to accommodate the
wide variability present in the IoT (standards, devices, network technologies, resources, capabilities)
and still covers only a limited range of application scenarios [9].
In this paper, we present a solution for the optimal allocation of computational tasks to edge
devices minimizing the overall energy consumption of the selected assignment. To manage the
variability that both computational tasks and deployment infrastructures (DIs) we use Feature Models
which are widely employed in Software Product Lines) [10]. The configuration of Feature models allow us
to represent specific applications and deployment infrastructures, which are considered by the Optimal
Tasks Assignment Framework (OTAF) to generate the optimal task allocation and resources assignment
for a given application and infrastructure. The optimization problem is formalized and implemented in
a SMT (Satisfiability Modulo Theory) [11] solver. The resultant deployment of the OTAF represents the
most energy efficient configuration at loadtime without compromising the user experience. Although
our approach can be used with any type of mobile applications, the work presented here is applied to
augmented reality (AR) [12] applications. AR applications are composed by a considerable number of
tasks, many of them computationally expensive and with specific hardware requirements, allowing us
to face a very heterogeneity-rich scenario.There are several works and studies that show the benefits
that edge computing can bring to AR applications; these demand low latency communications and
real-time rendering and processing to offer the better user experience [13–15].
The rest of the paper is organized as follows: Section 2 introduces the background information to
code offloading and poses its challenges. Section 3 presents our solution for information modeling and
code offloading. Section 4 evaluates our approach in the domain of augmented reality applications,
in terms of energy consumption and scalability. Finally, Section 5 presents the conclusions and the
future work.
2. Background and Challenges
Code offloading is a technique commonly used to reduce the computation on the user’s device.
The initial idea behind code offloading in MCC is to transfer computations from a resource-limited
mobile device to resource-rich cloud nodes to improve the performance of mobile application execution.
Some of the potential benefits of code offloading are to shorten the execution time, achieve a reduction
of energy consumption, avoid resource limitations of user devices that restrict the number of provided
services, etc. Existing code offloading approaches differ in partition granularity, and device location,
among other issues [16]. The granularity of the workload assigned to one device is defined as the
different sizes of offloading components, and is variable. From the finer to the most coarse grained
level, granularity for offloading use to be: at application level (binary offloading), at method level, at
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component level or, the most commonly used, at task level (partial offloading). The more fine-grained
the granularity, the more flexible and complex the offloading system is [16]. Offloading approaches
also differ in the location of the devices to which a computation task is allocated. We can distinguish
the proposals based on MCC, the approaches based on MEC, and hybrid approaches. In the proposals
based on MCC, tasks are delegated exclusively to dedicated servers in the cloud [17,18]. In solutions
based on MEC, tasks are allocated to the nodes of the nearby network infrastructure close to the final
devices (namely, the edge of the network) [19,20]. Finally, there are solutions that combine the benefits
of both paradigms (MCC + MEC), the so-called hybrid solutions [21,22], among which is our proposal.
In this case, the computation tasks can be offloaded to both cloud and edge devices, benefiting from
both proposals.
Another difference of code offloading approaches can be found in the strategy or algorithm
used for the task assignment. The most popular methods include Markov decision processes [23],
maximum weight matching [24], and integer programming [25]. As examples of integer programming
approaches we can distinguish 0–1 linear programming (in which unknowns are binary), and mixed
integer programming, where some decision variables are not discrete [26] (among which is our
proposal). To address the potential requirements of future applications and the heterogeneity of
the deployment nodes, a solution to model the deployment infrastructures and applications and an
algorithm to use the information provided by them in order to achieve the benefits of MEC and MCC
are necessary.
Challenges
The main goal of our approach is to provide the optimal task assignment, which is driven by the
time required and the energy consumed associated with the data transmission and tasks computation
for each device or node. To achieve this goal, our approach addresses the following challenges:
1. Manage the deployment infrastructure’s variability: the nodes of the DIs have different hardware
and software features (processing capacity, RAM, etc). At the same time, these devices are
networked using different technologies with diverse capabilities.
2. Manage the applications’ variability: the same type of application can have different
configurations according to the functionality that the application must provide. It is necessary a
mechanism to define the set of tasks that forms the applications from their configurations.
3. Comply with the applications’ requirements: The partition of an application into tasks impose
dependencies and constraints that must be fulfilled (sequential execution dependencies between
tasks, and certain hardware or software requirements or software requirements). Also, non
functional requirements involve factors such as the maximum time to complete a task or a set
of them.
4. Provide the optimal assignment of tasks to the DIs: taking into account the factors of Challenge 3,
the problem must be formalized and solved in order to perform an optimal assignment of tasks
among the devices of the deployment infrastructure.
5. Optimize the assignment of infrastructure resources to users: If the current available resources of
the DI are enough to allocate the applications’ tasks, the allocation y distribution of the resources
among the users must be optimized.
3. Our Approach
This section presents our approach and how it deals with the challenges that the optimal task
assignment for computation offloading poses. Figure 1 depicts an overall view of the process.
The approach is divided into the domain engineering and the application engineering. The domain
engineering includes the feature models of applications and deployment infrastructures (Challenges
1 and 2). In general terms, feature models represent the information of all possible products
(configurations) for a specific family of applications, modeling their features and the relationship
between them. Feature models are represented as a set of hierarchically ordered features, composed
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of parent-child relationships and a set of constraints (called cross-tree constraints). Our approach uses
feature models to represent the applications and DIs separately. This separation allow us to reuse the
DI feature model for different application families.
Application Engineering
Task Mapping and Validation
Node 1 
(user) Node 2 Node 5Node 4Node 3












Optimal Tasks Assignment 
Framework (OTAF)
Task1 Task21Task17 Task7Task12Task2 Task4 Task14 Task9
Deployment 
Infrastructure
Node 1 Node 2 Node 3 Node 4 Node 5
Configuration of the Deployment Infrastructure
Configuration of the Application
AR Application




















Optimal allocation of tasks 











Figure 1. Overall view of the processes and models involved in our approach.
The application engineering is concerned with defining applications and DI by selecting and
configuring the features they present. The configured (resolved) feature models are given to the
Optimal Tasks Assignment Framework (OTAF), which is responsible for: (1) checking if it is possible
to deploy the application on the DI; (2) deciding in which node of the DI will be deployed each task of
the application; and (3) allocating hardware resources of the nodes to each task. The objective of the
OTAF is to provide and assignment that minimizes the global energy consumption, accomplishing the
functional and non functional requirements of the application.
These features models are used by the developer to configure both a specific application and the
target DI. The configuration of the application’s feature model is mapped with the set of tasks that
form the application, which are modeled using task-call graphs [27].
3.1. DIs and AR Applications Features Modeling
Feature model of DIs: The infrastructures where mobile apps are deployed are composed of
sets of nodes, which are characterized by: type of device, computing capacity, amount of memory,
connectivity, software features, etc. The feature model of DIs (shown on top of Figure 2) collects
the characteristics necessary to describe the nodes (addressing Challengue 3). Nodes have a type,
a network to which they are connected and, optionally, a serie of sensors and an operating system.
The nodes can be of type computing (destined to receive tasks offloaded by other users), user node (where
the main task is executed) or sensor mote. Computers, mobile devices, Raspberry type computers and
IoT Gateways (routers with processing capacity) that are located on the edge, as well as cloud devices,
are computing nodes. The model contains different constraints, which make mandatory selecting
a type and a O.S. Finally, it is also mandatory to select the network to which the node is connected.
Technical information, such as the RAM, the CPU capacity and the network bandwidth are represented
using feature models with numerical attributes. Since a DI can contain one or more similar nodes, we
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use feature models with cardinality [28]. The cardinality in variability models allows the definition of
the number of instances of a feature, in our case, the set of nodes in the DI. It is denoted by an interval
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Figure 2. Feature models of a DI and a family of AR applications.
Feature model of the AR family of applications: a family of applications consists of a set of
software applications that share most of their features. Feature modeling of a family of applications
allows to configure and produce not only a specific application, but a group of them, as well as reuse
software components. Feature models include all those characteristics that define the applications
and their behavior.On bottom of Figure 2a feature model of the family of AR applications is shown.
Augmented reality applications can be grouped by the elements that trigger the amplification of
the reality (Augmented Elements in Figure 2). We distinguish AR applications based on location (e.g.,
Pokémon GO) and based on visual elements (e.g., fiducial markers). AR applications based on location,
as their name suggests, enrich the reality according to the position of the devices. The location of the
devices can be determined by using sensors or the device’s camera. Sensor based approaches use
elements like GPS (for outdoors), WiFi, NFC and beacons signals [29], or a set of them to resolve the
location of the devices (e.g., inertial positioning [30] for indoors). The location can be determined using
a camera by techniques like SLAM (Simultaneous Location and Mapping) [31], where the information
obtained by the camera is used in order to create a map of the user’s environment at runtime, or
by the usage of model based techniques [32]. On the other hand, the AR applications based on
visual elements trigger the augmented elements according to the current information obtained by the
camera. Augmented elements can be artificial, like fiducial markers (e.g., QR codes) and visible light
communicators [33], or natural (e.g., Instagram’s filters based on face recognition).
Other AR features that can be configured in our model are the form in which the reality is
augmented: by using the speaker of the user’s node, by rendering virtual elements on the screen, or by
the vibration of the device. The augmentation of the reality can be complemented with information
collected by sensor motes. For instance, in a smart campus AR application, students would be able
to know if teachers are in their office by a sensor in it. The information of the sensor motes can be
consulted on demand (when required), or periodically. If the second option is chosen, the periodicity
of the data collection (measured in seconds) can be setup. The feature model gathers the resolution
and frames per second (FPS) supported by the AR app. The resolution determines the amount of data
to be transmitted between the tasks responsible for image processing. The number of FPS is related
with the maximum time required to identify the elements to be augmented with virtual objects.
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3.2. Task Mapping and Validation
After the configuration of the feature models, the next step is to map the application’s configured
featured model to a task graph. In order to do this, the application configured feature model (which is
in XML format) is processed and mapped with a set of know AR applications’ tasks using the selected
features by the developer. According to this configuration, the tasks may require more computational
load or have to send more information to the rest. During the mapping process, it is checked if it is
possible to deploy the given application on the deployment infrastructure modeled by the configured
feature model. If not, the developer must reconfigure the feature models to include new nodes to the
DI or change the application’s functionality.
The task-call graph also includes information required to comply with application requirements
(Challenge 3). Task-call graphs are composed of a set of vertices that represent the application’s tasks
(τ). These tasks contain tuples t (w, m), where (w) is the associated computational load (measured
in CPU cycles), and (m) the amount of RAM required by the task (measured in Mb). These values
are commonly used for the representation of tasks and can be estimated [34]. The edges of the graph
have information about the amount of data transmitted between tasks, measured in bits (Figure 3).
If two tasks are not related, the weight of the link is 0. This allows to detect tasks whose beginning of
execution depends on a previous task (sequential dependency) (e.g., the task t2, t6 and t13 in Figure 3),
and the existence of parallelizable set of tasks (e.g., the tasks t6 and t5 in Figure 3). There are sets
of tasks with time restrictions, with a maximum latency. These tasks are grouped into sets of tasks
with sequential dependency, r = {t1, t2, t3, . . . , tn}, with rtime as the maximum time to be completed.
The set of these dependencies are grouped in the set R. These restrictions are specific to the application
and must be fulfilled by all users. Figure 3 shows the task-call graph of an application with two time
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Figure 3. Graph representation of the tasks of an application.
3.3. Optimal Tasks Assignment Framework
The configured feature models of the DI and the application and the task-call graph are used by
the OTAF to generate the optimal energy efficient deployment assignment. Firstly the XML file of the
deployment infrastructure’s configuration is processed to represent the necessary data to accomplish
Challenges 4 and 5. The DI is formed by a set of nodes N. Each node is described as a set of hardware
and network characteristics, modeled as a tuple n(F, M, κ, C, PTx, ew). F represents the processing
capacity, measured in clock cycles per second (Hz). M is the total RAM that the node can allocate.
κ is a constant that depends on the hardware and that directly influences the energy consumption of
computing a task [35]. C (bits/sec) represents the transmission capacity of the channel (determined by
the Shannon Law [36]) and PTx (W) is the transmission power (which is assumed like constant [19]).
These characteristics of the network to which the node is connected influence the transmission capacity
of the channel, and can be calculated using power control mechanisms [37]. The nodes of the DI in
which the energy consumption can be optimized are very diverse; user nodes, edge nodes, battery
powered devices, all nodes, etc. By defining a system of policies based on nodes weighting, the nodes
where the energy saving is activated, are highlighted. This is carried out by setting the value of new,
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that establish the importance of energy saving in this node. For instance, if the goal is to minimize
the energy consumption only in the user nodes, the energy weights of the rest of nodes are set to 0.
The value of new is a real number between 0 and 1. In our approach, we focus on scenarios in which
the users’ nodes are typically smartphones. For this reason, the battery level of the users’ nodes is a
key factor in order to select an energy policy.
Formalization of the Optimization Problem
The information structure presented in Sections 3.2 and 3.3 contains the information necessary
to evaluate the computation and sending time, and the energy consumption in each node of the DI.
The optimization function is given by the expression:
Minimize: ∀nεN : Esendn + Eexecn
Subject to: ∀tετ : ∑
nεN
xt,n = 1 (1)
∀nεN : ∑
uεU
(mn,u) ≤ Mn (2)
∀rεR, nεN : ∑
(i,j)εr
Texeci,n + Tsendn,i,j ≤ rtime (3)
(1)
where Esendn is the energy consumption (J) in the node n due to data sending [19,38] and Eexecn is
the energy consumption of a node due to tasks computation [35,39]; Texeci,n and Tsendn,i,j are the
timing that the node n requires for executing its allocated tasks and data sending [19], respectively.
The minimum power consumption solution is subject to a series of conditions: condition (1) verifies
that each task is assigned to an unique node (xt,n is 1 if the task t is executed on node n, 0 if not).
Restriction (2) checks that the sum of RAM resources allocated to users does not exceed the total
memory resources of each node, accomplishing the Challenge 5 (mn,u is the RAM assigned to user u
on node n). Finally, condition (3) verifies that, for each set of tasks with time constraints, the sum of
the computation and sending time does not exceed the maximum time established to meet the QoS
requirements (Challenge 3). Note that all these restrictions form the Validation module of the OTAF, as
they check if it is possible to deploy the application on the DI according to the current DI’s workload,
accomplishing the application’s requirements.
The RAM resources available in the nodes are distributed among the users (U) who use the
application. Once these resources are assigned by the framework, they can be limited in practice using
virtualization [40], containers [41] (e.g., Docker), or unikernel based solutions [42].
Once the OTAF is developed, its functionality is provided like a microservice based architecture.
This service is running continuously on a node of the DI (manager node) and maintains updated
information of each node of the DI (availability, workload, state of their resources, etc).
4. Evaluation
In this section, we evaluate our approach by configuring a DI, an AR application and then applying
the OTAF to assign tasks of the resulting application to the DI’s nodes. The energy consumption of the
deployment assignment is compared with the execution of all the application’s tasks at the user node
in order to show the energy profit obtained in the user’s device. Finally, the scalability of our approach
is evaluated, modifying the size of the problem and measuring the response time from the OTAF.
Figure 4 shows our case study. Concretely, the figure is composed of three parts: (1) the top of the
figure shows the configuration of the DI; (2) the second part shows the configuration of the application
(using the feature model of Figure 2 in 1 and 2); (3) the bottom of Figure 4 shows the task-call graph of
the application once processed from (2) (Section 3.2). The resulted application correspond to a SLAM
AR application (Section 3.1), in which exist two set of tasks with time requirements: the tasks in charge
of modify the current image obtained from a camera with the items to overlay (r1) and the group of
task that update the virtual map of the reality (r2). Table 1 shows the policy selected (we values of the
nodes) according to the battery level of the user’s node used in this work.
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Figure 4. Case study of AR applications.




User Node Edge Nodes Cloud Nodes
100% ≤ b ≤ 75% 1.00 1.00 0.50
75% < b ≤ 50% 1.00 0.75 0.25
50% < b ≤ 25% 1.00 0.50 0.25
b < 25% 1.00 0.00 0.00
The optimization problem defined in Section 3.3 is implemented using a SMT solver. Specifically,
we use the Z3 solver [43], an open source tool developed by Microsoft. In our case, the OTAF is
executed in a node with an AMD Ryzen 7 1700X processor, running the service in one of its cores
(Source code available at: http://caosd.lcc.uma.es/research/rsc/AR-Assignment.zip).
The assignment of tasks for the problem of Figure 4, using the values shown in the figure, is
shown in the Table 2. In this case, the tasks t1, t3, t4, t5, t6 and t7 have been assigned to the Node 1
(user node), reserving 295 Mb of RAM for their execution. The tasks t8, t9, t10 and t11 have been
assigned to the Node 2, reserving 10 Mb of RAM. Finally, the task t2 has been assigned to the Node 6,
keeping 10 Mb of RAM for its deployment. Note that nodes 3, 4 and 5 do not have assigned any task
in this case. That is because for the available resources (all nodes are workload-free), this is the most
energy efficient assignment according to our policy (Table 1). In this case, the battery level of the user
node is 82%. The benefit in the energy consumption obtained in the user node respecting to running
all application’s tasks on it is 99.02%. The system has returned the solution in 1.4 s.
Table 2. Optimal tasks assignation for the problem of Figure 4.
Node 1 2 3 4 5 6
Tasks t1, t3, t4,t5, t6, t7
t8, t9, t10,
t11 - - - t2
RAM assigned (Mb) 295 790 - - - 10
Battery level (user node) 82%
Energy consumption’s profit
(user node) 99.02%
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Scalability
The process of assigning tasks is computationally expensive, since the number of allocation
possibilities is Nτ . To measure the scalability of our proposal, we evaluate the time needed to obtain a
solution by the framework for different sizes of the problem. To do this, we use a benchmark application
that allows to select the number of nodes of the DI and the number of tasks that form the application
(Source code available at: http://caosd.lcc.uma.es/research/rsc/OTAF-Benchmark.zip). The features
of the application’s tasks (e.g., CPU requirements) and nodes (e.g., CPU power, transmission power,
type of node) are randomly generated by the benchmark application. Each experiment has been
performed 20 times in order to show the average and standard deviation of the results. The battery
level of the user node has been randomly generated too. For all the experiments, the system uses the
policy shown in Table 1.
Number of tasks: the number of application’s tasks is one of the most determinant factors in the
size of the problem. In this experiment, we set the number of DI’s nodes in 5 and increase the number
of application’s tasks up to 65 (left part of Figure 5). We see that for a fairly grainy application formed
by 20 different tasks, the OTAF takes around 2.9 s to return an optimal allocation, which is acceptable
by the user at loadtime. For very grainy applications formed by 60 tasks, the time goes up to 25.2 s.
Number of nodes: the number of devices that form the DI may affects the execution time of the
framework. In this experiments, the number of application’s tasks has been set in 10 and the number
of nodes has been set up to 50 (right part of Figure 5). In this case, for a DI formed by 25 nodes, the
framework requires around 8 s to return a solution.
In the both cases, the data dispersion show that there exist other factors that influence in the
execution time of the framework, not only the number of tasks and nodes. This is due to several
factors, like the complexity of the problem due to the features of the tasks and nodes. Other factor that
we perceive during the realization of the experiments is the difference in time execution according to
the policy. For the experiments in which the battery level in the user’s node is under 25%, the OTAF
provides a solution in a much shorter time than the rest (according to policy shown in Table 1). This is
due to that in this case, the energy consumption of the both edge and cloud nodes are not taken into
account, so the complexity of the problem decreases.
Figure 5. Time execution according to the number of tasks and nodes.
5. Conclusions and Future Work
As the number of devices connected to the Internet increases, the amount of data generated and
consumed by these devices, which is stored and processed in the Cloud, can congest the network
and affect negatively the energy consumption. Recent paradigms, such as Edge Computing and Fog
Computing, propose to bring closer data processing from the Cloud to nearby devices in the Edge
networks in order to alleviate this issue. Application functionality is divided into a set of tasks, which
are offloaded to nearby nodes of the network infrastructure. Nevertheless, due to the variability of the
applications that can benefit of MEC and network infrastructure’s nodes, it is not easy to select the
optimal deployment assignment for a DI and an application.
In this paper, we propose to use an SPL-based methodology to cope with the variability of
deployment infrastructures and applications. We present the feature model of the DIs and the
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feature model of the AR family of applications. The information obtained by the configuration of the
feature models is processed and structured in order to be the input of the Optimal Tasks Assignment
Framework, which returns the most energy efficient task assignment, accomplishing the functional
and non functional requirements of the application in the process. In addition, the OTAF reserves the
optimal amount of RAM resources in each node to users. To carry out these tasks, the assignment
problem has been formalized as a optimization problem with restrictions and has been solved using a
SMT solver. We developed a case study of an AR application, obtaining a high benefit in the energy
consumption. Finally, the scalability of our proposal has been evaluated by measuring the execution
time of the tasks assignment for different sizes of the problem, showing that the OTAF is able to return
the optimal tasks’ assignment in a time short enough to be provided at loadtime.
As future work, in addition to allocating RAM to users, we will assign CPU power in each node.
We also propose to define the exchange of messages between the manager nodes and the rest of nodes
of the DI in order to keep the updated information of the state of the DI at the manager node.
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