Abstract
Introduction
Decision-making is the procedure to find the best alternative among a set of feasible alternatives. Sometimes, decision-making problems considering several criteria are called multiple attribute decision making (MADM) problems. An MADM problem with m alternatives and n attributes can be expressed in matrix format as follows: A with respect to criterion j G , j w is the weight of criterion j G .
In the process of MADM with linguistic information, sometimes, the attribute values take the form of linguistic variables, and the information about attribute weights is incompletely known because of time pressure, lack of knowledge or data, and the expert's limited expertise about the problem domain. Therefore, it is necessary to pay attention to this issue. Xu [1] have investigated the multiple attribute decision making problems, in which the attribute values take the form of linguistic variables, and the information about attribute weights is incompletely known. To determine the attribute weights, some simple optimization models are established. Especially, for the situations where the information about the attribute weights is completely unknown, a simple and exact formula for obtaining the attribute weights is provided. Xu [2] have developed an interactive procedure for linguistic multiple attribute decision making with incomplete weight information. Wu and Chen [3] have developed the maximizing deviation method for group multiple attribute decision making with completely unknown weight information under linguistic environment.
The aim of this paper is to develop a TOPSIS method to solve linguistic MADM with incomplete weight. The remainder of this paper is set out as follows. In the next section, we introduce some basic concepts and operational laws of linguistic variables and define some useful concepts. In Section 3 we TOPSIS Method for Multiple Attribute Decision Making with Incomplete Weight Information in Linguistic Setting Jianli Wei introduce the MADM problem with linguistic information, in which the information about attribute weights is incompletely known, and the attribute values take the form of linguistic variables. Then, we establish an optimization model based on the basic ideal of traditional TOPSIS, by which the attribute weights can be determined. Based on this model, we develop a TOPSIS method to rank alternatives and to select the most desirable one(s). In Section 4, an illustrative example is pointed out. In Section 5 we conclude the paper and give some remarks. 
Preliminaries
To preserve all the given information, we extend the discrete term set S to a continuous term set
, whose elements also meet all the characteristics above. If a s S ∈ , then we call a s the original linguistic term, otherwise, we call a s the virtual linguistic term, q is a large positive integer. In general, the decision maker uses the original linguistic term to evaluate attributes and alternatives, and the virtual linguistic terms can only appear in calculation [6, 7] . 
2.TOPSIS Method for Linguistic MADM Problems

Traditional TOPSIS Method
TOPSIS (technique for order preference by similarity to an ideal solution) method is presented in Chen and Hwang [8] , with reference to Hwang and Yoo n [9] . TOPSIS is a multiple criteria method to identify solutions from a finite set of alternatives. The basic principle is that the chosen alternative should have the shortest distance from the positive ideal solution and the farthest distance from the negative ideal solution. The procedure of TOPSIS can be expressed in a series of steps:
(1) Calculate the normalized decision matrix. The normalized value ij b is calculated as 
where I is associated with benefit criteria, and J is associated with cost criteria. 
Since 0
(6) Rank the preference order. For ranking DMUs using this index, we can rank DMUs in decreasing order.
The basic principle of the TOPSIS method is that the chosen alternative should have the "shortest distance" from the positive ideal solution and the "farthest distance" from the negative ideal solution. The TOPSIS method introduces two "reference" points, but it does not consider the relative importance of the distances from these points.
Extended Traditional TOPSIS Method to Linguistic MADM Problems
The following assumptions or notations are used to represent the MADM problems with incomplete weight information in linguistic setting:
(1) The alternatives are known. Let { } , , , n r r r r
, where
Linguistic negative ideal is:
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Step2. Calculate the separation measures, using the n-dimensional Hamming distance. The separation of each alternative from the linguistic ideal solution is given as
r r w i m
Similarly, the separation from the linguistic negative ideal solution is given as 
The basic principle of the TOPSIS method is that the chosen alternative should have the "shortest distance" from the positive ideal solution and the "farthest distance" from the negative ideal solution.
Obviously, for the weight vector given, the smaller i 
Since each alternative is noninferior, so there exists no preference relation on the all the alternatives. Then, we may aggregate the above multiple objective optimization models with equal weights into the following single objective optimization model: 
Illustrative Example
Let us suppose there is an investment company, which wants to invest a sum of money in the best option (adapted from [14] ). There is a panel with five possible alternatives to invest the money: ① A 1 is a car company; ② A 2 is a food company; ③ A 3 is a computer company; ④ A 4 is a arms company; ⑤ A 5 is a TV company. The investment company must take a decision according to the following four attributes: ① G 1 is the risk analysis; ② G 2 is the growth analysis; ③ G 3 is the social-political impact analysis; ④ G 4 ( ) 
The information about the attribute weights is partly known as follows: 
Conclusion
With respect to the MADM problems, in which the information about attribute weights is incompletely known, and the attribute values take the form of linguistic variables. In order to get the attribute weight, we establish the multiple objective optimization models based on the basic ideal of the traditional TOPSIS. Then, by linear equal weighted method, the multiple objective optimization models can be transformed into a single-objective programming model. By solving the single-objective programming model, we can get the weight information and get the relative closeness to the linguistic positive ideal solution of all the alternatives. At last, a practical example is provided to illustrate the proposed method. Theoretical analysis and the numerical results have shown that the developed approach is straightforward and has no loss of information.
