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Chapter 1
Introdution
The objets, laws, and phenomena of Nature have been the subjet of physis
for hundreds of years [1℄. In the seond half of the 20th entury, however,
new interdisiplinary and applied branhes of physis were developed that
merged a wide range of sienti disiplines with physis inluding eonomy,
biology, hemistry and geology. Most of the new branhes of physis ould
not have evolved as they did without a spei new tehnologial invention,
namely omputer tehnology, whih developed independent from and paral-
lel to physis. With the help of omputers new researh methods beame
available, e.g., time-series analysis, omputer simulation, and data mining.
As the use of omputers was spreading aross the globe, omputers them-
selves not only beame inreasingly useful tools for the researh ommunity,
but their evolving network attrated growing aademi interest. As a researh
tool the omputer beome the subjet of researh itself. In a pioneering work
by Csabai in 1994 [2℄ the tra utuations of the then Internet as it existed
at the time was investigated. The author found that the power spetrum of
the tra delays is 1/f -like, similarly to other olletive phenomena, e.g.,
highway tra. Nowadays, a new interdisiplinary siene is forming to ex-
plore and model omplex networks [3℄, in partiular the Internet.
The Internet is an exeptional example of omplex networks in a number
of aspets. Firstly, the struture of omplex networks is often the subjet
of researh. The Internet's infrastruture makes it possible to arry out
measurements on the network heaply and easily on an inomparable sale.
Seondly, data tra runs in the network, whih adds another level of om-
plexity to the system. Thirdly, the Internet is a human engineered physial
network, whih mathes the omplexity of some biologial systems.
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A useful mathematial abstration of a network is a graph, beause the
number of elements of real networks is nite. However, the number of el-
ements of omplex networks is too large for the individual onsideration of
eah network element. Moreover, the exat priniples governing onnetions
between dierent network omponents are usually unknown. Therefore, one
should rely on statistial methods, speially the tools of statistial physis,
in order to desribe the struture of omplex networks.
The optimization of tra performane has great pratial importane.
The data ows an be regarded as interating dynamial systems superposed
onto the network infrastruture. The theory of dynamial systems an there-
fore prove to be a useful tool for studying network tra.
All in all the Internet is an interesting new area of aademi researh and
several well established tools of physis an be quite useful for studying it.
Sine the Internet has many layers, a number of dierent omponents and,
moreover, it is in onstant development, it would be an impossible task to
over all aspets of its operation. Instead, I will onentrate on the dynamial
modeling of the Transmission Control Protool (TCP), the most important
tra regulatory algorithm of the urrent Internet. After the introdutory
hapter where the most important onepts of the Internet are introdued I
begin my survey with the investigation of TCP operating on an elementary
network onguration: a single buer serving a link. This senario omprises
the building bloks of Internet tra. I proeed further with the renement
of the rst model, and I onsider the nite storage apaity of routers in
the next hapter. After the analyti and simulation study of the previous
elementary single buer models a more omplex model of the Internet follows.
Speially, in the last hapter I examine the problem of eient apaity
distribution in a growing tree-like network.
1.1 The Internet
1.1.1 The short history of the Internet
The prie and sheer size of the rst omputers restrited their appliability
in the military and aademi sphere. Motivated by the military needs of
the United States in the old war era a novel onept, the theory of paket-
swithing, was proposed by the Advaned Researh Projets Ageny (ARPA)
to onnet distant omputers in a deentralized manner. The onept of
1.1. THE INTERNET 3
paket-swithing means that, ontrary to onnetion-based iruit-swithing,
resoures are not reserved for ommuniation between host and destination,
but data is split into small datagrams whih are transmitted through the
network individually. The rst physial network was onstruted in 1969 be-
tween four US Universities: the University of California Los Angeles, Stan-
ford Researh Institute, University of Utah and University of California Santa
Barbara. This small network, alled ArpaNet, is ommonly pereived as
the origin of the urrent Internet. Over the ourse of the following years the
network grew gradually and onneted more and more universities. By 1981
the number of hosts had grown to more than 200.
Based on ARPA's researh, and that of its suessor DARPA the In-
ternational Teleommuniation Union (ITU) started developing the paket-
swithed network standards. In 1976 the ITU standard was approved as
X.25, and provided the basis of the international and publi penetration of
paket swithed network tehnology. Using the X.25 and related standards,
a number of industrial ompanies reated their own networks. The most no-
table was the rst international paket-swithed network, referred to as the
International Paket Swithed Servie (IPSS). In 1978 IPSS was launhed in
Europe and the US with the ollaboration of the British Post Oe, Western
Union International and Tymnet. By 1981 it overed Europe, North Amer-
ia, Australia and Hong Kong. The X.25 standard also allowed the ommer-
ial use of the network, as opposed to ArpaNet, whih being a government
founded projet restrited its use to military and aademi purposes.
In the rst paket swithed networks the network infrastruture itself
assured reliable paket transfer between hosts. This approah made it im-
possible to onnet dierent networks with dierent network protools. In
order to overome this diulty a novel onept of internetwork protool, the
TCP, was developed. With TCP the dierenes between dierent network
protools were hidden and the hosts beame responsible for the reliability of
the data transfer. The rst speiations of TCP were given in 1974. After
several years of development and testing the TCP standards were published
in 1981. This paved the way for the urrent Internet. Sine then every sub-
net of the Internet has adopted TCP. A detailed introdution to the protool
will be presented in the next setion.
The pure network infrastruture would have been useless without user
appliations. The basis of many early Internet appliations was Unix to
Unix Copy (UUCP), developed in 1979. The most notable servies using
UUCP were eletroni mail, Bulletin Board Systems (BBS) and Usenet News.
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At the dawn of the Internet era the most important servie was, without
doubt, email. Most of the early Internet tra was generated by emails, but
even in reent years email onstitutes a signiant share of Internet tra.
BBS and Usenet servies were popular among home users with slow modem
onnetions who did not have diret Internet onnetions. Messages, news,
artiles, programs or data ould be uploaded and/or downloaded after the
user dialed into a server. BBS and Usenet servers then periodially exhanged
data via UUCP.
By the beginning of the 1990's BBSs and Usenet had delined in im-
portane, mainly due to the new information medium, the World Wide
Web (WWW). The WWW was born of the merging of the Internet and
the paradigm of hypertext in the European partile physis laboratory, the
CERN. The WWW started onquering the Internet after the debut of the
Mosai web browser in 1993.
The Mosai browser was suh an enormous suess that it even aeted
the development of the Internet itself. The Internet rossed the borders of the
aademi and industrial researh domain and opened up to the wider publi.
The proess was aelerated by rapid tehnologial advanes in omputer
tehnology that made personal omputers a part of people's everyday lives.
The ombined eet of the above led to the Internet boom in the 1990's,
when a whole new industry formed around the Internet.
By now the Internet has expanded even further than omputers. Internet
telephony (Voie over IP), mobile Internet (GPRS, UMTS), web ameras,
wireless networks, personal digital assistants (PDAs), and sensor networks
are a few examples of the urrent trends. The new tehnologies make both
the struture and the tra of the Internet more and more omplex. I review
these issues in the following.
1.1.2 The struture of the Internet
Sine the development of the Internet was not regularized by any entral au-
thority and it has been inuened by a number of random eets the struture
of the network is highly irregular. Nevertheless, the Internet an be divided
into smaller segments, alled Autonomous Systems (ASs). Eah AS is ad-
ministered by a separate organization, e.g. a university, an Internet Servie
Provider (ISP), or a government, and is usually organized in hierarhial,
tree-like struture. ASs are onneted to one another via the Internet bak-
bone. The Internet bakbone is built from high apaity links, urrently up
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to a ouple of 10Gbps. On the other end of the hierarhy end users onnet
to the network. The available bandwidth for end users an be in the range
of 56Kbps modems to 20Mbps business ADSL. If we onsider AS as the unit
of the network, and interonnetions between them as links, then we speak
of AS level topology.
Internet also an be viewed on a muh smaller sale onsisting of two basi
omponents: nodes and links. Nodes are devies, e.g. omputers, ell phones,
PDAs, routers, swithes or hubs, and links are onnetions between them,
e.g. able (Ethernet, optial ber), radio (WiFi, Bluetooth), infrared (IrDA),
or even satellite onnetions. Those nodes whih have multiple onnetions
must deide in whih diretion they forward the through tra. These nodes
are usually referred to as routers. This detailed view is alled the router level
topology.
Internet topology has been studied both on AS [4, 5℄ and router level
[6, 7, 8, 9℄. On both level the Internet an be modeled as a graph from
graph theory. One of the most fundamental quantities used for desribing
the struture of a graph is the degree sequene, whih is to say the number of
the neighbors of nodes. It has been found that the distribution of the degree
sequene follows a power law P (k) ∼ k−δ on both level. The appearane of
a power law indiates the sale-free nature of a partiular objet, so a graph
the degree distribution of whih follows power law is alled sale-free graph.
Note that in reent years the statistial properties of other sale-free networks
have been investigated by the physis ommunity as well [10, 11, 12, 13℄.
Examples of suh networks vary from soial interonnetions and sienti
ollaborations [14℄ to the WWW [15℄.
Several projets have been launhed over the past deade in order to
map the Internet topology. For example, the Marosopi Topology Mea-
surements projet of CAIDA, a researh group loated at the University of
California San Diego, surveys the Internet ontinuously with probe pak-
ets from a ouple of dozen monitoring hosts. The visualization of the AS
level map produed by CAIDA is shown in Fig. 1.1. Roketfuel is a Internet
mapping engine, developed at the University of Washington, whih aims at
disovering ISP router level topologies [17℄. The engine makes use of rout-
ing tables to fous measurements to ertain ISPs, exploits the properties of
Internet Protool (IP) routing to eliminate redundany, and uses data from
nameservers in order to lassify routers.
It should be noted that the known Internet topology is only a sample
of the real one. The surveyed topology is obtained from measurements,
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Figure 1.1: Internet AS level topology olleted between 417 April 2005 by
CAIDA [16℄. The angular position of nodes orresponds to the geographial
longitude of the AS headquarters. The radial position is alulated from the
out-degree of ASs.
mostly via a program alled traeroute. The program an disover routes
between the traeroute soure and given destination hosts. Sine the num-
ber of soures is limited only a setion of the real network an be visible in
one experiment. It is therefore questionable whether the observed topology
resembles the atual Internet topology. Reently it has been shown that
a traeroute-based experiment an produe strong bias towards sale-free
topology [18℄, espeially when the number of soures is one or two. Moreover,
it has been shown that a badly designed measurement an show sale-free
topology even if the original network is regular [19℄.
1.1.3 Tra on the Internet
The properties of the Internet tra are as important as the struture of
the network itself. Sine the time-sale of the evolution of the network in-
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frastruture is muh larger than the time-sale of the tra ow the network
infrastruture an be onsidered as a stati bakground behind the tra dy-
namis. In omparison with the hanges in the network tra the dynami
hanges in the network struture an be negleted.
The Internet tra is governed by ommuniation protools, whih an
be lassied into separate abstrat layers aording to their funtionality.
Eah layer takes are of one or more separate tasks of data transfer and
handles data towards a lower or an upper layer. User appliations usually
ommuniate with the topmost layer, whilst the lowest layer deals with the
physial interation of the hardware.
The most important lassiation regarding the Internet is the TCP/IP
protool suite [20, 21℄, whih inludes ve or four layers. A more general
and detailed model is the OSI model, whih inludes seven layers. The
onept of layers is quite important, sine it provides transpareny for user
appliations in a very heterogeneous environment. In order to overview the
mehanisms behind the Internet tra let us introdue the four-layer model
of the TCP/IP suite:
• The topmost, fourth layer of TCP/IP suite is alled Appliation layer.
It provides well-known servies suh as TELNET, HTTP, FTP, SSH,
DNS, and SMTP. User programs should provide data to an appliation
layer protool in a suitable format.
• The next layer is the Transport layer, whih is responsible among other
things for ow ontrol, error detetion, re-transmission, and onnetion
handling. The two most important protools in this layer are TCP and
User Datagram Protool (UDP), whih will be disussed in more de-
tail in Setion 1.2. They represent two oneptually quite dierent
transport mehanisms: TCP provides reliable, onnetion-based data
transfer, while UDP serves as an unreliable, onnetionless, best eort
transport mehanism. Other protools at this layer are SCTP devel-
oped for Internet telephony, and RTP designed for real-time video and
audio streaming.
• The following layer is referred to as the Internet layer. This layer
solves the problem of addressing and routing of pakets. The IP and
the obsolete x.25 protools reside in this layer. IP hides the details of
the network infrastruture, and allows the interonnetion of dierent
network arhitetures.
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• Finally, the lowest layer of the TCP/IP suite is the Network aess
layer, whih handles physial hardware and devies. Notable examples
on this layer are the ethernet, WiFi, and modems.
In order to understand the workings of the Internet, let us take the ex-
ample of a typial Internet appliation: let us suppose that Alie wants to
download a le from Bob. Sine Alie wants to get an exat opy of the le,
she starts an FTP session. First, the FTP protool builds a onnetion be-
tween the two omputers. Then the le is split into small datagrams, whih
are passed on to the TCP protool on Bob's omputer. The TCP protool
adds a header to the datagrams, inluding a sequene number, a timestamp,
and some other information whih ensures reliability. Then TCP passes the
datagrams on to the IP protool, whih adds its own header. The IP header
ontains addressing information. The resulting IP paket is put into the out-
going queue of Bob's omputer. If the queue is empty, then the paket is sent
to the Network Interfae Card (NIC), otherwise it has to wait until the pre-
eding pakets have been served. The NIC ard disassembles the paket into
ethernet frames and puts them onto the physial able. The frames travel
to the default router in Bob's network and the router's NIC assembles them
bak into an IP paket. Based on the destination address in the IP header,
the router deides in whih diretion the paket should be forwarded and the
paket is put into the outgoing queue of the orresponding diretion. The
paket is then disassembled and transferred again over the next able. The
proedure is repeated until the paket arrives at its nal destination. The
atual method of data transfer on the Network aess layer an dier from
the above mentioned ethernet method. If Alie uses a dial-up onnetion, for
instane, the last step of the paket's path is over a telephone line via a mo-
dem. At Alie's omputer the IP protool takes the paket and passes it on
to the TCP protool. The TCP aknowledges the paket and inserts it into
the missing part of the le. Finally, when Alie's omputer has reeived all
the piees of the le, the FTP protool saves the whole le to its destination
on her omputer.
Although both paket-swithed and onnetion-based data transfer are
present in the above example, the Internet is alled a paket-swithed network
beause the Internet layer, whih is the fundamental ore of the Internet,
utilizes solely paket-swithed tehnology. Other layers an be either paket
or iruit-swithed. Ethernet tra is paket-swithed, for example, but
modem tra is arried through iruit-swithed telephone lines. Higher
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level protools (e.g. FTP, TELNET, SSH) are usually onnetion oriented,
too.
Let us study the Internet layer in more detail. First of all, pakets are
injeted into the Internet layer randomly by higher level protools at er-
tain soure nodes. Then pakets are served sequentially and forwarded to
neighboring nodes by routers or, if they have arrived to their destination,
removed from the network. If a router is busy serving a paket then any
inoming paket is plaed into a buer and has to wait for serving. If the
queue in the buer has reahed the buer's maximum apaity then all in-
oming pakets are dropped until the next paket in the queue is served and
an empty spae beomes available in the buer. The event when a buer
beomes full is alled ongestion. The above desribed router poliy, alled
drop-tail, is the most wide-spread nowadays. Other router poliies are also in
use. The Early Random Drop (ERD) and Random Early Detetion (RED)
polies, for instane, drop inoming pakets randomly before the buer be-
omes fully oupied in order to foreast possible ongestion to upper level
protools. The dierene between the two poliies is that the drop proba-
bility depends on the instantaneous queue length in the former ase and the
average queue length in the latter. It is possible to give priority to ertain
pakets in order to provide Quality of Servie (QoS) for ertain appliations,
but routers usually serve pakets in First In, First Out (FIFO) order. The
serving rate of pakets depends on the atual paket size and the bandwidth
of the link after the buer. Pakets obviously suer propagation delay during
their delivery, is a onsequene of two fators: link and from queuing delay.
The former is onstant for a given route, but the later varies randomly with
queue lengths along the paket's path.
The produt of the link delay and link apaity, in short the bandwidth-
delay produt, equals the number of pakets that a link an transfer simulta-
neously. If this quantity is large ompared to the buer size then the onstant
link delay is the dominant onstituent of the propagation delay. Wide Area
Network (WAN) links are typial examples of this. On the other hand, if
the bandwidth delay produt is small ompared to the buer size then the
varying buering delay is the dominant omponent. Suh links an be found
in Loal Area Network (LAN). We will see later that the two senarios indue
dierent TCP dynamis.
It is evident that queuing theory plays an important role in the mod-
eling of paket-swithed networks in general and the Internet in partiular.
However, queuing theory has been developed muh earlier than the advent
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of paket-swithing tehnology. The rst motivation and important applia-
tion of queuing theory was atually a iruit-swithed network, the lassial
telephone system.
The properties of two quantities, namely the inter-arrival and the ser-
vie times of ustomers, aet the behavior of queuing systems most fun-
damentally. Other quantities, e.g. the size of the ustomer population, the
number of operators, the system apaity et., also have an impat on the
behavior of the system, but they do not aet the essential properties of the
queuing system. Both the inter-arrival and the servie time series an be
modeled by disrete time stohasti proesses. It is usually assumed that
both the inter-arrival and the servie times are independent and identially-
distributed (IID) random variables. Furthermore, in the most simple ase,
both inter-arrival and servie times are memoryless proesses, that is they
are exponentially distributed random variables. This model is alled Pois-
son queue, sine both the number of arrivals and the number of departures
in a nite time interval follow Poisson distribution. Poisson queues have
been studied extensively and they proved to be exellent models of telephone
all enters and telephone exhange enters. Most of the arising questions
regarding Poisson queues have been answered analytially [22℄.
Internet tra has been analyzed on various layers of the above TCP/IP
suite. In a pioneering work by Leland et al. [23℄ the authors olleted and
studied several hours of ethernet tra with 20100µs resolution. They
found that autoorrelations in the aptured tra deayed slower than ex-
ponential, that is the system has long-range memory. This result indiated
problems with Poisson queuing models for paket-swithed networks, sine
in a Poisson queuing system autoorrelations would fall exponentially [24℄.
Furthermore, it has been shown that the time series of the aggregated Eth-
ernet tra is statistially self-similar, and has fratal properties. Paxson
and Floyd [25℄ studied the usability of Poisson models for appliation layer
protools and the orresponding IP tra. They found that, though the traf-
 followed a 24-hour periodi pattern, Poisson proesses with xed arrival
rates are aeptable models for user initiated sessions (FTP, TELNET) for
intervals of one hour or less. For mahine initiated sessions (SMTP, NNTP),
however, the Poisson model failed even for short time-sales. Furthermore,
paket level tra deviated onsiderably from Poisson arrivals as well. Sim-
ilar evidene has been found in WWW tra [26℄. Furthermore, it has been
shown that the distribution of the paket inter-arrival times follows power
law. Feldmann et al. [27℄ have presented the wavelet analysis of WAN tra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samples aptured around the birth of the World Wide Web between '90 and
'97. It has been found that as WWW tra started dominating the network
tra gradually dierent saling behavior appeared in short- and long-time
sales. The authors onluded that TCP dynamis might be responsible for
short-time saling and appliation layer tra harateristis for long-time
saling.
All the above properties are in strong ontrast with the properties of the
Poisson queuing systems, e.g. telephone networks, where both the orrela-
tions and the inter-arrival time distribution deay exponentially. It implies
that well developed lassial models, whih provide exellent desriptions of
iruit-swithed tra, are essentially useless for the desription of the In-
ternet. New tra models, whih provide realisti syntheti tra, were
required. A few important tra models of the Internet will be presented in
Setion 2.2.
There are several theories whih explain the origins of the observed long-
range dependent tra. One explanation an be that the observed tra is
the superposition of individual eets whih happen on separate network lay-
ers and on very dierent time-sales; from several minutes of user interation
through a ouple of seonds of appliation response until the miroseond-
sale of network protool operation. Further assumptions are that heavy-
tailed le size distribution [26, 28, 29℄, or heavy-tailed proessor time dis-
tribution is behind the phenomena. There has also been some debate on
whether the TCP protool in itself is able to generate long-range dependent
tra [30℄ or not [31℄. The TCP's exponential bako mehanism is also a
possible soure of heavy-tailed inter-arrival times [32℄.
1.2 Data transport mehanisms
The Internet is an enormous data highway between omputers, where data
pakets play the role of vehiles and links serve as the road system. As on
normal highways, ongestions an form at bottleneks if the apaity of a
juntion is exeeded by the tra demand.
The dynamis of the Internet tra is governed by protools of the Trans-
port layer. Protools on this layer ontrol diretly the injetion rate of IP
pakets into the network. Almost all the Internet tra is governed by two
protools, namely the TCP and the UDP. Therefore, understanding the op-
eration of these protools is very important from the point of view of tra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modeling. For example, fundamental questions are how distant hosts uti-
lize the network infrastruture and whether they an ause persistent tra
ongestion or not.
The performane of the network an be severely degraded as a result of
persistent ongestion. Congestion should therefore be avoided. Just suh a
ongestion ollapse did indeed our in 1986 in the early Internet, when the
useful throughput of NFSnet bakbone dropped three orders of magnitude.
The ause of this ollapse was the faulty design of the early TCP. Instead of
dereasing the sending rate of pakets after deteting ongestion, the early
TCP atually started retransmitting lost pakets, whih led to an inreasing
sending rate and positive feedbak.
1.2.1 The User Datagram Protool
UDP is a very simple protool, whih provides a proedure for appliations
to send messages to other appliations with a minimum of protool meha-
nism [33℄. Neither delivery nor dupliate protetion is guaranteed by UDP.
Furthermore, no ongestion ontrol is implemented in it either. UDPrealizes
an open-loop ontrol design, that is no feedbak about a possible ongestion
is proessed.
The prinipal uses of UDPare the Domain Name System (DNS), stream-
ing audio and video appliations (e.g. VoIP, IPTV), le sharing appliations,
the Trivial File Transfer Protool (TFTP), and on-line multiplayer games,
to name a few.
Sine UDPlaks any ongestion avoidane and ontrol algorithm, appli-
ation level programs or network-based mehanisms are required to handle
ongestion. In streaming appliations, for example, users are often asked
for the bandwidth of their aess link, and UDPpakets are sent with the
orresponding xed rate. Sine UDPdoes not have any feedbak mehanism
ongestion ollapse of the network due to UDP network overload is unlikely.
However, aggressive network utilization should be avoided, beause it an
blok other protools, mainly TCP.
1.2.2 The Transmission Control Protool
The TCP protool is omplementary to the UDPprotool in many sense.
Contrary to UDP, TCP is onnetion oriented, it guarantees in-order delivery
and dupliate protetion, ongestion ontrol and avoidane. In addition,
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TCP is a losed-loop design whih an proess feedbak from paket delivery.
Aordingly, TCP is a muh more omplex design than UDP. In this setion
we present an overview of TCP.
Among the appliations using TCP are the WWW, email, Telnet, File
Transfer Protool (FTP), Seure Shell (ssh), to name a few. Sine these
appliations are responsible for most of the urrent Internet tra TCP is
the most dominant transport protool at the moment. Aordingly, under-
standing the workings of the TCP protool has great importane in tra
modeling.
Sine TCP is onnetion oriented, it does not start sending data im-
mediately, like UDP. Rather it uses a three-way handshake for onnetion
establishment. If the onnetion establishment phase is suessful the data
transfer phase follows. Finally, when all the data has been sent, the on-
netion is terminated in the nal phase. The onnetion establishment and
termination phases are usually short and involve only negligible amount of
data ompared to the data transfer phase. I will therefore fous solely on the
main phase, negleting the other two phases.
In the data transfer phase the TCP reeiver aknowledges every arrived
paket by an aknowledgment paket (ACK). The ACK ontains the sequene
number of the last data paket arrived in order. If a data paket arrives out
of order, then the reeiver sends a dupliate ACK, that is an ACK with the
same sequene number as the previous one. Dupliate ACKs diretly notify
the TCP sender about an out-of-order paket.
If all the pakets are lost beyond a ertain sequene number, then du-
pliate ACK annot notify the sender about paket losses. In order to re-
over from suh a situation, the TCP sender manages a retransmission timer.
The delay of the timer, the retransmission timeout (RTO), is updated after
eah arriving ACK. The TCP sender measures the round-trip time (RTT),
the elapsed time between the departure of a paket and the arrival of the
orresponding ACK. The updated value of the RTO is alulated from the
smoothed RTT, and the RTT variation as dened in [34℄.
Pakets are aknowledged after RTT time period from paket departure
if the transmission is suessful. The data transfer would be very ineient
if the TCP sender waited for the ACK of the last paket before it sent the
next paket. On the other hand, sending pakets all at one would ause
ongestion. In order to reah optimum performane without ausing onges-
tion, TCP manages two sliding windows with the assoiated variables. On
the sender side the ongestion window (wnd) limits the allowed number of
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unaknowledged pakets. This way a wnd number of pakets is transmitted
on average during a round-trip time period. Sine wnd is used diretly for
ongestion ontrol it is hanged dynamially.
The other variable, the reeiver's advertised window (rwnd), is managed
on the reeiver side. Rwnd is the size of a reeiver buer whih an store
out-of-order pakets temporally. The value of rwnd is inluded in every ACK,
though it usually does not hange. Although the limit of the unaknowledged
pakets is the minimum of wnd and rwnd, the later is usually large enough
not to aet data transfer in pratie. Rwnd therefore plays a muh less
important role than wnd. For the sake of simpliity I will assume that rwnd
equals innity. Aordingly min(wnd, rwnd) will be replaed with wnd in
all the equations below where appliable. Let us keep in mind, however, that
this is an approximation.
Internet's paket-swithed tehnology implies that there are no reserved
resoures for TCP. This approah is also alled best eort delivery. Moreover,
the Internet laks any entral management authority. Aordingly, TCP does
not have preise information about its fair share of the network bandwidth
in the ever-hanging network onditions. In the previous setion we have
seen that buers are able to store exess tra temporarily, but pokets are
dropped when a buer beomes full. Flow ontrol, the alteration of rate at
whih pakets are sent in order to get a fair share of the network bandwidth
without ausing severe ongestion, is one of the most important tasks of the
TCP. This goal is ahieved by the ontinuous adjustment of the ongestion
window and eventually the rate at whih pakets are sent.
Several TCP variants have been developed in reent years in order to
enhane its performane in dierent environments [35℄. These variants dier
mainly in the ongestion avoidane algorithm. The ore onept, however,
is the same in all TCP variants and has not hanged signiantly sine its
rst speiation in 1974. The lassial TCP variants (e.g. Tahoe, Reno)
try to nd the fair bandwidth share by the following method: for every
suessfully transmitted and lost paket they inrease and derease their
sending rate, respetively. This method is based on the observation that a
paket loss is most likely the result of a ongestion event. Note that these
TCP variants obviously ause temporary ongestions in the network in the
long run. More reent variants often try to detet upoming ongestions
beforehand via expliit ongestion notiations (ECN) from routers or by
deteting inreasing queuing delays from RTT utuations (e.g. Fast TCP).
I disuss the Reno TCP variant in more detail below, sine urrently this
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Figure 1.2: Shemati plot of the development of the ongestion window. The
hypothetial network an handle 20 pakets simultaneously, denoted by the
dotted line. Cwnd might overrun this limit, beause ongestion is deteted
only after RTT lateny. Note the small plateaus both in the slow start and
ongestion avoidane phase, whih are due to the bursty arrival of pakets.
is the most widespread variant in use. Its ongestion ontrol mehanism
inludes the following algorithms: slow start, ongestion avoidane, fast re-
overy, and fast retransmission [36℄. In gure 1.2 the shemati development
of wnd due the above ongestion ontrol algorithms is shown. There are
two slow start periods at the beginning of the plot. This is possible due to
the wrong initial estimate of the slow start threshold (ssthresh). After the
value of ssthresh has been set to approximately half of the maximum window
the fast reovery, fast retransmission (FR/FR) algorithms are able to take
are of the upoming paket losses. Note the small steps both in the slow
start and the ongestion avoidane phase. The steps are due to the bursty
departure of pakets.
Slow start and ongestion avoidane
The ore of the TCP ongestion ontrol mehanism is the slow start and
the ongestion avoidane algorithms. A state variable, the ssthresh, is used
to determine whether the slow start or the ongestion avoidane algorithm
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is used to ontrol data transmission. When wnd exeeds ssthresh the slow
start ends, and TCP enters ongestion avoidane. Ssthresh is realulated
when ongestion is deteted by the following formula:
ssthresh = max(wnd/2, 2). (1.1)
The slow start algorithm is used at the beginning of data transfer to
probe the network and determine the available apaity. Slow start is used
after repairing losses deteted by the retransmission timer as well. In slow
start phase TCP begins sending at most two pakets, whih is a slow start
indeed. Despite what the name might suggest, however, the growth of the
paket sending rate in this phase is quite fast atually: the wnd is inreased
by one for every ACK. This way the sending rate is doubled in every RTT,
whih means exponential growth in time.
In ongestion avoidane phase wnd is inreased by one every RTT pe-
riod. This implies linear growth in time, whih is a muh more moderate
development than the exponential growth in slow start. One ommon ap-
proximating formula for updating wnd after every non-dupliate ACK is:
wnd→ wnd+ 1
wnd
. (1.2)
This formula is not preisely linear in time, but the advantage of this formula
is that no auxiliary state variable is required for its appliation.
Fast retransmit and fast reovery
The paket sending rate is redued drastially at the beginning of eah slow
start phase. Although the slow start algorithm restores wnd to ssthresh
at an exponential rate, its appliation might ause unneessary performane
deterioration. In order to irumvent slow start algorithm when possible, fast
retransmit and fast reovery algorithms were introdued to the Reno version
of TCP in 1990 [37℄.
The fast retransmit algorithm uses the arrival of three dupliate ACKs
as an indiation that a paket has been lost. After the arrival of the third
dupliate ACK the sender retransmits the missing segment without waiting
for the retransmission timer to expire. TCP does not enter slow start after
fast retransmission, but instead starts the fast reovery algorithm. Skipping
slow start is possible beause eah dupliate ACK indiates that a paket
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has been removed from the network. Therefore, newly sent pakets do not
stress the network further.
After fast retransmission ssthresh is set aording to Eq. (1.1). In addi-
tion, wnd is halved,
wnd→ wnd
2
(1.3)
and for eah dupliate ACK a new segment is sent if possible. After the
rst non-dupliate ACK wnd is set to ssthresh again, and TCP returns to
ongestion avoidane. Note that slow start might be fored when wnd is
small and dupliate ACKs are not aessible. Furthermore, if more than
one paket is lost within one RTT time period, then the FR/FR algorithms
may not reover from the loss either, and TCP an enter slow start algorithm
instead. However, if the paket loss rate is low and wnd is large enough, then
the slow start algorithm is used only at the beginning of the TCP session,
and wnd is governed in an additive inrease, multipliative derease (AIMD)
manner by the ongestion avoidane and FR/FR algorithms, respetively.
The idea behind the AIMD rule omes from the following simple ontrol
theoretial arguments [38, 39℄. In general, the ontrol of the λth TCP's
wnd an be given by wλ(ti+1) = f(wλ(ti), y(ti)) where f(w, y) is the ontrol
funtion, whih depends on the feedbak (e.g. an ACK) from the system
y(ti) ∈ {−,+}, and the last value of the window wλ(ti). The feedbak is
binary: + and − indiates whether to inrease or derease tra demand,
respetively. If we restrit our study to ontrol funtions, whih are linear in
wλ(ti), then we obtain
wλ(ti+1) = ay(ti) + by(ti)wλ(ti), (1.4)
where the oeients a± and b± are onstants. It is obvious that the on-
trol equation (1.4) is additive if b± = 1, and multipliative if b± 6= 1. The
most important speial ases of the possible ontrol algorithms are olleted
in Table 1.1. A feasible ontrol algorithm must satisfy two important rite-
ria: onvergene to eieny and fairness. Eieny in this ontext means
maximum possible usage of the available resoures and fairness means equal
share of the bottlenek apaity. These riteria give onstraints on the oe-
ients a± and b±. It has been shown in [39℄ that the onvergene to eieny
and fairness is provided by the onstraints a+ > 0, b+ ≥ 1, and a− = 0,
0 ≤ b− < 1. Moreover, it has been shown that the onvergene is fastest,
when b+ = 1. Therefore, the additive inrease, multipliative derease on-
trol, whih is implemented in TCP, is the optimal ontrol algorithm.
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b+ = 1 b+ > 1
a+ > 0 a+ = 0
b− = 1 Additive inrease Multipliative inrease
a− < 0 Additive derease Additive derease
0 < b− < 1 Additive inrease Multipliative inrease
a− = 0 Multipliative derease Multipliative derease
Table 1.1: Possible ontrol algorithms with a linear ontrol funtion.
The bako mehanism
Normally in slow start or in ongestion avoidane mode, the TCP estimates
the RTT and its variane from time stamps plaed in ACKs. In some ases
the retransmission timer might underestimate RTT at the beginning of the
data transfer, and the retransmission timer might expire before the rst
ACK would arrive bak to the TCP sender. In order to avoid the persistent
expiration of the retransmission timer the so-alled Karn's algorithm [40℄
is applied. Aording to the algorithm, if the retransmission timer expires
before the rst ACK would return, then the value of the RTO is doubled.
If the timer expires again, then the timer is doubled repeatedly a maximum
six onseutive times. Sine there is a denite ambiguity in estimating RTT
from a retransmitted paket the ACKs of two onseutive sent pakets should
arrive bak suessfully in order for the TCP to estimate the RTT again and
go bak to the slow start mode.
A similar situation might our if the paket loss rate is high. In that
ase, onseutive pakets an be lost and the TCP might enter the bako
state, even if RTT might atually be smaller than the retransmission timer.
Sine the delay between paket departure is doubled, the eetive bandwidth
is halved after eah bako step. TCP an redue its paket sending rate with
this method below one paket per RTT.
Chapter 2
Tra dynamis in innite buer
In this hapter I study the TCP dynamis on an idealized single buer net-
work model where the probability that a paket is lost at the buer is negli-
gible ompared to other soures of paket loss. The ase of a semi-bottlenek
buer when the size of the buer is limited will be disussed in Chapter 3.
First, I introdue the important uid approximation of TCP ongestion win-
dow dynamis in Setion 2.1. In reent years many aspets of the TCP
ongestion avoidane phase have been laried. The most important results
of the literature are reviewed in Setion 2.2. I dene the network model under
study in Setion 2.3. My results on the analyti study of the TCP ongestion
window dynamis are presented in Setion 2.4. The disussion of the model
is given in Setion 2.5. Finally, I summarize my results in Setion 2.6.
2.1 The uid approximation
The equations of motion (1.1)(1.3) are dened at ACK arrivals. The state
variables are therefore hanged in disrete steps at disrete time intervals
(Fig. 1.2), often referred to as in ACK time. Note that ACK time dy-
namis is an essential, inherent property of TCP, beause it is dened in the
TCP design and does not depend on the network environment where TCP
is used.
In pratie the disrete-time equations of TCP dynamis an be approx-
imated very well by ontinuous-time equations. Between two onseutive
paket losses the ongestion window is hanged aording to the uid ACK
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time equation (1.2), that is
dW
dt
ACK
=
1
W
. (2.1)
Sine the arrival of ACK pakets is not uniform in time, the ACK and
real time averages of important quantities, for instane the throughput, are
usually dierent. It would be diult and rather impratial to transform
the dynamis of the state variables from ACK to real time exatly. A usual
approximation is that the arrival rate of ACKs is estimated by the number
of pakets in ight, that is the ongestion window W divided by the round
trip time R:
dt
ACK
dt
=
W
R
, (2.2)
From the above equations one an obtain
dW
dt
=
1
R
. (2.3)
whih is the uid approximation of the ongestion window dynamis in real
time. Although this real time approximation of TCP dynamis is often suf-
ient, I will point out its defets. I will also present a roundabout solution
to the problems based on the fundamental ACK time dynamis of TCP.
As a simple example of the uid model let us alulate the average
throughput, the transmitted data per unit of time, of a single TCP over
a lossy link [41℄. Let us suppose that the round-trip time is onstant and the
paket loss is deterministi. Considering these assumptions the ongestion
window hanges at a onstant rate between onseutive paket loss events
as (2.3). The window is halved after eah paket loss event. The window
evolution shown in Fig. 2.1 is therefore a periodi sawtooth in the interval
[RWm/2, RWm] and in the range of [Wm/2,Wm]. The length of a yle is
RWm/2. The number of transmitted pakets in a yle equals the integral
of the ongestion window for one period: N = 3
8
W 2m. Sine in eah yle
one paket is lost, the paket loss probability an be expressed as p = 1/N .
Therefore, the average throughput X¯ an be given by
X¯ =
PN
RWm
2
=
P/p
R
√
2
3p
=
P
R
c0√
p
(2.4)
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where P is the size of the data pakets and c0 =
√
3
2
is a onstant. The re-
sulting formula, often referred to as the inverse square-root law , expresses
the impat of a network on TCP dynamis. The formula establishes a on-
netion between throughput, an important harateristi of TCP, and paket
loss probability, an attribute of the network on whih TCP operates. The
formula beomes inaurate for large p, beause multiple paket losses, whih
fore TCP into the negleted slow start phase, are more probable in this ase.
The eet of multiple losses on dierent TCP variants is diverse, so the va-
lidity range of the formula depends on the TCP variant under onsideration.
2.2 Preliminary results of tra modeling
2.2.1 Single session models
The simple model given above an be extended onsiderably in a number of
aspets. In a paper by Altman et al. [42℄ the TCP throughput for generi
stationary ongestion sequene was studied. The model extends the previous
deterministi loss model to arbitrarily orrelated loss sequenes. The model
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is based on the following dierene equation
Xn+1 = αSn + βXn, (2.5)
where Xn is the value of the throughput just prior to the arrival of loss
signal at Tn, Sn = Tn+1 − Tn is the time interval between onseutive losses,
and α and β are the linear growth rate and multipliative derease fator,
respetively. From the time average of the throughput the following loss
formula was derived
X¯ =
P
R
√
p
√√√√ 1 + β
2 (1− β) +
1
2
Cˆ(0) +
∞∑
k=1
βkCˆ(k), (2.6)
where Cˆ(k) =
(
E [SnSn+k]− E [Sn]2
)
/E [Sn]
2
is the normalized autoorre-
lation funtion of the loss interval proess (Sn)n∈N. The derived formula,
applied for unorrelated Poisson proess with C(k) = 0 and β = 1/2, pro-
vides the same result as (2.4). A orrelated loss interval senario was modeled
with Markovian Arrival Proess and the average TCP throughput was ex-
pressed with the innitesimal generator of the arrival proess. Furthermore,
the authors derived bounds for the throughput in ase of limited ongestion
window evolution and disussed the eets of timeouts.
Padhye et al. [43℄ have studied the steady-state throughput of TCP Reno
when paket loss is deteted via both dupliate ACKs and timeouts, and
the throughput is limited by the reeiver's window in more detail . The
probability of timeout was estimated by the paket loss probability and the
ongestion window. It was shown that for small paket loss the timeout
probability an be approximated by min(1, 3/W ) and a very omprehensive
loss formula has been derived.
The performane of two lassi TCP versions, namely Tahoe and Reno,
has been analyzed by Lakshman and Madhow [44℄ when the bandwidth-
delay produt of the bottlenek link is large ompared to the buer size. The
authors estimated the average throughput for both slow start and ongestion
avoidane phases with deterministi and independent random losses.
In a paper by Ott et al. [45℄ the stationary probability distribution of the
ongestion window was alulated for onstant paket loss probability. The
authors mapped the ACK time point proess to a ontinuous subjetive
time proess by the mapping W (t) =
√
pW⌊ tp⌋, where both the time and
the state spae of the disrete proess is resaled in order to obtain a well
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behaved proess. It was shown that for p → 0 the resaled proess W (t)
behaves as
dW (t)
dt
=
α
W (t)m
if t 6= τk (2.7)
W
(
t+
)
= βW
(
t−
)
if t = τk (2.8)
where τk are the points of a Poisson proess with intensity λ, α > 0 and
0 < β < 1 are the linear growth rate and multipliative derease fator,
respetively, m ≥ 0, and lastly t− and t+ denote the limit to t from the left
and from the right, respetively. The parameter values for TCP ongestion
avoidane algorithm are β = 1/2 and m = 1.
The stationary omplementary distribution funtion of the proess W (t)
has been given in the following series expansion form:
F¯W (w) =
∞∑
k=0
Rk (c) exp
(
− ηc
−k
m+ 1
wm+1
)
, (2.9)
where η = λ/α, c = βm+1 and for |c| < 1
Rk(c) =
1
L(c)
(−1)kc− 12k(k+1)
(1− c) (1− c2) . . . (1− ck) ,
L(c) =
∞∏
k=1
(
1− ck) . (2.10)
ACK, subjetive and real time averages and other moments of the on-
gestion window were alulated and an inverse square root loss formula was
derived.
The model has been extended for state dependent paket loss probabil-
ity in [46℄. State dependent loss models the interation of the TCP with
ERD queuing poliy, where the paket drop probability is a funtion of the
instantaneous queue length. It is also appliable to RED routers, where the
drop probability depends on the average queue length. An iterative solution
for the probability distribution funtion of the ongestion window was de-
rived. The authors found good agreement between the derived distribution
and omputer simulations.
An in-depth analysis of RED queuing dynamis was presented in [47℄.
The time dependent ongestion window development was modeled with the
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stohasti dierential equation
dWi(t) =
dt
ai + q(t)/C
− Wi(t)
2
dNi(t), (2.11)
where ai denote the x propagation delay of the bottlenek link, C is its
apaity, q(t) is the queue length at time t and Ni(t) is a Poisson proess with
a rate that varies in time. The above equations were transformed to a system
of delayed ordinary dierential equations in order to obtain the dynamis of
the expetation of the ongestion window. The expetation value of the
queue length q¯(t) and the RED estimate of the average queue length x¯(t)
were approximated by two further dierential equations. As a result, the
authors obtained N + 2 oupled equations for the same number of unknown
variables
(
W¯i(t), q¯(t), x¯(t)
)
. The equations were solved numerially and were
ompared to omputer simulations. The authors pointed out the importane
of the sampling frequeny of the smoothed queue length estimate. A high
frequeny sampling might ause unwanted osillations in the system, while
a low frequeny sampling an inrease the initial overshoot of the average
instantaneous queue length.
2.2.2 Multiple session models
The above papers onsidered only a single TCP onnetion. In real om-
puter networks, however, a number of TCPs might ompete for the network
resoures. In partiular the tra of TCP soures may ow, in a parallel
fashion, through a ommon link. Web browsing represents a good example
of parallel TCP, as up to four parallel TCP sessions are started at eah page
download.
A possible result of TCP interation an be that parallel TCPs are syn-
hronized. The underlying reason for synhronization is TCP's delayed rea-
tion for ongestion events, whih keeps drop-tail bottlenek buers ongested
for about an RTT time period. This temporary ongestion an indue fur-
ther paket losses in ompeting TCPs. Based on this phenomenon Lakshman
and Madhow [44℄ supposed that the ongestion window development of par-
allel TCPs is synhronized in the stationary ongestion avoidane regime.
The authors also took into onsideration that the bottlenek buer of large
bandwidth-delay produt onnetions an be either under- or over-utilized.
The ongestion window development was therefore split into two phases a-
ordingly. The authors found a xed point solution of both the duration
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and the average ongestion window of the two phases. Finally, the average
throughput of eah individual onnetion was estimated from the window
size divided by the round-trip time.
TCP synhronization is disadvantageous, sine it auses performane
degradation. However, this eet appears only in drop-tail queuing systems.
Ative queue management, suh as RED and ERD, alleviate the problem of
synhronization. A paper by Altman et al. [48℄ ompared the synhroniza-
tion model to one in whih only one of the parallel TCPs loses a paket at a
ongestion event. The probability that a spei onnetion is aeted was
proportional to the throughput of the partiular ow. This drop poliy mod-
els RED routers. The stationary distribution of the disretized ongestion
window at ongestion instants was alulated. The average throughput was
estimated from the alulated window distribution via a semi-Markov pro-
ess. The authors ompared their results with simulations of a RED buer
and found that their asynhronous model surpasses the synhronous model
presented in [44℄.
Another typial eet in multiple TCP senario is the bias against on-
netions with long round-trip times [49℄. This eet is the fundamental on-
sequene of TCP dynamis, and it is not aeted by the queue management
poliy. The phenomenon an be explained qualitatively by the following sim-
ple arguments. The growth rate of the ongestion window is inversely propor-
tional to the round-trip time R. The average ongestion window is therefore
inversely proportional to R as well. Furthermore, the average throughput
X¯ an be related to the average ongestion window W¯ by Little's law from
the queuing theory: X¯ = W¯/R. Therefore, the throughput is approximately
proportional to 1/Rα, with α = 2. The exponent obtained from measure-
ments has been shown to fall in the range 1 ≤ α < 2 due to the queuing
delay ignored in the above arguments [44℄.
Floyd and Jaobson [50℄ have shown that small hanges in the round-trip
time might ause large dierenes in the throughput of dierent parallel TCP
ows. Speially, pakets of ertain TCPs an be dropped tendentiously due
to a phase-eet, ausing an utterly unfair bandwidth distribution. Chang-
ing the relative phase of arriving pakets at the bottlenek link by slightly
modifying the round-trip time an ompletely rearrange the bandwidth share
of dierent TCP onnetions. Random eets, suh as random utuations
in the round-trip time or RED queuing poliy, also alleviate the phase-eet.
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2.2.3 The Network Simulator  ns-2
New models, algorithms, and analytial alulations should be validated
against experiments. Without doubt the most authenti data an be ob-
tained from Internet measurements, but the deployment of a measurement
infrastruture an be quite expensive and is still very limited. Moreover,
models often use simpliations whih make them diult to ompare with
real Internet data. Network simulators, on the other hand, provide labo-
ratory environments, where every parameter of the network and the tra
an be preisely ontrolled. Therefore, network simulators are important
tools in the hands of researhers endeavoring to arry out well ontrolled
experiments.
One of the most widely used network simulators in the researh ommu-
nity is the Network Simulatorns-2
1
[51℄. A short overview of the simulator
is given next, sine several analyti and numeri results of this thesis have
been validated by ns-2.
The ns-2 simulator mimis every omponent of a real network, e.g. links,
routers, queues, protools, appliations and so on. The network tra is
simulated at paket level, whih is to say the ourse of every paket is followed
from its injetion into the network until its removal from it. The paket-level
simulation of network tra makes the simulator very realisti, so ne details
of the simulated network tra an be observed. The major disadvantage
of a paket-level simulation is the onsiderable amount of omputing power
that it requires.
The ns-2 simulator is event-driven, that is every omponent might shed-
ule events into a virtual alendar. The simulator's sheduler runs by selet-
ing the next earliest event for exeution. During proessing of events further
events an be sheduled into the alendar. This event-based mehanism an
also be observed in every part of the simulator, for example in the handling
of data pakets in ns-2. Data pakets do not atually travel between virtual
nodes in the simulator, but rather are sheduled for proessing at dierent
network elements instead. For example, when a paket is put onto a link for
transmission the link objet in the simulator only shedules the paket for
the queue of the next node on the other end of the link.
The ore of the simulator has been written in C++, but it also has an
OTl sripting programming interfae, the objet oriented extension of Tl.
The C++ ore oers fast exeution of the simulator. However, average users
1
The next major version of the simulator, ns-3, is under ative development.
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do not need to deal with C++ ode in order to run simulations under ns-2.
All the network elements have been bound to objets in OTl, so omplex
senarios an be built up simply and easily by writing short OTl sripts.
2.3 The innite-buer network model
A very simple model of an aess router onneted to a omplex network
onsists of a buer and a link, shown in Fig. 2.2. In this regard the link is
not a real onnetion between routers, but rather a virtual one. The inuene
of the network on the tra using the aess router is modeled with a few
parameters of the virtual link: a xed propagation delay D, bandwidth C,
and paket loss probability p. This probability represents the hane of link
and hardware failures [52℄, inorret handling of arriving pakets by routers,
losses and time variations due to wireless links in the path of the onnetion
[44℄, the likelihood of ongestion in the instantaneous bottlenek buer, and
the eet of RED and ERD queuing poliies. In this hapter I assume that
the buer is large enough that no paket loss ours in it.
Two pratially important limits in respet of the role of the aess buer
are: a) LAN tra, when the bandwidth delay produt of the link is small,
only a few pakets an be out in the link and the buer is never empty;
and b) WAN tra, when the bandwidth delay produt of the link is large,
pakets are in the link and the buer is mostly empty. From now on I will
refer to systems with small and large bandwidth delay produts as LAN and
WAN, respetively.
As I mentioned earlier in Setion 1.2.2, the Internet tra is governed
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mostly by TCP. I will therefore neglet UDP tra in my simple network
model and will only study the behavior of TCP dynamis.
In realisti networks many TCP soures [53℄ may share the resoures of
the aess network. The diulty of desribing the parallel TCP dynamis
lies in the interation of individual TCP ows. It is obvious that the number
of pakets in the network injeted by one of the TCP sessions aets the
networking environment of the others. In partiular, it ontributes to the
round trip times and paket losses felt by the other TCPs. Sine the on-
gestion window ontrols the maximum number of unaknowledged pakets,
understanding its distribution is ruial to desribe the interation.
While an exat treatment of nonlinear interating systems (suh as this
one) is not possible in general, very eient methods, motivated mostly by
interating physial systems, have been developed. One of the most estab-
lished methods is the mean eld approximation. In this approximation eah
subsystem operates independently in an averaged (or mean) environment.
The average environment is alulated from the behavior of the subsystems.
Finally, a xed point of the system has to be found where the mean en-
vironment and the environment averaged over the independent subsystems
oinide. This way we obtain a self-onsistent solution whih provides an
approximate but quite aurate desription of eah subsystem.
In the ase of omputer networks eah TCP plays the role of a subsystem,
while the environment is the round trip time. First, the ongestion window
distribution of a TCP is alulated by assuming a given paket loss and round
trip time. Next, the mean round trip time is alulated using the window
distribution. Finally, a xed point value of the round trip time is determined.
2.4 Dynamis of a single TCP
For studying the behavior of interating TCPs by mean eld approximation
one should know the behavior of a single TCP rst. In this setion I arry
out the analysis of a single TCP with the use of the uid approximation of
TCP dynamis, presented in Setion 2.1.
Reall that between two onseutive losses the ongestion window is gov-
erned by the ontinuous time dierential equation (2.3):
dW
dt
=
1
R(W )
, (2.12)
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Figure 2.3: Comparison of ns-2 simulations with the uid approximation of
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ongestion avoidane proess of TCP/Reno. Note the small plateaus in
the simulations due to the FR/FR algorithm after eah period.
where W ∈ [0,∞[ is the ongestion window, and R(W ) is the round-trip
time, whih might depend expliitly on the value of the ongestion window.
Consider, for example, a typial LAN senario with a single TCP where
the link delay is small and paket delay is aused mostly by buering. The
ongestion window ounts the number of unaknowledged pakets, and these
pakets an be found on the link and in the buer. At eah paket-shift time
unit a paket is shifted from the buer into the link. The round-trip time
of a freshly sent paket will be the time it should wait for the shifting of
all previously sent pakets in the system, whih is in turn measured by the
ongestion window R(W ) =WP/C.
An idealized ongestion window proess is shown in Fig. 2.3(b), while a
simulated ongestion window sequene an be seen on Fig. 2.3(a) for om-
parison. Numerial simulations were exeuted by Network Simulator (ns-2),
introdued in Se. 2.2.3. Note the small plateaus in the simulations after eah
yle of the ongestion window proess. These plateaus are the result of the
FR/FR algorithms. First, I will ignore the eet of the FR/FR algorithms,
and I will onsider their inuene later.
In order to inlude more generaleven hypothetialTCP dynamis in
my model the round-trip time is written in the following form:
R(W ) = α−1Wm (2.13)
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with m ≥ 0 and α > 0. Note that this notation inludes the ACK time
dynamis of TCP as well.
The uid equation (2.12) an be written now as
dW
dt
= α
Wm
, whih an be
rearranged into
dWm+1
dt
= α (m+ 1) . (2.14)
It is obvious that between two paket loss events the solution of this dier-
ential equation is
Wm+1(t) = Wm+1(τi) + α (m+ 1) (t− τi) , (2.15)
where τi denote the instant of the i
th
paket loss. At τi the transformation
W (τ+i ) = βW (τ
−
i ) (2.16)
is exeuted, where W (τ−i ) and W (τ
+
i ) are the ongestion windows immedi-
ately before and after the time of paket loss, and 0 < β < 1. The atual
value of β is 1/2 in most TCP variants.
Let Wi = W (τ
+
i ) denote the ongestion window immediately after the
ith paket loss, δi = τi+1 − τi the length of the time interval between two
losses, and c = βm+1 hereafter. Sine TCP is assumed to detet paket losses
instantaneously in the uid model, Wm+1i+1 an be written as
Wm+1i+1 = [βW (τi+1)]
m+1 = cWm+1i + α (m+ 1) c δi. (2.17)
By repeated appliation of (2.17) one an show that the value of the
ongestion window immediately after the N th paket loss is
Wm+1N = c
NWm+10 + α (m+ 1)
N−1∑
k=0
ck+1δN−k−1. (2.18)
For N → ∞ the initial value W0 beomes insigniant and the sequene of
ongestion window values after the paket losses (W
a.l.
) an be expressed as
W
a.l.
m+1 = lim
N→∞
Wm+1N = α (m+ 1)
∞∑
k=0
ck+1δk. (2.19)
Note that the indexing of the δi sequene is reversed. This was allowed
sine, as I will show below, every δi had the same statistial properties.
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The reversed indexing was neessary sine the innite sum would have been
meaningless without it.
In the LAN ase one paket is shifted out of the buer in eah time unit.
Therefore, in the uid approximation the times between paket losses, δi,
are independent exponentially distributed variables. The WAN senario is
slightly dierent. Sine there is no queue in the buer there are periods when
no paket leaves the buer (see the small horizontal steps in Figure 2.6(a)),
pakets annot be lost in those intervals. However, I assume rst that times
between losses are exponentially distributed in the WAN senario as well
fδi(x) = λe
−λx, (2.20)
where 1/λ is the average time between lossesand I will improve the model
later. For the LAN ase λ = pC/P , sine one paket is shifted from the
buer in P/C paket-shift time. Combining (2.19) and (2.20) one an obtain
the distribution of W
a.l.
m+1
:
fW
a.l.
m+1(w) =
∞∫
0
· · ·
∞∫
0
δ
(
w − α (m+ 1)
∞∑
k=0
ck+1xk
)
∞∏
i=0
fδi(xi) dxi, (2.21)
where δ() is the delta distribution. In reality only the distribution of generi
values of the ongestion window an be measured. Therefore, their distribu-
tion has to be derived as well. Here I show that this an be done analytially.
In general, between losses the ongestion window is the sum of two ran-
dom variables Wm+1 = W
a.l.
m+1 + α (m+ 1) τ , where τ is a uniformly dis-
tributed random variable in the random interval [0, δi]. To obtain the proba-
bility distribution of the ongestion window at an arbitrary moment we have
to derive the distribution of the random variable τ as well. Its distribution
an be derived as follows: τ is distributed uniformly on eah interval with
length ρ, assuming ρ is given. This statement an be expressed mathemati-
ally with the onditional distribution
fτ (t | ρ = x) = 1
x
χ[0,x](t), (2.22)
where χH(w) denotes the indiator funtion of set H ⊂ R. Furthermore,
the probability of seleting a random interval is proportional to the length
of the given interval and the distribution of the random variable δi. The
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proportional fator an be dedued from the normalization ondition of the
probability distribution:
fρ(x) =
xfδi(x)∫∞
0
xfδi(x) dx
=
x
E[δi]
fδi(x) = λxfδi(x) (2.23)
Finally, the desired distribution follows from the total probability theorem:
fτ (t) =
∫ ∞
0
fτ (t | ρ = x)fρ(x) dx
= λ
∞∫
0
λe−λx
x∫
0
δ(t− y) dy dx = λ
∞∫
t
λe−λx dx = λe−λt
(2.24)
In order to alulate the distribution funtion of a general value of the
ongestion window we apply the method of the Laplae transform. As is
known, the Laplae transform of the density funtion of the sum of inde-
pendent random variables is the produt of the Laplae transform of their
density funtions. The Laplae transform of (2.21) with respet to W
a.l.
m+1
an be dened as fˆW
a.l.
m+1(s) =
∫∞
0
e−swfW
a.l.
m+1(w) dw. This an be easily
evaluated and we get
fˆW
a.l.
m+1(s) =
∞∏
k=0

λ
∞∫
0
exp
(−sα (m+ 1) βm(k+1)xk − λxk) dxk


=
∞∏
k=1
λ
λ+ α (m+ 1) cks
.
(2.25)
The Laplae transform of the distribution of α (m+ 1) τ is given by
fˆα(m+1)τ (s) =
∞∫
0
λ
α (m+ 1)
e−
λ
α(m+1)
te−st dt =
λ
λ+ α (m+ 1) s
. (2.26)
Therefore, the Laplae transform of the generi Wm = W
a.l.
m + α (m+ 1) τ
distribution is the innite produt
fˆWm+1(s) = fˆW
a.l.
m+1(s) fˆα(m+1)τ (s) =
∞∏
k=0
λ
λ+ α (m+ 1) cks
. (2.27)
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Furthermore, we an rewrite the Laplae transform as a sum of partial fra-
tions
fˆWm+1(s) =
λ
α (m+ 1)
∞∑
k=0
hk(c)
λc−k
α(m+1)
+ s
, (2.28)
where the oeients hk(c) an be obtained from the residues of the poles of
fˆWm(s):
hk(c) = Res
− λc
−k
α(m+1)
α (m+ 1)
λ
fˆWm+1(s)
= lim
s→− λc
−k
α(m+1)
α (m+ 1)
λ
(
s+
λc−k
α (m+ 1)
) ∞∏
l=0
λ
λ+ α (m+ 1) cls
=
1
ck
∞∏
l=0
l 6=k
1
1− cl−k =
1
ckL(c)
k∏
l=1
1
1− c−l , (2.29)
where
L(c) =
∞∏
l=1
(
1− cl) . (2.30)
It follows evidently from this formula that the relative strength of suessive
terms eventually dereases exponentially fast, when k is large enough:
hk+1(c)
hk(c)
= −ck 1
1− ck+1 ≈ −c
k
for k ≫ − 1
log c
, (2.31)
therefore, only a small number of onstants should be used for numerial
purposes.
We an perform a term-by-term inverse Laplae transform on (2.28). The
density funtion of Wm an be given by
fWm+1(w) =
λ
α (m+ 1)
∞∑
k=0
hk(c) exp
(
− λc
−k
α (m+ 1)
w
)
. (2.32)
The distribution of the ongestion window is given by a simple variable trans-
formation
fW (w) =
λ
α
wm
∞∑
k=0
hk(c) exp
(
− λc
−k
α (m+ 1)
wm+1
)
. (2.33)
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Finally, the omplementary umulative distribution F¯W (w) =
∫∞
w
fW (w
′) dw′
an be given by
F¯W (w) =
∞∑
k=0
ckhk(c) exp
(
− λc
−k
α (m+ 1)
wm+1
)
. (2.34)
Note that the above formulas do not hange when λ and α are varied, but
the λ/α ratio is kept xed. Furthermore, the weight of the kth term in the
probability distribution is ckhk(c), so the error indued by trunating terms
above a threshold index an be estimated preisely: 1−∑Kk=0 ckhk(c).
Compare the results (2.32)  (2.34) with (2.9)  (2.10). The alulation
has reprodued the results of Ott et al. [45℄ with a slight dierene in the
notation. However, I have not supposed in my derivation that p → 0, as
Ott et al. did. Furthermore, I have shown expliitly that τ is exponentially
distributed, whih is missing in the previous derivation.
The moments of W an be alulated from (2.32) as
E[W r(m+1)] =
∫ ∞
0
wrfWm+1(w)dw =
λ
α (m+ 1)
∞∑
k=0
hk(c)
∫ ∞
0
wre−
λc−k
α(m+1)
wdw
=
(
α (m+ 1)
λ
)r ∞∑
k=0
c(1+r)khk(c)
∫ ∞
0
zre−zdz
=
(
α (m+ 1)
λ
)r
Γ (1 + r)
∞∑
k=0
c(1+r)khk(c),
(2.35)
where r > 0. The variable transformation z = λc
−k
α(m+1)
w was exeuted
in the rst integral, and the integral denition of the Gamma funtion
Γ(x) =
∫∞
0
zx−1e−zdz was applied in the seond equation. If r = n is an
integer the moments an be given in losed form. For this end let us nd
the series expansion of the Laplae transform of Wm+1. Observefollowing
Ott et al.that the produt form of the Laplae transform (2.27) satises
the following funtional equation:(
1 +
α (m+ 1)
λ
s
)
fˆWm+1(s) = fˆWm+1(cs). (2.36)
Dierentiate n times both sides of this funtional equation with respet to s:(
1 +
α (m+ 1)
λ
s
)
fˆ
(n)
Wm+1(s) + n
α (m+ 1)
λ
fˆ
(n−1)
Wm+1(s) = c
nfˆ
(n)
Wm+1(cs). (2.37)
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Table 2.1: hk (β
m+1) oeients with β = 1/2 and m = 1
h0 1.4523536 h3 −3.2786819 · 10−2 h6 1.9643078 · 10−9
h1 −1.9364715 h4 5.1430305 · 10−4 h7 −4.7959661 · 10−13
h2 5.1639241 · 10−1 h5 −2.0109601 · 10−6 h8 2.9272701 · 10−17
Sine the nth derivative of the Laplae transform at s = 0 is related to the
moments as E[W n(m+1)] = (−1)nfˆ (n)Wm(0), we nd the following reurrene
relation:
(1− cn)E[W n(m+1)] = nα (m+ 1)
λ
E[W (n−1)(m+1)]. (2.38)
This reursive equation with the initial ondition E[W 0] = 1 immediately
yields
E[W n(m+1)] = n!
(
α (m+ 1)
λ
)n n∏
k=1
1
1− ck . (2.39)
2.5 Disussion
2.5.1 Loal Area Networks
I will now onrm the validity of the above results by numerial simulations.
In this setion I study the LAN senario, that is when the bandwidth-delay
produt of the link is muh smaller than the size of the buer. As I have
pointed out earlier the parameters of the ideal LAN senario are m = 1,
c = β2 = 1/4, and α−1λ = p. The rst nine numerial values of hk(c) are
shown in Table 2.1. It an be seen that the oeients onverge to zero so
quikly that it is suient to keep the rst ve terms in pratial alulations.
The mean of the ongestion window an be alulated from (2.35) with
the parameter r = 1
m+1
= 1
2
:
E[W ] =
√
2
p
√
pi
2
∞∑
k=0
hk(1/4)
8k
≈ 1.5269√
p
, (2.40)
whih gives the well known inverse square-root formula. The seond moment
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Figure 2.4: Empirial mean and standard deviation of the ongestion window
as the funtion of the orresponding theoretial values in the range of loss
probabilities p = 0.1%5%.
an be obtained exatly from (2.39) with n = 1:
E[W 2] =
2
p
1
1− 1/4 =
8
3p
, (2.41)
therefore the standard deviation is approximately
σ[W ] =
√
E[W 2]− E[W ]2 ≈ 0.5790√
p
. (2.42)
In Figure 2.4 the empirial mean and standard deviation of the onges-
tion window is plotted as the funtion of the theoretial values (2.40) and
(2.42), respetively. The model predits measurement points on the diag-
onals, shown with dotted lines. We an see that the empirial standard
deviation agrees well with the theoretial values, but the average ongestion
window is systematially smaller than predited. The linear t f(x) = x+b of
the data points gives an estimate for the average shift b = −1.4141± 0.0611.
The most important soure of error is that FR/FR algorithms have been
negleted in my idealized model, but the simulator does use these algorithms.
The small plateaus appearing in the ongestion window after eah yle pro-
due bias towards the smaller window values.
In a rened model let us onsider the FR/FR algorithms as well. Denote
W˜ the uid approximation of the extended ongestion window proess, whih
2.5. DISCUSSION 37
an operate in either ongestion avoidane (CA) or FR/FR mode. TCP
remains in FR/FR mode until the ACK of a retransmitted paket reahes
the sender, that is the round-trip time before the FR/FR mode started:
R(β−1W ). Furthermore, the probability that a plateau forms in the window
interval [w,w+ dw] equals the probability that the window is redued to the
given interval after a paket loss: fW
a.l.
(w) dw. The form of the distribution
fW
a.l.
(w) might be derived by diret alulation, but it an also be found
by a simple argument: in stationary state of TCPsine the paket loss
proess is memorylesspaket loss an our at every ongestion window
value with the same probability, supposing that the window has reahed the
given value. In other words the value of the after loss ongestion window
is W
a.l.
= βW
b.l.
= βW . Aordingly, the distribution of the after loss
window is fW
a.l.
(w) dw = fW (β
−1w) dβ−1w. On ondition that TCP is in
FR/FR mode the probability distribution of the ongestion window is
fW˜ (w | TCP in FR/FR mode) =
R(β−1w)β−1fW (β
−1w)
E[R(W )]
(2.43)
On the other hand, the window distribution in the ongestion avoidane
mode an learly be given by fW˜ (w | TCP in CA mode) = fW (w). Now
only the probabilities of the CA and FR/FR modes are required. Sine eah
ongestion avoidane phase is followed by a FR/FRmode, probabilities of the
dierent modes are proportional to the average length of the orresponding
mode. The mean length of a ongestion avoidane mode is evidently the
average time between two paket losses: E[δi] = 1/λ. The average length
of a FR/FR period, on the other hand, is simply the average length of the
plateaus: E[R(W )]. This implies that
P(TCP in CA mode) =
1/λ
1/λ+ E[R(W )]
, and (2.44)
P(TCP in FRFR mode) =
E[R(W )]
1/λ+ E[R(W )]
. (2.45)
Therefore, the probability distribution of the ongestion window extended
by the FR/FR algorithm is
fW˜ (w) =
fW (w) +
λ
α
β−(m+1)wmfW (β
−1w)
1 + λ
α
E[Wm]
(2.46)
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where (2.13), the denition of R(W ) has been substituted. This formula is
the main result of this setion. In Figure 2.5 the histogram of the ongestion
window simulated with ns-2 and (2.46) are ompared in the range of loss
probabilities p = 0.1%5.0%. We an see an almost perfet math between
theory and simulation. In order to illustrate the improvement of the formula
(2.46) on (2.33), I plotted fW (w) with dotted lines for omparison. I must
stress here that there are no tunable parameters in (2.46) and no parameter
t has been made.
Let us alulate the moments of W˜ :
E[W˜ k] =
E[W k] + βk λ
α
E[Wm+k]
1 + λ
α
E[Wm]
. (2.47)
As an important speial ase we an alulate the orretion of the FR/FR
algorithms to the mean of the ongestion window:
E[W˜ −W ] = −λ
α
E[W ]E[Wm]− βE[Wm+1]
1 + λ
α
E[Wm]
(2.48)
If the formula (2.35) is substituted into the above equation one an obtain the
dependene of the orretion on λ/α. Speially, for m = 1: E[W˜ −W ] ≈
− 0.9981
1+1.5269
√
λ
α
. Interestingly, the orretion tends to a onstant in the small
loss limit: limλ/α→0 E[W˜ −W ] ≈ −0.9981. In the range of loss probabilities
p = λ/α = 10−45 · 10−2, investigated by simulations, the orretion to the
ongestion window average is between −0.8659 and 0.9831, whih is less than
observed in Fig. 2.4(a). The remaining disrepany omes from the dierene
between the ontinuous and the uid value of W . In the simulation the
ongestion window is not only halved its integer part is also taken. This
disrepany aounts for approximately −0.5 unit shift on average. The
slow start mehanism, whih beomes more and more dominant as the loss
probability inreases, also makes the small window values more probable.
However, these eets are beyond the sope of the applied uid model.
2.5.2 Wide Area Networks
I turn now to the WAN senario, where buering delay is very small ompared
to the link delay. A typial ongestion window sequene is shown in Figure 2.6
with D = 1s and p = 0.01.
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Figure 2.5: Histograms and theoretial distributions of ongestion windows
in LAN. Network parameters are C = 256 kb/s, P = 1500 byte, and D = 0 s.
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Figure 2.6: The ongestion avoidane proess of TCP in WAN setup. The
global ongestion window development is seemingly linear, but the detailed
plot on Figure 2.6(b) shows a dierent piture. The globally linear growth is
omposed of alternating idle and LAN-like ative periods. See the disussion
in the text.
The appliability of the developed model depends on two ruial fators:
the validity of the exponential inter-loss distribution (2.20) and the validity
of (2.13), the dependene of round-trip time on the ongestion window. The
diulty of the WAN senario is thatas I mentioned earlierthere are
periods when no paket leaves the buer. This eet orrupts the validity of
both assumptions. Pakets annot be lost during idle periods, so the inter-
loss time distribution deviates from exponential distribution. Furthermore,
if we assume that the round-trip time is onstant, R(W ) = 2D, then the
solution of the equation of motion (2.15) predits linear ongestion window
development, whih orresponds to m = 0 in the model. However, a typial
sequene of ongestion windows, displayed in Fig. 2.6(b), shows step-like
growth instead. Another diulty is that even if the inter-arrival times an be
approximated with an exponential distribution, the onnetion between the
paket loss probability p and the parameter of the distribution λ is unknown.
Given these onerns I approah the ongestion window development in
a WAN network in a manner dierent from simple linear growth, the model
applied exlusively in the literature. First of all let us investigate the window
development in ongestion avoidane mode in more detail. The ne struture
of the ongestion window is shown in Fig. 2.6(b). During the ative period
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of TCP, when ACKs are arriving bak to the sender (in ACK time), the
ongestion window is being inreased the same way as in a LAN network.
The dierene from LAN in a WAN senario is that an idle period follows
with a onstant ongestion window. Sine W pakets are transferred in an
ative period, the length of an ative period isW/α. The following idle period
is 2D −W/α long, beause the total length of an ative and the sueeding
idle period is preisely one round-trip time, 2D.
Let W ∗ denote the ongestion window idle periods inluded. If the
plateaus orresponding to idle periods are approximated as if they were
blurred evenly on the ative periods, thenanalogously to the FR/FR mode
in LANthe onditional distribution of the ongestion window in idle mode
of TCP an be formulated as
fW ∗(w | TCP in IDLE mode) =
2D−w/α
w/α
fW (w) Θ(2D− w/α)
E
[
2D−W/α
W/α
Θ(2D −W/α)
] . (2.49)
Only the probabilities of idle, CA and FR/FR modes are required. The
probability of eah mode is proportional to the average time TCP spends
in the partiular mode. Considering the idle mode, the average length of
a plateau in one ACK inrement is E
[
2D−W/α
W/α
Θ(2D −W/α)
]
. Moreover,
the window is inreased E[δi] = 1/λ times in one loss yle on average.
Aordingly, the probability of idle mode is
P(TCP in IDLE mode) =
E
[
2αD−W
W
Θ(2αD −W )] /λ
1/λ+ E[R(W )] + E
[
2αD−W
W
Θ(2αD −W )] /λ.
(2.50)
The probabilities of CA and FR/FR modes in Eqs. (2.44) and (2.45) should
be modied proportionately. As a result we obtain
fW ∗(w) =
fW (w) +
λ
α
β−(m+1)wmfW (β
−1w) + 2αD−w
w
fW (w) Θ(2αD− w)
F¯W (2αD) +
λ
α
E[Wm] + 2αDE
[
1
W
Θ(2αD −W )]
(2.51)
for the ongestion window distribution, where I used that E[Θ(2αD−W )] =∫ 2αD
0
fW (w) dw = 1 − F¯W (2αD). The trunated expetation of 1/W an
be obtained similarly to (2.35) with r = − 1
m+1
, but one should inlude the
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inomplete Gamma funtion Γ(z, x) =
∫∞
x
xz−1e−x dx as well:
E
[
1
W
Θ(2αD −W )
]
=
∫ 2αD
0
1
w
fW (w) dw
=E
[
1
W
]
−
(
λ
α (m+ 1)
) 1
m+1
∞∑
k=0
Γ
(
m
m+ 1
,
2λDc−k
m+ 1
)
c
mk
m+1hk(c).
(2.52)
The moments of W ∗ an be given easily:
E
[
W ∗k
]
=
E[W k] + λ
α
βkE[Wm+k] + E
[(
2αDW k−1 −W k)Θ(2αD −W )]
F¯W (2αD) +
λ
α
E[Wm] + 2αDE
[
1
W
Θ(2αD −W )] .
(2.53)
The distribution and moments of the ideal WAN senario an be obtained
from (2.51) and (2.53) in the αD →∞ limit:
lim
αD→∞
fW ∗(w) =
1
wE
[
1
W
]fW (w) and lim
αD→∞
E
[
W ∗k
]
=
E[W k−1]
E
[
1
W
] . (2.54)
Note that the formula (2.51) at D = 0 redues to (2.46), derived earlier
for an ideal LAN senario with CA and FR/FR modes. Note further that
(2.51) is appliable not only for the ideal WAN or LAN senarios, but also
for for the most generi onguration. Moreover, I would like to emphasize
that the parameters of the model an be obtained from the intrinsi ACK
time dynamis of TCP, and no parameter tting is neessary. Speially,
for TCP/Reno the parameters are m = 1, λ/α = p, β = 1/2 and 2αD is the
bandwidth-delay produt measured in paket units.
In order to verify (2.51) I arried out simulations. The link parameter
2αD has been set to 170 pakets and the paket loss has been varied in the
range of p = 10−4− 5 · 10−2. Simulation results are shown in Fig. 2.7. I have
plotted the ontribution of the ative periods to the theoretial distribution
with dotted lines for omparison. A transient between the ideal LAN and
WAN network onguration an be observed at p = 10−4, sine the parameter
2αD = 170 falls in the bulk of the distribution. An exellent t an be seen at
small loss probabilities and a small disrepany an be deteted in the mid-
range 10−3 < p < 10−2. For probabilities p > 0.01 the negleted slow start
mehanism beomes more and more signiant. As a result the theoretial
distribution deviates from the measured histogram more markedly.
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Figure 2.7: Histograms and theoretial distributions of ongestion windows
in WAN. The bandwidth-delay produt is 2DC/P = 170.67, measured in
pakets. Note that this value falls in the bulk of the distribution at loss rate
p = 10−4, whih means a transient between the ideal LAN and WAN.
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2.5.3 Dynamis of parallel TCPs
Now, I am in the position to extend my results for parallel TCPs. Sine
(2.51) involves only the intrinsi TCP dynamis, the model parameters m =
1, λ/α = p, and β = 1/2 are the same for parallel and a single TCP.
The propagation delay parameter 2αD might hange, however, beause the
interation of dierent TCPs might alter the idle periods experiened by the
individual TCPs.
The parallel TCPs operate in WAN environment until the number of
pakets in the network, that is the sum of the ongestion windows
∑N
i=1W
∗
i ,
is less than 2αD. Let us onsider one of the parallel TCPs and denote its
ongestion window by W ∗n . The length of the idle periods felt by the seleted
TCP is 2D−W ∗n/α in the WAN ase and the propagation delay is independent
of the states of the dierent TCPs. The ongestion window distribution of
eah individual TCP an therefore be given by (2.51). In Fig. 2.8(a) I show
the ongestion window histogram of one out of two parallel TCPs. The link
delay is D = 2s, large enough to leave the buer empty. As a omparison
I also show the histogram of a single TCP and the theoretial distribution
funtion for the same network onguration. It is apparent that the two
histograms are almost idential and the disrepany between the theoretial
distribution and the measured histogram remains almost the same for parallel
TCPs as for a single one.
In the LAN senario, when the sum of the ongestion windows is larger
than 2αD, a queue starts forming in the buer and the buering delay be-
omes signiant. The seleted TCP suers
∑N
i=1W
∗
i /α−W ∗n/α long idle pe-
riods, aused by intermediate pakets sent by the rest of the TCPs. Thereby,
the dynamis of the TCPs beomes oupled and they annot be handled as
being independent any more.
In an attempt to solve this problem I am going to use the mean eld
theory, that is I suppose that TCPs are independent and they feel only the
average inuene of other TCPs. For a large number of TCPs the sum of on-
gestion windows will utuate around its average E
[∑N
i=1W
∗
i
]
= NE[W ∗]
and the deviation from this average will be of order ∼ √N . For suiently
large N the relative size of utuations will deay as ∼ 1/√N . Therefore,
for large N it is reasonable to replae the sum of ongestion windows with
its average. In this approximation eah TCP operates in a WAN-like envi-
ronment, sine they feel a onstant delay as in WAN. So we an apply the
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Figure 2.8: Illustration for the mean eld approximation for two parallel
TCPs. The ongestion window histogram of one of two parallel TCPs is
shown. The histogram of a single TCP is displayed for omparison. Network
parameters are C = 256 kb/s, P = 1500 byte and p = 5 · 10−3.
orresponding results of WAN. We simply have to replae all ourrenes of
2αD in (2.51) with NE[W ∗], the mean eld approximation of the sum of the
ongestion windows.
The self-onsistent mean eld solution for E[W ∗] an be obtained from
(2.53). The ourrenes of 2αD have to be replaed with NE[W ∗] again, and
the xed point solution for NE[W ∗] should be found. The simplest method
for nding the xed point solution is to iterate (2.53): start with a good
estimate of the mean eld solution, alulate the next estimate with the
equation and replae the new value to the right hand side of the equation.
This proess should be repeated until the desired preision is ahieved. A
good initial value for the iteration is the mean ongestion window in the
αD →∞ limit (2.54), beause many parallel TCPs (N ≫ 1) are lose to the
ideal WAN senario.
In Fig. 2.8(b) the ongestion window histogram of one out of two parallel
TCPs is presented in a LAN environment, when the link delay is D = 0s.
The mean eld approximation of the distribution funtion shows an exellent
t. The histogram of a single TCP in the same network onguration is also
plotted with the orresponding theoretial distribution. The two histograms
are rather dierent but both theoretial distributions are lose to the orre-
sponding empirial values. Fig. 2.9 shows a similar LAN senario with one
of 20 parallel TCPs.
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Figure 2.9: Congestion window histogram of one of 20 parallel TCPs. The
histogram of a single TCP is displayed for omparison. Network parameters
are C = 256 kb/s, P = 1500 byte and p = 10−3. The mean eld solution of
(2.53) is NE[W ∗] ≈ 827.75, lose to an ideal WAN senario.
2.6 Conlusions
In this hapter I analyzed the ongestion window distributions of TCP in
a standalone, innite-buer network model. I derived new analytial for-
mulas for the distribution of generi ongestion window values, whih take
into onsideration not only the ongestion avoidane mode, but also the fast
retransmit/fast reovery modes of TCP. My novel approah for modeling
WAN onguration made it possible to desribe TCP tra with all model
parameters at hand; no parameter tting is neessary. Moreover, I presented
analyti alulations not only for ideal LAN and WAN senarios, but also
for intermediate network ongurations, where the queuing and link delays
are omparable. The mean eld theory has been applied for parallel TCP
tra. My analyti alulations were veried against diret simulations. The
analyti results t the histograms I reeived from the simulations when the
paket loss probability is small as well. Disrepanies between the analyti
results and simulations beome stronger when the paket loss probability in-
reases, however. The dierenes mostly ome from the negleted slow start
mode of TCP and the uid approximation of the disrete time ongestion
window proess. The main virtue of my work is that it provides an analyti
desription of TCP tra in more detail than previous works, without the
need to adjust parameters empirially.
Chapter 3
Tra dynamis in nite buer
In the previous hapter I assumed that the ommon buer under investigation
was not a bottlenek buer. The model desribes the dynamis of TCP in
the presene of external paket loss quite aurately. However, paket loss
in urrent networks is generated predominantly by overloaded buers. This
is an inherent property of TCP ongestion ontrol mehanism sine TCP
inreases its paket sending rate until paket loss ours in one of the buers
along the route between the soure and the destination. In the literature
little or no progress has been made towards an understanding of the detailed
mehanism of paket loss in IP networks.
In this hapter I give a detailed mathematial desription of the paket
loss mehanism. In Setion 3.1 the rened network model is dened. I inves-
tigate the dynamis of TCP in the presene of a nite buer in Setion 3.2.
I disuss my model in Setion 3.3, where I will derive analyti formulas for
the paket loss and the ongestion window distribution. The new formulas
and distributions are validated by diret simulation. Finally, I onlude this
hapter in Setion 3.4.
3.1 The nite buer model
My extended network model is very similar to the model I studied in the
preeding hapter with the deisive dierene that the buer size B is nite
now (Fig. 3.1). The remaining part of the network isas in the previous
haptermodeled by a xed delay D, onstant bandwidth or link apaity
C and random loss probability of p per paket. In my idealized network
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Figure 3.1: The nite buer model. In numerial simulations paket size
P = 1500 byte and bandwidth C = 256 kb/s have been xed, and the buer
size B and the paket loss probability p have been hanged.
model one TCP injets pakets into the buer.
The buer is large enough suh that TCP an operate in ongestion avoid-
ane mode, but it is nite, so that paket loss an our in it. Furthermore,
the number of pakets getting lost in the buer is omparable with the full
paket loss, inluding the orrupted and lost pakets in the rest of the net-
work.
We an estimate the parameter range where the niteness of the buer
plays an important role in a LAN senario, when the link delay is negligible.
The nite buer size limits the total ongestion window ahievable by TCP
to wmax ≈ B. On the other hand, I have shown in the last hapter that
external paket loss in the ore network would set the average ongestion
window to 〈w〉 ≈ c/√p, where c ≈ 1.5269. If c/√p ≈ B, that is pB2 ≈ c
holds then the external and the buer loss play omparable role. A more
detailed analysis will be given in Setion 3.3.1.
3.2 Dynamis of a single TCP
In this setion I present the analysis of a single TCP operating in my nite
buer model. I start o by the uid equation
dW
dt
=
1
R(W )
, (3.1)
similar to Eq. (2.12) of the innite buer model, but with the important
dierene that the maximum ongestion window is limited: w ∈ [0, B˜], where
B˜ = B+2DC/P . The round-trip time is supposed to be the same as (2.13):
R(W ) = α−1Wm, (3.2)
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Figure 3.2: The ongestion avoidane proess of TCP/Reno in the ase of
nite buer, obtained form ns-2 simulations . The idealized uid approxima-
tion of the ongestion window is also shown for omparison.
where α > 0 and m ≥ 0. The above equations an be solved the same
way as the equations of the innite buer senario and we obtain the time
development of the ongestion window between losses:
Wm+1(τ) =Wm+1(τi) + α (m+ 1) (τ − τi) , (3.3)
where τi denotes the instant of the i
th
paket loss as before.
An idealized ongestion window proess with m = 1 an be seen in Fig-
ure 3.2(b)for a LAN network. In order to validate my model I implemented
it in ns-2. Simulation results of the ongestion window proess an be seen
in Figure 3.2(a) for omparison, with C = 256kb/s, P = 1500byte, B = 50,
D = 0s and p = 0.0008 parameter values (pB2 = 2). Equation (3.3) gives
a reasonably good desription of the window development. The eet of
disrepanies will be disussed in Setion 3.3.2.
Furthermore, δi, the elapsed time between onseutive paket losses o-
urring at the external link, are supposed to be independent, exponentially
distributed random variables with mean 1/λ and probability distribution
fδi(x) = λ exp(−λx), ∀i ∈ N. (3.4)
Note the important memoryless property of the exponential distribution. It
means that if a ertain length of time has elapsed sine a paket loss then the
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probability distribution of the time interval remaining until the next paket
loss is still given by (3.4) regardless of the elapsed time.
I now derive the formula that onnets onseutive window values before
losses. Let us denote by Wi = W (τ
−) the window value immediately before
the ith loss event and its distribution by fWi(w). If the value of the ran-
dom variable δi is small enough, the next Wi+1 an be obtained from (3.3).
However, if δi is so large that the window would grow above the upper limit
B˜ then pakets will be dropped at the buer, and the Wi+1 will be set to
B˜. Aordingly, a mapping an be given that onnets the onseutive Wi
values:
Wi+1 = Tδi(Wi) =
{(
cWm+1i + α (m+ 1) δi
) 1
m+1
if δi <
B˜m+1−cWm+1i
α(m+1)
,
B˜ if δi ≥ B˜m+1−cWm+1α(m+1) .
(3.5)
In this manner, the time elapsed until the next paket loss might be smaller
than δi if δi is too large. Due to the property of the distribution (3.4) noted
above, at the sueeding appliation of (3.5) the next δi+1 time interval an
be drawn from distribution (3.4) again.
The next before loss window distribution fWi+1(w) an now be alu-
lated by the Perron Frobenius operator, L, of the mapping:
fWi+1(w) = LTδi(Wi+1) =
B˜∫
0
∞∫
0
δ (w − Tx(w′)) fWi(w′) fδi(x) dx dw′ (3.6)
where δ() is the Dira-delta distribution and I averaged over the distribution
(3.4). After substituting (3.5) into (3.6) we have to onsider the ondition
0 ≤ δi = W
m+1
i+1 −cW
m+1
i
α(m+1)
. This provides us with Wi < Wi+1/β whih should be
taken into aount in the upper boundary of the rst integral. The integration
in x an be arried out:
fWi+1(w) =
λ
α
wm e−
λwm+1
α(m+1)
min(B˜,w/β)∫
0
fWi(w
′) e
λcw′
m+1
α(m+1) dw′
+ δ(w − B˜) e−λB˜
m+1
α(m+1)
B˜∫
0
fWi(w
′) e
λcw′
m+1
α(m+1) dw′.
(3.7)
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Let W
b.l.
= limn→∞Wn denote the stationary limit of the before loss
window sequene. Its stationary distribution, fW
b.l.
(w), is the xed point
solution of (3.7). For nding the xed point solution observe that for any
probability distribution fWi(w) the transformed one, fWi+1(w), will ontain
a Dira-delta term δ(w− B˜) beause of the seond term of (3.7). I therefore
use the following ansatz for the stationary distribution
fW
b.l.
(w) = A(λ/α, B˜) δ(w − B˜) + φ(w), (3.8)
where φ : [0, B˜] → R is a ontinuous regular funtion and A(λ/α, B˜) is a
onstant. The delta funtion represents those points where the paket loss
ours in the buer and the value of the pre-loss window is B˜. The onstant
A(λ/α, B˜) represents the probability that a paket gets lost in the buer,
and it might depend on the external loss λ/α and buer size B˜. I am going
to present the detailed interpretation of A(λ/α, B˜) in Subsetion 3.3.1.
Applying the probe funtion (3.8) in (3.7) and separating the regular and
δ(w − B˜) terms we obtain
A(λ/α, B˜) = e
−λB˜
m+1
α(m+1)
B˜∫
0
φ(w′) e
λcw′
m+1
α(m+1) dw′ + A(λ/α, B˜) e
−λ(1−c)B˜
m+1
α(m+1) , (3.9)
φ(w) =
λ
α
wm e
− λw
m+1
α(m+1)
min(B˜,w/β)∫
0
φ(w′) e
λcw′
m+1
α(m+1) dw′
+ A(λ/α, B˜)
λ
α
wm e−
λ(wm+1−cB˜m+1)
α(m+1) Θ(w − βB˜), (3.10)
where Θ(x) is the Heaviside step funtion. Notie that for w ∈]βB˜, B˜] the
upper limit of the rst integral is independent of w and the Heaviside funtion
equals 1. The funtional form of the unknown funtion φ(w) on this interval
an therefore be resolved. Only the value of the denite integralwhih is
a onstantshould be determined. If we look for a solution on the adjaent
interval ]β2B˜, βB˜] we an see that the upper bound of the rst integral falls
in the range ]βB˜, B˜], where the funtional form of the unknown funtion
was previously found. Again, only the value of a denite integral is to be
found. Repeating these steps reursively one an see that the solution for
the integral equation (3.10) would be simplied if one looked for the solution
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on disjoint intervals ]βn+1B˜, βnB˜], n ∈ N. Aordingly, let us dene the
following funtions:
φn(w) = φ(w)χ]βn+1B˜,βnB˜](w), (3.11)
Sn(s) =
βnB˜∫
0
φ(w) e−s
wm+1
(m+1) dw, (3.12)
where χH(w) denotes the indiator funtion of set H ⊂ R, and the onstant
In = Sn(−cλ/α) =
βnB˜∫
0
φ(w) e
λcwm+1
α(m+1) dw. (3.13)
By applying the newly introdued denition of I0 in (3.9) we learly have
A(λ/α, B˜) =
e−
λB˜m+1
α(m+1)
1− e−λ(1−c)B˜
m+1
α(m+1)
I0. (3.14)
This formula with the above mentioned properties of (3.10) in the interval
]βB˜, B˜] provides us with
φ0(w) =
λ
α
wme−
λwm+1
α(m+1)
1− e−λ(1−c)B˜
m+1
α(m+1)
I0. (3.15)
Furthermore, for n ∈ N, n > 0 the reursion
φn(w) =
λ
α
wme
− λw
m+1
α(m+1)
(
In +
w/β∫
βnB˜
φn−1(w
′) e
λcw′
m+1
α(m+1) dw′
)
(3.16)
an be derived easily, sine the Heaviside funtion in (3.10) is identially
zero if w ∈ [0, βB˜[. In order to apply the above reursion one should know
onstants In, whih in turn an be obtained from funtions Sn(s). If we insert
(3.10) into the denition of Sn(s) then we get
S0(s) =
1
1 + αs/λ
[
S0(sc) + A(λ/α, B˜)E
(
s
B˜m+1
m+ 1
)]
(3.17)
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where E(x) = e−cx − e−x, and for all n ∈ N, n > 0
Sn(s) =
1
1 + αs/λ
(
Sn−1(sc)− e−(s+
λ
α)
cnB˜m+1
(m+1) In−1
)
. (3.18)
Using (3.14) and (3.15) as initial onditions the reursive expressions
(3.16) and (3.18) an be solved. In order to start the iteration the value of
the initial ondition A(λ/α, B˜), or equivalently I0 = S0(−cλ/α) is needed.
In the interest of nding I0 I alulate the funtion S0(s) next. If we suppose
that S0(s) is ontinuous at s = 0 then, using (3.17), it an be proven by
indution that
S0(s) = S0(0)
∞∏
k=0
1
1 + sckα/λ
+ A(λ/α, B˜)
∞∑
k=0
E
(
sck
B˜m+1
(m+ 1)
)
k∏
l=0
1
1 + sclα/λ
,
(3.19)
where I have used that limN→∞ S0(sc
N) = S0(0) for c ∈ [0, 1[. Furthermore,
S0(0) =
B˜∫
0
φ(w) dw = 1− A(λ/α, B˜), beause fW
b.l.
(w) is normalized.
The funtion S0(s) is bounded beause it is dened via the denite inte-
gral of the regular funtion φ(w). The pole at s = −λ/α on the right hand
side of (3.17) must therefore be aneled by the subsequent fator:
S0(−cλ/α) + A(λ/α, B˜)E
(
−λ
α
B˜m+1
m+ 1
)
= 0. (3.20)
In addition, S0(−cλ/α) an be obtained from (3.19). As a result,
− A(λ/α, B˜)E
(
−λ
α
B˜m+1
m+ 1
)
=
(
1− A(λ/α, B˜)
) ∞∏
k=0
1
1− ck+1
+ A(λ/α, B˜)
∞∑
k=0
E
(
−λ
α
ck+1B˜m+1
m+ 1
)
k∏
l=0
1
1− cl+1 (3.21)
is aquired. We an express A(λ/α, B˜) now as
A(λ/α, B˜) =
1
1− L(c)G
(
λ
α
B˜m+1
m+1
) , (3.22)
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where L(c) has been dened earlier in (2.29), and
G(x) =
∞∑
k=0
E(−ckx)
k∏
l=1
1
1− cl (3.23)
with the onvention that the empty produt equals 1. Note that in (3.22)
the parameters appear only in the λB˜m+1/α ombination. This expression is
the ontrol parameter in my model. Systems in whih external paket losses
and buer sizes dier, but the λB˜m+1/α produt is the same, are similar in
the sense that they an be desribed with the same onstant A
(
λB˜m+1/α
)
.
3.3 Disussion
3.3.1 The interpretation of A(·) and the eetive loss
Now I present a brief explanation of the meaning of A
(
λB˜m+1/α
)
and high-
light its importane. First I alulate the average time elapsed between two
paket-loss events. Remember that the inter-loss times on the link δi are
IID random variables with exponential distribution. However, the buer an
indue extra paket losses. If the ongestion window was W
b.l.
at the previ-
ous paket loss then the maximum inter-loss time is learly
B˜m+1−cW
b.l.
m+1
α(m+1)
,
at whih time the buer beomes ongested. The exponential distribution
of δi is trunated above this upper limit, and the probability that δi exeeds
this limit is onentrated at the maximum inter-loss time. Consequently,
the onditional probability distribution that a paket gets lost at either the
buer or the link after δ′ time, supposing that the value of the ongestion
window was W
b.l.
at the previous paket loss, an be written as
fδ′|W
b.l.
(x, w) = δ
(
x− B˜
m+1 − cwm+1
α (m+ 1)
)
e−
λ
α
B˜m+1−cwm+1
m+1
+ λe−λx
[
1−Θ
(
x− B˜
m+1 − cwm+1
α (m+ 1)
)]
,
(3.24)
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With the help of the total probability theorem and (3.24) the average inter-
loss time an be given by
E[δ′] =
∞∫
0
∞∫
0
x fδ′|W
b.l.
(x, w) fW
b.l.
(w) dx dw
=
∞∫
0
1
λ
(
1− e− λα B˜
m+1
−cwm+1
m+1
)
fW
b.l.
(w) dw
=
1−A(λB˜m+1/α)
λ
,
(3.25)
where (3.9) has been used for replaing the last integral.
The meaning of this simple expression beomes learer if we reognize that
λ′ = 1/E[δ′] is the total paket loss ratelink and buer losses ombined.
Therefore,
λ
λ′
= 1− A(λB˜m+1/α), (3.26)
whih an be interpreted as the ratio of the number of pakets that are lost
at the link and the total amount of lost pakets. Similarly, A
(
λB˜m+1/α
)
is the ratio of the number of pakets that are lost at the buer Nbuffer and
the total paket loss Ntotal. The possibility that this ratio an be estimated
from my model is the main result of this setion. This interpretation and the
exat knowledge of the form of A
(
λB˜m+1/α
)
allows us to treat buer-losses
as if they were link-losses. It also makes it possible to alulate the total loss
along a multi-buer, multi-link route.
Aording to (3.26) the measured 1− λ/λ′ expression should be equal to
A
(
λB˜m+1/α
)
and it should not depend on λ and B˜ separately, but only on
the λB˜m+1/α produt. In order to verify (3.26) I arried out a number of
simulations with dierent λ and B˜ parameter values in the 1 ≤ λB˜m+1/α ≤
10 parameter range for both LAN and WAN network ongurations.
The parameter settings of the present model are the same as those of the
innite-buer model in the previous hapter. In partiular, for LAN senar-
ios: m = 1, β = 1/2 and λ/α = p. Setting the value of the new parameter B˜
requires extra are, however. When omparing simulations and the formula
(3.26) we have to take into aount that in reality the system an store more
pakets than the atual buer size. For example, the reeiver is proessing
one paket, and even if the link delay is zero, one aknowledgment paket
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Table 3.1: Fitted b parameter values for dierent buer sizes B. The average
value is b¯ = 2.5354.
B b
30 2.5045
40 2.5790
50 2.6798
60 2.4997
70 2.4143
is traversing bak to the sender during the le transfer, inreasing the max-
imum number of unaknowledged pakets in the system by two. Moreover,
TCP detets paket loss one RTT later than it atually happens, ausing
overshoot of the maximum window. The dierene between simulation and
uid approximation an also ause some disrepany. In other words, TCP
behaves as if the buer would be bigger than it really is. The eet of this
behavior an be observed in Fig. 3.2(a) where the ongestion window oa-
sionally exeeds the buer size B.
In order to treat this problem I assumed that we have to set the ongestion
window limit to B˜ = B + bL, where bL has been tted for dierent buer
sizes B. The tted values of bL an be found in Table 3.1. It an be seen
that bL is onstant and pratially independent of B. Based on simulation
results I set bL to its average value b¯L = 2.5354.
Simulation results are shown in Fig. 3.3, where I ompare the theoretial
formula for A
(
pB˜2
)
and the ratio Nbuffer/Ntotal measured by ns-2. Nbuffer
and Ntotal are the number of pakets dropped at the buer and the total
number of dropped pakets, respetively. In the simulated parameter range
I obtained an almost perfet math.
Now I turn to the WAN senario. Notie that the time ould have been re-
plaed with ACK time in the previous arguments onerning A
(
λB˜m+1/α
)
and the eetive loss. In addition idle periods aet neither the number of
pakets dropped at the buer nor the number of pakets lost at the link.
Therefore, A
(
λB˜m+1/α
)
is basially related to the intrinsi ACK time dy-
namis of TCP. Consequently, the ratio Nbuffer/N)total in a WAN senario
should be equal to A
(
λB˜m+1/α
)
with the intrinsi parameters of TCP dy-
namis m = 1, β = 1/2 and λ/α = p.
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Figure 3.3: Comparison of the theoretial funtion A
(
p(B + b¯L)
2
)
and the
measured ratio Nbuffer/Ntotal obtained from numerial simulations in various
LAN ongurations. The ontrol parameter pB˜2/2 has been varied in the
range of 1 and 6, at various buer sizes between B = 30 and 70.
In an ideal WAN network the buer size would be zero. However, in
reality the buer size B must be set to a positive number, otherwise paket
bursts annot go through the buer and TCP shows pathologial behavior.
If the size of the buer is smaller than the maximum value of the slow start
threshold then the slow start mehanism an have a serious impat on the
number of pakets lost at the buer. Indeed, sudden bursts of pakets of
the slow start mode might ause further ongestions at the buer, whih, in
turn, might indue another slow start. This asade of slow starts lasts until
the slow start threshold is redued below the size of the buer.
In order to demonstrate this phenomenon I arried out simulations with
suh a parameter setting that 2DC/P = 60. The buer size was B = 3, 10,
and 30. Simulation results are shown in Fig 3.4, where I ompared the
theoretial formula A
(
λB˜m+1/α
)
and the measured loss ratio Nbuffer/Ntotal.
Data points deviate from the theoretial urve onsiderably when B = 3.
Deviation from the theory is less for B = 10 than for B = 3, but it is still
signiant for larger values of the ontrol parameter. Finally, the measured
data points t A
(
λB˜m+1/α
)
almost perfetly when B = 30. At the end of
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Figure 3.4: The ratio Nbuffer/Ntotal, obtained from ns-2 simulations, is plotted
as the funtion of pB˜2/2. The theoretial funtion A(x) is shown for om-
parison. Below B ≈ αD the buer annot handle paket bursts produed by
the slow start algorithm, therefore exess paket drops appear at the buer.
Dotted lines onneting data points at B = 3 and 10 are guides to the eye.
this subsetion I estimate the eetive loss λ′ in the λB˜m+1/α → ∞ and
λB˜m+1/α → 0 limits. The rst is the innite buer ase, when pakets get
lost only on the link. It is evident from (3.23) that in the x → ∞ limit
the −ex term dominates G(x). Therefore, A(λ/α, B˜) ≈ e− λα B˜
m+1
m+1 /L(c) if
λB˜m+1/α≫ 1, whih implies that
λ′ ≈ λ

1 + e− λα B˜
m+1
m+1
L(c)

 . (3.27)
The fration of pakets dropped at the buer dereases at an exponential
rate as the ontrol parameter λB˜m+1/α inreases.
The seond ase is the extreme bottlenek buer limit, when pakets
only get lost in the buer. From (3.26) and (3.22) it follows that
λ′ = λ

1− 1
L(c)G
(
λ
α
B˜m+1
m+1
)

 . (3.28)
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With the series expansion of L(c)G(x), derived in Appendix A.1, we an
write
λ′ = λ
(
1 +
1
1− c
α
λ
m+ 1
B˜m+1
− 1 + c
2
+O
(
λ
α
B˜m+1
))
=
m+ 1
1− c
α
B˜m+1
+
1− c
2
λ+O
(
λ2
α
B˜m+1
)
,
(3.29)
when λ2B˜m+1/α≪ 1. In partiular, in an ideal LAN senario
p′ =
8
3B2
+
3
8
p+O (p2B2) (3.30)
holds for the eetive paket loss probability p′ = λ′/α in the p2B2 ≪ 1
limit. The rst order approximation of this formula has been alulated in
[41℄ for the same bottlenek senario. This is a further indiation that my
alulation is orret. Sine I obtained (3.30) as a limit of my model, my
work an be viewed as a generalization of previous studies.
3.3.2 Histograms and probability distributions
I ontinue in this setion with the derivation of the ongestion window distri-
bution from Eqs. (3.14)(3.18). It is easy to see that the pieewise solution
of (3.16) on the disjoint intervals an be written in the form
φn(w) =
λ
α
wm
n∑
k=0
hn,k e
− λ
α
c−k
m+1
wm+1. (3.31)
Note that funtional form of (3.31) is the same as (2.33) in the innite buer
senario. Substituting (3.31) into (3.16) we an derive reursive formulas
for the onstants hn,k ≡ hn,k(λ/α, B˜). The onstants might depend on the
parameters λ/α and B˜ as I denoted expliitly. After the substitution we
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aquire
φn+1(w) =
λ
α
wm
n+1∑
k=0
hn+1,k e
− λ
α
c−k
m+1
wm+1
=
λ
α
wme−
λ
α
wm+1
m+1

In+1 + λ
α
n∑
k=0
hn,k
w/β∫
βn+1B˜
w′
m
e−
λ
α
(c−k−c)w′m+1
m+1 dw′


=
λ
α
wme−
λ
α
wm+1
m+1
(
In+1 +
n∑
k=0
hn,k
c−k − ce
−cn+1(c−k−c) λα
B˜m+1
m+1
)
− λ
α
wm
n+1∑
k=1
hn,k−1
c−k+1 − ce
λ
α
c−k
m+1
wm+1
(3.32)
It an be seen that after the reursive step in (3.32) only the required onst×
e−
λ
α
c−k
m+1
wm+1
type terms appear. Comparing the oeients on both sides
term by term we reeive the following equations:
h0,0 = A(λ/α, B˜) e
λ
α
B˜m+1
m+1
(3.33)
hn+1,0 = In+1 +
n∑
k=0
hn,k
c−k − ce
−cn+1(c−k−c) λα
B˜m+1
m+1
(3.34)
hn+1,k =
hn,k−1
c− c−k+1 =
hn−k+1,0
ck
k∏
l=1
1
1− c−l = L(c) hk(c) hn−k+1,0, (3.35)
where hk(c) and L(c) are dened in (2.29) and (2.30). In order to omplete
the system of reursive equations we have to provide onstants In. The
onstant I0 an be obtained from (3.14):
I0 = A(λ/α, B˜)
(
e
λ
α
B˜m+1
m+1 − e λα cB˜
m+1
m+1
)
, (3.36)
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while for n ∈ N (3.13) an be applied:
In+1 = In −
βnB˜∫
βn+1B˜
φn(w) e
λ
α
cwm+1
m+1 dw
= In −
n∑
k=0
(
e−c
n+1(c−k−c) λα
B˜m+1
m+1 − e−cn(c−k−c) λα B˜
m+1
m+1
) hn,k
c−k − c
= In −
n∑
k=0
E
(
cn
(
c−k − c) λ
α
B˜m+1
m+ 1
)
hn,k
c−k − c (3.37)
Although the number of the oeients is innite, we an use the rst
few in pratie. Sine the smallest ongestion window value is 1, no more
than log2B number of φn(w) funtions are relevant and the inequality k ≤ n
implies that k is also limited. Furthermore, it is obvious from (3.35) that
for every n the absolute value of hn,k deays very quikly as k inreases, so
hn,k ≈ 0 an be supposed if k & 3.
So far I alulated analytially the distribution of the before loss values
of the ongestion window. In pratie the distribution of the ongestion win-
dow at an arbitrary moment is relevant. I alulate this distribution fW (w)
here. We an basially repeat the same arguments as in Se. 3.2. In gen-
eral, between losses, the ongestion window is developing aording to (3.3),
where τ is a uniformly distributed random variable on the random inter-
val [0, ρ]. The onditional distribution of τsupposing that ρ is givenis
fτ (t | ρ = x) = 1xχ[0,x](t). The distribution of ρ is fρ(x) = xE[δi]fδi(x), simi-
larly to the innite buer senario. Thus, the distribution of the ongestion
window at an arbitrary moment an be given by the following transformation
fW (w) =
B˜∫
0
∞∫
0
∞∫
0
δ(w − Tt(w′)) fτ (t | ρ = x) fρ(x) fW
b.l.
(w′) dt dx dw′
=
1
E[δi]
B˜∫
0
∞∫
0
x∫
0
δ(w − Tt(w′)) fδi(x) fW
b.l.
(w′) dt dx dw′, (3.38)
where Tτ (Wb.l.) =
[
W
b.l.
m+1 + α (m+ 1) τ
] 1
m+1
is the forward mapping of the
ongestion window fromW
b.l.
to W , τ time later. The integration in variable
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t an be arried out:
x∫
0
δ(w − Tt(w′)) dt = w
m
α
Θ
(
x− w
m+1 − cw′m+1
α (m+ 1)
)[
1−Θ
(
w′ − w
β
)]
.
(3.39)
The wm/α term is from the inverse-Jaobi of Tt(w
′), and the Heaviside fun-
tions orrespond to the range of integration t = w
m+1−cw′m+1
α(m+1)
∈ [0, x]. There-
fore, (3.38) an be written as follows:
fW (w) =
1
1− A(λ/α, B˜)
λ
α
wm
min(B˜,w/b)∫
0
∞∫
wm+1−w′m+1
α(m+1)
λe−λx fW
b.l.
(w′) dx dw′
=
1
1− A(λ/α, B˜)
λ
α
wme−
λ
α
wm+1
m+1
min(B˜,w/b)∫
0
fW
b.l.
(w′)e
λ
α
cw′
m+1
m+1 dw′
(3.40)
where I have used (3.25). The impliit denition of fW
b.l.
(w) given in (3.7)
and (3.8) yields that
fW (w) =
φ(w)
1− A(λ/α, B˜) (3.41)
It an be seen that the nal distribution is proportional to the regular
part of the before loss distribution, so I an apply my earlier results given
in (3.33)  (3.37) again. There is no Dira-delta distribution in (3.41).
In the B˜ →∞ limit the derived formula (3.41) should onverge to (2.33),
the distribution derived for the innite buer senario in the previous hap-
ter. Let me onrm that my result is onsistent with the innite buer ase.
I showed before that A(λ/α, B˜) ≈ e− λα B˜m+1/L(c) if λB˜m+1/α≫ 1. Therefore,
A(λ/α, B˜) → 0 if B˜ → ∞, whih means that fW (w) = limn→∞ φn(w). Fur-
thermore, (3.36) and (3.37) imply that limB˜→∞ In = 1/L(c) for all n ∈ N. Us-
ing these results one an see from (3.33)  (3.35) that limn→∞ limB˜→∞ hn,k =
hk(c) for all k ∈ N.
Loal Area Networks
In order to verify my results I arried out simulations with ns-2. I have
applied my results for both LAN and WAN networks. Let us onsider the
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Figure 3.5: Comparison of simulation results and theoretial model at buer
size B = 60. fWn(w), n ∈ N denote pieewise solutions of the ongestion
window distribution (3.41).
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LAN senario rst, where the model parameters arem = 1, β = 1/2, λ/α = p
and the eetive buer size is B˜ = B. I ompare the simulation results and
my model in Fig. 3.5 at pB2/2 = 0.0, 0.5, 1.0, 2.0, 3.5 and 5.0 parameter
values and at B = 60 buer size. The link apaity C = 256kb/s, link delay
D = 0s and paket size P = 1500byte were xed in the study of LAN and
only buer size B and loss probability p were varied.
For the interpretation of the simulation results I onsider the eet of
the FR/FR algorithms as well. I showed in the previous hapter that in
the ase of an innite buer the eet of FR/FR algorithms an be taken
into onsideration by the modied distribution (2.46). The nite buer
ase an be handled similarly, with two minor adjustments. Firstly, the
paket loss rate λ should be replaed by the total loss rate λ′ = λ
1−A
, be-
ause plateaus of the FR/FR mode appear after paket losses happening
at the buer, too. Seondly, the distribution of the after loss onges-
tion window fW
a.l.
(w) should be alulated diretly from W
a.l.
= βW
b.l.
now:
fW
a.l.
(w) = fW
b.l.
(β−1w)β−1. Aordingly, fW (β
−1w) have to be replaed by
fW
b.l.
(β−1w) = A(λ/α, B˜) δ(β−1w− B˜) +φ(β−1w) in (2.46). After a variable
transformation in the delta distribution we obtain
fW˜ (w) =
fW (w) +
λ
α
B˜m A(λ/α,B˜)
1−A(λ/α,B˜)
δ(w − βB˜) + λ
α
β−(m+1)wmfW (β
−1w)
1 + λ
α
E[Wm]
1−A(λ,α,B˜)
,
(3.42)
where (3.41) has been used impliitly.
The most distint onsequene of FR/FR algorithms is the sharp peak
in the middle of the histograms in Fig. 3.5. In analyti formula (3.42) the
peak is represented by a Dira-delta distribution. The delta-distribution has
been sattered over a nite region in Fig. 3.5 in order to be omparable
with the peaks in the numerial histograms. The derived analyti expres-
sion shows very impressive agreement with the numerial simulations. The
slight disrepany at larger paket loss probabilities omes from the dier-
enes between the uid model and the paket level simulation, disussed in
Setion 2.5.1.
The eet of link delay
I assumed in the previous analysis that the link delay is zero. My results an
be applied as approximations for situations where the link delay is non-zero,
but the probability that the buer is empty is negligible. In addition to the
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Figure 3.6: Quantile-quantile plot of the ongestion window in network on-
gurations with dierent buer size B and bandwidth-delay produt 2αD,
but with the same eetive buer size B˜ = B + 2αD = 90.
buer, 2αD number of pakets and aknowledgments an be found on the
link where α = C/P . C, D and P are the link apaity, the link delay and
the paket size respetively. The ongestion window limit in this situation
must be set to the total number of pakets B˜ = B + 2αD in the system and
the link an be treated as a part of the buer. This an be veried with
simulations. In my simulation senario 2αD = 15 and 2αD = 30 number
of TCP and ACK pakets ould be on the link. The buer size was set to
B = 75 and B = 60 respetively, so that the eetive buer size B˜ = 90
was the same. In Fig. 3.6 quantile-quantile plots of the ongestion window
are shown. Perentiles of the ongestion window are plotted at the given
link delay and buer size ombinations as the funtion of the perentiles of
wnd in an ideal LAN senario. Data was obtained from simulations at two
dierent ontrol parameter values. It an be seen that data points are lose
to the diagonal, drawn by dotted lines. This implies that the data points are
from the same distribution when the link delay is zero and when it is small,
but not zero. Some deviation from the diagonal an only be observed at the
lower quantiles of pB˜2/2 = 2.5, when B = 60, αD = 30, beause the buer
is oasionally empty in this ase.
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Figure 3.7: Comparison of simulation results and the theoretial model. The
link ould arry maximal 2αD = 60 number of TCP and ACK pakets, and
the buer ould store B = 3 pakets. fWi(w), i ∈ N denote the pieewise
solutions of the ongestion window distribution.
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Figure 3.8: Comparison of simulation results and the theoretial model. The
link ould arry maximal 2αD = 60 number of TCP and ACK pakets, and
the buer ould store B = 30 pakets. fW i(w), i ∈ N denote the pieewise
solutions of the ongestion window distribution.
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Wide Area Networks
In a WAN senario buering delay is small ompared to the link delay. As
I noted in the last setion, however, it annot be set to zero, beause in a
paket level simulator paket bursts appear inevitably. Aordingly, the link
delay was so large that it ould arry 2αD = 60 TCP and ACK pakets
simultaneously. Furthermore, two buer size values B = 3 and 30 were
seleted for numerial simulations. The analytial formula for the ongestion
window distribution an be obtained from the modiation of (2.51) for the
FR/FR algorithms, analogously to the LAN senario. Other parameters of
the WAN model are m = 1, λ/α, and β = 1/2.
The theoretial distributions and histograms obtained from ns-2 simula-
tions an be seen in Fig. 3.7 at B = 3, whih is lose to the ideal WAN
senario. The external loss rate was varied in the 0 ≤ pB˜2/2 ≤ 5 range. All
other parameters were xed. One an see that the histogram deviates from
the theoretial distribution even for small values of the ontrol parameter.
The non-zero probability in the histogram that the ongestion window is 1
implies that the slow start mehanism is responsible for the disrepany. In
Fig. 3.8 empirial histograms are ompared with the theoretial distribution
at B = 30, whih is an intermediate onguration between LAN and WAN.
The eet of slow start mode is muh less signiant than at B = 3.
The main soure of error is the marosopi probability of slow start
mode. The other observable dierene from experiments omes from the
slight disrepany in the position of the Dira-delta and the nite peak in
the histogram. Despite these errors my model agrees with simulations for
small loss probabilities and gives a qualitatively orret desription of the
WAN situation for larger ones.
3.4 Conlusions
In this hapter I investigated the TCP ongestion avoidane algorithm in
networks where the nite buer size limits the maximal ahievable ongestion
window size. The most important development I aomplished in this study is
that the total loss felt by TCP, inluding the buer and the external paket
loss, an be predited from the network parameters, namely the length of
the buer and the probability of external paket loss. This formula makes it
possible to alulate the total loss along a multi-buer, multi-link route.
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The presented analytial expression, A(x), an be omputed numerially
without diulty and the total loss an be alulated by a simple formula.
I also showed that A(x) and the oeients whih appear in the probability
distributions depend only on a ertain ombination of the parameters. This
ombination is the ontrol parameter in my model. Networks with the same
ontrol parameters are equivalent in the sense that the same portion of the
total paket loss ours at the buer, and the oeients are the same in the
distribution funtion.
In addition, I derived the stationary probability distribution of the onges-
tion window proess analytially in LAN, in WAN, and in general situations.
New types of ongestion window distributions are disovered when the paket
loss in the buer is large ompared to other soures of paket loss. These are
dierent from the usual Gaussian-type single humped distributions and my
ndings an help to develop a qualitative lassiation of window distribu-
tions. I validated my alulations with omputer simulations and I showed
that my analysis agrees with the simulations properly. I also pointed out the
limits of my model. More speially, I demonstrated that the eet of the
slow start mehanism beomes signiant if the buer size is small or the
paket loss probability is large.
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Chapter 4
Tra dynamis on omplex
networks
The fous of the previous hapters was on TCP dynamis. The model of
network topology was very basi, onsisting merely of one buer and one link.
All details of the network topology were onentrated into a few parameters
of the link, namely the link delay, bandwidth and paket loss probability.
These eetive parameters ould be tuned freely in the model. However,
we do not know yet how these parameters should be adjusted in a omplex
network of thousands of nodes.
Sine nite buers naturally indue paket losses a long TCP session
eventually ahieves an equilibrium at a ertain loss probability. For a xed
network onguration and a system of TCP onnetions, therefore, paket
loss probabilities are determined by the steady state of network tra. The
steady state of the system is heavily inuened by the alloation of the net-
work resoures, espeially the link apaity.
In this hapter I study what the optimum distribution of link apaity
is in ertain types of evolving networks when the loal struture of the net-
work is known. The motivation behind this problem is that the Internet is
basially being developed loally. In my model I suppose that optimum link
apaity is proportional to the mean tra demand of the partiular link. In
a homogeneous network the average tra demand, in turn, is proportional
to the expeted number of ows that utilize a partiular link. Sine rout-
ing of pakets in omputer networks an be supposed to be via the shortest
path between end nodes it follows that the distribution of shortest paths is
a matter of importane.
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The main subjet of my investigation is the betweenness of links, whih
is to say the number of shortest paths that pass over a link. Note that
edge betweenness is essential not only in the ase of the Internet, but in
other omplex networks too. For instane, edge betweenness an measure
the importane of relationships in soial networks or the probability of
disovering an edge during a network survey. Until reently, however, less
attention has been paid to edge betweenness.
The probability distribution of edge betweenness gives a rough statistial
desription of links and it haraterizes the network as a whole. Therefore, it
is an important tool for an overall desription of links in omplex networks.
However, if the loal struture of the network is knownas I suppose in
my modelthen the probability distribution of edge betweenness under the
ondition of the loal property provides a muh ner desription of links than
the total distribution. Therefore, I will aim at the onditional distribution
of edge betweenness.
I restrit my model to trees, that is to onneted loopless graphs. The
simpliity of trees allows analyti results for edge betweenness, sine the
shortest paths in trees are unique between any pair of nodes. Although trees
are speial graphs, a number of real networks an be modeled by trees or
by tree-like graphs with only a negligible number of shortuts. Important
examples of suh networks are the ASs in the Internet [7℄.
As a model of evolving sale-free trees I onsider the BarabásiAlbert
(BA) model extended with initial attrativeness [54, 55℄. The saling prop-
erties of the network an be nely tuned with initial attrativeness. Note that
in the limit of initial attrativeness to innity the network loses its sale-free
nature and beomes similar to a lassial Erd®sRényi (ER) network with
pER = 2/N . Therefore, sale-free and non-sale free networks an be om-
pared within one model. For the sake of simpliity the innite limit of initial
attrativeness is referred to as the ER limit hereafter.
The rest of this hapter is organized as follows. Important results of
the literature onerning network modeling are olleted in Setion 4.1. In
Setion 4.2 a short introdution to the onstrution of BA trees is given.
Simulations of large sale omplex networks are presented in Setion 4.3 to
illustrate the importane of optimum apaity distribution. My results are
presented in Setion 4.4. In partiular, a master equation for the joint dis-
tribution of luster size and in-degree of a spei edge is derived and solved
in Setion 4.4.1 and Setion 4.4.2, respetively. The total joint distribution
of luster size is alulated in Setion 4.4.3. The marginal and onditional
distributions of luster size and in-degree are derived in Setion 4.4.4 and
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Setion 4.4.5, respetively. In Setion 4.4.6, the onditional distribution of
edge betweenness follows. Finally, I summarize my work in Setion 4.5.
4.1 Preliminary results of topology modeling
In the early 1960's Erd®s and Rényi introdued random graphs that served
as the rst mathematial model of omplex networks [56℄. In their model the
number of nodes is xed and onnetions are established randomly. In one
variant of the ER model every node pair is onneted independently with
probability pER(N). The probability depends on the size of the network in
suh a way that the average degree of nodes is xed: 〈k〉 = pERN = const. It
is obvious that the distribution of the degree of any edge is binomial, whih
tends to Poissonian distribution in the N → ∞ limit. Several interesting
properties of the ER model are well understood, inluding the relative size
of the giant omponent, the threshold of onnetivity, et. Although the
ER model leads to rih theory, it fails to predit the power law distributions
observed in sale-free networks.
4.1.1 The BarabásiAlbert model
Barabási and Albert proposed a more suitable evolving model of sale-free
networks [57, 58℄. The BA model is also based on random graph theory, but it
involves two key priniples in addition: a) growth, that is, the size of the net-
work is inreasing during development; and b) preferential attahment, that
is, new network elements are onneted to higher degree nodes with higher
probability. In the original BA model every new node onnets to the ore
network with a xed number of links m and the probability of attahment is
proportional to the degree of nodes. The above rules an be translated into
the following approximating uid equation, whih desribes the time evolu-
tion of the degree of a partiular vertex: ∂ki(t)/∂t = ki/2t. The solution
yields ki(t) = m (t/ti)
0.5
, where ti is the time instant when the ith vertex was
added to the network. The degree distribution an be given, supposing that
new nodes are added uniformly in time, by: P [ki(t) < k] = P [ti > m
2t/k2] =
1−m2t/k2 (t+m0), where m0 is the number of initial verties. The probabil-
ity density an be obtained from P(k) = ∂P [ki(t) < k] /∂k. The stationary
solution nally gives
P(k) =
2m2
k3
. (4.1)
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The BA model explained suessfully the observed salefree nature of
many networks by the rih-gets-riher phenomenon. However, the model
was too simple to t most measured quantities of the real Internet. For
example, the degree saling-exponent in (4.1) is δBA = 3 whih is in ontrast
with the exponent δ = 2.152.2 observed in Internet measurements [6, 59℄.
The BA model was later rened by a number of other authors. Dorogovtsev
and Mendes [60℄ studied the aging of nodes. The authors extended the BA
preferential attahment rule so that attahment probability was proportional
not only to the degree, but also to (t−ti)−ν , a power law funtion of age, where
ν is a tunable parameter. It has been shown analytially and by simulation
that the sale-free struture of the network disappears if ν > 1. Moreover,
an impliit equation was derived between the saling exponent of the degree
distribution and ν for −∞ < ν < 1. The inuene of exponentially fast aging
on global and loal lustering, degreedegree orrelation and the diameter of
the network was analyzed by Zhu et al. [61℄.
A ontinuum model was developed by Albert and Barabási [62℄ for the
study of the eet of edge rewiring and appearane of new internal edges. In
the extended model three operations are inorporated: a) m new edges are
reated with probability p, b) m existing edges are rewired with probability
q; and ) a new node is onneted to the network with m new links with
probability 1 − p − q. In every step a node is hosen randomly rst if a)
applies and a random link of this node is removed if b) applies. In ase
of ) the new node is hosen. Then a new link is established between the
seleted node and another one whih seleted with the following preferential
attahment rule:
Π(ki) =
ki + 1∑
j (ki + 1)
. (4.2)
The above proedure is repeated m times.
The authors have observed a transition from a sale-free regime to an
exponential regime in the (p, q) phase spae. The transition takes plae
on the line qt = min [1− p, (1− p+m) / (1 + 2m)]. In the sale-free regime,
where q < qt, the onnetivity distribution has a generalized power-law form:
P(k) ∝ (k + A(p, q,m))−γ(p,q,m) , (4.3)
where A(p, q,m) = (p− q) 2m(1−q)
1−p−q
+1+p−q and γ(p, q,m) = 3−2q+ 1−p−q
m
.
In the limit p = q = 0 the model redues to the sale-free model investigated
in [57℄. It an be seen that the saling exponent γ hanges ontinuously with
p, q, and m in the range of 2 to ∞.
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The lassi BA model has been extended with initial attrativeness by
Dorogovtsev et al. [54℄. More speially, the probability that a new node is
onneted to a given site is proportional to Ai = A+qi, where A ≥ 0 is alled
the initial attrativeness and qi is the in-degree of node i. The probability
distribution of the onnetivity,
P(q) = (1 + a)
Γ [(m+ 1) a+ 1]
Γ(ma)
Γ(q +ma)
Γ [q + 2 + (m+ 1) a]
, (4.4)
was derived from a Master-equation approah where a = A/m and m is
the number of links starting from every new node, as in the BA model. In
the speial ase a = 1 the model reprodues the original BA model with
Ai = ki = qi +m and the solution (4.4) redues to
P(k) =
2m (m+ 1)
k (k + 1) (k + 2)
. (4.5)
Compare this result with (4.1), whih omes from a uid approah. The
two expressions onverge in the k → ∞ limit, but the onstant fators
are dierent. For ma + q ≫ 1 the expression (4.4) takes the form P(q) ∝
(q +ma)−(2+a), that is the saling exponent γ = 2 + a an be tuned in the
range of 2 to ∞, similarly to the previous model.
The time evolution of the average onnetivity has also been derived. It
has been found that q¯(t, ti) ∝ (ti/t)−1/(1+a) for t≫ ti. The saling exponent
of the average onnetivity of an old node is therefore β = 1/ (1 + a). It
follows that saling exponents γ and β satisfy the following saling relation:
β (γ − 1) = 1. (4.6)
The authors have shown that (4.6) is universal, sine the above saling rela-
tion an be derived in the ase of more general onditions.
Growing random networks with non-linear attrativeness have been stud-
ied in [63, 64℄. It has been found that sale-free onnetivity distribution an
be observed only if the attrativeness kernel is asymptotially linear. The
authors onrmed the above ndings indiating that the saling exponent de-
pends on the details of the attahment probability and an be tuned in the
range of 2 and∞. Furthermore, the authors showed that if the attrativeness
is sub-linear then the onnetivity distribution deays at an exponential rate,
while if the kernel grows more quikly than linearly then almost all nodes
are onneted to a single node.
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4.1.2 Other network models
Other mehanisms have been proposed for the formation of sale-free net-
works. Evans and Saramäki [65℄ studied the following simple algorithm: new
verties are onneted to the end of one or more l-length random walk pro-
esses. Several variations for this general algorithm have been onsidered:
xed or variable length random walks, a xed or random number of on-
neting edges, dierent distributions for the starting vertex of the random
walk proess, edge- or vertex-wise restart of random walks, and uniform or
weighted random walks on the graph. The authors argued that a random
walk proess is a more realisti mehanism than preferential attahment,
sine the random walk uses only the loal properties of a network.
Goh et al. [66℄ proposed the following stohasti model for the evolu-
tion of Internet topology: the size of the network inreased exponentially,
N(t) = N(t0)e
αt
and the onnetivity of eah node is hanged aording to
the random proess
ki(t+ 1) = ki(t) [1 + g0,i + ξi(t)] , (4.7)
where g0,i are onstants and ξi(t) are assumed to be independent white noise
proesses representing utuations with mean zero and orrelation funtion
〈ξi(t)ξj(t′)〉 = σ20,jδ(t − t′)δi,j. The authors showed that in a homogeneous
ase, that is when g0 = gi,0 and σ0 = σi,0, the onnetivity distribution of
the network approximately follows a power law with exponent
γ = 1− geff
σ2eff
+
√
g2eff + 2ασ
2
eff
σ2eff
, (4.8)
where geff ≈ g0 − σ20/2, σ2eff ≈ σ20 . Links are removed randomly when the
degree ki dereases and internal edges are reated aording to a preferen-
tial attahment rule when the degree ki inreases. The model inludes an
adaptation mehanism in whih links are only rewired to nodes with larger
onnetivity. The parameters of the model have been tted to real AS level
Internet topology. The authors have demonstrated that their model ts the
degree-degree orrelation and lustering oeient of the real Internet better
than previous models.
In a paper by Li et al. [9℄ the authors argued that the tehnologial
onstraints of router design should be onsidered as the driving fore be-
hind the development of the Internet. They pointed out that the possible
4.1. PRELIMINARY RESULTS OF TOPOLOGY MODELING 77
bandwidthdegree ombinations are restrited to a tehnologially feasible
region for every router. In partiular, large bandwidth links are onneted to
low degree routers and as the degree inreases router apaity must be frag-
mented among more and more links. A heuristi degree-preserving rewiring
algorithm has been proposed by the authors in order to take the above teh-
nology onstraint into onsideration: a small number of low degree nodes are
hosen to serve as ore routers rst, and other high degree nodes hanging
from the ore routers are seleted as aess routers next. Finally, the onne-
tions among gateway routers are adjusted in suh a way that their aggregate
bandwidth to ore nodes beomes almost uniform. The resulting Heuristi-
ally Optimal Topology (HOT) has been ompared with other ommonly used
topology generators, e.g. BA preferential attahment network, and general
random graph model. Performane metris and random graph-based likeli-
hood metris have been dened to ompare dierent topologies, whih are
the realizations of the same degree distribution. It has been shown that the
overall network performane of the HOT topology surpasses the performane
of other random networks. At the same time, the designed HOT topology
is very unlikely to be obtained from random graph models, aording to the
dened likelihood metri. The authors onluded that their rst-priniples
approah ombined with engineered design should replae random topology
generators in the future.
4.1.3 Earlier results regarding betweenness
Node betweenness has been studied reently by Goh et al. [67℄ who argued
that it follows power law in sale-free networks, and the exponent δ ≈ 2.2
is independent from the exponent of the degree distribution as long as the
degree exponent is in the range 2 < γ ≤ 3. The authors analyzed both
stati and evolving networks, direted and undireted graphs as well as a
real network of ollaborators in neurosiene. Their onjeture is based
on numerial experiments. However, Barthélemy [68℄ presented ounter-
examples to the universal behavior and demonstrated that the important
exponent is the saling exponent of betweenness as the funtion of onne-
tivity η = (δ − 1) (γ − 1) instead. In a reply [69℄ the authors argued that
universality is still valid for a restrited lass of tree-like, sparse networks.
Szabó et al. [70℄ used rooted deterministi trees to model sale-free trees.
The authors have modeled BA networks with a uniform branhing proess
in a mean-eld approximation. They obtained that the branhing proess
78 CHAPTER 4. TRAFFIC ON COMPLEX NETWORKS
is b(l) = 1
2
lnN
l
on a layer at distane l > 0. The number of nodes n(l) at
distane l was approximated by a non-normalized Gaussian. It has been
found that the number of shortest paths going through a node at distane l
from the root node is L(l) = const
n(l)
, independent of the branhing proess b(l).
Finally, the authors showed that node betweenness, whih inludes shortest
paths originating to and from nodes in exess of edge load, follows a power-
law deay with a universal exponent of −2. The same saling exponent has
been found experimentally by Goh et al. [67℄ for sale-free trees.
A rigorous proof of the heuristi results of [70℄ has been presented by
Bollobás and Riordan [71℄. The authors showed that the number of shortest
paths through a random vertex is
P(L = l) =
2N − 1
(2l + 1) (2l + 3)
, (4.9)
where N is the size of the network and l ∈ N. Furthermore, the distribu-
tion of the length of the shortest paths has been preisely alulated. The
asymptoti limit of the distribution was proved to be normal with mean and
variane inreasing as logN .
4.2 The network model
The onepts of graph theory are used throughout my analysis, so I will dene
briey the terminology I use rst. A graph onsists of verties (nodes) and
edges (links). Edges are ordered or un-ordered pairs of verties, depending
on whether an ordered or un-ordered graph is onsidered, respetively. The
order of a graph is the number of verties it holds, while the degree of a
vertex ounts the number of edges adjaent to it. Path is also dened in
the most natural way: it is a vertex sequene, in whih any two onseutive
elements form an edge. A path is alled a simple path if none of the verties
in the path are repeated. Any two verties in a tree an be onneted by
a unique simple path. The graph is alled onneted if for any vertex pair
there exists a path whih starts from one vertex and ends at the other.
The onstrution of the network proeeds in disrete time steps. Let us
denote time with τ ∈ N, and the developed graph with Gτ = (Vτ , Eτ ), where
Vτ and Eτ denote the set of verties and the set of edges at time step τ ,
respetively. Initially, at τ = 0, the graph onsists only of a single vertex
without any edges. Then, in every time step, a new vertex is onneted to
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the network with a single edge. The edge is direted, whih emphasizes that
the two sides of the edge are not symmetri. The newly onneted node,
whih is the soure of the edge, is always younger than the target node.
The term younger node of a link is used in this sense below. Note that
the initial vertex is dierent from all the others, sine it has only inoming
onnetions; I refer to it as the root vertex.
The target of every new edge is seleted randomly from the present ver-
ties of the graph. The probability that a new vertex onnets to an old one
is proportional to the attrativeness of the old vertex v, dened as
A(v) = a+ q, (4.10)
where parameter a > 0 denotes the initial attrativeness and q is the in-
degree of vertex v. It has been shown in [54℄ that the in-degree distribution
is asymptotially P(q) ≃ (1 + a) Γ(2a+1)
Γ(a)
(q + a)−(2+a). I will improve this
result and derive the exat in-degree distribution below. Note that in the
speial ase a = 0 the attrativeness of every node is zero exept of the root
vertex. It follows that every new vertex is onneted to the initial vertex
in this ase, whih orresponds to a star topology. The speial ase a = 1
pratially returns the original BA model. Indeed, exept for the root vertex,
the attrativeness of every vertex beomes equal to its degree if a = 1; this is
exatly the denition of the attrativeness in the BA model [57℄. Finally, if
a→∞, then preferential attahment disappears in the limit, and the model
tends to a Poisson-type graph, similar to an ER graph.
The attrativeness of sub-graph S is the sum of the attrativeness of its
elements:
A(S) =
∑
v′∈S
A(v′). (4.11)
I refer to a onneted sub-graph as a luster. The attrativeness of luster C
an be given easily:
A(C) = (1 + a) |C| − 1, (4.12)
where |C| denotes the size of the luster. It is obvious that the overall
attrativeness of the network at time step τ is
A(Vτ ) = (1 + a) (τ + 1)− 1. (4.13)
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4.3 Simulation of large omputer networks
Before I ontinue with the analyti study of betweenness I would like to illus-
trate the eets of dierent apaity alloation strategies in large omputer
networks and demonstrate the importane of nding an optimum strategy.
To this end I arried out large sale omputer simulations. Sine paket level
simulations of large networks are pratially impossible, beause of their huge
omputational requirements, I implemented a uid model of the network traf-
 based on the AIMD model, introdued below.
4.3.1 The AIMD model
Baelli and Hong [72℄ have developed the AIMD model for N parallel TCP
ows utilizing a ommon bottlenek buer. The synhronization of the TCP
ows ould be tuned in the range of omplete synhronization and omplete
randomness. The aronym AIMD stands for additive inrease, multipliative
derease. The name refers to the basi governing priniple behind TCP
ongestion avoidane algorithm, and it emphasizes that the details of the
slow start and the FR/FR algorithms are negleted in the model. Let Tn
denote the nth ongestion time, τn+1 = Tn+1 − Tn the elapsed time between
two onseutive ongestion events, and X
(i)
n the throughput of ith ow after
the nth ongestion event. If instantaneous throughput is approximated by
its average, then the throughput an be related to the ongestion window
W
(i)
n by the following equation: X
(i)
n = W
(i)
n P/R(i), where R(i) is the RTT
of the ith TCP ow, and P is the size of the data pakets, as above. The
evolution of the throughput an be given by
X
(i)
n+1 =
[(
1− ξ(i)n+1
)
+ β(i)ξ
(i)
n+1
](
X(i)n +
α(i)P
R(i)
τn+1
)
, (4.14)
where α(i) and β(i) are the linear growth rate and the multipliative derease
fator of the ongestion window, respetively, and ξ
(i)
n are random variables,
independent in n, whih take the value 1 if the ith TCP ow experienes
paket loss at the nth ongestion event, and 0 otherwise. Congestion ours
at the bottlenek, supposing negligible or zero buer apaity, when the total
throughput reahes the apaity of the bottlenek link C. Aordingly, τn+1
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an be alulated from following uid equation:
N∑
i=1
(
X(i)n +
α(i)P
R(i)
τn+1
)
= C. (4.15)
The variable τn+1 an be eliminated from (4.14) and (4.15), whih leads
to
X
(i)
n+1 = γ
(i)
n+1
(
ρ(i)C +X(i)n − ρ(i)
N∑
j=1
X(j)n
)
, (4.16)
where γ
(i)
n =
(
1− ξ(i)n
)
+ β(i)ξ
(i)
n and ρ(i) =
α(i)/R(i)
PN
j=1 α
(j)/R(j)
. The system of
reursive equations (4.16) an also be given in a simpler stohasti matrix
form:
Xn+1 = An+1 ·Xn +Bn+1, (4.17)
where (Bn)i = γ
(i)
n ρ(i)C and (An)ij = γ
(i)
n
(
δij − ρ(i)
)
, and δij is the Kroneker-
delta symbol.
The interation of the ompeting ows is taken into aount by the syn-
hronization rate, r
(i)
n = E
[
ξ
(i)
n
]
. Note that ξ
(i)
n are not independent at a
given n for i = 1 . . .N , sine at a ongestion event a minimum of one TCP
ow must experiene paket loss. If ξ
(i)
n are generated independently with
P
(
ξ
(i)
n = 1
)
= pi
(i)
n , but those realizations are disarded where
∑N
i=1 ξ
(i)
n = 0,
then the synhronization rate an be expressed with the following onditional
probability:
r(i)n = P
(
ξ(i)n = 1
∣∣∣∣∣
N∑
i=1
ξ(i)n 6= 0
)
=
pi
(i)
n
1−∏Nj=1 (1− pi(i)n ) . (4.18)
For the speial ase N = 1, for example, it is evident that rn ≡ 1.
Let us onsider a simple homogeneous situation, where α(i) = α, β(i) = β,
R(i) = R, and r
(i)
n = rn. It is obvious that ρ
(i) = 1/N in this ase. Moreover,
it an easily be shown that the expetation of the steady state throughput
is E [X∞] = E [B∞], that is
E
[
X(i)
]
= E [γ]
C
N
= [1− (1− β) r] C
N
(4.19)
for all i. The above formula predits the degradation of the throughput as
the synhronization grows. This is in good agreement with simulations and
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measurements. The expeted time between onseutive ongestion events
an also be obtained:
E [τ ] = (1− β) CRr
αNP
. (4.20)
The 1/
√
p formula an be derived from the extended AIMD model as
well. The funtional form of the formula is
X =
P
R
√
2f(r,N)√
p
. (4.21)
The preise form of f(r,N) is rather ompliated. However, it has been
shown that limN→∞ f(r,N) = 1 − r/4. This implies that for large N the
onstant fator c0 =
√
2f(r,N) varies in the range [
√
3/2,
√
2] with the
synhronization rate.
The authors have presented a wavelet and an auto-orrelation analysis
for traes of the AIMD model for a large number of TCP onnetions. They
onluded that the trajetory of the aggregated throughput shows multi-
fratal saling properties on short time sales and the wavelet and auto-
orrelation methods give onsistent fratal dimensions.
The single-buer AIMD model an be generalized straightforwardly for
numerial simulations of more omplex networks. One only needs to apply
(4.15) for eah link and nd the minimum of possible ongestion events:
τn+1 = min
e∈E
Ce −
∑
i∈Ie
X
(i)
n∑
i∈Ie
α(i)P
R(i)
, (4.22)
where Ie denotes the set of ows whih utilizing link e ∈ E. The ows of the
ongested buer are handled the same way as in the original single buer
AIMD model. The remaining ows in the network develop undisturbed until
the next possible ongestion event.
4.3.2 Performane of dierent bandwidth distribution
strategies
In this setion dierent bandwidth distribution senarios are ompared using
a uid simulator based on the above AIMD model. The underlying network
topology is the same in all senarios: a sale-free network generated aording
to the extended BA model introdued in Setion 4.2. The parameter, whih
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Table 4.1: Link apaity and performane in ase of dierent strategies. The
assigned apaity is proportional to the quantity displayed in the seond
olumn, where qA, qB denote the in-degrees of the nodes whih ompose a
partiular link, and Le denotes edge betweenness.
Strategy Ce Q[b/s]
Uniform ∝ 1 740.79
Maximum ∝ max(qA, qB) 2391.94
Minimum ∝ min(qA, qB) 6574.69
Produt ∝ qA · qB 5279.5
Mean eld ∝ Le 11284.6
ontrols the number of new links in the model, is set to m = 1, that is
the resulting network is a tree. The saling parameter is set to a = 1 for
numerial purposes. In simulations link apaities are normalized in suh a
way that the average apaity is the same in all senarios.
The rules of dierent strategies are presented in Table 4.1. The uniform
senario, when the apaity is the same for every link, is regarded as a ref-
erene. It an be onsidered the worst ase senario, when no information is
available about the details of the network. On the ontrary, the mean eld
strategywhen the link apaity is proportional to the edge betweennessis
a global optimum. Minimum, maximum and produt strategies are a ouple
of naive attempts to take the loal struture of the network into aount.
Note that only one global information the normalizing fator for the average
apaity is required. In the later three ases the more onnetion a link pos-
sesses, the more apaity is alloated for the partiular link. The dierene
between the three strategies is whether they prefer loosely, moderately or
highly onneted links, ompared with the mean eld alloation strategy.
The apaity range that dierent strategies are more likely to prefer an
be easily determined by the omplementary distribution of apaities, shown
in Fig. 4.1. The average apaity is set to 〈C〉 = 105[b/s℄ for all ases. The
distribution of the uniform strategy is learly degenerated sine only one
apaity value is possible in this senario. The maximum strategy prefers
the lower bandwidths at the ost of a uto at about 106b/s apaity. The
minimum strategy also prefers lower bandwidths at the ost of high band-
widths, but no uto exists. The omplementary distribution of minimum
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Figure 4.1: Comparison of the omplementary CDF of link apaity is shown
for dierent bandwidth distribution strategies on log-log plot. Data is ob-
tained from 10 realizations of N = 104 node networks. Average apaity is
set to C¯ = 105[b/s] for every network. The following senarios are onsidered:
uniform (pentagons), maximum (diamonds), minimum (triangles), produt
(irles), and mean eld (squares).
strategy resembles the mean eld distribution with a dierent saling ex-
ponent. The produt strategy prefers the mid-range of bandwidth, and it
underestimates both the low and the high apaity range, ompared to the
mean eld strategy.
In order to ompare dierent strategies one needs an ordering between
them. Performane, the average throughput of TCPs, provides a natural
ordering between dierent strategies. Let us dene the performane of indi-
vidual TCPs rst as the time average of their throughput X(i)(t):
Q(i) =
〈
X(i)(t)
〉
t
= lim
t→∞
1
t
∫ t
0
X(i)(u) du. (4.23)
The global performane of a strategy is then the mean performane of the
TCPs operating in the network
Q =
1
N
TCP
N
TCP∑
i=1
Q(i). (4.24)
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The loations of TCP soures and destinations are distributed homoge-
neously in my numerial simulations. The length of a simulation is suh
that every TCP onnetion experienes 100 ongestion epohs on average.
Network performanes obtained from simulations are shown in Table 4.1 for
the dierent bandwidth distribution strategies. The table shows that mean
eld bandwidth alloation strategy is almost twie as eetive as the seond,
minimum strategy, and it is more than twie as good as the produt strat-
egy. The performane of a network with maximum bandwidth distribution
strategy is about one fth the performane of the same network when mean
eld strategy is used. Moreover, the performane of uniform senario is even
less then one third of the seond worst, maximum strategy.
A more detailed piture an be gotten from the distribution of TCP-
wise performane F (Q(i)). Simulation results of the umulative distribution
funtion (CDF) of TCP performane are shown in Figure 4.2 for the above
mentioned bandwidth alloation strategies. The performane of mean eld
strategy is learly the best. The bulk of the distribution is onentrated to
a relatively narrow performane interval, that is most of TCPs an operate
at almost the same, high performane level. The performane distribution
of the next two best performing strategies, the minimum and the produt,
is very similar below their median. Above the median the minimum strat-
egy performs better even though large apaity links are preferred less than
the produt strategy. It follows that the whole bandwidth range must be
taken into onsideration in any bandwidth distribution strategy to reah the
optimum network performane. The performane of the maximum strategy
is onsiderably worse than the previous two, mainly due to the sharp uto
in the apaity distribution. Finally, the uniform bandwidth distribution is
the worst of all: its performane is just a few perent of the mean eld se-
nario's performane. The network where this strategy is applied is heavily
ongested, sine the bottleneks form in the ore of the network.
In summary, the seletion of inadequate bandwidth alloation strategy
an degrade the overall performane of the network onsiderably. In the fol-
lowing setions I disuss analytially how additional loal information ould
be used to alloate apaity to links properly. Beforehand, I introdue the
network model investigated.
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Figure 4.2: Comparison of the CDF of TCP performane is shown for dif-
ferent bandwidth distribution strategies on normal-log plot. Data is ob-
tained from 10 realizations of N = 104 node networks with saling param-
eter α = 1/2. Average apaity is set to C¯ = 105[b/s] for every network.
Simulation lasted for 100N ongestion epohs. The following senarios are
onsidered: uniform (pentagons), maximum (diamonds), minimum (trian-
gles), produt (irles), and mean eld (squares).
4.4 Disussion
It is my aim to derive the probability distribution distribution of edge be-
tweenness in evolving sale-free trees, under the ondition that the in-degree
of the younger node of any randomly seleted link is known. For the sake
of simpliity I onsider the in-degree of the younger node only. Whether
a node is younger than another node or not an be dened uniquely in
evolving networks, sine nodes attah to the network sequentially. Note that
the in-degree is onsidered instead of total degree for pratial reasons only.
The onstrution of the network implies that the in-degree is less than the
total degree by one for every younger node.
To obtain the desired onditional distribution I alulate the exat joint
distribution of luster size and in-degree for a spei link rst. Then, the
joint distribution of a randomly seleted link is derived, whih is omparable
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Figure 4.3: Shemati illustration of the evolving network at time τ . Vertex
v, onneted to the network at τe, denotes the root of luster C. Variables q
and n = |C| − 1 denote the in-degree of vertex v and the number of nodes in
C without v (marked by irles), respetively.
with the edge ensemble statistis obtained from a network realization. The
exat marginal distributions of luster size and in-degree follow next. After
that, I give the distribution and mean of luster size under the ondition
that in-degree is known. For the sake of ompleteness the onditional in-
degree distribution is presented as well. Finally, the distribution and mean
of edge betweenness is derived under the ondition that the orresponding
in-degree is known. Note that all of my analyti results are exat even for
nite networks, whih is valuable sine the real networks are often muh
smaller than the valid range of asymptoti formulas. Moreover, exat results
for unbounded networks are provided as well.
4.4.1 Master equation for the joint distribution of lus-
ter size and in-degree
Let us onsider the size of the network N , an arbitrary edge e, whih on-
neted vertex v to the graph at time step τe > 0, and let us denote by C the
luster that has developed on vertex v until τ > τe (Fig. 4.3). The alulation
of betweenness of the given edge is straightforward in trees, sine the number
of shortest paths going through the given edge, that is the betweenness of
the edge, is obviously L = |C| (N − |C|). Therefore, it is suient to know
the size of the luster on the partiular edge to obtain edge betweenness.
The development of luster C an be regarded as a Markov proess. The
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states of the luster are indexed by (n, q), where n = |C| − 1 denotes the
number of verties in luster C without v. The in-degree of vertex v is
denoted by q. Transition probabilities an be obtained from the denition of
preferential attahment:
Wτ,n,q =
A (Cτ \ v)
A (Vτ )
=
n− αq
τ + 1− α (4.25)
W ′τ,q =
A (v)
A (Vτ )
=
αq + 1− α
τ + 1− α , (4.26)
where α = 1/ (1 + a) ∈ ]0, 1] and Wτ,n,q denotes the transition probability
(n, q) → (n + 1, q), and W ′τ,q denotes the transition probability (n, q) →
(n+ 1, q + 1), respetively.
The Master-equation, whih desribes the Markov proess, follows from
the fat that luster C an develop to state (n, q) obviously in three ways: a
new vertex an be onneted
1. to luster C but not to vertex v, and the luster was in state (n− 1, q),
2. to vertex v, and the luster was in state (n− 1, q − 1), or
3. to the rest of the network, and the luster was in state (n, q).
Therefore, the onditional probability Pτ (n, q | τe) that the developed luster
on edge e is in state (n, q) satises the following Master-equation:
Pτ (n, q | τe) =Wτ−1,n−1,q Pτ−1(n− 1, q | τe)
+W ′τ−1,q−1Pτ−1(n− 1, q − 1 | τe)
+
[
1−Wτ−1,n,q −W ′τ−1,q
]
Pτ−1(n, q | τe), (4.27)
Sine the proess starts with n = 0, q = 0 at τ = τe, the initial ondition
of the above Master equation is Pτe(n, q | τe) = δn,0δq,0, where δi,j is the
Kroneker-delta symbol.
4.4.2 The solution of the master equation
After substituting the above transition probabilities into (4.27), the following
rst order linear partial dierene equation is obtained:
(τ − α) Pτ (n, q | τe) = (n− 1− αq)Pτ−1(n− 1, q | τe)
+ (αq + 1− 2α)Pτ−1(n− 1, q − 1 | τe)
+ (τ − n− 1)Pτ−1(n, q | τe), (4.28)
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Let us seek a partiular solution of (4.28) in produt form: f(τ) g(n) h(q).
The following equation is obtained after substituting the probe funtion into
(4.28):
(τ − α) f(τ)
f(τ − 1) − τ = (n− 1− αq)
g(n− 1)
g(n)
− n− 1
+ (αq + 1− 2α) g(n− 1)
g(n)
h(q − 1)
h(q)
. (4.29)
The above partial dierene equation an be separated into a system of three
ordinary dierene equations. The solutions of the separated equations are:
f(τ) =
Γ(τ + λ1)
Γ(τ − α + 1) , (4.30)
g(n) =
Γ(n + λ2)
Γ(n+ λ1 + 1)
, (4.31)
h(q) =
Γ(q + 1/α− 1)
Γ(q + λ2/α + 1)
, (4.32)
where λ1 and λ2 are separation parameters.
The solution of (4.27), whih fullls the initial onditions, is onstruted
from the linear ombination of the above partiular solutions:
Pτ (n, q | τe) =
∑
λ1,λ2
Cλ1,λ2 f(τ) g(n) h(q), (4.33)
where Cλ1,λ2 oeients are independent of τ , n and q.
To obtain oeients Cλ1,λ2 , the initial ondition of (4.27) is expanded
on the bases of g(n) and h(q). The detailed alulation is presented in Ap-
pendix A.2.
The solution of (4.27) is
Pτ (n, q | τe) = Γ(τ − τe + 1)
Γ(τe) Γ(n+ 1)
Γ(τ − n)
Γ(τ − τe − n+ 1)
× Γ(τe + 1− α)
Γ(τ + 1− α)
Γ(q + 1/α− 1)
Γ(1/α− 1) Φα(n, q) (4.34)
where Φα(n, q) =
∑q
k=0
(−1)k
k!(q−k)!
(−αk)n and (x)n ≡ Γ(n + x)/Γ(x) denotes
Pohhammer's symbol. Note that Pτ (n, q | τe) 6= 0 i 0 ≤ q ≤ n ≤ τ − τe.
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The onditions 0 ≤ q and n ≤ τ − τe are obvious, sine 1/Γ(k) = 0 by
denition if k is a negative integer or zero. Furthermore, the ondition q < n
an easily be seen if Φα(n, q) is transformed into the following equivalent
form: Φα(n, q) =
1
q!
dn
dzn
zn−1 (1− z−α)q∣∣
z=1
. This result oinides with the fat
that the size of a luster n annot be less than the orresponding number of
in-degrees q.
4.4.3 Joint distribution of luster size and in-degree
Equation (4.34) provides the onditional probability that a partiular edge
whih was onneted to the network at τe is in state (n, q) at τ > τe. In a
fully developed network, however, the time when a partiular edge is on-
neted to the network is usually not known. Moreover, the development of
an individual link is usually not as important as the properties of the link
ensemble when it has nally developed. Therefore, we are more interested in
the total probability Pτ (n, q), that is the probability that a randomly seleted
edge is in state (n, q) at τ , than the onditional probability (4.34). The total
probability an be alulated with the help of the total probability theorem:
Pτ (n, q) =
τ∑
τe=1
Pτ (n, q | τe)Pτ (τe), (4.35)
where Pτ (τe) is the probability that a randomly seleted edge was inluded
into the network at τe. Aording to the onstrution of the network one
edge is added to the network at every time step, therefore Pτ (τe) = 1/τ .
The following formula an be obtained after the above summation has been
arried out:
Pτ (n, q) =
τ + 1− α
τ
(1/α− 1)q
(2− α)n+1
Φα(n, q), (4.36)
where 0 < α ≤ 1. In star topology, that is when α = 1, the joint distribution
Pτ (n, q) evidently degenerates to Pτ (n, q) = δn,0 δq,0.
The ER limit of joint distribution an be obtained via the α→ 0 limit of
(4.36) (see Appendix A.3 for details):
lim
α→0
Pτ (n, q) =
τ + 1
τ
n−1∑
k=q−1
(−1)k+n−1
(
k
q−1
)
S
(k)
n−1
Γ(n+ 3)
(4.37)
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Figure 4.4: Joint empirial distribution of luster size and in-degree at α =
1/2 (symbols), and analyti formula (4.36) (solid lines) are ompared on
double-logarithmi plot. Simulation results have been obtained from 100
realizations of 105 size networks.
where 0 < q ≤ n < τ and S(m)n denote the Stirling numbers of the rst kind.
Note that for the speial ase n = q = 0 the ER limit is limα→0 Pτ (0, 0) =
τ+1
2τ
.
The above formulas have been veried by extensive numerial simulations.
The joint empirial luster size and in-degree distribution has been ompared
with the analyti formula (4.36) for α = 1/2 in Fig 4.4. Figures 4.4(a)
and 4.4(b) represent intersetions of the joint distribution with utting planes
of xed in-degrees and luster sizes, respetively. The gures onrm that the
empirial distributions, obtained as relative frequenies of links with luster
size n and in-degree q in 100 network realizations, are in omplete agreement
with the derived analyti results.
Equation (4.36) is the fundamental result of this setion. The derived
distribution is exat for any nite value of τ , that is for any nite BA trees.
This result is valuable for modeling a number of real networks where the
size of the network is small ompared to the relevant range of luster size or
in-degree. If the size of the network is muh larger than the relevant range
of luster size or in-degree then it is pratial to onsider the network as
innitely large, that is to take the τ → ∞ limit. For the above joint distri-
butions (4.36) and (4.37) the τ →∞ limit is evident, sine the τ dependent
prefators obviously tend to 1 if the size of the networks grows beyond every
limit.
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4.4.4 Distributions of luster size and in-degree
I have derived the joint probability distribution of the luster size and the
in-degree in the previous setion. In many ases it is suient to know the
probability distribution of only one random variable, sine the information
on the other variable is either unavailable or not needed. It is also possible
that the one dimensional distribution is espeially neessary, for example for
the alulation of a onditional distribution in Setion 4.4.5.
The one dimensional (marginal) distributions Pτ (n) and Pτ (q) an be
obtained from joint distribution Pτ (n, q) as follows:
Pτ (n) =
n∑
q=0
Pτ (n, q), Pτ (q) =
τ−1∑
n=q
Pτ (n, q).
After substituting (4.36) into the above formulas the following expressions
are obtained:
Pτ (n) =
τ + 1− α
τ
1− α
(n + 1− α) (n + 2− α) . (4.38)
if 0 ≤ n < τ and Pτ (n) = 0 if n ≥ τ . Furthermore,
Pτ (q) =
τ + 1− α
τ
1
α
(1/α− 1)1/α
(q + 1/α− 1)1/α+1
− τ + 1− α
τ
(1/α− 1)q
(2− α)τ
q∑
k=0
(−1)k
k! (q − k)!
(−αk)τ
αk + 2− α. (4.39)
if 0 ≤ q < τ and Pτ (q) = 0 otherwise. Rie's method [73℄ has been applied
to evaluate the rst term of Pτ (q) in losed form.
The ER limit of the marginal luster size distribution an obviously be
obtained from (4.38) at α = 0. Furthermore, the ER limit of the marginal
in-degree distribution an be derived analogously to the limit of the joint
distribution, shown in Appendix A.3:
lim
α→0
Pτ (q) =
τ + 1
τ
1
2q+1
+
τ + 1
τ
1
Γ(τ + 2)Γ(q)
dq−1
dαq−1
(1 + α)τ−1
2− α
∣∣∣∣∣
α=0
. (4.40)
If the size of the network grows beyond every limit, that is if τ → ∞,
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then the marginal distributions beome muh simpler:
P∞(n) =
1− α
(n+ 1− α) (n+ 2− α) (4.41)
P∞(q) =
1
α
(1/α− 1)1/α
(q + 1/α− 1)1/α+1
(4.42)
lim
α→0
P∞(q) =
1
2q+1
. (4.43)
The asymptoti behavior of the luster size and in-degree distributions
dier signiantly. The tail of the luster size distribution follows power law
with exponent 2 either in BA or ER network, independently of α. However,
we learned that the tail of the in-degree distribution follows power law with
exponent 1/α + 1 = 2 + a in BA networks, and it falls exponentially in ER
topology, whih agrees with the well known results of previous works [56℄.
It is worth noting that the mean luster size diverges logarithmially as
the size of the network tends to innity:
Eτ [n] =
τ−1∑
n=0
nPτ (n) = (1− α) ln τ +O (1) . (4.44)
The expetation value of the in-degree, however, obviously remains nite:
Eτ [q] =
τ
τ+1
< 1, and E∞ [q] = 1 if the size of the network is innite.
Moreover, the variane of the in-degree an also be given exatly when the
size of the network grows beyond every limit:
E∞
[
(q − 1)2] = 2|1− 2α| . (4.45)
This result implies that the utuations of the in-degree diverge in a bound-
less network, if α = 1/2, that is in the lassial BA model.
My analyti results have been veried with omputer simulations. Sine
umulative distributions are more suitable to be ompared with simulations
than ordinary distributions I mathed the orresponding omplementary u-
mulative distribution funtion (CCDF) against simulation data. The CCDF
of luster size, F¯τ (n) =
∑τ−1
n′=n Pτ (n
′) an be alulated straightforwardly:
F¯τ (n) =
τ + 1− α
τ
1− α
n + 1− α −
1− α
τ
, (4.46)
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Figure 4.5: Figure shows omparison of empirial CCDFs of luster size dis-
tributions (points) with analyti formula (4.46) (lines) on logarithmi plots,
at α = 0, and 1/2. Empirial distributions have been obtained from 10
realizations of N = 106 size networks.
where 0 ≤ n < τ and 0 ≤ α ≤ 1. The CCDF of in-degree, F¯τ (q) =∑τ−1
q′=q Pτ (q
′) is more omplex, however:
F¯τ (q) =
τ + 1− α
τ
(1/α− 1)1/α
(q + 1/α− 1)1/α
− 1− α
τ
+
τ + 1− α
τ
(1/α− 1)q
(2− α)τ
q−2∑
k=0
(−1)k
k! (q − 2− k)!
(1− α− αk)τ−1
(k + 1/α) (k + 2/α)
(4.47)
where 0 ≤ q < τ and 0 < α ≤ 1. If the size of the network grows beyond
every limit, then the CCDFs are the following:
F¯∞(n) =
1− α
n + 1− α, F¯∞(q) =
(1/α− 1)1/α
(q + 1/α− 1)1/α
, (4.48)
where 0 ≤ n, 0 ≤ q and 0 < α < 1.
Comparisons of analyti CCDF of luster size (4.46) and empirial distri-
butions are shown in Figure 4.5 for α = 0, 1/3, 1/2, and 2/3. Experimental
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data has been olleted from 10 realizations of 106 node networks. Figure 4.5
shows that simulations fully onrm my analyti result.
On Figure 4.6 analyti formula (4.47) and the empirial CCDFs of in-
degree, obtained from the same 106 node realizations, are ompared. Note
the preise math of the simulation and the theoretial distribution on almost
the whole range of data. Some small disrepany an be observed around
the low probability events. This deviation is aused by the aggregation of
errors on the umulative distribution when some rare event ours in a nite
network.
4.4.5 Conditional probabilities and expetation values
In the previous setions exat joint and marginal distributions of luster size
and in-degree were analyzed for both nite and innite networks. All these
distributions provide general statistis of the network. In this setion I pro-
eed further, and I investigate the senario when the younger in-degree of
a randomly seleted link is known. I ask the luster size distribution under
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this ondition, that is the onditional distribution Pτ (n | q). The results of
the previous setions are referred to below to obtain the onditional proba-
bility distribution, and eventually the onditional expetation of luster size.
For the sake of ompleteness, the onditional distribution and expetation of
in-degree are also given at the end of this setion.
The onditional luster size distribution an be given by the quotient of
the joint and the marginal in-degree distributions by denition:
Pτ (n | q) = Pτ (n, q)
Pτ (q)
. (4.49)
The exat onditional distribution for any nite network an be obtained
after substituting (4.36) and (4.39) into the above expression. For a boundless
network the onditional distribution takes the simpler form:
P∞(n | q) = α
(2/α− 1)q+1
(2− α)n+1
Φα(n, q), (4.50)
where 0 ≤ q ≤ n. If n≫ 1, then P∞(n | q) ∼ α (2/α− 1)q+1 /n3 +O (1/n4),
that is the onditional luster size distribution falls faster than the ordinary
luster size distribution. It follows that the mean of the onditional luster
size distribution will not diverge like the mean of the ordinary distribution.
What is the expeted size of a luster under the ondition that the in-
degree of its root is known? For pratial reasons, I do not alulate Eτ [n | q]
diretly, but I alulate Eτ [n+ 2− α | q] = Eτ [n | q] + 2− α instead:
Eτ [n+ 2− α | q] = 1
Pτ (q)
τ−1∑
n=q
(n+ 2− α)Pτ (n, q). (4.51)
Sine (n+ 2− α)Pτ (n, q) = τ+1−ατ
(1/α−1)q
(2−α)n
Φα(n, q), the above summation an
be given similarly to the marginal distribution Pτ (q) in (4.39):
τ−1∑
n=q
(n+ 2− α)Pτ (n, q) = τ + 1− α
τ
1/α− 1
q + 1/α− 1
− τ + 1− α
τ
(1/α− 1)q
(2− α)τ−1
q∑
k=0
(−1)k
k! (q − k)!
(−αk)τ
αk + 1− α
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After replaing the above sum in Eτ [n | q], the following equation an be
obtained:
Eτ [n+ 2− α | q] = (1− α)
(q + 1/α)1/α
(1/α− 1)1/α
Gτ (q), (4.52)
where
Gτ (q) =
1− (1/α− 1)q+1
(1− α)τ
q∑
k=0
(−1)k
k! (q − k)!
(−αk)τ
k + 1/α− 1
1− (2/α− 1)q+1
(2− α)τ
q∑
k=0
(−1)k
k! (q − k)!
(−αk)τ
k + 2/α− 1
. (4.53)
The identity limτ→∞Gτ (q) ≡ 1 implies that Gτ (q) involves the nite sale ef-
fets, and the fators preedingGτ (q) give the asymptoti form of Eτ [n+ 2− α | q]:
E∞ [n+ 2− α | q] = (1− α)
(q + 1/α)1/α
(1/α− 1)1/α
. (4.54)
It an be seen that the expetation of luster size, under the ondition that
the in-degree is known, is nite in an unbounded network. This stands in
ontrast to the unonditional luster size, disussed in the previous setion,
whih diverges logarithmially as the size of the network grows beyond every
limit.
In the ER limit the expeted onditional luster size beomes
lim
α→0
E∞ [n+ 2 | q] = 2q+1. (4.55)
The fundamental dierene between the sale-free and non-sale-free net-
works an be observed again. In the sale-free ase the expeted onditional
luster size asymptotially grows with the in-degree to the power of 1/α,
while in the latter ase it grows exponentially. On Figure 4.7 the exat ana-
lyti formula (4.52) is ompared with simulation results at α = 0, 1/3, 1/2,
and 2/3. The simulations learly justify my analyti solution.
Let us briey investigate the opposite senario, that is when the luster
size is known and the statistis of the in-degree are sought under this ondi-
tion. The onditional distribution an be obtained from the ombination of
Eqs. (4.36), (4.38) and the denition
Pτ (q | n) = Pτ (n, q)
Pτ (n)
. (4.56)
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Figure 4.7: Figure shows the average luster size as the funtion of the in-
degree q, obtained from 100 realizations of 105 size networks. Simulation data
has been olleted at α = 0, 1/3, 1/2, and 2/3 parameter values. Analytial
result (4.52) of onditional expetation Eτ [n | q] is shown with ontinuous
lines.
The onditional expetation of in-degree an be aquired by the same teh-
nique as the onditional expetation of luster size. Let us alulate
Eτ [q + 1/α− 1 | n] = Eτ [q | n] + 1/α− 1 (4.57)
instead of Eτ [q | n] diretly:
Eτ [q + 1/α− 1 | n] = 1
Pτ (n)
n∑
q=0
(q + 1/α− 1)Pτ (n, q)
=
Γ(2− α)
α
(n + 1− α)α , (4.58)
where 0 ≤ n < τ . Note that the onditional expetation of in-degree is
independent of τ , that is of the size of the network. In the ER limit the
expetation of the in-degree beomes
lim
α→0
Eτ [q | n] = Ψ(n+ 1) + γ, (4.59)
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Figure 4.8: Figure shows the average in-degree as the funtion of the luster
size n, obtained from 100 realizations of 105 size networks. Simulation data
has been olleted at α = 0, 1/3, 1/2, and 2/3 parameter values. Analytial
result (4.58) of onditional expetation Eτ [q | n] is shown with ontinuous
lines.
where Ψ(x) = d
dx
ln Γ(x) denotes the digamma funtion, and γ = −Ψ(1) ≈
0.5772 is the EulerMasheroni onstant. Asymptotially the expetation of
the in-degree in a sale-free tree grows with the luster size to the power
of α, while in a ER tree it grows only logarithmially, sine Ψ(n + 1) =
log n+O (1/n). Therefore, onditional in-degree and onditional luster size
are mutually inverses asymptotially. Figure 4.8 shows the analyti solution
(4.58) and simulation data at α = 0, 1/3, 1/2, and 2/3 parameter values.
Simulation data has been olleted from 100 realizations of 105 size networks.
4.4.6 Conditional distribution of edge betweenness
Using the results of the previous setions, I am nally ready to answer the
problem whih motivated my work, that is the distribution of the edge be-
tweenness under the ondition that the in-degree of the younger node of
the link is known. As I noted at the beginning of Setion 4.4.1, the edge
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betweenness an be expressed with luster size:
L = (n+ 1) (τ − n) . (4.60)
Therefore, onditional edge betweenness an be given formally by the follow-
ing transformation of random variable n:
Pτ (L | q) =
τ−1∑
n=0
δL,(n+1)(τ−n)Pτ (n | q). (4.61)
Obviously, Pτ (L | q) is non-zero only at those values of L, where (4.60) has
an integer solution for n. If
nL =
τ − 1
2
−
√
(τ + 1)2
4
− L (4.62)
is suh an integer solution of the quadrati equation (4.60), and L 6= (τ + 1)2 /4,
then
Pτ (L | q) = Pτ (nL | q) + Pτ (τ − 1− nL | q). (4.63)
If L = (τ + 1)2 /4 is integer, then Pτ (L | q) = Pτ (nL | q).
The onditional expetation of edge betweenness an be obtained from
(4.60):
Eτ [L | q] = τEτ [n+ 1 | q]− Eτ [(n + 1)n | q] . (4.64)
Therefore, for the exat alulation of Eτ [L | q] the rst and the seond
moment of the onditional luster size distribution are required. The rst
moment, that is the mean, has been derived in the previous setion. In order
to alulate the seond moment let us use the tehnique I have developed in
the previous setions. Let us onsider:
Eτ [(n + 2− α) (n+ 1− α) | q] = τ + 1− α
τ
(1/α− 1)q
Pτ (q)
τ−1∑
n=q
Φα(n, q)
(2− α)n−1
.
(4.65)
We shall be autious when the summation for n is evaluated. The k = 1
term in Φα(n, q) =
∑q
k=0
(−1)k
k!(q−k)!
(−αk)n must be treated separately to avoid
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a divergent term:
τ−1∑
n=q
Φα(n, q)
(2− α)n−1
=
1− α
(q − 1)! [αΨ(τ − α)− αΨ(1− α)−Ψ(q)− γ]
− 1
α
1
(2− α)τ−2
q∑
k=2
(−1)k
k! (q − k)!
(−αk)τ
k − 1
The exat formula for Eτ [L | q] an be obtained straightforwardly, after
(4.52) and the above expressions have been substituted into (4.64).
Let us onsider the senario when the size of the network tends to in-
nity. Equation (4.60) implies that edge betweenness diverges as τ → ∞,
therefore L should be resaled for an innite network. From the asymp-
totis of the digamma funtion Ψ(τ − α) = ln τ + O (1/τ) it follows that
Eτ [(n + 2− α) (n + 1− α) | q] grows only logarithmially, slower than the
linear growth of τEτ [n+ 2− α | q]. Therefore, edge betweenness asymptoti-
ally grows linearly as the size of the network grows beyond every limit. Let
us resale edge betweenness
Λτ =
L(τ)
τ + 1
(4.66)
and let us onsider the limit Λ = limτ→∞Λτ = nΛ + 1. The CCDF of the
resaled edge betweenness an be given by
F¯∞(Λ | q) = lim
τ→∞
τ−1−nΛτ∑
n=nΛτ
Pτ (n | q) = 1
P∞(q)
∞∑
n=Λ−1
P∞(n, q). (4.67)
When the summation has been arried out, the following equation is ob-
tained:
F¯∞(Λ | q) =
(2/α− 1)q+1
(2− α)Λ−1
q∑
k=0
(−1)k
k! (q − k)!
(−αk)Λ−1
k + 2/α− 1 , (4.68)
where q + 1 ≤ Λ. If 1 < q ≪ Λ, then only the rst term of the sum should
be taken into aount, and it is easy to see that
F¯∞(Λ | q) = α
2 (1− α)
2Γ(2/α− 1)
q2/α
Λ2
+O (1/Λ2+α) . (4.69)
It an be seen that the saling exponent −2 is independent of α. The above
asymptoti formula has been obtained for innite networks. The same power
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Figure 4.9: Figure shows CCDF of edge betweenness under the ondition
that the in-degree q is known. Empirial CCDF has been obtained from 100
realizations of N = 104 and N = 105, and 10 realizations of N = 106 size
networks at α = 1/2 parameter value. Continuous lines show analyti result
of innite network limit (4.68).
law saling an be observed in nite size networks as (4.69) if Λτ ≪ τ .
However, F¯τ (Λτ | q) ≡ 0 if Λτ > τ in nite networks, therefore asymptoti
formula (4.69) evidently beomes invalid if Λτ ≈ τ .
It is obvious that as the size of the network grows larger and larger,
asymptoti formula (4.68) beomes more and more aurate. One an ask
how fast this onvergene is. From elementary estimations of F¯τ (Λτ | q) one
an show that for xed Λτ :
F¯τ (Λτ | q) = F¯∞(Λτ | q)−
(
1− F¯∞(Λτ | q)
) α2 (1− α)
2
1
τ 2
+O (1/τ 2+α) ,
(4.70)
that is orretions to the asymptoti formula derease with τ−2 for large τ .
On Figure 4.9 omparison of analyti formula (4.68) with simulation re-
sults is presented for q = 1 and q = 2. The empirial CCDF of resaled edge
betweenness, under the ondition that in-degree q is known, is shown for
104, 105, and 106 size networks, at α = 1/2 parameter value. The empirial
CCDFs of resaled edge betweenness evidently ollapse to the same urve for
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Figure 4.10: Figure shows average edge betweenness under the ondition that
the in-degree q is known as the funtion of q on log-log plot. Numerial data
has been olleted from 100 realizations of N = 104 and N = 105, and 10
realizations of N = 106 size networks at α = 1/2 parameter value. Inset
shows the same senario at α = 0 parameter value on semi-logarithmi plot.
Continuous lines show analyti results of the innite network limit (4.71) and
(4.72).
dierent size networks, and they oinide preisely with my analyti result.
The expetation of the resaled edge betweenness under the ondition
that in-degree q is known an be given by E∞ [Λ | q] = E∞ [nΛ + 1 | q]. Using
(4.54) and (4.55) I reeive
E∞ [Λ | q] = (1− α)
(q + 1/α)1/α
(1/α− 1)1/α
− 1 + α, (4.71)
lim
α→0
E∞ [Λ | q] = 2q+1 − 1. (4.72)
One an see that E∞ [Λ | q] ∼ q1/α for q ≫ 1 if α > 0 and E∞ [Λ | q] ∼ eq for
q ≫ 1 if α→ 0.
Analyti results (4.71) and (4.72), and simulation data are shown in Fig-
ure 4.10 at α = 1/2 and α = 0 parameter values. Numerial data has been
olleted from the same 104, 105, and 106 size networks as above. As the
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size of the network grows a larger and larger range of the resaled empirial
data ollapses to the same analyti urve. On the high degree region some
disrepany an be observed due to the nite sale eets.
Finally, let us note that the preise unonditional distribution of edge
betweenness Pτ (L) =
∑τ−1
n=0 δL,(n+1)(τ−n)Pτ (n) an be obtained from (4.38)
as well. Furthermore, CCDF of the unonditional betweenness F¯τ (L) =∑τ−nL−1
n=nL
Pτ (n) an be derived in losed form:
F cτ (L) =
τ + 1− α
τ
(1− α) (τ − 2nL)
(nL + 1− α) (τ − nL + 1− α) . (4.73)
For the sake of simpliity I have assumed during my alulations that in-
degrees of the younger nodes are provided. However, it is possible that even
though both in-degrees of every link are known, we annot distinguish them
from eah other, that is we annot tell whih is the younger node. How
ould I extend my results to this senario? Let us onsider a new edge when
it is onneted to the network. The in-degree of the new node is obviously
0. The in-degree of the other node, to whih the new node is onneted, is
equal to or larger than one. Due to preferential attahment the larger the
in-degree is the faster it grows. Even if preferential attahment is absent,
the growth rate of every in-degree is the same. Therefore, it is expeted that
the initial deit in the in-degree of the younger node grows or remains at
the same level during the evolution of the network. It follows that it is a
reasonable approximation to substitute the in-degree of the younger node
q with q
min
= min(q1, q2) in my formulas.
4.5 Conlusions
A typial network onstrution problem is to design network infrastruture
without wasting preious resoures at plaes where not needed. An appro-
priate design strategy is to alloate network resoures proportionally to the
expeted tra. In a mean eld approximation the expeted tra is pro-
portional to the number of shortest paths going through a ertain network
element, that is the betweenness.
The preise alulation of all the betweenness requires omplete informa-
tion on the network struture. In real life, however, the number of shortest
paths is often impossible to tell beause the struture of the network is not
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fully known. One of the pratial results of this hapter is that the expeta-
tion of edge betweenness an be estimated preisely when only limited loal
information on network struturethe in-degree of the younger nodeis
available.
Another diulty of network design is that the size of real networks is
nite. Moreover, the size of real networks is often so small that asymptoti
formulas an be applied only with unaeptable error. The other important
novelty of my results is that the derived formulas are exat even for nite
networks, whih allows better design of realisti nite size networks.
Various statistial properties of evolving random trees have been investi-
gated in this hapter. I have foused on the luster size, the in-degree and
the edge betweenness. I have onsidered the m = 1 ase of the BA model
extended with initial attrativeness for modeling random trees. Initial at-
trativeness allows ne tuning of the saling parameter. Moreover, in the
limit of the tuning parameter α→ 0 the applied model tends to a non-sale-
free struture, whih is in many aspets similar to the lassial ER model.
I was therefore able to investigate both the sale-free and the non-sale-free
senario within the same framework.
I also presented onditional expetations of luster size and in-degree for
both nite and unbounded networks. I have found that asymptotially the
onditional luster size grows with in-degree to the power of 1/α and the on-
ditional in-degree grows with luster size to the power of α, respetively. The
ER limit has been disussed as well. I have shown that the onditional luster
size grows exponentially and the onditional in-degree grows logarithmially
when α→ 0.
I have derived the distribution of edge betweenness under the ondition
that the orresponding in-degree is known. I have found that the ondi-
tional expetation of edge betweenness grows linearly with the size of the
network. For the analysis of unbounded networks I have dened the resaled
edge betweenness Λ, and derived its distribution and expetation under the
ondition that in-degree q is provided. My analyti results have been veri-
ed at dierent network sizes and parameter values by extensive numerial
simulations. I have demonstrated that numerial simulations fully onrm
my analyti results.
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Chapter 5
Conluding remarks
The study of omplex networks has evolved onsiderably in reent years.
An interesting example of omplex networks is the Internet, whih has be-
ome part of everyday life. Two important aspets of the Internet, namely
the properties of its topology and the harateristis of its data tra, have
attrated growing attention of the physis ommunity. My thesis has onsid-
ered problems of both aspets.
In the introdution I briey presented an overview of the basi ompo-
nents of Internet struture and tra. The workings of the Transmission
Control Protool (TCP), the primary algorithm governing tra in the ur-
rent Internet, were disussed in more detail, sine they are the main fous of
the rst part of my analysis. Most of the terminologies I use in this thesis
were also dened here.
In the next hapter I studied the stohasti behavior of TCP in an ele-
mentary network senario onsisting of a standalone innite-sized buer and
an aess link. This simple model might onstitute the building bloks of
more omplex Internet tra. I alulated the stationary distribution of the
stohasti ongestion window proess, whih regulates the tra of TCP.
My analysis not only onsidered the ideal ongestion window dynamis, but
also inluded the eet of the fast reovery and fast retransmission (FR/FR)
algorithms of TCP. Furthermore, I showed that my model an be extended
further analytially to involve the eet of link propagation delay, hara-
teristi of Wide Area Networks. Various moments of the ongestion window
proess were alulated. An important ahievement is that all the parameters
are at hand in the entire model, and no parameter tting is neessary. I also
applied the mean eld approximation to desribe many parallel TCP ows.
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My analyti results were validated against paket level numerial simula-
tions and the simulations agreed to a high degree with the analyti formulas
I derived.
I ontinued my thesis with the investigation of nite-sized semi-bottlenek
buers, where pakets an be dropped not only at the link, but also at the
buer. I demonstrated that the behavior of the system depends only on a
ertain ombination of the parameters. Moreover, an analyti formula was
derived that gives the ratio of paket loss rate at the buer to the total paket
loss rate. This formula makes it possible to treat buer-losses as if they were
link-losses. I onsidered the eet of the FR/FR algorithms and I alulated
the probability distribution of the ongestion window for both Loal and
Wide Area Network senarios. I showed that a sharp peak might appear
in the window distribution due to the FR/FR mode of TCP. My analytial
results mathed numerial simulations properly in the ase of large buer
sizes and small paket loss probabilities. In the opposite range of parameters,
however, the slow start mehanism of TCP plays a more important role and it
annot be negleted ompletely from the preise desription of the ongestion
window dynamis. Nevertheless, my alulations gave qualitatively orret
results in these ases as well. Hopefully, my methods, developed in this
hapter, an be applied later for modeling the slow start mehanism.
In the last part of my thesis I studied omputer networks from a strutural
perspetive. The saling exponent of the node onnetivity ould be tuned in
the network model that I investigated. In addition, the non-sale-free limit
of the node onnetivity ould also be investigated. I demonstrated through
uid simulations that the distribution of resoures, speially the link band-
width, has a serious impat on the global performane of a omputer network.
Then I analyzed the distribution of edge betweenness in a growing sale-free
tree under the ondition that a loal property, the in-degree of the younger
node of an arbitrary edge, is known in order to nd an optimum distribution
of link apaity. The derived formula is exat even for nite-sized networks.
I also alulated the onditional expetation of edge betweenness, resaled
for innite networks. My analyti results were ompared to numerial simu-
lations that onrmed my alulations appropriately.
Appendix A
Mathematial proofs of the
applied identities
A.1 Series expansion of L(c)G(x)
In this setion the series expansion of L(c)G(x) in x is derived, where L(c)
is dened in (2.30) and G(x) in (3.23). We prove two lemmas rst:
Lemma 1 For c ∈ R, c 6= 1
N∑
k=0
ck
k∏
l=1
1
1− cl =
N∏
k=1
1
1− ck . (A.1)
Proof. We prove the lemma by indution for N . Indeed, for N = 1 the
formula is evidently true: 1+ c
1−c
= 1
1−c
. As the indution hypothesis suppose
that the formula is true for N . Then
N+1∑
k=0
ck
k∏
l=1
1
1− cl =
N∑
k=0
ck
k∏
l=1
1
1− cl + c
N+1
N+1∏
l=1
1
1− cl
=
N∏
l=1
1
1− cl + c
N+1
N+1∏
l=1
1
1− cl (A.2)
=
(
1− cN+1) N+1∏
l=1
1
1− cl + c
N+1
N+1∏
l=1
1
1− cl =
N+1∏
l=1
1
1− cl .
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Lemma 2 For c ∈ [0, 1[
n−1∏
k=1
(
1− ck) = ∞∑
k=0
ckn
∞∏
l=k+1
(
1− cl) . (A.3)
Proof. This lemma is proven by indution for n. For n = 1 Lemma 1 proves
the formula. Indeed, multiply both sides of (A.1) by
∏N
k=1
(
1− ck). If c ∈
[0, 1[ then we an take the N →∞ limit, whih provides exatly the formula
to be proven.
As the indution hypothesis let us suppose that the formula is true for n.
Then
n∏
k=1
(
1− ck) = (1− cn) n−1∏
k=1
(
1− ck) = n−1∏
k=1
(
1− ck)− cn ∞∑
k=0
ckn
∞∏
l=k+1
(
1− cl)
=
n−1∏
k=1
(
1− ck)− ∞∑
k=0
c(k+1)n
∞∏
l=k+1
(
1− cl)
=
n−1∏
k=1
(
1− ck)− ∞∑
k=0
ckn
(
1− ck) ∞∏
l=k+1
(
1− cl)
=
∞∑
k=0
ck(n+1)
∞∏
l=k+1
(
1− cl) , (A.4)
whih proves the formula for n+ 1.
Theorem For x ∈ R and c ∈ [0, 1[
L(c)G(x) = −
∞∑
n=1
1
n!
n∏
l=1
(
1− cl)xn. (A.5)
Proof. From the series expansion of the exponential funtion it follows that
E(x) = e−cx− e−x = −∑∞n=1 (−1)n 1−cnn! xn. Let us substitute this expression
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into the denition of G(x) =
∑∞
k=0 F (−ckx)
∏k
l=1
1
1−cl
:
L(c)G(x) = −
∞∏
l=1
(
1− cl) ∞∑
k=0
∞∑
n=1
(−1)n 1− c
n
n!
(−ckx)n k∏
l=1
1
1− cl
= −
∞∑
n=1
1− cn
n!
∞∑
k=0
ckn
∞∏
l=k+1
(
1− cl)xn
= −
∞∑
n=1
1
n!
n∏
l=1
(
1− cl) xn,
(A.6)
where we applied the Lemma 2 in the last equation in order to prove the
theorem.
A.2 Expansion of the Kroneker-delta funtion
We have seen that the general solution of Eq. (4.27) is
Pτ (n, q | τe) =
∑
λ1,λ2
Cλ1,λ2 f(τ) g(n) h(q), (A.7)
and the initial ondition is Pτe(n, q | τe) = δn,0 δq,0, where
δn,m =
{
1, if n = m,
0, if n 6= m (A.8)
is the Kroneker-delta funtion, and n and m are integers. Coeients Cλ1,λ2
are alulated in this setion. First we show that
δn,0 =
n∑
k=0
(−1)k
k!
1
Γ(n− k + 1) . (A.9)
Note that we an onsider m = 0 without any loss of generality, sine δn,m ≡
δn−m,0.
If n < 0, then the summand in (A.9) is indeed zero by denition. If n > 0,
then
n∑
k=0
(−1)k
k!
1
Γ(n− k + 1) =
1
n!
n∑
k=0
(
n
k
)
(−1)k = 0 (A.10)
112 APPENDIX A. MATHEMATICAL PROOFS
follows from the binomial theorem. Finally, for n = 0,
0∑
k=0
(−1)k
k!
1
Γ(−k + 1) =
(−1)0
0!
1
Γ(1)
= 1. (A.11)
Coeients Cλ1,λ2 an be obtained from the term by term omparison of
Pτe(n, q | τe) =
∑
λ1,λ2
Cλ1,λ2f(τe) g(n) h(q) with the expansion of the initial
ondition δn,0 δq,0, shown above. One an easily onrm with the help of
identity f(n)δn,0 ≡ f(0)δn,0 that the same terms appear on both sides, if
λ1 = −k1, and λ2 = −αk2, and oeients Ck1,k2 are the following:
Ck1,k2 =
(−1)k1+k2
k1! k2!
Γ(τe + 1− α)
Γ(τe − k1)
1
Γ(−αk2)
1
Γ(1/α− 1) . (A.12)
Finally, to obtain (4.36) the summation for k1 an be arried out expli-
itly:
n∑
k1=0
(−1)k1
k1! Γ(n− k1 + 1)
Γ(τ − k1)
Γ(τe − k1) =
Γ(τ − τe + 1)
Γ(n+ 1)Γ(τe)
Γ(τ − n)
Γ(τ − τe − n + 1)
A.3 The α→ 0 limit of joint distribution Pτ(n, q)
In this setion we prove that the ER limit of the joint probability Pτ (n, q) is
(4.37).
Theorem Let us onsider Pτ (n, q) as dened in (4.36), where 0 < q <
n < τ are integers. Then the following limit holds:
lim
α→0
Pτ (n, q) =
τ + 1
τ Γ(n+ 3)
n−1∑
k=q−1
(−1)n−1−k S(k)n−1
(
k
q − 1
)
. (A.13)
Proof. First, let us note that Φα(n, q) in (4.36) an be rewritten in the fol-
lowing equivalent form: Φα(n, q) = α
∑q−1
k=0
(−1)k(1−α−αk)n−1
k!(q−1−k)!
. Next, Pohham-
mer's symbol (1/α− 1)q is replaed with its asymptoti form: (1/α− 1)q =
1/αq (1 +O (α)). After the obvious limits have been evaluated the following
equation is obtained:
lim
α→0
Pτ (n, q) =
τ + 1
τ Γ(n+ 3)
lim
α→0
∑q−1
k=0
(−1)k(1−α−αk)n−1
k!(q−1−k)!
αq−1
. (A.14)
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The above limit, by denition, an be substituted with q− 1 order dier-
ential at α = 0, if all the lower order derivates of the sum are zero at α = 0.
Indeed,
lim
α→0
∑q−1
k=0
(−1)k(1−α−αk)n−1
k!(q−1−k)!
αq−1
=
1
m!
dm
dαm
q−1∑
k=0
(−1)k (1− α− αk)n−1
k! (q − 1− k)!
∣∣∣∣∣
α=0
=
1
m!
dm (1 + α)n−1
dαm
∣∣∣∣∣
α=0
q−1∑
k=0
(−1)k (−k − 1)m
k! (q − 1− k)! ,
where the sum is 0 if m < q− 1 and 1 if m = q− 1. Therefore, the limit an
be transformed to
lim
α→0
Pτ (n, q) =
τ + 1
τ Γ(n + 3)
1
(q − 1)!
dq−1 (1 + α)n−1
dαq−1
∣∣∣∣
α=0
. (A.15)
Finally, let us onsider the power expansion of Pohhammer's symbol: (x)m =∑m
k=0 (−1)n−k S(k)m xk, where S(k)m are the Stirling numbers of the rst kind.
The expansion formula has been applied at x = 1+α and m = n− 1, whih
implies
lim
α→0
Pτ (n, q) =
τ + 1
τ Γ(n+ 3)
n−1∑
k=q−1
(−1)n−1−k S(k)m
(q − 1)!
dq−1 (1 + α)k
dαq−1
∣∣∣∣
α=0
=
τ + 1
τ Γ(n+ 3)
n−1∑
k=q−1
(−1)n−1−k S(k)n−1
(
k
q − 1
)
.
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TCP Transmission Control Proto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37, 41, 42, 44, 45, 48, 56, 57, 65, 85
UDP User Datagram Protool. 7, 11, 12, 28
AIMD additive inrease, multipliative derease. 17, 80, 82, 83
AS Autonomous System. 4, 5, 72, 76
BA BarabásiAlbert model. 72, 7376, 7779, 83, 91, 93
CA ongestion avoidane. 1516, 37, 41, 42
CCDF omplementary umulative distribution funtion. 94, 95, 101103
CDF umulative distribution funtion. 85
wnd ongestion window. 1317
ER Erd®sRényi model. 72, 73, 79, 91, 93, 97, 98
ERD Early Random Drop. 9, 23, 25, 27
FR/FR fast reovery, fast retransmission. 15, 1617, 29, 3638, 41, 42, 64,
68, 80
IID independent and identially-distributed. 10, 54
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IP Internet Protool. 5, 7, 8, 10, 11, 47
ISP Internet Servie Provider. 4, 5
LAN Loal Area Network. 9, 27, 29, 31, 35, 41, 42, 44, 45, 48, 49, 55, 59,
62, 64, 68
RED Random Early Detetion. 9, 2325, 27
RTO retransmission timeout. 13, 18
RTT round-trip time. 13, 14, 1618, 24, 56
rwnd reeiver's advertised window. 14
ssthresh slow start threshold. 1517
WAN Wide Area Network. 9, 10, 27, 31, 38, 4042, 44, 45, 5557, 62, 65,
68
WWW World Wide Web. 4, 5, 10, 11, 13
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Summary
The study of omplex networks has evolved onsiderably in reent years.
An interesting example of omplex networks is the Internet, whih has be-
ome part of everyday life. Two important aspets of the Internet, namely
the properties of its topology and the harateristis of its data tra, have
attrated growing attention of the physis ommunity. My thesis has onsid-
ered problems of both aspets.
First I studied the stohasti behavior of TCP, the primary algorithm
governing tra in the urrent Internet, in an elementary network senario
onsisting of a standalone innite-sized buer and an aess link. I alu-
lated the stationary distribution of the stohasti ongestion window proess,
whih regulates the tra of TCP. My analysis not only onsidered the ideal
ongestion window dynamis, but also inluded the eet of the fast reov-
ery and fast retransmission (FR/FR) algorithms. Furthermore, I showed
that my model an be extended further to involve the eet of link propa-
gation delay, harateristi of WAN. An important ahievement is that no
parameter tting is neessary in my model. I also applied the mean eld
approximation to desribe many parallel TCP ows. After having been vali-
dated against paket level numerial simulations, my analyti results agreed
almost perfetly.
I ontinued my thesis with the investigation of nite-sized semi-bottlenek
buers, where pakets an be dropped not only at the link, but also at the
buer. I demonstrated that the behavior of the system depends only on a
ertain ombination of the parameters. Moreover, an analyti formula was
derived that gives the ratio of paket loss rate at the buer to the total paket
loss rate. This formula makes it possible to treat buer-losses as if they were
link-losses. I alulated the probability distribution of the ongestion window
for both LAN and WAN senarios. I showed that a sharp peak might appear
in the window distribution due to the FR/FR mode of TCP. My analytial
results mathed numerial simulations properly.
In the last part of my thesis I studied omputer networks from a strutural
perspetive. I demonstrated through uid simulations that the distribution
of resoures, speially the link bandwidth, has a serious impat on the
global performane of the network. Then I analyzed the distribution of edge
betweenness in a growing sale-free tree under the ondition that a loal
property, the in-degree of the younger node of an arbitrary edge, is known
in order to nd an optimum distribution of link apaity. The derived for-
mula is exat even for nite-sized networks. I also alulated the onditional
expetation of edge betweenness, resaled for innite networks.

Összefoglalás
Az elmúlt években a komplex hálózatok kutatása rendkívül sokat fe-
jl®dött. A komplex hálózatok egyik legérdekesebb példája a mára a minden-
napi élet részévé vált internet. Az internet két fontos területe  a topológiájá-
nak tulajdonságai és a rajta folyó adatforgalom jellemz®i  iránt az utóbbi
id®ben a zikusok körében is egyre nagyobb az érdekl®dés. Dolgozatomban
az említett két terület néhány kérdését vizsgáltam.
Els®ként a jelenlegi internet legfontosabb forgalomszabályozó algoritmusá-
nak, a TCP-nek a sztohasztikus viselkedését tanulmányoztam egy elemi
hálózati konguráióban, mely egy egyedülálló buerb®l, és egy hozzá kap-
solódó vezetékb®l állt. Meghatároztam a TCP-forgalmat szabályozó tor-
lódási ablaknak a staionárius eloszlását. Vizsgálatomban nem supán az
ideális torlódási ablak dinamikát tekintettem, hanem gyelembe vettem a
FR/FR (fast reovery/fast retransmission) algoritmusok hatását is. Meg-
mutattam továbbá, hogy a modellem hogyan általánosítható úgy, hogy a
vezetékeken fellép® somagkésleltetést is gyelembe vegye. Fontos eredmény,
hogy nem szükséges ismeretlen paramétert illenszteni a modellben. A mod-
ellt párhuzamosan m¶köd® TCP-k leírására átlagtér-közelítésben alkalmaz-
tam. Az analítikus eredményeket somag-szint¶ numerikus szimuláiókkal
összevetve rendkívül jó egyezést kaptam.
A disszertáiót véges méret¶ buerek vizsgálatával folytattam, ahol a
somagok nem sak a vezetéken, hanem a buerben is elveszhetnek. Meg-
mutattam, hogy a rendszer viselkedése supán a paraméterek egy bizonyos
kombináiójától függ. Levezettem továbbá egy analítikus formulát, mely
megadja a buerben eldobott, és a vezetéken elveszett somagok arányát.
Ez a formula lehet®vé teszi, hogy a buerben történ® somagvesztéseket úgy
tekintsük, mintha az a vezetéken történt volna. Kiszámoltam a torlódási
ablak eloszlását mind lokális (LAN), mind tág (WAN) hálózati környezetben.
Megmutattam, hogy az FR/FR algoritmusok miatt egy éles sús jelenik meg
az eloszlásban. Az analítikus eredmények jól egyeztek a szimuláiókkal.
Dolgozatom utolsó részében szerkezeti szempontból vizsgáltam komplex
számítógépes hálózatokat. Folyadékközelítés¶ szimuláiókkal bemutattam,
hogy az er®források, különösképpen a vezetékek sávszélességének elosztása,
jelent®sen befolyásolja a hálózat összteljesítményét. Ezután annak érdekében,
hogy az él-kapaitások optimális elrendezését meghatározzam, az él-köztesség
eloszlását vizsgáltam növekv® skála-független fában azzal a feltétellel, hogy
tetsz®leges él atalabb súsának bejöv® fokszáma ismert. A levezetett for-
mula még véges méret¶ hálózatokra is egzakt. Végül megadtam a végtelen
hálózatokra átskálázott él-köztesség feltételes várható értékét.
