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Abstract
We study the momentum alignment phenomenon and the optical control of valley population in
gapless and gapped graphene-like materials. We show that the trigonal warping effect allows for the
spatial separation of carriers belonging to different valleys via the application of linearly polarized
light. Valley separation in gapped materials can be detected by measuring the degree of circular
polarization of band-edge photoluminescence at different sides of the sample or light spot (optical
valley Hall effect). We also show that the momentum alignment phenomenon leads to the giant
enhancement of near-band-edge interband optical transitions in narrow-gap carbon nanotubes and
graphene nanoribbons independent of the mechanism of the gap formation. A detection scheme
to observe these giant interband transitions is proposed which opens a route for creating novel
terahertz radiation emitters.
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I. INTRODUCTION
One of the best-known properties of graphene is its universal optical absorption for a
broad range of frequencies [1]. It is less-known that a linearly polarized excitation creates
in graphene-like materials a strongly anisotropic distribution of photoexcited carriers, with
their momenta aligned preferentially normal to the polarization plane, allowing one to effec-
tively steer the direction of electrons by light. This largely overlooked effect is the central
theme of our paper. A similar momentum alignment phenomenon occurs in bulk GaAs-type
semiconductors [2] and quantum wells [3–7], where the electrons created by the interband
absorption of linearly polarized light are also distributed anisotropically in momentum space;
the same selection rules govern polarization properties of quantum-well-based lasers [8]. In
conventional semiconductors the alignment is due to the spin-orbit interaction, whereas in
graphene, it is due to the pseudo-spin. Namely, the ratio of the two components of the
spinor-like graphene wavefunction depends on the direction of momentum which influences
the optical transition selection rules. Unlike semiconductors where most optical phenomena
are associated with the band edge transitions, photoexcited carriers in graphene are always
created with a significant value of momentum and a linearly polarized excitation results in
strong momentum anisotropy for all excitation energies.
In graphene and graphene-like two-dimensional (2D) Dirac materials, such as single layers
of group-VI dichalcogenides [9, 10] and elemental analogues of graphene [11, 12] including
silicene, germanene, stanene and several others, the electronic properties can be described
in terms of particles belonging to two valleys [13], centred around the symmetry points K
and K′. These points are nonequivalent and degenerate in terms of energy. This degree
of degeneracy is the so-called valley degree of freedom. It has been proposed that this
additional quantum number can be utilized in an analogous manner to spin in semiconductor
spintronics [14] and has been suggested as a basis for carrying information in graphene-based
devices [15]. For linearly polarized light, of low excitation energies, the optical selection rules
of gapped quasi-2D Dirac materials are valley independent. However, as we show below,
at higher excitation energies, the trigonal warping effect in conjunction with momentum
alignment can be utilized in the spatial separation of carriers belonging to different valleys,
thus providing a route to optovalleytronics - the optical control of valley population. In
contrast to the optical spin and valley Hall effects in polaritonics [16–18], our predicted
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optical valley Hall effect, caused by the spatial separation of carriers belonging to different
valleys by linearly polarized light, does not need a microcavity.
A better-known alternative route to optovalleytronics utilizes circularly polarized light
in quasi-2D Dirac materials with non-zero effective mass. Unlike in pristine gapless 2D
Dirac materials, the selection rules for interband transitions for circularly polarized light
in gapped graphene-like systems are strongly valley dependent. Namely, circularly polar-
ized radiation of a specific handedness, with an energy matching the band gap, will excite
electrons in one valley only. These optical transition selection rules are independent of the
physical nature of the gap. The gap can be opened, e.g., by placing graphene on a match-
ing substrate with two chemically different atoms underneath the two neighbouring carbon
atoms [19, 20] or chemically-functionalized graphene [21]. In single layers of transition metal
dichalcogenides [22] the gap is believed to be of a mixed nature, involving significantly dif-
fering on-site energies accompanied by spin-valley locking due to strong spin-orbit coupling.
The valley-dependent selection rules for circularized polarized light can be utilized for the
detection of the optical valley Hall effect.
The momentum alignment phenomenon also has profound consequences for optical tran-
sition selection rules in narrow-gap carbon nanotubes (CNTs) and graphene nanoribbons
(GNRs). Namely, the angular dependence of graphene’s momentum distribution function
leads to a spectacular enhancement in the matrix element of optical interband transition at
the band edge in these quasi-one-dimensional (1D) nanostructures. This enhancement is due
to an effective quantized momentum in the direction normal to the CNT or GNR axis which
governs the interband transitions when the free momentum along the axis is small. The
pronounced peak in the optical matrix element at the band gap edge has a universal value
which is proportional to the Fermi velocity and is independent of nature of the gap, which
can be magnetic-field, curvature or edge-effect induced. Its peak also coincides with the van
Hove singularity at the band gap edge therefore making the considered quasi-1D systems
promising candidates for active elements in coherent terahertz (THz) radiation emitters.
In what follows, we derive the optical selection rules for interband transitions in 2D Dirac
materials for both linearly and circularly polarized excitations. In the low-energy regime, the
optical selection rules for linearly-polarized excitations are shown to be valley independent;
the same is true for circularly-polarized excitations in graphene. In contrast, for gapped 2D
Dirac materials the optical transitions associated with circularly-polarized light are valley-
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dependent. The distribution of photoexcited carriers is calculated for both the low energy
regime and for the range of frequencies in which trigonal warping effects become important.
Next, we show that in the presence of warping, a linearly polarized excitation will result
in the spatial separation of carriers belonging to different valleys. An experimental set up
is proposed to observe this effect in gapped 2D Dirac materials. We then apply the theory
of momentum alignment in graphene to quasi-1D systems such as narrow-gap CNTs and
armchair GNRs (AGNRs). These systems are shown to have strong low-energy interband
transitions, which are typically in the THz range [23]. Finally, we discuss the possibility for
the experimental observation of the predicted strong THz transitions and how they could
be used in THz emitters.
II. OPTICAL SELECTION RULES FOR 2D DIRAC MATERIALS
In the dipole approximation the transition rate of an electron, of wave vector k, from the
conduction to the valence band is given by Fermi’s Golden Rule:
Wk =
2pie2Ie
chν2
|e · 〈Ψ1 (k) |vˆ|Ψ2 (k)〉|2 δ (ξ1 − ξ2 − hν) , (1)
where Ψj (j = 1, 2) are the eigenfunctions of the electrons in the conduction and valence
bands and ξ1, ξ2 are their associated energies. Here vˆ, Ie and ν are the velocity operator,
intensity and frequency of the excitation respectively; e is the polarization of the excitation,
which we assume to propagate normal to the crystal’s surface. The tight-binding Hamilto-
nian of a gapped graphene-like 2D crystal can be written as:
H (k) =
 12Eg f (k)
f ∗ (k) −1
2
Eg
 , (2)
where Eg is the band gap; f (k) =
∑
i ti exp (ik ·Ri) where Ri are the nearest neighbor
vectors and ti are their associated hopping integrals [24]. This Hamiltonian acts on the
basis (|ψA〉 , |ψB〉)T , where |ψA〉 and |ψB〉 are the tight-binding wavefunctions associated
with the two sub-lattices. In pristine graphene, the band gap due spin-orbit coupling is
estimated to be of the order of 10−3 meV [25], and as such Eg is negligibly small. However,
the gap can be opened in a variety of ways; indeed this Hamiltonian can be used to describe
graphene on a staggered sublattice potential [26] such as boron nitride [19] or SiC [20, 27].
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The Hamiltonian, Eq. (2), admits the eigenvalues
ξj = (−1)j+1
√
1
4
E2g + |f |2 , (3)
where j = 1, 2 corresponds to the conduction band and valance band, respectively. Their
corresponding eigenvectors are given by
χj = Cj
 1
ξj− 12Eg
f
 , (4)
where |Cj|2 = (ξj + 12Eg)/(2ξj). The eigenfunctions entering Eq. (1) are given by Ψj =
χA,j |ψA〉+ χB,j |ψB〉. Within the gradient approximation, the velocity operator matrix can
be written as
vˆ =
1
~
∂H
∂k
=
1
~
 0 ∇kf
∇kf ∗ 0
 . (5)
Using Eqs. (3), (4) and (5) allows the matrix element of velocity to be expressed as
〈Ψ1 |vˆ|Ψ2〉 = − 1~|f |
 Eg√
E2g + 4|f |2
< (f ∗∇kf) + i= (f ∗∇kf)
 . (6)
As can be seen from Eq. (6), the band gap affects only the real part of the matrix element,
which, due to the peculiar form of the factor Eg√
E2g+4|f |2
, has a sharp dependence on the
electron momentum near the Dirac point where f → 0.
A. The low energy regime
We will now consider the low-energy regime where the effective matrix Hamiltonian,
Eq. (2), can be approximated by a first order Taylor series expansion in κ, which is defined
as the momentum measured relative to the Dirac point of interest, i.e. the K or K′ point.
The results of this subsection can be obtained by the formal low energy expansion of Eq. (6).
However, due to the importance of the conical approximation for graphene and the parabolic
limit for gapped Dirac systems, it is instructive to consider the low-energy regime starting
from the well-known approximate matrix Hamiltonian. For definiteness we will use the
two nonequivalent Dirac points as K = (0,−4pi/3a) and K′ = −K, where a is the lattice
constant, and we employ the same coordinate system as in Fig. 4.1 of Ref. [24]. The low-
energy expansion of the Hamiltonian given by Eq. (2) in the vicinity of the two nonequivalent
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Dirac points can be written as the effective Hamiltonian
H (κ) = ~vF
 ∆ κx + i(−1)sκy
κx − i(−1)sκy −∆
 , (7)
which acts on the basis (|ψA〉 , −i |ψB〉)T . Here ∆ = Eg/(2~vF ), κx,y are the Cartesian
components of κ, and s is the valley index number, which has a value of 1 or 2 for the K or
K′, respectively. This Hamiltonian can also be used to model the low-energy band structure
of low-buckled silicene, germanene and tinene [28]. In these systems the spin-orbit interaction
opens up a narrow-band gap of the order of several meV [28]. The Hamiltonian (7) has the
following eigenvalues:
εj = (−1)j+1~vF
√
∆2 + κ2 , (8)
where κ2 = κ2x + κ
2
y. The corresponding normalized conduction and valence band wave
functions are
χj = Dj
 1√ εj− 12Eg
εj+
1
2
Eg
e−i(−1)
sϕk
 (9)
where |Dj|2 = (εj + 12Eg)/(2εj) and tanϕκ = κy/κx.
Let us now consider the perturbation introduced into the Hamiltonian by an inci-
dent electromagnetic wave. The wave can be described by the vector potential: A =
cE (axex + ayey) e
iωt/(2ω) where c is the speed of light, ω is the wave’s frequency and E is
the magnitude of the electric field strength. The parameters ax and ay can be defined as
ax = cosφ and ay = sinφ for linearly polarized light and ax = 1 and ay = ∓i for circularly
polarized light. The angle φ denotes the angle between the polarization vector and the
x-axis. The circularly polarized wave is considered as the sum of two waves polarized along
the x and y axis with a phase difference of pi/2 between the components. The ‘+’ and
‘−’ signs correspond to left- and right-handed circular polarizations respectively. In the
presence of an electromagnetic field the particles’ modified momentum is found by using
minimal substitution, κ → κ + eA/~c, from which the gradient approximation used in
Eq. (5) stems (see discussion after Eq. (36) in Ref. [29]). Applying this minimal substitution
to the Hamiltonian (7) allows for linearly-polarized light to express the dot product of the
polarization vector e and vˆ as:
e · vˆ = vF
 0 ei(−1)sφ
e−i(−1)
sφ 0
 . (10)
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For circularly-polarized light the relevant matrix is
vˆx + i(−1)svˆy = vF
 0 1− (−1)p+s
1 + (−1)p+s 0
 , (11)
where p = 1 and p = 2 for right and left-handed circularly-polarized light respectively.
Notably, the matrix given by Eq. (11) has only one non-zero element which leads to important
consequences for the optical selection rules in gapped materials.
The angular generation density g (ϕκ), which is an angular distribution function of pho-
toexcited carriers in the absence of any relaxation, is defined such that g (ϕκ) dϕκ gives the
number of carriers per unit area created in the angle range ϕκ to ϕκ + dϕκ. For a single
valley and spin, the angular generation density is given by
g (ϕκ) =
(
1
2pi
)2 ∫
Wk (κ, ϕκ)κdκ. (12)
For linearly polarized light,
|e · 〈Ψ1 |vˆ|Ψ2〉|2 = v2F
[
sin2 θ +
∆2
κ2 + ∆2
cos2 θ
]
, (13)
where θ = ϕκ − φ is the angle between the momentum of the photoexcited electron and
the polarization of the incident light. Therefore, the angular generation density of a gapped
graphene-like crystal is
g (ϕκ) =
e2
4~c
Ie
hν
[
sin2 (ϕκ − φ) +
E2g
h2ν2
cos2 (ϕκ − φ)
]
. (14)
Since Eq. (13) is valley-independent, the angular generation density is the same for both
valleys. It also follows from Eq. (13) that for non-zero ∆, when κ ∆ there is no momentum
alignment of the photoexcited carriers in gapped 2D Dirac systems and the optical matrix
element has a universal value, independent of the gap, and proportional to the Fermi velocity.
By integrating Eq. (14) over all directions of electron momentum and summing over valley
and spin indices, one can easily recover the results obtained within the optical conductivity
formalism for graphene [30–33] including the universal value of single layer opacity [1].
It is convenient to rewrite Eq. (14) as
g (ϕκ) = F0 (ε0) [1 + α0 cos (2θ)] , (15)
where α0 =
(
E2g − 4ε20
)
/
(
4ε20 + E
2
g
)
defines the degree of momentum alignment, F0(ε0)
gives the total density of carriers created at energy ε0, and the subscript 0 reflects the
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FIG. 1. Indicatrices of the angular distribution functions for (a) graphene and an isotropic gapped
2D Dirac material excited at (b) hν = 2Eg and (c) hν = 1.1Eg, for φ = 0. Here, the black arrow
represents the polarization of the excitation, which is assumed to be along the x-axis.
fact that no relaxation has occurred. It should be noted that after relaxation the angular
distribution function in 2D retains the same angular dependence [34, 35]. Unlike conventional
semiconductor quantum wells [3, 36], in graphene’s low energy regime α0 = −1 and is not
a function of the excitation energy. The illumination of graphene with linearly polarized
radiation results in an anisotropic momentum distribution of photoexcited carriers, with
the preferential direction of propagation normal to the excitation’s polarization plane. In
Fig. 1, polar plots of g (ϕκ) are shown for light of normal incidence and the polarization angle
φ = 0 for graphene (Fig. 1(a)) and for an isotropic gapped 2D material excited at hν = 2Eg
(Fig. 1(b)) and hν = 1.1Eg (Fig. 1(c)).
The optical selection rules for interband transitions resulting from linearly polarized light,
of low excitation energies in 2D Dirac materials are valley independent. However, in what fol-
lows we shall see that the optical selection rules of interband transitions caused by circularly
polarized light in gapped graphene-like crystals are strongly valley dependent. Evaluating
the matrix elements for the velocity operator projections given by Eq. (11) yields for right-
and left-handed circularly polarized light
v− = |〈Ψ1 |vˆx − ivˆy|Ψ2〉| = vF
∣∣∣∣(−1)s + ∆√κ2 + ∆2
∣∣∣∣ , (16)
and
v+ = |〈Ψ1 |vˆx + ivˆy|Ψ2〉| = vF
∣∣∣∣(−1)s − ∆√κ2 + ∆2
∣∣∣∣ . (17)
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In striking contrast to graphene, where both circular polarizations lead to the equal occu-
pation of both valleys, the valley degree of freedom in gapped 2D Dirac materials can be
manipulated by the polarization of the circularly polarized light. For s = 1 and as κ→ 0 the
matrix element of velocity given by Eq. (16) vanishes while in Eq. (17) it does not. Thus,
when the excitation energy matches the band gap, only the left-handed polarization can
excite interband transitions for the K valley: v+ = 2vF and v− = 0. For large excitation en-
ergies, the matrix element of velocity v+ decreases with increasing frequency until it attains
a half of its band-edge value, whereas v− for the same valley increases towards 2vF . By con-
trast, for the K′ valley, i.e. for s = 2, only the right-handed polarization leads to band-edge
transitions. Therefore, by exciting gapped graphene-like materials with circularly polarized
light of near-band-edge photon energy one can achieve full valley polarization. The valley se-
lection rules for band-edge transitions are indeed well-known mostly due to the proliferation
of research in the optics of single-layer transition metal dichalcogenides (TMDs) [37, 38].
However, it seems to be overlooked in the analysis of TMDs experiments that the valley
polarization by circularly-polarized light diminishes when the excitation photon energy sig-
nificantly exceeds Eg. This reduction in valley polarization can be clearly seen from Fig 2,
in which we show in the same plot v−/vF for two nonequivalent valleys. The population
of both valleys becomes the same for hν  Eg; in this limit the optical properties of our
idealized gapped material would mimic those of graphene including its universal absorption.
B. The trigonal warping regime
Our analysis of optical transitions induced by polarized light is also applicable everywhere
away from the Dirac cone. However, the most interesting regime is when the isotropic
approximation becomes no longer valid, but the equienergy contours for photoexcited carriers
remain as closed curves (shaped as triangles with smooth corners) around the two K points.
At these energies, i.e. in the trigonal warping regime, the dispersion is no longer linear,
rather it becomes 2pi/3 periodic in φκ. This new symmetry allows for the optical control of
valley polarization by linearly polarized light. Combining equations (1) and (12) yields for
the angular generation density in a given valley:
gs (ϕκ) =
e2Ie
4pi2c~ν2
∫
|e · 〈Ψ1 |vˆ|Ψ2〉|2 δ (2ξ1 (κ, ϕκ)− hν)κdκ, (18)
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FIG. 2. The absolute value of the matrix element of the velocity operator associated with interband
transitions induced by right-handed circularly polarized light as a function of excitation energy.
The lower and upper curves correspond to the K and K′ valleys, respectively.
where the matrix element, 〈Ψ1 |vˆ|Ψ2〉 , entering Eq. (18) is given by the expression Eq. (6).
For simplicity we removed the valley index s from the right hand side of Eq. (18) however,
ξ1 (κ, ϕκ) and f are indeed valley-dependent. In the trigonal warping regime the contribu-
tions to the momentum distribution function from the K and K′ valleys are not equivalent.
The contribution from the individual valley does not preserve the required symmetry of
the distribution function. Only when both valleys are taken into account the symmetry of
g (ϕκ) = g1 (ϕκ) + g2 (ϕκ) = g (ϕκ + pi) is restored, as can be seen from Fig. 3. The majority
of publications on graphene are restricted to a single-valley picture, although inter-valley
scattering and valley mixing are essential for explaining weak localization data [39, 40] and
are used in the study of GNRs [41]. The effect discussed here is an example of a phenomenon
in a pristine infinite graphene-like system where disregarding one of the two valleys gives an
unphysical result.
The symmetry breaking between the K and K′ valley can be understood as follows.
The conservation of energy during an optical transition maps out an equienergy contour in
k-space which represents all the allowed values of κ taking part in the transition. In the
low-energy regime this contour is a circle. However, in the trigonal warping regime, the
magnitude of the allowed κ-vectors is angle-dependant, and the equi-energy contours are
10
FIG. 3. The angular distribution function of photoexcited carriers generated by linearly-polarized
light in a gapped graphene-like crystal when the trigonal warping is taken into account for: (a)
φ = 0, hν = 1.1 Eg and Eg = 0.1 t, (b) φ = pi/2, hν = 1.1Eg and Eg = 0.1 t, (c) φ = 0, hν = 5Eg
and Eg = 0.1 t, (d) φ = pi/2, hν = 5Eg and Eg = 0.1 t. Here φ is the angle between the excitation
polarization vector’s projection on the graphene plane and the x-axis. The energy gap is presented
in terms of the hopping intergral, t ≈ 3 eV. The red and green lines show the contributions from
the K and K′ valley, respectively, while the blue contour is their sum, and the bold black arrows
represent the polarization of the excitation.
triangular in shape (see Fig. 4). The length of vector κ reaches its maximum at the angles
directed towards the apices of the triangle and is shortest in the directions towards the
triangle sides. Since the angular generation density is dependant on the size of the integral
element, κdκ, the density of the excited carriers is maximized along those angles directed
towards the apexes of the triangles. This is manifested in the momentum distribution by
the elongation of the lobes along such directions. Thus, each valley carries excited particles
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FIG. 4. (a) Indicatrix of the momentum distribution of photo-excited carriers in the low-energy
regime when the excitation polarization vector’s projection on the graphene plane is along the
x-axis, i.e. φ = 0. (b) The equi-energy contour around the K point (black line), in the regime
where trigonal warping becomes important. Here, the red line indicates a direction in k-space
where κ is maximum, while the blue line indicates a direction in k-space where κ is minimum.
The contribution to the momentum distribution of photo-excited carriers from the (c) K′ point
and (d) K point is shown. In both instances φ = 0 and hν = 0.6|t|. As a guide to the eye,
the corresponding equi-energy contours are drawn next to each distribution function and the bold
black arrows represent the polarization of the excitations.
with different preferential angles of momentum. The valley symmetry breaking seen in
Fig. 3 occurs because the apexes of the equienergy contours are in opposite directions for
the two nonequivalent valleys. This eventually leads to the imbalance in the number of
carriers belonging to two different valleys travelling in different directions, e.g. up and
down in Fig. 3. Within the trigonal warping regime a linearly polarized excitation could be
utilized as a control mechanism in valleytronic devices. It can be seen from Fig. 3 that for
a given polarization, the asymmetry between each valley’s contribution to the momentum
distribution is maximized for preferential directions. Along such directions there is a net
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FIG. 5. The degree of valley polarization for (a) Eg = 0 and (b) Eg = 0.1 t for an excitation
frequency of hν = 0.5 t. The solid and dashed lines correspond to the polarization angles φ = 0
and φ = pi/2 respectively.
difference between carriers generated from the K and K′ valley. To quantify this effect we
introduce the degree of valley polarization, SK,K′ , defined as
SK,K′ =
g1 (ϕκ)− g2 (ϕκ)
g1 (ϕκ) + g2 (ϕκ)
. (19)
It is possible to manipulate the degree of valley polarization along a given direction by
changing the polarization of the excitation. In Fig. 5 we plot the degree of valley polarization
in the instance of photocreation SK,K′ for two different orientations of the polarization plane
of the excitation with respect to the crystallographic axes of a gapped graphene like material,
and two different values of the band gap.
As can be seen from Fig. 5, a linearly polarized excitation will result in the spatial
separation of carriers belonging to different valleys. This coupled with the suppression of
inter-valley and back scattering should result in the accumulation of photo-excited carriers
belonging to different valleys at different edges of a light spot from an illuminating laser
beam. To observe this effect we propose the following experiment. Consider a gapped-2D
Dirac crystal, illuminated by a laser in continuous wave operation, and under weak pumping
conditions. The energy of the photoexcited carrier should be below that of a phonon which
can cause intervalley scattering but large enough to cause an interband transition within
the trigonal warping regime. The low-pumping regime is required to neglect carrier-carrier
scattering. The linearly polarized light will create an anisotropic distribution of photoexcited
carriers. These photoexcited carriers will propagate away from the light spot, with certain
angles being more valley polarized than others. As they propagate away from the light spot,
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the photoexcited carriers will relax within their valleys in both momentum and energy,
progressing towards the band edge. At the band edge, the photoexcited electrons and holes
recombine to emit circularly polarized radiation with valley-dependent helicity. By fixing the
laser and detector in place, as the sample is rotated the degree of circular polarization of edge-
energy luminescence measured by the detector will vary with angle between the sample’s
crystallographic axes and the polarization plane. This modulation will reflect the angular
dependence of the degree of valley polarization induced by linearly polarized light. Notably,
measuring the spatial distribution of circular polarization of edge photoluminescence to find
the degree of valley polarization is somewhat similar to using optical methods to detect spin
accumulation on different edges of the sample in the spin Hall effect [42–44] or the optical
spin Hall effect [16, 17].
III. GIANT ENHANCEMENT OF INTERBAND TRANSITIONS IN NARROW-
GAP CARBON NANOTUBES AND GRAPHENE NANORIBBONS
In the following two sections we shall discuss how the momentum alignment phenomenon
in graphene leads to the giant enhancement of interband transitions in narrow-gap CNTs and
GNRs. We show that in both types of quasi-one-dimesional structure the velocity matrix
element at the band gap edge takes upon the universal value of vF.
A. Carbon nanotubes
In the absence of curvature effects, narrow-gap CNTs can be considered as an unrolled
graphene sheet, subject to the periodic boundary condition: ky · Ch = 2pi`, where ky is the
electron wave vector (i.e. momentum) quantized along the circumferential direction chosen
to be along y-axis, Ch is the tube circumference and ` is an integer. The different subbands
in the 1D reciprocal space of the nanotube form a set of parallel cutting lines in the 2D
reciprocal space of the graphene sheet [45]. If n − m = 3p, where p is an integer (see
Ref. [24] for classification of tubes), then the cutting line crosses the graphene Dirac point
exactly. In this instance, the effective matrix Hamiltonian of the tube can be written in the
same form of the graphene Hamiltonian, Eq. (7), with ∆ = κy = 0 and ~κx playing the role
of the free electron momentum along the nanotube axis measured relative to Dirac point of
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FIG. 6. Illustration of the giant enhancement of interband transitions across the narrow band gap
in quasi-metallic tubes and ribbons explained in terms of the momentum alignment phenomenon in
graphene. Each of the panels A,B,C and D shows the dependence of the transition matrix element
on the angle between the excitation polarization plane and the momentum of the photoexcited
carrier, as well as the momentum vector direction. A and B correspond to the gapless case with
the energy spectrum shown in the top left-hand side panel when the cross section of the cone passes
through the Dirac point (κy = 0). As there is no momentum normal to the light polarization plane,
optical transitions are totally forbidden in the conic approximation for both A (κx = 0) and B
(κx 6= 0). C and D correspond to the narrow-gap case when the cross section avoids the Dirac
point (κy 6= 0). C is for a band-edge transition when κx = 0 and the transition probability reaches
its maximum. D corresponds to κy 6= 0 and κx 6= 0, the increase in κx leads to a reduction in the
transition probability. The lengths of the dark-green arrows in the polar plots (vanishing for A
and B) show the magnitude of the matrix element of transition.
interest. As κy is zero, ϕκ is always zero for any κx (see its definition after Eq. (9)). Then,
since the polarization of light is directed along the tube (x-axis) (i.e. in Eqs. (13) and (14)
φ is zero), the corresponding angular generation density is zero as shown in diagrams for
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points A and B in Fig. 6. However, due to curvature effects, the aforementioned CNTs
possess a narrow-gap [46–50], εg, which is of the order of THz. The effective Hamiltonian
of the tube can still be written in the same form of an effective graphene sheet, with ∆
remaining zero in Eq. (7), but κy being finite due to band gap fixed by the curvature or
manipulated by a magnetic field. We therefore set 2~vFκy = εg in Eq. (7). For finite κy, ϕκ
can take a range of values, and is precisely pi/2 at the band gap edge. This is illustrated by
diagrams for points D and C in Fig. 6. Substituting ϕκ = pi/2 into Eq. (13) results in the
absolute value of the matrix element of velocity being precisely vF . Therefore, any small
gap, irrespective of its origin, leads to a strong spike-like dependence of the velocity matrix
element on electron wave vector in the vicinity of the Dirac point with a peak value equal
to the Fermi velocity in graphene.
In Fig. 7 we plot the absolute value of the matrix element e · 〈ψ1 |vˆ|ψ2〉 as a function of
the electron wave vector, k, in the whole CNT Brillouin zone. The shape of the presented
peaks are described by the second term in the expression:
vF
(
a0 cos(3ϑ)
4
κx − κy√
κ2x + κ
2
y
)
, (20)
where κx is the absolute value of the momentum measured relative to band gap edge, κy =
εg/(2~vF ), with εg being the band gap and a0 = 0.142 nm is the distance between nearest
carbon atoms. The angle ϑ is the chiral angle which has a value of 0 for zigzag and pi/6
armchair tubes. The κy represents the shift of the cutting line [45] away from the Dirac
point, whereas the cutting lines themselves are equidistantly separated in momentum space
by ky = 2pi`/Ch, where Ch is the tube circumference. In other words, the separation is
given by the size of the electron momentum quantized along the circumferential direction.
Within this formalism one can also incorporate the effect of an external magnetic field. A
magnetic field applied along the tube axis shifts cutting lines altogether, thereby increasing
κy for the lines passing through the Dirac points. For an armchair nanotube this results in
the opening of the gap, accompanied by strongly allowed interband transitions at the band
edge [51–53]. For quasi-metallic tubes the shift in the cutting lines modifies the band gap
and lifts the degeneracy [54].
It must be pointed out that whether it be strain or applied magnetic field, the quantity
that matters for the enhanced absorption or emission across the band gap is the shift of the
cutting line away from the Dirac point. The effects of curvature and magnetic field can be
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FIG. 7. The absolute value of the velocity operator matrix element with (solid black) and without
(dashed grey) curvature effect for (a) CNT (9, 3); (b) CNT (12, 3); (c) CNT (12, 0) and (d) CNT
(6, 3). The inserts show the conduction bands in the vicinity of the Dirac point with (solid black)
and without (dashed grey) curvature effect taken into account. The CNT unit cells are presented
in the bottom left corner of each plot. For all chosen tubes, only the C-C bond contraction which
dominates the curvature effect is accounted for. The universal character of the peak is highlighted
by the solid horizontal line which marks vF level. T is the translation period of the tube.
both incorporated into the model in question:
κy = κy,s + κy,Φ . (21)
Here κy,s is the shift away from the K point due to intrinsic strain and κy,Φ is the shift of
the cutting line due to a magnetic field applied along the tube axis. The contribution to
κy,s due to C-C bond length contraction can be written in terms of the hopping integrals,
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ti, that are now different for three nearest-neighbours:
κy,s =
2 sin(ϑ)τ2 −
[√
3 cos(ϑ)− sin(ϑ)] τ3
a(t1 + t2 + t3)
(22)
where a =
√
3a0 is the graphene lattice translation constant, τ2 = (t1 − 2t2 + t3) and
τ3 = (t1 + t2 − 2t3). The shift due to the applied magnetic field is given by the expression:
κy,Φ =
2pi
Ch
Φ
Φ0
, (23)
where Φ and Φ0 are the magnetic flux through the tube cross-section and the magnetic flux
quantum, respectively.
Equation (20) is distinctly different to the velocity matrix element obtained in Ref. [55],
which contains only the term linear in κx and completely overlooks the term κy/
√
κ2x + κ
2
y,
which is associated with the angular dependence of the transition matrix element in graphene
discussed in Sec. II. For direct transitions associated with THz frequency excitations, the
second term appearing in Eq. (20) completely dominates, and therefore the scheme put
forth in Ref. [55] neglects the most important contribution to the matrix element of velocity.
The paper in question [55] proposes a scheme based on the electric-field-induced heating
of an electron gas, resulting in the inversion of population of optically active states with
energy difference within the THz spectrum range [55]. It implies that for certain types
of carbon nanotubes the heating of electrons to energies below the high-energy phonon
emission threshold results in spontaneous THz emission with peak frequency controlled by an
applied voltage. The spectral density of spontaneous emission was found to be proportional
to ν3, where ν is the photon frequency. This scheme, however, overlooks two important
issues: firstly, the presence of the curvature induced band gap, which is of the order of
THz, and secondly, the dependence of the transition matrix element on the angle between
the light polarization vector and the effective “total” momentum including the fictitious
curvature-induced component. Correctly taking into account these effects results in the
spectral density of spontaneous emission not being heavily suppressed near the Dirac point.
A pronounced peak at the band edge exists, which is highly desirable for THz frequency
range applications [56]. Only at larger optical excitation energies does the spontaneous
emission become proportional to the cube of frequency.
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B. Graphene nanoribbons
Let us now compare carbon nanotubes with similar graphene nanoribbons. The periodic
boundary condition applied to the tube, must be replaced with the so-called “hard wall”
boundary condition [29]. In the absence of edge effects, the band structure of armchair GNRs
(AGNRs) can be obtained from the band structure of graphene using a cutting line technique
similar to that used for CNTs. For armchair GNRs, transverse electron momentum is a good
quantum number, therefore the hard wall boundary condition leads to ky · L = pi`, where
L is the ribbon width and ky is the electron transverse momentum chosen to be directed
along the y-axis. These two types of boundary conditions match if L = Ch/2. This occurs,
for example in AGNRs(N), where N denotes the number of C atom pairs in the unit cell
of the ribbon, and zigzag CNTs(N + 1, 0) [57, 58]. For these specifically chosen structures
the electronic properties are almost identical. At low energies, the band spectra of these
tubes duplicate those of the ribbons. The only crucial difference is that many tubes bands
are double-degenerate, whereas corresponding ribbons bands are not. At higher energies the
band structures deviate from one another. Namely, the spectrum of tubes contains some
energy bands which are absent in the ribbons. The edge-effect in armchair ribbons can
be incorporated into the tight-binding model as corrections to the hopping integrals at the
ribbon edges [59]. Similarly to the curvature effect for nanotubes, the influence of the edge
effect on the optical properties of nanoribbons can be described by introducing a fictitious
momentum normal to the ribbon’s free-motion axis. Then the velocity matrix element for
the transition between the highest valence subband and the lowest conduction subband in a
narrow-gap GNR is of a similar form to Eq. 20, with κy now related to the GNR band gap.
Thus, the momentum alignment phenomenon again leads to the giant enhancement of the
band-edge transition rate.
In Fig. 8 (a), (c) we show the electronic band structure of a AGNR and zigzag CNT for
the case of N = 8, taking into account the edge effect in the ribbon and the curvature effect
in the tube. It can be seen from the figure that the degree of equivalence for the two energy
band structures is incredibly high throughout the whole Brillouin zone. In Fig. 8 (b), (d), we
demonstrate that the equivalence in the electronic properties extends to the optical transition
selection rules in the presence of the curvature effect for zigzag CNTs and the edge effect
for the AGNRs. Similar to the energy bands, the majority of curves plotted in Fig. 8 (d) for
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the velocity matrix element of the CNT(9, 0), are twice degenerate compared to the curves
presented in Fig. 8 (d) for the AGNR(8). The velocity matrix element plot for the CNT
contains some curves which are absent in Fig. 8 (b) for the AGNR. These curves correspond
to transitions between energy bands that are present only in the tube and are absent in
the energy spectrum of the ribbon. The velocity matrix element for transitions between the
lowest conduction and highest valence subbands that shows a giant enhancement due to the
intrinsic strain effects are depicted by the thick black curves. As one can see, the peaks
related to the enhancement are very similar in tubes and ribbons. In both structures these
peaks have a maximum magnitude of vF , and the only distinguishable difference between
them is their widths. The AGNR peak is wider because the value of the hopping integral
edge correction is larger than the correction for the tube due to the curvature effect. As in
the case of Fig. 7, only the shortening of the C-C bond is taken into account in Fig. 8 (d).
It should be noted that a similar transition enhancement may be found in a chemically
functionalized graphene sheets lined with periodic patterns of hydrogen, oxygen or fluorine
adatoms to form 2D superlattices with 1D graphene channels. Indeed, the electronic prop-
erties of the resulting graphene channels are known to be similar to those of GNRs [60]. The
edge-like effects in the channels arise from distortions caused by sp3 hybridization of carbon
atoms, which form chemical bonds with adatoms. The low-energy electronic properties are
still determined by pi-orbitals; therefore, the theoretical treatment of their optical properties
should be essentially the same as for nanoribbons. An additional tunability of the absorption
frequencies of different channels can be achieved by stretching the whole graphene sheet [61].
C. Experimental detection of enhanced transitions
In this section, we discuss the requirements for the experimental observation of the above
reported strongly allowed transitions in narrow-gap quasi-1D nanostructures. We also pay
attention to their potential applications in THz devices. The interband transition probability
rate per unit volume is proportional to the ρ |e · 〈ψ1 |vˆ|ψ2〉|2, where ρ is the joint density
of states, which unlike in 2D systems, diverges at the band gap edge of 1D system. This
divergence in the density of states means that 1D systems effectively behave like quantum
dots. At the band gap edge the matrix element of velocity has a value of vF ≈ 106 m/s.
This coupled with the presence of the Van Hove singularity gives rise to a large interband
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FIG. 8. (a),(c) are the band structures and (b),(d) the velocity operator matrix elements of a
AGNR(8) and zigzag CNT(9, 0), respectively. Transitions between the closest valence and con-
duction subbands (thick black line), the lowest and highest subbands (dashed dotted, light gray
line), and for the subbands, for which velocity matrix element attains the maximum possible value
(dashed, gray line), are highlighted with respect to the remaining bands and matrix elements (gray,
dotted-line). The insets in panels (a) and (c) show the zoomed in region close to the Dirac point
where the band gap is present. In panels (b) and (d) the solid horizontal line corresponds to vF as
a guide to the eye. On the right side the atomic structures are shown. In both cases the hopping
integral, t = 3 eV and the edge correction for the ribbon is 0.05 t, whereas the curvature correction
for the tube is 0.01 t. T is the translation period of the structure.
transition probability rate which should make the experimental detection of these transitions
possible. In principle, these transitions can be detected either by absorption or emission
spectroscopy methods. However, the major difficulty for both types of experiments is related
to the size of the band gap corresponding to THz frequencies. On one hand this makes these
transitions difficult to detect by conventional spectroscopy techniques, however, on the other
hand it makes them ideal for THz applications.
Let us first consider absorption experiments. In these type of measurements one usually
faces two principal difficulties. Firstly, real structures are always spuriously doped by the
chemicals used in the sample preparation. For example, the bottom of the lowest conduction
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FIG. 9. A schematic illustration of (a) the high frequency optical excitation (b) non-radiative
electron relaxation due to the electron-phonon scattering and (c) the population inversion in an
n-doped narrow gap CNT or GNR.
subband in CNTs can be filled with electrons up to ∼ 120 meV [62], which means the low-
energy transitions across the band gap are suppressed due to Pauli blocking. Secondly, there
is another competing and notoriously strong mechanism - the absorption due to free carriers,
i.e. plasmonic absorption. It has been demonstrated that the broad absorption peak in the
region of ∼ 1 − 2 THz for CNTs [63] is of plasmonic origin [64–66]. This peak falls within
the same frequency range associated with interband transitions thus making their detection
during absorption measurements difficult.
However, these transitions could be detected by measuring THz emission from the sample
pumped at optical frequencies. As schematically depicted in Fig. 9 (a), a valence subband
electron can be excited above the Fermi level into the conduction subband. Illuminating
the sample using a broad range of optical frequencies will lead to the promotion of many
electrons into the conduction band, and the creation of holes in the valance band. The
photoexcited electrons and holes quickly thermalize with the lattice due to the scattering
on phonons (τph ∼ 3 ps [67]). As a result of this process the holes float up to the top of the
valence band, creating a population inversion, whereas the excited electrons join the Fermi
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sea contributing to the increase of the non-equilibrium quasi Fermi level in the conduction
band. The final stage of the process, the emission of photons of the band-gap frequency,
is sketched in the Fig. 9 (c). This transition occurs with an extremely high probability,
since the optical matrix element is maximal at the band gap edge and the density of states
diverges.
The excitation frequency for the above scheme should be chosen carefully so that the tran-
sitions occur between the highest valence and lowest conduction subbands only. Pumping
with higher frequencies may result in cascade emissions which can make the sample response
more difficult to analyze. Furthermore, the pumping frequency should be low enough to ex-
clude any possible excitation of semiconducting structures. Since semiconducting tubes and
ribbons are transparent to THz radiation, there is no need to separate the semiconducting
from the narrow gap structures. However, ideally samples should be enriched with narrow
gap structures. Synthesis techniques for such structures are developing at a fast pace, for
example AGNRs of the metallic family can already be produced with atomically smooth
edges [68]. Therefore there is much promise that ideal samples are on the close horizon. Fi-
nally, it should be noted that the absorption by free carriers in the sample can be minimized
by the proper choice of structure length, since the plasmonic resonance is a geometrical one
and depends strongly on the structures longitudinal size [64, 65].
One advantage tubes and ribbons have for THz applications is that their band gap can be
manipulated by external fields, thus providing tunability of the emission frequency. For tubes
this can be achieved by applying a magnetic field along the tube’s axis, while for ribbons
an electric field can be applied in-plane [69, 70]. This tunability in the transition frequency
may be employed as a criteria for distinguishing the THz radiation generated by interband
transitions from that resulting from the photocurrent in semiconducting structures.
The results presented in this paper were based on a single electron picture. Excitonic
effects are known to dominate the optical properties of semiconducting structures [71, 72].
However, in narrow gap CNTs and ANGRs the exciton binding energy has been shown
to never exceed the bandgap [73, 74]. Therefore, at room temperature the electron-hole
pairs should be fully ionized. Hence, undesirable effects due to dark excitons [75] should
not dominate optical processes in narrow-gap nanotubes. It should be also mentioned that
the emission output can be maximized by putting narrow gap quasi-metallic CNT or GNR
samples into a microcavity similar to what has been done for semiconducting CNTs [76, 77].
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THz mirrors with low losses should be carefully designed [78] to achieve gain in this case.
The analysis of losses in such systems is a subject of investigation in future research.
IV. CONCLUSIONS
We have calculated the momentum distribution function of photo-excited carriers created
by linearly polarized light in 2D Dirac materials. The momentum distribution function is
highly anisotropic and the alignment is dictated by the orientation of the polarization vector.
It has been shown that in the high energy regime, i.e. in the presence of trigonal warping,
one must take into account the contributions from both K points to achieve a physically
meaningful result. This warping has also been shown to lead to the spatial separation of
photoexcited carriers belonging to two different valleys, therefore opening the door to the
optical control of valley polarization (optovalleytronics) in 2D Dirac materials. The optical
control of valley polarization can also be achieved via a well-known effect of using circularly
polarized light. In gapped 2D Dirac materials, the optical selection rules associated with
linearly polarized light of near-band-gap energies are valley-independent, in stark contrast to
the valley-dependent optical selection rules associated with circularly polarized light. This
valley dependence of the circularly-polarized transitions can be utilized to measure the degree
of valley polarization induced by linearly polarized light of high (well above the band gap)
energies, by analyzing the degree of circularly polarization of the band edge luminescence
at different sides of the light spot.
The momentum alignment phenomenon in graphene is used to explain the giant enhance-
ment of low-energy interband transitions in narrow-gap carbon nanotubes and armchair
graphene nanoribbons. Away from the band-gap edge the matrix element of velocities for
these transitions depend linearly on the electron momentum. However, the opening of the
band gap, irrespective of the opening mechanism, results in a pronounced peak in the ma-
trix element of velocity at the band gap edge. This peak has a universal value equal to
the Fermi velocity of electrons in graphene. The peak in the matrix element of velocity
which coincides with the van Hove singularity at the band gap edge makes the considered
quasi-one-dimensional systems promising candidates for active elements in coherent THz
radiation emitters.
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