It is well known that in indirect adaptive control algorithms, the system to be controlled is not necessarily identified due to lack of excitation caused by the fact that identification takes place in closed-loop. Whether or not this leads to undesirable behaviour depends on the underlying control criterion.
Introduction
The problem we want to address is the following. For which adaptive control problems do we have the property that, despite the fact that, due toidentification in closed-loop, the system to be controlled is not identified, the system is controlled properly. More precisely, we consider adaptive control algorithms of the following type. Estimates of the system parameters are made on the basis of the observed input/output behaviour. Based on the estimate the controller parameters are adjusted as if the estimate correctly describes the system (certainty equivalence). After having applied the resulting control input, the behaviour of the system is compared with the expected behaviour and if they do not agree, a new estimate is produced (identification driven by prediction error). This type of algorithm is sometimes referred to as indirect adaptive control based on certainty equivalence and driven by the prediction error. This class of algorithms has the feature that other parameters than the ones that describe the open-loop behaviour of the system, cause zero prediction error for the closed-loop system. A first reaction could be that this is undesirable: bad estimates will give rise to bad controllers. On the other hand, due to some miracle, a wrong estimate could coincidently give the right controller. Surprisingly the latter possibility indeed occurs in some adaptive control problems. This unexpected phenomenon has been reported in the literature at several places. Probably the first account is (21, where it was observed that for the minimum variance controller, the sequence of estimates converged to the wrong value, yet inducing optimal behaviour asymptotically. A rigorous treatment of this effect for the minimum variance controller was given in The simple conclusion could be that some adaptive controllers suffer from identification in closed-loop and others do not. Rather than acquiesce this laconic viewpoint, one could try to predict in advance to which of the two categories a specific adaptive control problem belongs.
In [12] a first attempt was made to classify all adaptive control problems for which zero prediction error is equivalent to desired behaviour. The problem was solved only partially. In the present paper a next step towards a classification is made, although a complete solution has not yet been found.
The paper is organised as follows. In the next section we give the precise problem statement. In the third section the classification problem is completely solved for the observed-state case. The fourth section deals with the more realistic case that the state is not observed directly. Finally, in the last section, we draw some conclusions. Because of space limitations, we do not provide all the proofs. For the complete proofs, the reader is referred to [15] 
Problem Statement
The class of systems we consider is the class of single-input/singleoutput systems of order n, represented in state space form. All systems are assumed t o be deterministic and disturbance-free. We will use the following notation:
With ( A , b, c ) E E we associate the system:
We only consider control problems for which for every system (A,b,c) there exists a unique control-law U k = f X k that solves the problem. The control-law f is thus a function of the parameters (A, b, c). We will have t o make assumptions on how f depends on ( A , b , c ) , but first we will explain that whether or not wrong estimates induce good behaviour depends solely on f. In order to do that we do not have to refer to a specific identification method since we will only study the asymptotic behaviour, loosely speaking the behaviour after the sequence of estimates has converged. On that level of generality the only thing we know is that estimates converge, if at all, to a value for which the prediction error is zero. Hence we have to compare the behaviour of the true system on the one hand and the behaviour of the estimate on the other. Let the true system be represented by (Ao, bo, C O ) E E , and the estimate by (A,b,co) E E. Note that by changing the basis of the state space, the estimate of CO can always be taken CO. We then have:
The input applied to both the true system and the model is, according t o the certainty equivalence principle:
Where f : E + RIxn is the function that assigns to every system (A,b,c) E E a control-law. We assume that the criterion that lies a t the basis of the control-law f , is a criterion on the input/output behaviour of the system. As a consequence the input
should not depend on the choice of basis in the state-space. Therefore it follows that f satisfies the transformation property:
is an invariant point of any identification scheme if and only if
Note that the state-sequences { X k } , { t k } are uniquely determined by (4) and (7). Our main concern in this paper is the classification of all functions f that have the following property:
Property 2.1 The equations (4,5,7)
imply that for all k: to [12] .
Proof If. Choose ( A~, b o r c~) , ( A , 6 , c~)
such that (4,5,7) hold. By Theorem 2.5.3 there exists a non-singular matrix S such that for all k:
If f satisfies this property, then indeed every invariant point of the algorithm produces the desired input sequence, despite the fact that (Ao, bo,co) might not be the only invariant point.
For the readers convenience we will now give an example of a
Note that (7,17) imply that S can be chosen such that:
feedback-law f that has this surprising property.
be a monic polynomial of degree n.
This yields two recursions for X k :
and: 
Remark 2.3 The function f in Theorem 2.2 is the feedback-law that assigns the closed-loop poles to the roots of the polynomial T. xk+l = szk+l It is known as Ackermann's formula (see [7]). = S ( A + bf(A,b,co))zk
Also it is not difficult to see that:
Since by assumption, (14,15) implies (16) it follows that:
I f f is of the form (S), then:
In particular:
U Having established Theorem 2.6, the question that we want to answer is: Classify all functions f : E + RIXn for which (14,15)
implies (16). However, since our analysis is not yet complete, the approach in this paper could very well be characterized as the investigation of the question if there are other control-laws than those of the form (9), and which additional assumptions on f do we have t o impose to exclude them.
Classification I: Observed State
In this section we will consider the case where the state of the system is directly measurable. In that case the function f does not depend on the output vector c. It will turn out that under rather mild assumptions the functions that satisfy 2.1 are all of the type (9) . Recall that the standing assumptions on f are ( 6 ) and '(14,15) implies (16)'. Since in this section f does not depend on c we will consider f as a function of the variables ( A , b ) only. Also it appears that it suffices to take V = R" in Theorem 2.6. Hence the basic assumptions on f are: 
(30) ' 
VS E Gl(n), V(A, b , ) E Ere : f(SAS-',Sb) = f(A,b)S-'
The question we would like to address is the followin& For which functions f : E,. + Elxn do we have properties (29) and (30) ? To give a complete answer to this question we will make two more assumptions:
3. f is continuous on E,,.
4. There exists (Ao,bo) E E,, such that:
C o m m e n t
3.
Continuity is a natural assumption.
Assumption (32) is a technical assumption. It means that
there is at least one system such that the open-loop poles differ completely from the closed-loop poles of the controlled system. A sufficient condition for this property to hold, is that f is a stabilizing control-law.
We can now give a complete characterization of all functions f satisfying assumptions (29) through (32). It will turn out that they are all of the pole-assignment type. 
. ~(SAS-')"-'S~]-'R~(SAS-')
Hence for every pair that is similar t o a pair in GO, we have established the desired formula. It can be shown ( [15] ) that the set of all pairs that can be reached by a similarity transformation on the elements of GO is open and dense in ETe. The continuity o f f then yields the result.
0
We have now established a characterization of all feedback laws, depending only on (A,b), for which Property 2.1 holds. In the next section we will try to extend this classification result to the more general case where the function f may also depend on the c-vector.
Classification 11: Unobserved State
In this section we will consider the general case where f also depend on c. The main tool of the analysis in the previous section was the determination of f on the set Go followed by the extension of f to E,. by performing similarity transformations on the elements of Go. Since in (14,15) CO is fixed, we now may only apply similarity transformations that leave CO invariant. As a consequence we cannot reach 'almost every point' in E, and hence the proof of Theorem 3.1 does not apply here.
Without additional assumptions we have a complete result for the first order case only, which we will present first.
such that Property 2.1 holds. Assume that there exists (al, bl) and (az,bz) such that:
(01 x Dt \ (0):
then there exists an a E R, such that for all (a,b,c) E R x R \ Remark 4.2 IT$ the remainder of the paper CO is fixed and chosen as:
The idea on which the proof of Theorem 4.1 is based does unfortunately not apply in the higher order case. However by imposing additional assumptions we obtain the same result. To that end we will explicitly define the function that assigns to every (A, b, c) E E the characteristic polynomial of the closed-loop system: Saying that f is of the pole-assignment type is equivalent to saying that x is constant on E, which is exactly what we are going to do after having formulated extra assumptions.
Apart from the ones we already had, we assume additionally: Assumptions:
1. There exists (Ao,bo,co) E E such that: f(Ao,bo,co) and 
Comment
1. This assumption is satisfied iff is stabilizing, since not every system can be stabilized by static output feedback. Therefore this assumption is not very restrictive. From now on we will assume that (Ao,bo,co) has been chosen such that this assumption is satisfied.
2. The assumption that the poles of every closed-loop system are real is a severe restriction. It will appear that this assumption is highly relied upon in the proofs of the forthcoming claims.
3. Uniform continuity of f would be too restrictive since the functions of the pole-assignment type are not absolute continuous. However, uniform continuity of x seems reasonable. It enables us to eztend x on the set of all pairs (A, b). In the sequel we will view x as the extended function. 
We will first analyse f on 0,. Lemma 4.6 For all i: x is constant on R,.
Next we consider R. 
Notice that equality in (45) is in the sense of sets. It remains to show that also the multiplicities coincide.
Theorem 4.8 x is constant on E, and hence there exists a monic polynomial ir, of degree n such that for all (A, b,c) E E:
Proof We know already that for ( A i , bl, CO) in a dense subset of R, (45) holds. From the uniform continuity of x it follows that (45) holds on R. As remarked, the equality is only in the sense of sets, the multiplicities could differ from each other. However, for a given set of eigenvalues, there is only a finite number of possibilities for their multiplicities, since the sum of the multiplicitids is n. As a consequence ;y takes a finite number of values on R. Moreover x is constant on every Ri (Lemma 4.6). Since x is uniformly continuous it takes exactly one value and hence is constant on Ere.
For arbitrary c a transformation that transforms c into CO can be applied. The transformation property (6) then yields the result.
0

Conclusions
We have established an answer to the question for which adaptive control problems, zero prediction error implies desired behaviour. We have obtained our results for the general case under the assumption that all the closed-loop poles are real. It is obvious where this assumption is used. Our proofs are based on the intersection of subsets on which the closed-pool poles are constant. If a point of intersection exists, then it follows that the closed-poles of the subsets agree. The central set in this intersection procedure is defined on the basis of a one-dimensional eigenspace of a closed-loop system. For a complex eigenvalue this trick does not work, since the corresponding eigenspace is twedimensional and as a consequence the dimensions of the spaces of which we want to prove that they intersect, do not sum up t o the dimension of the whole space, thus obstructing the genericity of non-empty intersection. This leaves the question whether our results can be extended to the complex case unanswered. Nevertheless we conjecture that this can also be done, and we hope to report on further progress in this matter in the near future. I,vt 71 be a n eigenvector of A0 + bof(Ao,bo,co), A0 + b,)/( ,to, bo, c0)v = AV, say. Since A0 and A0 + bo f (Ao, bo, CO) have
