In 1908 Voronoi conjectured that every convex polytope which tiles space face-to-face by translations is affinely equivalent to the Dirichlet-Voronoi polytope of some lattice. In 1999 Erdahl proved this conjecture for the special case of zonotopes. A zonotope is a projection of a regular cube under some affine transformation. In 1975 McMullen showed several equivalent conditions for a zonotope to be a space tiling zonotope, i.e. a zonotope which admits a face-to-face tiling of space by translations. Implicitly, he related space tiling zonotopes to a special class of oriented matroids (regular matroids). We will extend his result to give a new proof of Voronoi's conjecture for zonotopes using oriented matroids. This enables us to distinguish between combinatorial and metrical properties and to apply the fact that oriented matroids considered here have an essentially unique realization. Originally, this is a theorem due to Brylawski and Lucas. By using oriented matroid duality we interpret a part of McMullen's arguments as an elegant geometric proof of this theorem in the special case of real numbers. This note grew apart [11] .
Introduction
Let V be a d-dimensional real vector space. A parallelohedron P ⊆ V is a convex polytope which admits a face-to-face tiling of V by translations. One construction to obtain parallelohedra is the following: Let L ⊆ V be a lattice (By a lattice L ⊆ V we mean the Z-span of n ≤ d linearly independent vectors.) and let (·, ·) : V × V → R be an inner product, then the polytope DV(L, (·, ·)) = {x ∈ V : for all v ∈ L we have d(x, 0) ≤ d(x, v)}, d(x, y) = (x − y, x − y), is a parallelohedron. It is called Dirichlet-Voronoi polytope of (L, (·, ·)). The translates DV(L, (·, ·)) + v, v ∈ L, give a face-to-face tiling of V . Conjecture 1.1. (Voronoi's Conjecture, [12] p. 210f) For every parallelohedron P ⊆ V there exists a lattice L ⊆ V and an inner product (·, ·) : V × V → R such that the Dirichlet-Voronoi polytope of (L, (·, ·)) is a translate of P .
Voronoi's conjecture has been proven in several special cases although it is open in general. Quite recently, Erdahl [5] proved the conjecture for space tiling zonotopes.
In this paper we will give a new proof of Voronoi's conjecture for zonotopes. We will extend the paper [7] of McMullen in which he gave several equivalent conditions for a zonotope to be space tiling. We mainly add the concept of zonotopal lattices and a somewhat fiddly matrix computation to McMullen's paper. The main difference of our proof to Erdahl's is that we are using oriented matroid terminology (which is more than only implicit in McMullen's paper and the connection between space tiling zonotopes and regular matroids has been observed by several authors). This enables us to distinguish between combinatorial and metrical properties and to make use of the fact that the matroids we are considering have a unique realization up to projective transformations (see Remark 4.2). Furthermore, we do not need to switch to dual tilings, "lattice dicings" in the terminology of Erdahl. Deza and Grishukhin gave another proof of Voronoi's conjecture for zonotopes in [4] where they actually used oriented matroids. On the other hand they had to apply a characterization of parallelohedra of Venkov and McMullen whose proof is rather elaborate which we will not need.
Notation
In this section we collect the notations we will use. For more information see e.g. [1] and [13] .
Zonotopes and Oriented Matroids. Let X = (x 1 , . . . , x n ) ∈ V n be a vector configuration spanning V . The vector configuration defines a zonotope
defines an order-reversing bijection between F ordered by inclusion and V * (X) ⊆ {−1, 0, +1} n ordered by componentwise extension of 0 ≺ ±1. The minimal elements in the poset (V * (X), ≺) are called cocircuits (Notation: C * (X)) of the oriented matroid. Let B ⊆ X be a subset of X that forms a basis of V and let x j ∈ B some basis vector. Then there exist exactly two cocircuits ±(c 1 , . . . , c n ) ∈ C * (X) with c j = 0 and c i = 0 if i ∈ B\{x j }. They are called basis cocircuits of j with respect to B (Notation: c * (j, B)). Two vector configurations X = (x 1 , . . . , x n ) and Y = (y 1 , . . . , y n ) are called projectively equivalent if there exists a regular transformation A ∈ GL(V ) and a scaling transformation D (
For notational convenience we assume that the vector space V is R d and we interpret X as a matrix with d rows an n columns. With X we associate a vector configuration X = (x 1 , . . . , x n ) ∈ R (n−d)×n of rank n − d so that the matrix X X ∈ R n×n has rank n and the first n rows are orthogonal to the last n − d rows. In this case we have V * (X) = V(X) and V * (X) = V(X). Note that X is unique up to a linear transformation.
Lattices.
A lattice vector v ∈ L\{0} is called strict Voronoi vector if ±v are the only vectors in the coset v + 2L with minimal norm. By a theorem of Voronoi (see e.g. [12] ), we have
and any of these inequalities defines a facet of
if v has minimal support among all vectors in L\{0}. We say that two vectors v, w ∈ L are conformal if v i · w i ≥ 0 for all i ∈ {1, . . . , n}.
Linear Algebra. Let W be another real vector space of finite dimension, and let f : V → W be a linear map. Recall that M A B (f ) denotes the matrix representing f with respect to the basis A of V and the basis B of W .
Zonotopal Lattices
Definition 3.1. Let L ⊆ Z n be a lattice, and let (·, ·) be an inner product on R n where the canonical basis E = (e 1 , . . . , e n ) forms an orthogonal basis (but not necessarily an orthonormal basis). The pair (L, (·, ·)) is called zonotopal lattice if for every vector v ∈ L\{0} there exists an elementary vector u ∈ L with u ⊆ v.
From now on until the end of Section 3 we assume that (L, (·, ·)) is a zonotopal lattice and that F is the subspace spanned by L. We will need the following elementary properties of zonotopal lattices. Proofs of these facts can be found e.g. in [10] , Chapter 1.2. Let v ∈ L be an elementary vector, and let u ∈ v + 2L be a lattice vector with u = ±v. We have v − u ∈ 2L ⊆ 2Z d and v i ∈ {−1, 0, +1}, which shows v ⊆ u. The case v = u immediately leads to (v, v) < (u, u). If v = u, then there exists a factor α ∈ Z\{−1, +1} so that u = αv, hence (v, v) < (u, u). In both cases ±v are the only shortest vectors in v + 2L. 
Suppose now that y ∈ DV(L). If there exists x ∈ (−y + Figure 1 shows the situation for the zonotopal lattice (L = Z (1, 1, 0) + Z(0, 1, 1) , ·, · ) where ·, · denotes the standard inner product. The light grey plane is F and the dark grey hexagon is DV(L, ·, · ). 
Equivalent Conditions for Space Tiling Zonotopes
In this section we give a new proof of Voronoi's conjecture for zonotopes which was first proven by Erdahl [5] . McMullen [7] , extending works of Coxeter [3] and Shephard [9] , proved several equivalent conditions for space tiling zonotopes. He showed that the vector configuration associated to a space tiling zonotope is projectively equivalent to the vector configuration of the Dirichlet-Voronoi polytope of a lattice. But he did not show Voronoi's conjecture for zonotopes. Here we extend McMullen's proof by a few arguments. This yields a proof of Voronoi's conjecture for zonotopes. For organizing our proof we use McMullen's original numbering with minor changes. We interpret condition (III) in our terminology and augment it by a statement which is given in [7] without number. Our condition (VII) is a strengthening of McMullen's original (VII), a reformulation of Voronoi's conjecture for zonotopes.
We give an outline of the proof first. Starting from a space tiling zonotope Z(X) we define the lattice L spanned by the cocircuits C * (X). We show that L together with any suitable inner product ·, · is a zonotopal lattice. Furthermore, the oriented matroids M(X) and M(L) coincide. Since these oriented matroids have an essentially unique realization, X and the vector configuration associated to DV(L, ·, · ) are projectively equivalent. Finally, by a matrix computation we show that we can find an inner product (·, ·) so that DV(L, (·, ·)) is affinely equivalent to Z(X), i.e. there is an affine map f so that f (Z(X)) = DV (L, (·, ·) ).
Theorem 4.1. Let X = (x 1 , . . . , x n ) ∈ R d×n be a d-dimensional vector configuration. By Z = Z(X) we denote the zonotope defined by X. Let L = C * Z ⊆ Z n be the lattice spanned by the cocircuits of M(X). Let F be the subspace spanned by L, and let π : R n → F be the orthogonal projection with respect to the standard inner product ·, · . Define the vector configuration Y = (y 1 , . . . , y n ) by y i = π(e i ), i = 1, . . . , n. Then, the following statements are equivalent. [7] McMullen proves that the vector configurations (x 1 , . . . , x n ) and (x ′ 1 , . . . , x ′ n ) are projectively equivalent. In the same way we construct the vectors y ′ i from y i , i = 1, . . . , n, and the same argument shows that the vector configurations (y 1 , . . . , y n ) and (y ′ 1 , . . . , y ′ n ) are projectively equivalent. Since the cocircuits of M(X) and M(Y ) coincide and by construction of the vectors x ′ i and y ′ i , i = 1, . . . , d, we see that (x ′ 1 , . . . , x ′ n ) and (y ′ 1 , . . . , y ′ n ) are projectively equivalent. By transitivity the vector configurations (x 1 , . . . , x n ) and (y 1 , . . . , y n ) are projectively equivalent, too. Then, by duality, the vector configurations X and Y are projectively equivalent. (III) =⇒ (VII) : We extend X ∈ R d×n to a square matrix with n rows by adding rows with zeroes. By assumption we have the equation X = AY D for a suitable matrix A ∈ GL n (R) and a diagonal matrix D = diag(λ 1 , . . . , λ n ) with strictly positive diagonal elements. Choose the inner product on R n to be (e i , e j ) = λ i δ ij where δ ij is the Kronecker delta. With π ′ denote the orthogonal projection of R n onto F with respect to this inner product. In the next paragraph we will construct a matrix B ∈ GL n (R) so that BY D = (π ′ (e 1 ), . . . , π ′ (e n )). Then, X = AB −1 (π ′ (e 1 ), . . . , π ′ (e n )), which means that the zonotopes Z and DV(L, (·, ·)) are affinely equivalent. Now let us construct B. Let A be a basis of the subspace F , and let A ′ be a basis of the subspace
