Abstract. In recent years the coincidence of the operator relations equivalence after extension (EAE) and Schur coupling (SC) was settled for the Hilbert space case. For Banach space operators, it is known that SC implies EAE, but the converse implication is only known for special classes of operators, such as Fredholm operators with index zero and operators that can in norm be approximated by invertible operators. In this paper we prove that the implication EAE ⇒ SC also holds for inessential Banach space operators. The inessential operators were introduced as a generalization of the compact operators, and include, besides the compact operators, also the strictly singular and strictly co-singular operators; in fact they form the largest ideal such that the invertible elements in the associated quotient algebra coincide with (the equivalence classes of) the Fredholm operators.
Introduction
Throughout this paper, let U ∈ B(X ) and V ∈ B(Y) be two Banach space operators. Here B(V, W) stands for the Banach space of bounded linear operators from the Banach space V into the Banach space W, abbreviated to B(V) if V = W. The term operator will always mean bounded linear operator, and invertibility of an operator will imply that the inverse is bounded as well.
The operators U and V are said to be equivalent after extension (EAE) when there exist Banach spaces X 0 and Y 0 such that U ⊕ I X0 and V ⊕ I Y0 are equivalent, that is, when there exist invertible operators E in B(Y ⊕ Y 0 , X ⊕ X 0 ) and F in B(X ⊕ X 0 , Y ⊕ Y 0 ) such that
We will encounter the special case where X 0 = {0} or Y 0 = {0}, in which case we say that U and V are equivalent after one-sided extension (EAOE) . The inessential operators were introduced by Kleinecke in [24] as a generalization of the compact operators. In fact, the set I(V) of inessential operators in B(V) forms the largest (two-sided) closed ideal in B(V) for which the invertible elements in the quotient B(V)/I(V) coincide with (the equivalence classes of) the Fredholm operators in B(V), as observed by Schlechter [31] . Hence, besides the compact operators it also includes the strictly singular and strictly co-singular operators on V; see [1, Section 7 .1] for further details and references. By the Pitt-Rosenthal Theorem, for 1 ≤ p < q < ∞ all operators in B(ℓ q , ℓ p ) are compact; this is not the case for B(ℓ p , ℓ q ), however all operators in B(ℓ p , ℓ q ) are strictly singular, c.f., [25] . Also, strictly singular operators can have non-separable ranges [18] .
Although the inessential operators typically form a small class of operators, there are 'exotic' Banach spaces for which the above result together with the observation from [5] that EAE implies SC for Fredholm operators with index zero provides a confirmative answer to the question whether EAE implies SC. These spaces are referred to as Banach spaces with (very) few operators, c.f., [26] and the references therein. An infinite dimensional Banach space V is said to have few operators if any operator is of the form λI V + S with λ a scalar and S strictly singular, while V has very few operators if one replaces strictly singular by compact. In both cases, the Calkin algebra has dimension 1. Although all 'classical' Banach spaces are not of these types, all hereditarily indecomposable Banach spaces have few operators [21] , and there are examples which are reflexive, separable and have other reasonable Banach space properties, c.f., [20, Subsection 6.3] . A construction of a Banach space with very few operators was first given in 2011 by Argyros and Heydon [2] . Such spaces are relevant to the invariant subspace problem, since each operator on it has a nontrivial invariant subspace; that this is in general not the case for Banach spaces with few operators was shown by Read [30] .
For Hilbert space operators, as well as many Banach spaces, inessential operators are also compact. See [34, Section 6] for comments on the implications EAE ⇒ EAOE ⇒ SC for the case of compact Hilbert operators, including the observation that the extension in EAOE can be taken finite dimensional. The proofs in [34] , for the general Hilbert space case, rely strongly on the use of spectral resolutions, and do not carry over to the Banach space case. In fact, while in the Hilbert space case the proof of EAE ⇒ SC goes via EAOE, as in the current paper, Proposition 4.3 in [22] , shows SC cannot imply EAOE in general, since invertible operators U ∈ B(ℓ p ) and V ∈ B(ℓ q ), for 1 ≤ p = q < ∞, are SC but cannot be EAOE. In hindsight we note that all these results can easily be extended to the case where one of the operators in inessential, and, in particular, they remain true if one of the operators is strictly singular or strictly co-singular. Indeed, the proofs of these results from [22] rely purely on the fact that the invertible elements in the Calkin algebra of the compact operators correspond to the Fredholm operators, which is also true if the compact operators are replaced by the inessential operators.
As indicated above, to prove Theorem 1.1 it remains to show that EAE of U and V implies they are also EAOE. A large portion of the proof can be conducted at a slightly more general level, namely in the case when the operators E and F that establish the EAE of U and V (in the special form of [23, Corollary 4.2]) have a left upper corner, E 11 , and right lower corner, F 22 , respectively, that have complementable kernels and ranges, i.e., they are relatively regular [1, Theorem 7.2] . This special case will be considered in Section 2. In Section 3 we return to the case that U and V are inessential and show that in that case the operators E 11 and F 22 are Fredholm, leading to a proof of the main result. In the final section we discuss an application of a result from [22] to multiplication operators on L p -spaces. We conclude this introduction with a few words about notation and terminology. Most of the notation is standard, or already explained above. For a complementable subspace F of a Banach space Z, say with complement G, we write P F for the projection onto F along G viewed as an operator on Z. The complementary space is not include in the notation, since for all the projections in this paper it will be clear what the complement in question is. Occasionally we want to view the projection as mapping into F , in which case we use the notation Π F , hence P F ∈ B(Z, Z), while Π F ∈ B(Z, F ). The embedding of F into H will be denoted by J F ∈ B(F , Z). 
The case that E
Moreover, in this case the following identities hold:
Proof. By Corollary 4.2 in [23] the identity (1.1) holds with X 0 = Y, Y 0 = X and with the right upper corners of F , E, F −1 and E −1 as in (2.1). Hence F is of the form as in (2.1). Next we derive the formula for F −1 . Since F is invertible, as well as the right upper corner I Y of F , the Schur complement with respect to I Y , namely ∆ = F 21 − F 22 F 11 is also invertible, and we can employ the standard inversion formula, cf., [6, pp. 28-29] , to find that
However, the right upper corner ∆ −1 of F −1 is equal to I X . Inserting ∆ −1 = I X in the formula for F −1 gives the formula for F −1 in (2.1). Moreover, the identity ∆ = I X gives identity (i) in (2.2). We have
That the right lower corners of E and E −1 are given by −F 11 and F 22 , respectively, follows from an inspection of the right lower corners of the last two identities in (2.3). The first identity of (2.3) gives identities (ii)-(v) of (2.2), while the third identity of (2.3) gives identities (vi) and (vii) of (2.2). Finally, writing out EE −1 = I gives identities (viii) and (ix) of (2.2) and E −1 E = I gives identities (x) and (xi) of (2.2).
For the remainder of this section we will assume that the operators E 11 and F 22 in the decompositions of E and F in (2.1) have complementable kernels and ranges, in particular, their ranges are assumed to be closed. In this case E 11 and F 22 have decompositions of the following form: In order to prove this result we first prove a few lemmas. In the remainder of this section U and V will be EAE as in Lemma 2.1 and we assume E 11 and F 22 have complementable kernels and ranges, so that they admit decompositions as in (2.4) with E Proof. Decompose U and V as above, writing U 21 for the left lower corner of U and V 12 for the right upper corner of V . From identity (iv) in (2.2) we then obtain that E
Inspecting the four identities and using that F Since U is as in (2.5) we have Π G1 U = U 22 Π H2 . Using that Π G1 E 11 = 0, we obtain from identity (viii) that
Hence Π H2 E 21 J G1 is a right inverse of U 22 .
Since V is as in (2.5) we find that V J Ker F22 = J Ker E11 V 22 . Thus, by identity (v) in (2.2) we have 
.
By our assumption, the left hand side in the factorization of U and the right hand side in the factorization of V are invertible. Thus we obtain that U and U 11 ⊕ I H2 are equivalent and V and V 11 ⊕ I Ker E11 are equivalent. We may therefore replace U by U 11 ⊕ I H2 and V by V 11 ⊕ I Ker E11 . Recall from Lemma 2.3 that U 11 and V 11 are equivalent via E
from which we conclude that U 11 ⊕ I H2 and V 11 ⊕ I Ker E11 are EAE with extensions X 0 = Ker E 11 and Y 0 = H 2 , and hence the same holds for U and V . Assume there exists an injective operator T ∈ B(H 2 , Ker E 11 ) whose range Z := Im T is complementable in Ker E 11 , and hence closed. Hence T admits a left inverse
Note that the operators left and right of V 11 ⊕I Ker E11 are invertible. Hence U 11 ⊕I H2 and V 11 ⊕ I Ker E11 are EAOE, and the same holds true for U and V . In case Ker E 11 can be embedded into H 2 , a similar argument applies.
In the remainder of this section we show that U 22 and V 22 are invertible. 
Note that this transformation does not effect the (1, 1)-entry of E, nor the (2, 2)-entry of F , hence the decompositions of U and V in Lemma 2.3 remain unchanged. Moreover, by Lemma 4.3 in [23] the EAE of U and V is also established through E and F , i.e., (1.1) holds with E and F replaced by E and F , respectively, and E and F still have the special form described in Lemma 2.1. Hence, without loss of generality, we started with E and F instead of E and F . Using identity (xi) in (2.2) we obtain that the (2, 1)-entry in E is given by
So P Ker F22 E 21 = E 21 . Since the (2, 2)-entry of F is not effected by the transformation we see that without loss of generality we may assume E 21 = P Ker F22 E 21 . Next, using identities (vii) and (i), observe that the (2, 1)-entry of F is given by
Again using that the (2, 2)-entry in F is not effected by the transformation we see that without loss of generality F 21 = P H2 .
Proof of Proposition 2.2. We may assume (2.6) hold. By Lemma 2.4 it suffices to show that U 22 and V 22 in the decompositions of U and V from Lemma 2.3 are invertible. In fact, it suffices to show the left inverse of V 22 and right inverse of U 22 obtained in the the last claim of Lemma 2.3 are also a right inverse, respectively, left inverse, i.e., it remains to show that
(2.7)
Using E 21 = P Ker F22 E 21 together with identity (x) in (2.2) gives the first identity:
Since E 21 = P Ker F22 E 21 , we have F 22 E 21 = 0 and thus
. From this we obtain that E 21 P Im E11 = 0. In other words E 21 = E 21 P G1 . The second identity in (2.7) now follows using F 21 = P H2 and identity (vii) in (2.2):
Proof of the main result
In this section we turn to the case that U and V are inessential and provide a proof of Theorem 1.1. We start with a lemma which shows that the results of Section 2 apply. Lemma 3.1. Let U ∈ I(X ) and V ∈ I(Y). Assume U and V are EAE with E and F as in (2.1). We now employ the results of Section 2 to prove the main result of the paper.
Proof of Theorem 1.1. As indicated in the paragraph following the statement of Theorem 1.1, it remains to show that if U and V are EAE, they are also EAOE. So assume U and V are EAE, then by Lemma 2.1 we may assume E and F are as in (2.1). Since U and V are inessential, by Lemma 3.1, the operators E 11 and F 22 in (2.1) are Fredholm, and hence have complementable kernels and ranges. Then by Proposition 2.2, U and V are EAE with X 0 = Ker E 11 and Y 0 = H 2 . Furthermore, Ker E 11 and H 2 are finite dimensional, since E 11 and F 22 are Fredholm, hence U and V are EAE with extensions to finite dimensional Banach spaces. The fact that Ker E 11 and H 2 are finite dimensional also implies that one can either embed Ker E 11 into H 2 , or conversely, depending on which has the largest dimension. Thus, by the second statement of Proposition 2.2, U and V are EAOE. In both cases the extensions are on finite dimensional Banach spaces.
Remark 3.2. The proof of Proposition 2.2 relies on the fact that the operators U 22 and V 22 , as in Lemma 2.3, are invertible. In case U and V are inessential, this implies that dim H 2 = dim G 1 and dim Ker F 22 = dim Ker E 11 , in particular, Ind(F 22 ) = Ind(E 11 ). In combination with Lemma 3.1, this yields Ind(F 22 ) = Ind(E 11 ) = −Ind( E 11 ) = −Ind(F 11 ).
