Abstract-Currently popular HTTP-based video delivery services generate highly variable video traffic over small time scales. This paper confirms that with sufficient transmission bandwidth available to the video traffic, small time scale variations can be reduced to a level approaching the Poisson arrivals without experiencing degradation in the video quality. The primary result in this paper is that upon establishment of a low variability state, this state shows stable behavior. The state remains intact even under a high network load, a high packet loss rate, or a long propagation delay. Furthermore, the state traverses wired/wireless LANs and the Internet. This attractive feature can facilitate the development of more basic and efficient traffic control schemes. The feasibility of this approach to reducing video traffic variability is discussed from the viewpoint of the perceived video quality.
I. INTRODUCTION
A N enormous amount of HTTP video traffic flows over the Internet. The statistical characteristics of HTTP video traffic are therefore indispensable data for network design and traffic control. Sample video traffic statistics have been reported in numerous literatures [1] , [2] . HTTP video traffic exhibits highly adaptive behavior in response to a change in the available bandwidth, endto-end delay, or packet loss rate. This paper demonstrates, however, that upon minimization of the variability over small time scales, this variability remains low regardless of the network conditions. An important application of this finding is that more efficient and wide-use network design and traffic control schemes can be developed by transforming HTTP video traffic into low variability traffic.
HTTP video traffic can be efficiently delivered using several communication technologies. Because TCP lowers the transmission rate when encountering a resource shortage or a high bit error rate (referred to as an external fluctuation), many researchers have proposed adaptive algorithms that address this rate decrease. Currently popular HTTP adaptive streaming [3] , [4] allows viewers to switch between different bit rate representations of the media content as the available bandwidth changes. Rate shapers [5] , [6] , [7] and adaptive media playout [8] , [9] , [10] are also designed to manage external fluctuations. Traffic variations caused by external fluctuations are often Manuscript received April 30, 2015; revised July 13, 2015;  temporal and appear at time scales greater than the roundtrip time (RTT).
HTTP video traffic always fluctuates, independent of the external fluctuations. These fluctuations originate mainly from the variability in the encoded video frame sizes and bursty packet arrivals caused by the TCP flow control mechanism. Bandwidth smoothing techniques that reduce the frame size variations have been intensively studied [11] . By implementing these techniques, the peak rate of video traffic decreases, allowing networks to support additional video streams. The reduction in the coefficient of variation of the encoded frame sizes in modern encoding standards is discussed in [12] , [13] .
The experiment in this paper indicates that the bursty arrival of video packets can be observed over time scales less than 1 ms. This small timescale phenomenon is independent of frame size variations because the frame rate is typically between 24 and 60 fps. The bursty nature of TCP packet arrivals has been discussed and TCP pacing, an approach for making the pattern of packet transmission generated by TCP less bursty, has been studied [14] , [15] , [16] , [17] . This approach evenly spreads the transmission of packets across the duration of the estimated RTT. Thus, the transmission rate depends on the network condition. This paper employs existing traffic shaping technologies to smooth the bursty arrivals of video packets. Originally, traffic shaping was designed to control the amount of bandwidth each flow could consume; however, it is also effective in variability reduction because packet transmissions are delayed when the transmission rate exceeds a given upper limit. In this paper, the upper limit is selected depending on the video quality (typically, it is a small multiple or several times greater than the average rate). The advantages of traffic shaping are that (1) video traffic is efficiently delivered by shaping multiple video streams together (probably owing to the effect of statistical multiplexing) and (2) the traffic shaping creates a low variability state that displays stable behavior.
To observe the variability in video traffic, we use the decay rates, statistics similar to the variance plot (also known as the aggregated variance method) [18] , [19] , [20] . The decay rate is essentially the same as the index of dispersion of the distribution of the number of arriving packets. The decay rates demonstrate that a sufficiently shaped HTTP video stream behaves similarly to the Poisson arrivals at small time scales (this statistical state is referred to as the pseudo Poisson state). The primary contribution of this paper is that the pseudo Poisson state is preserved even under a high network load, a high packet loss rate, or a long propagation delay. This paper is organized as follows. Section II describes previous work on video quality enhancement achieved by traffic shaping. Section III demonstrates that traffic shaping creates the pseudo Poisson state and Section IV confirms the stability of the state. Section V investigates the effect of traffic shaping on human-perceived video quality. Traffic shaping is effective in video quality enhancement, especially when multiple video streams are shaped together. Section VI discusses future work and Section VII presents the conclusions.
II. RELATED WORK
This paper regards traffic shaping as a tool that lowers variations inherent in HTTP video traffic. In previous works (items (1) to (4) following), which achieved better video quality, traffic shaping was implemented to control the amount of bandwidth each flow could use. (1) A rate shaper reduces the bit rate of the compressed video by selectively dropping information that is not critical to the decoded signal quality when the available network capacity decreases [5] , [6] , [7] . (2) A congestion control protocol suitable for streaming media is proposed in [21] where the leaky bucket algorithm adjusts the average sending rate such that the protocol becomes both TCP-friendly and self-limiting source-friendly. (3) HTTP adaptive streaming techniques exhibit unstable behavior when multiple adaptive streams compete for bottleneck bandwidth. This instability causes bandwidth underutilization and unfairness between them. For stabilizing this behavior, traffic shaping is performed by the residential gateway [22] or server [23] . (4) PowerBoost is a technology that allows cable network customers to download at rates that are higher than the contracted rates for a limited period. This is controlled by the token bucket size [24] . The effects of PowerBoost on the network performance are discussed in [25] , [26] . The simulation results in [27] indicate that a large token bucket size significantly improves the human-perceived performance.
The authors in [28] consider the performance issue of data transmission where multiple senders transmit data with rate-based UDP for interactive visualization of the simulation results. They assume that bursty traffic from the senders causes performance degradation and verify through experiments that traffic shaping at the senders improves the performance. Although their experimental system is fundamentally different from ours, their idea that traffic shaping is effective in smoothing bursts supports the proposed approach. They do not quantitatively explain, however, how bursts are smoothed through traffic shaping.
III. TRAFFIC SHAPING

A. Experimental System
This section uses the experimental system illustrated in Fig. 1 . (We use a simple system to clarify the effect of traffic shaping. The next section considers more realistic network conditions.) The server delivers HTTP video traffic using a VLC media player [29] . The client also uses a VLC media player for video playback. A VLC plugin for dynamic adaptive streaming over HTTP (DASH) currently exists [30] . However, we perform nonadaptive streaming to clarify the influence of the traffic shaping. The switching hub copies every packet originating from or directed to the client to the analyzer and the collector (a Windows machine). On the collector, WinDump [31] captures the incoming packets and tcptrace [32] calculates the TCP statistics from the WinDump log files. The analyzer is used for traffic variability measurement because the timestamp resolution of the analyzer is 40 ns [33] , which is finer than that of WinDump (typically, 100 us).
For shaping video traffic, the network emulator dummynet [34] is executed on the server. Dummynet uses a classifier to intercept packets at various points in the network stack. These packets pass through a dummynet pipe and are then injected into the network stack. In this paper, dummynet executes between the TCP and IP layers and thus dummynet pipes transport the TCP segments. A dummynet pipe is an object that emulates a network link. It is a combination of a finite FIFO queue and a transmission link with fixed bandwidth B dmy (Mbps) and propagation delay t D (ms). Therefore, the pipe delays the transmission of each packet i by (ℓ i + Q i )/B dmy + t D , where ℓ i is the length of packet i and Q i is the queue occupation when packet i was queued. According to the comparative study in [35] , dummynet achieves bandwidth limitation more precisely than tc, a traffic control tool that uses a token-bucket algorithm [24] , when B dmy < 500 Mbps. All experiments in this paper satisfy this condition.
B. Variability Measurement
This paper uses the decay rates to observe traffic variability. The following describes a method to calculate them. To begin, we divide the time into small time slots of length τ (us) and number the slots sequentially from 1 to N . Time series {x i } 1≤i≤N is obtained by counting the number of arriving packets (x i ) during each time slot i. Next, the time series {x
is the arithmetic mean of 
where log 10 m i+1 − log 10 m i is a positive constant ∆ for all i and m 0 = 1. Therefore,
and σ (mi+1) is determined by β 1 , β 2 , .., β i and σ (1) because
A larger β i indicates a more rapid decline of σ (m) over the range of m i to m i+1 ; therefore, the arrival process becomes less bursty on that range.
We measure the time series {x i } 1≤i≤N , N = 6 × 10 7 , and calculate sample decay rates {b i } 1≤i≤20 given by
where v (m) is the sample variance of {x
andx is the arithmetic mean of {x i } 1≤i≤N . Throughout this paper, N = 6 × 10 7 , τ = 1 (us), ∆ = 0.289, and the S-Plus code for the aggregated variance method in [36] is used to obtain {b i }.
The index of dispersion of a probability distribution with mean µ and variance σ is given by σ/µ. Numerical results in this paper confirm that v (1) mostly satisfy 
Using (1), (2) , and (7), we have β i = 1 for all i. In this case, σ (mi) quickly decreases with i. In the Poisson arrival case, the packet inter-arrival times are independent of each other. In the case of HTTP video traffic, they are correlated. The correlation structure depends on the TCP receive window size advertised by the client and the distribution of the encoded video frame sizes.
The effects of the TCP flow control and the frame size distribution appear on different time scales. The majority of video packets have a length of 1.5 Kbytes and the transmission bandwidth of current local area networks is 1 Gbps or greater. If the advertised receive window size Decay rate log(m) is the maximum (64 Kbytes), then 44 1.5-Kbyte packets can be sent at one time. [7, 205] ). These decay rates indicate that the video traffic is highly bursty on this range. It is likely that the TCP flow control contributes primarily to this phenomenon. Conversely, b 1 is significantly large. As indicated in Table I , its timescale range is [1, 3] (us), which is less than the packet transmission time. In this scale range, the packet interarrival time is always greater than two time slots. That is, the video traffic is negatively correlated on this range.
D. Essential Bandwidth
The essential bandwidth B ess of a video file is defined in this paper as the minimum dummynet pipe bandwidth necessary to transport the video without perceivable audio/video quality loss and is measured under three conditions. (1) The video playback length is 11.5 minutes.
(2) The server and client are directly connected via a switching hub (as indicated in Fig. 1 ) and the propagation delay t D is zero. (3) The transmission capacity between the server and client is sufficiently wide, the server and client are fully powerful, and there is no other traffic (hence the only source of video quality degradation is a shortage of dummynet pipe bandwidth B dmy ). Note that the essential bandwidth is a quantity measured at the TCP layer because dummynet pipes carry the TCP segments. Video files may require more bandwidth if measured at the physical layer. Cumulative sum log(m)
is increased. One such playback time occasionally raises B ess significantly.
E. Shaping Effect
In this subsection, we evaluate the effect of traffic shaping from the point of view of variability reduction. Decay rate log(m)
If B dmy is decreased to less than α * r , the variability reduction range further extends, while the means of
, are almost unchanged. Fig. 4 presents the mean decay rate derived from the 20 videos in Table III . From this figure, decay rates b i , 3 ≤ i ≤ 9, quickly rise and approach one as B dmy decreases to α * r . Decay rates b i , 10 ≤ i ≤ 17, demonstrate complex behavior because the slope of the cumulative sum ∑ i−1 k=1 b k does not simply increase on that range of i (see Fig. 3 ). When decay rates b i , 3 ≤ i ≤ 9, assume values approaching one, their increases become extremely small, even if B dmy further decreases. Correlation coefficient log(m) B dmy = α * r in Fig. 4 rise, the means of b 7 -b 14 fall, and the error bars of b 2 -b 14 shrink if only low bit-rate video files are selected from Table III. IV. PROPAGATION This section observes the propagation of the pseudo Poisson state using the four experimental systems depicted in Fig. 7 . Unless otherwise mentioned, the server concurrently delivers three video streams whose ratesr (Mbps) are 1.50, 0.722, and 0.722.
A. Physical Shaping
Physical shaping is a traffic shaping method and is implemented by decreasing the physical link capacity. 7, video traffic from the server is successively shaped because video packets traverse a smaller capacity link with time. Rather than using the mirroring function of the hubs, the analyzers are directly inserted in the Ethernet links. This is because the mirroring function, which only copies arriving packets at their arrival time, does not allow the measurement of decay rates of traffic flowing from hub 2 to the client. Fig. 8 presents the decay rates obtained with the analyzers. The three analyzers exhibit different decay rates. As the link capacity decreases, the variability reduction range extends (this finding agrees with the effect of traffic shaping mentioned in Subsection III-E). When video traffic flows over the 10-Mbps link, the pseudo Poisson state appears.
B. Perturbation
In this subsection, we consider the stability of the pseudo Poisson state. In System 2 in Fig. 7 , the pseudo Poisson state is established by narrowing the bandwidth of the link between the server and hub 1 from 1 Gbps to 10 Mbps. A box is inserted between the two hubs to disturb the state and packets are captured at hubs 1 and 2 to determine the effect of the box. Fig. 9 displays the results. Fig. 9(a) is the case when the box is an IEEE 802.11a wireless LAN. In the figure, the shaped (unshaped) indicates that the bandwidth between the server and hub 1 is 10 Mbps (1 Gbps). Fig. 9(a) demonstrates that the pseudo Poisson state created by the physical shaping can be seen before and after passing through the wireless LAN. Fig. 9 (b) exhibits the case when the box is a Linux bridge (a Linux PC that functions as a layer-2 bridge), on which tc (a Linux command) emulates the propagation delay of 25 ms in each direction. (Note that part of the bridge function is executed by software.) From this figure, it is clear that the state is stable against the insertion of the Linux bridge. Fig. 9(c) is the case when the box is a Linux bridge and tc emulates a packet loss rate of 1% in each direction. From this figure, it can be observed that the state is again stable. The loss rate of 1% is a critical value because the video quality was severely degraded and, in most cases, video playback was abnormally terminated when the loss rate was greater than 1%.
In System 3 in Fig. 7 , a TCP or UDP flow generated by D-ITG [37] is injected into the 10 Mbps-Ethernet connecting hubs 1 and 2 such that the utilization rate of the Ethernet link exceeds 80%. Fig. 10 illustrates the influence of the D-ITG traffic on the pseudo Poisson state. The figure demonstrates that the pseudo Poisson state is stable against the D-ITG traffic and that the state is almost independent of the utilization rate of the Ethernet link. Note that the D-ITG TCP traffic rate of 5.3 Mbps is the upper limit because TCP congestion control did not allow the rate to increase further. Video quality severely deteriorated when the rate of UDP traffic was greater than 5.8 Mbps.
C. Internet Traffic
This subsection measures the variability in real Internet video traffic. In System 4 in Fig. 7 , the client accesses the server, which is connected to Internet service provider rate. However, these external fluctuations do not influence {b i } 1≤i≤10 because the effect of retransmission and loss/delay-based TCP congestion control mechanisms [38] appears at the round-trip time (RTT) time scale and the RTTs exceed τ ⌊m 11 ⌋(≈ 1.5 ms) in all cases (the ping RTTs for YouTube, Dailymotion, and nikoniko are 13, 285, and 13 ms, respectively).
V. VIDEO QUALITY
This section discusses the influence of traffic shaping on human-perceived video quality, which is quantified as the number of occurrences of audio/video quality degradation per stream (N deg ). The following four TCP statistics are calculated for each video stream using tcptrace [32] , which analyzes WinDump log files on the collector in Fig.  1 .
TRP: Throughput (Mbps) calculated as the total bytes of data transported by TCP excluding retransmitted bytes divided by the elapsed time. (TRP is marginally different from the average rater in that the TCP header size is not included in the TRP calculation.) REX: Number of packets found to be retransmissions.
REX does not include the number of packets retransmitted owing to dummynet FIFO queue overflows because WinDump log files do not contain the information for packet losses occurring inside the server. RTT: Mean and standard deviation of RTT samples (ms). These statistics are obtained from valid RTT samples only. Ambiguous acks are not used (see the retransmission ambiguity problem in [39] ). RXT: Mean and standard deviation of time intervals (ms) between any two (re)transmissions of a TCP segment. Unless otherwise mentioned, the experiments are performed under the same conditions as those in Section III, except that the bandwidth of the bottleneck link (the link between the client and switching hub in Fig. 1 ) is set to 10 Mbps and the server delivers three video streams in parallel with the same video file ("concert" in Table III ). Appendix B describes the VLC and dummynet commands for reproducing the experimental results.
A. Per-stream Shaping
Table IV presents the TCP statistics of the three streams. Each stream is shaped on a per-stream basis (perstream shaping) with the same B dmy value, which is ∞, 32.0, 16.0, or 3.74(= B ess ) Mbps. There are no packet losses caused by traffic shaping; however, packets may be dropped because the average bandwidth per stream when passing through the bottleneck is 10/3(≈ 3.3 Mbps), which is smaller than the essential bandwidth. The video quality is severely degraded when traffic shaping is not performed (i.e., B dmy = ∞). In this scenario, the three VLC media players on the client abnormally terminate the video playback at the same time, after 8.5 minutes of play and N deg = 10.7. In contrast, the are less than those at B dmy = 32.0 and 16.0. This result may imply that traffic shaping with the essential bandwidth yields numerous interruptions of video playback that are unperceivable by a human viewer; however, such interruptions lead to a decrease in TRP. (2) When B dmy = ∞, the mean RTTs are somewhat smaller even though the mean RXTs are long. This is perhaps because the bottleneck yields a significant number of packet losses and tcptrace does not use unambiguous acks (acknowledgments for retransmitted packets) for calculating the RTT statistics. The mean RXT, conversely, sharply rises if successive retransmissions occur because TCP exponentially increases the retransmission timeout value. Fig. 12 indicates the decay rates of one of the three streams. From this figure, as B dmy decreases, the decay rates b i steadily increase at 3 ≤ i ≤ 9. This phenomenon agrees with the result in the case of no bottleneck in Fig.  4 . Traffic shaping achieves both video quality enhancement and traffic variability reduction; however, the degree to which the reduction contributes to the enhancement is not clear. Note that this section indicates the effect of the traffic shaping on the perceived video quality (not the effect of the variability reduction).
B. Aggregate Traffic
In this subsection, we consider the case where the propagation delay t D added to the incoming and outgoing packets is not zero. Our experimental results indicate that N deg ≤ 1 as long as t D ≤ 7 ms. However, the video quality deteriorates significantly when t D = 25 ms such that two VLC players abnormally terminate the video playback at the same time, after five minutes of play and N deg = 12.7. This poor quality is primarily due to the low TCP throughputs caused by the window-based flow control and the long round-trip time. Fig. 14 also indicates that the decay rates {b i } 3≤i≤9 tend to decrease with t D . This phenomenon is similar to the result of TCP pacing. The authors in [40] observe that many paced flows create bursts in the aggregated traffic. Subsections V-C and V-D address this form of burstiness.
C. Additive Congestion
A long propagation delay inevitably yields low TCP throughputs. However, degradation can be minimized explain the poorly perceived video quality. As B dmy declines, TRPs tend to increase and N deg steadily decreases and as depicted in Fig. 15 , decay rates {b i } 3≤i≤9 rise. (Note again that we do not argue that this throughput and quality improvement is directly related to the traffic variability reduction).
As indicated in Table V , by decreasing B dmy to 2.4, the REXs decrease (i.e., the bottleneck load decreases); however, the numbers of packets dropped by dummynet (DRPs) increase (i.e., the dummynet pipe load increases). Further reduced B dmy values sharply increased the DRPs and rapidly degraded the video quality. Accordingly, B dmy is a parameter that adjusts congestion strengths on the dummynet pipe and bottleneck. The strengths must be balanced to minimize N deg .
D. Statistical Multiplexing
This subsection demonstrates that video traffic is efficiently delivered by aggregate shaping, which shapes multiple video streams together. In this subsection, aggregate shaping is performed by decreasing the dummynet pipe bandwidth B dmy shared by multiple streams. Fairness among the streams is performed by one of three queueing algorithms: WF 2 Q+ [41] , QFQ [42] , and RR. WF 2 Q+, a weighted fair queueing algorithm, allows streams to share bandwidth according to their weights. QFQ is an approximated fair queueing algorithm developed to reduce the time complexity of WF 2 Q+. RR is a round robin algorithm that provides coarse fairness with low processing cost.
In Table IV , per-stream shaping with B dmy = α * r marginally degrades the perceived video quality (N deg = 1) when t D = 0. Aggregate shaping, conversely, presents no perceived quality degradation regardless of what fairness algorithm is used; therefore, we increase the number of streams delivered by the server from three to four. Note that the total TRP of the four streams is more than 6.7 Mbps (i.e., the bottleneck utilization rate is 67%). This high percentage results in high RTTs; however, perceived video quality degradation seldom occurs. Fig.  16(a) indicates that the three fairness algorithms create the same pseudo Poisson state. As discussed in Subsection V-B, per-stream shaping yields aggregate traffic whose decay rates are sensitive to t D . In particular, b 4 sharply drops with t D (see Fig.  14) . Fig. 16(b) demonstrates that by using aggregate shaping, decay rates {b i } 3≤i≤9 of the aggregated traffic are all greater than one and virtually independent of t D . Table VII demonstrates 
E. Fairness
Fairness among video streams is indispensable during the execution of aggregate shaping. However, strict fairness may not be necessary because all connections have approximately the same statistics when RR (coarse fairness) is performed (see Table VI ), even when traffic shaping is not conducted (see Table IV ). This is partly because the application flow control [1] , [2] , which limits the rates of the video streams, prevents the streams from competing intensely for the bottleneck bandwidth.
It would be beneficial if fairness was maintained without assigning scheduling weights. Consider two scenarios: (1) dummynet does not provide fairness among streams that share a dummynet pipe (referred to as pipe shaping) and (2) physical shaping is performed by decreasing the bandwidth of the link between the server and hub in Fig.  1 indicates that fairness is maintained, to a certain extent, because the TRPs of the same video file are similar. Fig.  17 (a) illustrates Jain's fairness index J [43] when two or three different video files are delivered. Index J among n streams is defined by
where f i is the TRP of the i-th stream divided by the average rater of the video file. Note that 1/n ≤ J ≤ 1 and that a greater J indicates a fairer allocation. In the figure, all streams are unshaped if n = 3; otherwise, they are shaped with physical shaping. The figure confirms that the J values of the shaped streams (n = 4, 5) approach one and that the shaped streams present greater J values than the unshaped streams (n = 3). Fig. 17(b) indicates that two different video files yield approximately the same decay rates when physical shaping is performed.
F. Mixing
Fig . 18 presents the decay rates when the server concurrently delivers one shaped (B dmy = 10) and three unshaped streams with the same video file. The bottleneck is heavily loaded because more than 7.1 Mbps of video traffic flows through the 10 Mbps bottleneck. From this figure, the aggregate traffic of the four streams has approximately the same decay rates as each unshaped stream. Thus, the aggregate traffic is highly variable. stream is extraordinarily high. In general, a larger RXT raises the probability that a retransmitted packet does not arrive in time for playback. We must consider why the shaped stream presents an increased mean RXT even though the mean RTTs of the four streams are approximately the same. The RTT statistics in Table IX do not include packet transmission delays added by dummynet, whereas the mean RXTs are derived from the RTT statistics (in TCP) that include the delays. Therefore, if shaped and unshaped streams are mixed and the delays added by dummynet are large, the shaped streams typically have greater RXTs than the unshaped streams. Furthermore, if the network is heavily loaded, RXTs tend to be greater because the retransmission timeout exponentially increases. (In Table  V , the mean RXTs at B dmy = 2.4 are large. This may be related to the packet transmission delays added by dummynet.)
VI. DISCUSSIONS
The pseudo Poisson state is similar to an attractor in the field of dynamical systems. Once an HTTP video stream passes through a narrow link, it becomes a stable pseudo Poisson stream. However, we must consider that performing traffic shaping for generating the pseudo Poisson stream is an altruistic behavior. Lowering variability in a stream is beneficial not only to the stream but also to the other streams that traverse the same link. If other streams are unshaped, the unshaped streams may realize improved perceived video quality.
Servers can transmit shaped traffic without negotiation with the client. However, user approval must be obtained before conducting traffic shaping. This is an issue related to Internet neutrality. It is our opinion that the approval can be obtained if the probability that traffic shaping will degrade the perceived video quality is significantly small. To lower the probability, we need to reduce the high RXTs of the shaped streams in Subsection V-F. There are two methods for the RXT reduction: (1) modifying the TCP software module such that the estimated RTTs do not include delays added by traffic shaping; (2) developing reverse proxy servers or load balancers (layer-7 switches) that do not terminate the propagation of the pseudo Poisson state. By using the switches between servers and clients, the pseudo Poisson state passes through the switches and the TCP connections between the switches and clients do not show high RXTs because the switches do not perform traffic shaping.
Some video traffic statistics introduced in this paper may be useful in practice. For example, if decay rates are close to one, the traffic variability is considered to be sufficiently minimized. The essential bandwidth may be used to control perceived video quality because video quality is mostly improved when the dummynet pipe bandwidth is reduced to the essential bandwidth (or a smaller bandwidth in the case of a long-distance communication).
VII. CONCLUSIONS
A high-precision analyzer has confirmed that traffic shaping lowers variability in HTTP video traffic over small time scales (between approximately 10 and 1,000 us). Once the variability is reduced to a level approaching the Poisson arrivals, the variability state (the pseudo Poisson state) displays stable behavior. The stability of the pseudo Poisson state does not affected by the network load, the packet loss rate, and the propagation delay. The state passes through wired/wireless LANs and the Internet. However, an HTTP proxy server terminated the propagation of the state. This paper investigated the effect of traffic shaping on traffic variability, TCP statistics, and human-perceived video quality, and derived the following results. (1) The perceived video quality is improved by shaping each stream separately (per-stream shaping). However, the aggregation of streams shaped by per-stream shaping creates bursts when the propagation delay is long. (2) If the video streams are shaped together (aggregate shaping), the pseudo Poisson state of the aggregate traffic becomes virtually independent of the propagation delay. Furthermore, the aggregate shaping achieves efficient video delivery (likely because of the effect of statistical multiplexing). 
Note that the above equations ofx and v (1) are independent of how p packets arrive as long as x i ≤ 1 for all i (therefore, they are independent of B dmy ). From the above equations,x and v (1) converge to zero at the order of O(1/N ) as τ decreases. While, |x − v (1) more rapidly approachesx than it converges to zero.
APPENDIX B COMMANDS FOR REPRODUCTION
This appendix contains the VLC media player (ver. 2.0.5) and dummynet (ver. ipfw3) commands used to perform the experiments in Section V. All encoded video files used in the experiments are obtained from YouTube. The following VLC command delivers video file "concert" in Table III using port number 8080: vlc file:///C:/Users/oida/video/Led Zeppelin -In My Time Of Dying -Live 1975.mpg -sout=#transcode{vcodec=DIV3,vb=2000, scale=1,acodec=mp3,ab=128,channels=1, samplerate=44100}: http{mux=asf,dst=:8080/} :sout-keep The following commands are used for per-stream shaping. Each video stream has an output pipe with bandwidth 3740 Kbps. The propagation delay of the input and output pipes is set to 25 ms. ipfw pipe 1 config bw 3740Kbit/s delay 25ms ipfw pipe 2 config bw 3740Kbit/s delay 25ms ipfw pipe 3 config bw 3740Kbit/s delay 25ms ipfw pipe 4 config delay 25ms ipfw add pipe 1 tcp from any to any src-port 8080 ipfw add pipe 2 tcp from any to any src-port 8081 ipfw add pipe 3 tcp from any to any src-port 8082 ipfw add pipe 4 tcp from any to any in In the following commands for aggregate shaping, four video streams fairly share 10-Mbps pipe bandwidth using the QFQ algorithm.
ipfw pipe 1 config bw 10000Kbit/s ipfw sched 1 config type QFQ ipfw queue 1 config sched 1 weight 1 ipfw queue 2 config sched 1 weight 1 ipfw queue 3 config sched 1 weight 1 ipfw queue 4 config sched 1 weight 1 ipfw add queue 1 tcp from any to any src-port 8080 ipfw add queue 2 tcp from any to any src-port 8081 ipfw add queue 3 tcp from any to any src-port 8082 ipfw add queue 4 tcp from any to any src-port 8083
