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1Wichtige Symbole und Bezeichnungen
Lateinische Symbole
D Diffusionskonstante fu¨r ra¨umliche Diffusion
E Enzym
ES Enzym-Substrat-Komplex
F Fluß der Wahrscheinlichkeitsdichte
f Fluß der Konzentrationsdichte
Ke Phasenpunkt im diskreten Modell, an dem der Enzymzyklus endet
Kp Phasenpunkt im diskreten Modell, an dem die Reaktionsprodukte freigesetzt
werden
kp Phasenpunkt im kontinuierlichen Modell, an dem die Reaktionsprodukte frei-
gesetzt werden
ks Phasenpunkt, an dem der “random walk” beginnt
m Zahl bzw. Konzentration der freien Produktmoleku¨le
m¯ Fixpunkt der Produktmoleku¨lkonzentration
n Zahl bzw. Konzentration der Enzyme im Grundzustand
n¯ Fixpunkt der Enzymkonzentration im Grundzustand
n˜
  φ  Konzentrationsdichte der Enzyme im Phasenzustand φ
N Gesamtzahl der Enzyme
P
 
∆φ  Wahrscheinlichkeitsdichteverteilung der Phasendifferenzen
P
  φ  Wahrscheinlichkeitsdichteverteilung der Enzyme entlang der Reaktionskoor-
dinate
P Reaktionsprodukte
ri bina¨re Zustandsvariable ri  1, falls Enzym i ein regulatorisches Produktmo-
leku¨l gebunden hat, sonst ist ri  0
s Zahl bzw. Konzentration der Substratmoleku¨le
S Substratmoleku¨le
tmix Zeit fu¨r die diffusive Durchmischung der Produktmoleku¨le
ttransit Mittlere Zeitdauer eines Produktmoleku¨ls, eins von N Zielen zu treffen
ttra f f ic Mittlere Zeitdauer eines Produktmoleku¨ls, ein bestimmtes Ziel durch Diffusi-
on zu treffen, falls nur ein Enzym vorhanden ist
ui bina¨re Zustandsvariable ui  1, falls Enzym i ein Substratmoleku¨l gebunden
hat, sonst ist ui  0
v Geschwindigkeit der Phasenkoordinate
2Griechische Symbole
β Bindungsratenkonstante fu¨r ein regulatorisches Produktmoleku¨l
γ Zerfallsrate der Reaktionsprodukte
η Intensita¨t des Gausschen weißen Rauschens
θ Ordnungsparameter zur Charakterisierung der Phasensynchronisation
ι Konversionsrate der Reaktionsprodukte in Substratmoleku¨le
κ Dissoziationsrate der regulatorischen Moleku¨le
λ Eigenwert
µ Bindungsrate der regulatorischen Produktmoleku¨le µ

mβ
ν Substratbindungsrate
ν0 Anteil der Substratbindungsrate ohne allosterische Beeinflussung
ν1 Anteil der Substratbindungsrate durch allosterische Beeinflussung
¯ν Substratbindungsrate im Fixpunkt (m¯  n¯)
ν ¨Ubergangsraten zwischen benachbarten Phasenpunkten im Automatenmodell
ρ Erzeugungsrate der Produktmoleku¨le, falls die Kopplung zwischen den Enzy-
men vernachla¨ssigbar klein ist
ξ relative statistische Schwankungsbreite der Turnover-Zeit
σ intramolekulare Diffusion entlang der Reaktionskoordinate φ
τ Mittlere Zeitdauer eines vollsta¨ndigen enzymatischen Zyklus (Turnover-Zeit)
τ1 Mittlere Zeitdauer bis zur Freisetzung des Reaktionsprodukts
τ˜ Zeitdauer fu¨r irgendeine beliebige Realisierung eines enzymatischen Zyklus
τ˜1 Zeitdauer fu¨r irgendeine beliebige Realisierung bis zur Freisetzung des Reak-
tionsprodukts
∆τ Schwankungsbreite der Turnover-Zeit
Φ diskrete Reaktionskoordinate zur Charakterisierung des Phasenpunktes des
Enzymzyklus
φ kontinuierliche Reaktionskoordinate zur Charakterisierung des Phasenpunktes
des Enzymzyklus
χ Sta¨rke der allosterischen Regulation χ

ν0  ν1
ϒ, Ψ Bina¨re Zufallsvariablen, die die Werte 0 oder 1 annehmen ko¨nnen
ω Kreisfrequenz der periodischen ¨Anderung der Moleku¨le im Fall von Spiking
ωk wie ω, aber mit Spezifizierung der Zahl k der Enzymgruppen
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Einleitung
Living matter is the most interesting subject of investigation for the living matter
that is able to investigate.
L.A. Blumenfeld [1]
Eine lebende Zelle ist ein komplexes System, in dem zehntausende chemische
Reaktionen gleichzeitig ablaufen. Die Tatsache, daß diese Reaktionen trotz ther-
mischer Fluktuationen und Schwankungen der Umgebungsparameter regelma¨ßig
und voraussagbar sind, weist auf einen hohen Grad an Organisation in diesem
System hin. Die Prinzipien, die hinter diesen hochgeordneten Prozessen stecken,
sind gegenwa¨rtig jedoch noch nicht klar verstanden. Zwar existieren durch die
Fortschritte der Molekularbiologie sehr genaue Kenntnisse u¨ber die Struktur der
wichtigsten Bausteine der lebenden Zelle – den Proteinen und Nukleinsa¨uren.
Dennoch sind sich Biologen und Biochemiker weitgehend einig, daß selbst zum
Versta¨ndnis des Funktionierens eines Einzellers das Wissen u¨ber diese elementa-
ren Bausteine nicht ausreicht [2, 3]. Die Einsicht in die Wechselwirkungsmecha-
nismen zwischen den Teilen eines biologischen Systems ist mindestens genauso
wichtig wie Erkenntnisse u¨ber die Teile selbst.
Um diese Einsichten zu erhalten, ist die Anwendung physikalischer Methoden
bei der Untersuchung dieser komplexen Systeme sinnvoll. Physikalische Theori-
en zeichnen sich oft durch die einfache Struktur der ihnen zugrunde liegenden
Modelle aus. Diese Modelle als Abstraktionen realer Prozesse bilden einen Kom-
promiß zwischen den komplizierten Wechselbeziehungen der Realita¨t und dem
Versuch, diese zu verstehen, der meist nur fu¨r einfache Zusammenha¨nge gelingen
kann. Biologische Systeme zeigen eine solche Vielfalt an Strukturen und Pro-
zessen, daß die Analyse der chemischen und physikalischen Vorga¨nge, auf denen
diese beruhen, vorla¨ufig zur Erkla¨rung nicht ausreicht [4]. Als Erga¨nzung zum
beschreibenden Zugang der Biologie, ko¨nnen diese einfachen Modelle jedoch in-
teressante Erkenntnisse liefern.
Die raum-zeitliche Organisation in lebenden Systemen ist eng mit dem Um-
stand verknu¨pft, daß sich diese fernab vom thermodynamischen Gleichgewicht
befinden [5]. Strukturbildungsprozesse mit dieser Eigenschaft gibt es bereits in
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physikalischen und chemischen Systemen. Beispiele sind der Laser [6, 7], Kon-
vektionsinstabilita¨ten in Flu¨ssigkeiten [8, 9] oder die Strukturbildungsprozesse
der Belousov-Zhabotinsky-Reaktion [10, 11]. Alle diese Beispiele sind Formen
dissipativer Selbstorganisation, verursacht durch Kooperativita¨t der Teilsysteme
fernab vom thermodynamischen Gleichgewicht. Insbesondere die Thermodyna-
mik irreversibler Prozesse, die Theorie der Phasenu¨berga¨nge sowie die nichtlinea-
re Dynamik und Synergetik lieferten wertvolle Beitra¨ge zum Versta¨ndnis dieser
Prozesse [12, 13, 14, 15].
Die Anwendung der in diesen Disziplinen entwickelten Methoden auf biologi-
sche Pha¨nomene wie Evolution, Morphogenese und Populationsdynamik brach-
ten wichtige neue Erkenntnisse [16]. Aber auch intrazellula¨re Vorga¨nge wie Kal-
ziumwellen [17, 18] oder Oszillationen im glykolytischen System [19, 20] ko¨nnen
als Pha¨nomene dissipativer Selbstorganisation verstanden werden [21]. In [22]
wurde nun die Frage diskutiert, ob die Mechanismen der Selbstorganisation, wie
sie in makroskopischen Dimensionen beobachtet werden ko¨nnen, in jedem Fall
auf mikroskopische Bereiche wie in lebenden Zellen u¨bertragbar sind.
Die ra¨umliche Ausdehnung von Zellkompartimenten, in denen die Stoffwech-
selprozesse ablaufen, betra¨gt meist einen Mikrometer oder weniger. Bei diesen
Prozessen spielen Enzyme als biochemische Katalysatoren eine entscheidende
Rolle. In solchen biochemischen “Mikroreaktoren” ist die Zahl der Enzyme einer
Art auf einige hundert bis tausend beschra¨nkt. Die diffusive Durchmischung kann
in solch kleinen Raumbereichen um Gro¨ßenordnungen schneller erfolgen als die
Dauer eines einzelnen molekularen Enzymzyklus [23, 24]. Erscheinungsformen
makroskopischer Selbstorganisation wie die fu¨r Reaktions-Diffusionssysteme ty-
pischen raum-zeitlichen Muster [25] ko¨nnen sich unter solchen Bedingungen
nicht herausbilden [26]. Jedoch fu¨hrt diese schnelle diffusive Durchmischung zur
Kopplung getrennt ablaufender Reaktionsereignisse. Sie ist nach meiner Meinung
eine wichtige Voraussetzung fu¨r die Herausbildung von Netzwerken miteinander
wechselwirkender Proteine (insbesondere Enzyme), die essentielle Funktionen fu¨r
die lebende Zelle haben [27, 28].
Neben der Diffusion in diesen Mikroreaktoren spielen die Prozesse, die an den
Biomoleku¨len wa¨hrend ihres Wirkens ablaufen, eine entscheidende Rolle fu¨r das
Verhalten dieser Netzwerke. So ist beispielsweise die komplexe interne Dynamik
von Konformationsa¨nderungen an einzelnen Enzymen wa¨hrend eines Enzymzy-
klus fu¨r deren katalytische Wirkung notwendig [29, 30].
Neue experimentelle Methoden wie die zeitaufgelo¨ste Ro¨ntgenspektrosko-
pie von Proteinkristallen oder die Einzelmoleku¨l-Fluoreszenzspektroskopie [31,
32, 33, 34] erlauben die Beobachtung einzelner enzymatischer Zyklen [35, 36].
Daru¨berhinaus ermo¨glichen neue experimentelle Verfahren bereits die Beobach-
tung enzymatischer Reaktionen in biologisch relevanten mikroskopischen Raum-
bereichen [37, 38]. Diese neuen experimentellen Methoden versprechen fu¨r die
7nahe Zukunft tiefere Einsichten in die Eigenschaften der Enzymdynamik.
Experimente mit dem lichtempfindlichen Cytochrom-P-450-System zeig-
ten [39, 40, 41], daß die Enzymzyklen einzelner Enzyme extern durch periodische
Lichtpulse synchronisiert werden ko¨nnen. Ein anderer Typ externer Synchronisa-
tion wurde im Membrantransportsystem des Enzyms NA, K-ATPase durch a¨ußere
zeitlich vera¨nderliche elektrische Felder gefunden [42]. Die gemeinsame Schluß-
folgerung dieser experimentellen Untersuchungen ist, daß sich als Folge externer
Beeinflussung eine synchrone intramolekulare Dynamik zwischen den Moleku¨len
herausbilden kann.
Das Ziel dieser Arbeit besteht in der Kla¨rung der Frage, ob es prinzipiell
mo¨glich ist, daß diese Synchronisation molekularer Enzymzyklen auch ohne ex-
terne Beeinflussung, sondern nur hervorgerufen durch interne Wechselwirkungen
zwischen den Enzymen, stattfindet. In diesem Fall wu¨rde es sich bei der mikro-
skopischen Synchronisation der Enzymzyklen um eine neue Eigenschaft handeln,
die so in makroskopischen Reaktionssystemen nicht auftreten kann und eine Form
mikroskopischer Selbstorganisation darstellt. Um diese Frage zu beantworten,
werden enzymatische Reaktionen unter Einbeziehung der internen Dynamik der
Enzyme untersucht. Typisch fu¨r alle betrachteten Reaktionen ist die Existenz von
Wechselwirkungen zwischen den elementaren Reaktionsereignissen. Hierzu wer-
den drei grundsa¨tzliche Mechanismen betrachtet: Produktaktivierung, Produktin-
hibierung und parallel ablaufende Reaktionen. Bedingt durch die Winzigkeit der
betrachteten Raumbereiche ko¨nnen Fluktuationen in der Zahl der beteiligten Mo-
leku¨le nicht vernachla¨ssigt werden [43]. Es werden deshalb vor allem stochasti-
sche Modelle zur Beschreibung der Reaktionskinetik verwendet.
Im ersten Kapitel dieser Arbeit werden die Eigenschaften mikroskopischer
Selbstorganisation, wie sie z.B. auch beim Laser zu finden ist, genauer erla¨utert.
Danach erfolgt in Kapitel 2 die Darstellung der wichtigsten Grundlagen, die zum
Versta¨ndnis der Enzymkatalyse und chemischer Reaktionen in mikroskopischen
Raumbereichen no¨tig sind. Im Kapitel 3 wird ein einfaches stochastisches Mo-
dell einer allosterischen Enzymreaktion mit Produktaktivierung untersucht. Dar-
an schließt sich in Kapitel 4 die Diskussion der Mastergleichung fu¨r das im vor-
hergehenden Kapitel vorgestellte Reaktionssystem an. Im darauffolgenden Kapi-
tel 5 wird ein komplexeres Modell einer produktinhibierten Enzymreaktion ein-
gefu¨hrt und hinsichtlich des Vorhandenseins mikroskopischer Synchronisation
studiert. Zum Abschluß werden in Kapitel 6 Wechselwirkungen zwischen nichtre-
gulatorischen Enzymen betrachtet. Diese Wechselwirkungen haben ihre Ursache
im gleichzeitigen Ablauf mehrerer verschiedener Reaktionen mit gemeinsamen
Edukten und Produkten. Es wird wieder zuerst ein stochastisches Modell betrach-
tet und anschließend die Meanfield-Gleichungen analysiert.
Kapitel 1
Synchronisation von Oszillatoren als
Selbstorganisationspha¨nomen
1.1 Mikroskopische und makroskopische Selbst-
organisation
Lebende Zellen besitzen geordnete Strukturen in Raumbereichen mit nur wenigen
Mikrometern Ausdehnung (siehe Abschnitt 2.3, S. 31). Die Mo¨glichkeit der Her-
ausbildung dieser Strukturen ergibt sich aus der permanenten a¨ußeren Energiezu-
fuhr, die das System fernab vom thermodynamischen Gleichgewicht ha¨lt [5] und
die Grundlage fu¨r die unterschiedlichen Selbstorganisationsprozesse in lebenden
Zellen schafft.
In [22] warfen Hess und Mikhailov die Frage auf, ob die in Zellen beobachte-
ten Selbstorganisationsprozesse einfach eine verkleinerte Kopie makroskopischer
Selbstorganisationspha¨nomene (wie z.B. der raum-zeitlichen Musterbildung in
der Belousov-Zhabotinsky-Reaktion [44, 45] ) sein ko¨nnen. Die Autoren beton-
ten, daß die Anwendung der physikalischen Gesetze auf La¨ngen- und Zeitskalen,
wie sie fu¨r intrazellula¨re Prozesse typisch sind, zu vo¨llig neuen Eigenschaften
fu¨hren ko¨nnen, die so in makroskopischen Reaktionsgefa¨ßen nicht existieren.
So fu¨hrt zum Beispiel die Brownsche Molekularbewegung fu¨r die meisten der
an den biochemischen Reaktionen im Stoffwechsel beteiligten Moleku¨le zu mitt-
leren freien Wegla¨ngen zwischen zwei Reaktionsereignissen, die im Bereich von
Mikrometern liegen (siehe Abschnitt 2.3). Damit ist die diffusionsbedingte mitt-
lere freie Wegla¨nge vergleichbar oder sogar gro¨ßer als die ra¨umliche Ausdehnung
der Zelle oder des Zellkompartiments, in dem die Reaktionen ablaufen. Musterbil-
dung wie in makroskopischen Reaktions-Diffusionssystemen kann es unter diesen
Bedingungen nicht geben. Andererseits ermo¨glicht die starke diffusive Durchmi-
schung einen intensiven, schnellen Austausch von Moleku¨len und damit auch von
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Informationen (z.B. Homone, Boten-RNS usw.) innerhalb des Reaktionsvolu-
mens. Eine lebende Zelle hat deshalb ¨Ahnlichkeit mit einem Netzwerk, beste-
hend aus aktiven funktionellen Einheiten, die miteinander durch den schnellen
Austausch von Moleku¨len kommunizieren ko¨nnen. In [22, 24, 26] wurde des-
halb vermutet, daß sich unter diesen Bedingungen neue Formen mikroskopischer
Selbstorganisation herausbilden ko¨nnen, die auf den Wechselwirkungen zwischen
den funktionellen Einheiten der Zelle wie z.B. den Enzymen beruhen.
Die Einfu¨hrung des Begiffs “mikroskopische Selbstorganisation” legt die Exi-
stenz “makroskopischer Selbstorganisation” nahe und ist sicherlich nur dann sinn-
voll, wenn klare Kriterien zur Unterscheidung zwischen beiden Formen angege-
ben werden ko¨nnen. Bevor ich mich in den folgenden Kapiteln dieser Arbeit
mit Bedingungen und Beispielen fu¨r mikroskopische Selbstorganisationseffekte
in lebenden Zellen bescha¨ftige, sollen zuerst an ausgewa¨hlten Systemen die Ge-
meinsamkeiten und Unterschiede beider Formen der Selbstorganisation diskutiert
werden.
Die in dieser Arbeit studierte Synchronisation molekularer Enzymzyklen ist
ein Pha¨nomen dissipativer Selbstorganisation1. Durch intensive experimentel-
le und theoretische Untersuchungen beispielhafter Selbstorganisationseffekte wie
sie bei Konvektionsinstabilita¨ten in hydrodynamischen Systemen [9, 8, 46, 47],
der Belousov-Zhabotinsky-Reaktion [10, 11] oder dem Laser-Oszillator [6, 48]
auftreten, gelang es, wichtige Gemeinsamkeiten gleichsam das Wesen dieser
Effekte aufzudecken. Zur Theorie der Selbstorganisation gibt es umfangrei-
che Darstellungen, die dieses Gebiet unter verschiedenen Aspekten betrach-
ten [12, 16, 13, 49, 14, 25, 50, 15].
Es gibt einige wichtige Prinzipien, die bei dissipativer Selbstorganisation auf-
treten. Allen diesen Effekten gemeinsam ist der Entropieexport als eine Grund-
bedingung fu¨r Selbstorganisation. Die Entropieabgabe wird durch die Zufu¨hrung
hochwertiger Energie und der Abfu¨hrung niederwertiger Energie (z.B. Wa¨rme)
ermo¨glicht. Die Energie wird im System also meist transformiert. Innerhalb des
betrachteten Systems existieren Wechselwirkungen zwischen den einzelnen Ele-
menten und Ru¨ckkopplungsmechanismen. Fu¨r Selbstorganisation ist als Grund-
bedingung ein Mindestabstand vom thermodynamischen Gleichgewicht erforder-
lich. Meist ko¨nnen Ordnungsparameter gefunden werden, die die Systemdynamik
determinieren. Oftmals werden aus einer Vielzahl mo¨glicher Ordnungszusta¨nde
oder Moden nur einige wenige versta¨rkt, die dann durch den Ordnungsparameter
beschrieben werden. Im ¨Ubergangsbereich vom ungeordneten Zustand zum ge-
ordneten selbstorganisierten Verhalten, der mit wachsendem Abstand vom ther-
modynamischen Gleichgewicht auftritt, zeigen diese Systeme ¨Ahnlichkeit mit
Gleichgewichtsphasenu¨berga¨ngen.
1Konservative (z.B. Kristallbildung) und dispersive (Solitonen) Selbstorganisationseffekte
werden nicht weiter betrachtet.
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Obwohl dissipative Selbstorganisationsprozesse sich fernab vom thermodyna-
mischen Gleichgewicht vollziehen, kann man fu¨r einige dieser Systeme anneh-
men, daß sie sich lokal betrachtet dennoch im thermodynamischen Gleichgewicht
befinden. Fu¨r Glansdorff und Prigogine war diese Tatsache in [13] ein wichtiger
Ausgangspunkt bei der Entwicklung einer Nichtgleichgewichtsthermodynamik.
Sie schreiben zu Beginn des Kapitel II  2 ([13], S. 14): “In general, the eva-
luation of entropy production and entropy flow can only be performed using the
methods of non-equilibrium statistical mechanics or of kinetic theory of gases.
Even the problem of defining entropy outside the state of equilibrium is clearly a
subject which goes beyond macroscopic thermodynamics. We shall however con-
sider throughout this monograph situations for which a macroscopic evaluation
of entropy production and entropy flow still remains possible. This will be the case
when there exists within each small mass element of the medium a state of local
equilibrium for which the local entropy s is the same function of the local macros-
copic variables as at equilibrium state. This assumption of local equilibrium is
not in contradiction with the fact that the system as whole is out of equilibrium.”
Selbstorganisationsprozesse in Systemen, die sich lokal im thermodynami-
schen Gleichgewicht befinden, werde ich in Zukunft als makroskopische Selbstor-
ganisation bezeichnen. Besitzt ein System diese Eigenschaft, weichen beispiels-
weise die Verteilungsfunktion der Geschwindigkeit oder die ra¨umlichen Vertei-
lung der Teilchen nicht oder nur sehr wenig von denen im thermodynamischen
Gleichgewicht ab. Die thermodynamischen Zustandsgro¨ßen Temperatur, Druck
und chemisches Potential haben dann die gleiche Bedeutung wie im thermody-
namischen Gleichgewicht. Unter diesen Bedingungen kann jedoch aus den ther-
modynamischen Eigenschaften in einem kleinen Raumelement nichts u¨ber den
Gesamtzustand des Systems ausgesagt werden. Denn dieses kann dennoch fernab
vom Gleichgewicht liegen.
Neben Systemen, die makroskopische Selbstorganisation zeigen, gibt es auch
solche, fu¨r die die Na¨herung des lokalen Gleichgewichts nicht getroffen werden
kann. Selbstorganistionsprozesse fu¨hren dann auch lokal zu starken Abweichun-
gen vom thermodynamischen Gleichgewicht. Deshalb werde ich in solchen Fa¨llen
von “mikroskopischer Selbstorganisation” sprechen. Ein typisches Beispiel mi-
kroskopischer Selbstorganisation findet sich, wie im folgenden gezeigt wird, beim
Laser.
Ein Laser besteht bekanntlich aus aktiven Elementen (Ionen, Moleku¨le), die
verschiedene Energieniveaus besetzen ko¨nnen. Zum prinzipiellen Versta¨ndnis ist
es ausreichend, ein 2-Niveausystem, wie es in Abb. 1.1 dargestellt ist, zu betrach-
ten2. Die Zahl der besetzten Zusta¨nde a sei na, die der Zusta¨nde b sei nb. Im
thermodynamischen Gleichgewicht ist die Besetzung der beiden Energieniveaus
2Um Resonanzfluoreszenz zu vermeiden, mu¨ssen jedoch in realen Lasern mindestens 3-
Energieniveausysteme verwendet werden.
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durch die Boltzmannverteilung
na  nb exp 
	 hν  kBT  (1.1)
gegeben. Ein aktives Element kann vom Niveau b durch Absorption eines Pho-
tons der Energie hν in das energetisch ho¨her gelegene Energieniveau a u¨bergehen
und wiederum durch Emission eines Photons in das tiefergelegene Energieniveau
a zuru¨ckkehren. Dieser Prozeß der Emission kann sowohl spontan ablaufen, als
auch durch bereits existierende Photonen mit der Energie hν erzwungen werden.
In diesem Fall spricht man von induzierter bzw. stimulierter Emission. Die ausge-
sendete elektromagnetische Welle hat bei stimulierter Emission nahezu die glei-
che Richtung, Phase und Frequenz wie die stimulierende Welle [48].
a
b
hν
Abb. 1.1: Schematische Darstellung des 2-Niveau-Lasersystems.
Der Effekt der induzierten Emission kann zu Lichtversta¨rkung fu¨hren, wenn
pro Zeiteinheit mehr Photonen durch induzierte Emission emittiert als erneut ab-
sorbiert werden. Dieser Fall kann dann eintreten, wenn eine Besetzungsinversion
der Besetzungszahlen der beiden Energieniveaus vorhanden ist, d.h. falls
na  nb (1.2)
gilt3. Wird die a¨ußere Energiezufuhr (Pumpen) ausreichend groß, so vollzieht sich
eine qualitative ¨Anderung von vorher ungeordneten stochastischen ¨Uberga¨ngen
der atomaren Dipole hin zu synchronen Oszillationen. Ohne die weiteren Details,
wie den zur Ru¨ckkopplung und Modenselektion notwendigen Resonator oder den
konkreten Mechanismus der Energiezufuhr zum Erreichen der Besetzungsinversi-
on diskutieren zu wollen, sind diese Betrachtungen bereits ausreichend, um zu er-
kennen, daß ein Laser auch lokal fernab vom thermodynamischen Gleichgewicht
arbeitet.
3Der genaue Wert der minimal notwendigen Inversion der Besetzungsniveaus ha¨ngt von der
quantenmechanisch berechenbaren Wahrscheinlichkeit fu¨r die induzierte Emission, der Rate der
spontanen Emission und weiteren technischen Faktoren wie der Resonatorgu¨te ab. Das Verha¨ltnis
na  nb ist in jedem Fall gro¨ßer als 1.
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Aus Gl. (1.1) folgt sofort, daß der Fall na  nb fu¨r keine noch so hohe Tempe-
ratur erreicht werden kann. Unter Laserbedingungen liegt aber Besetzungsinver-
sion vor und es gilt Ungleichung (1.2). Selbst fu¨r ein einzelnes aktives Element
ist dann die Aufenthaltswahrscheinlichkeit im energiereicheren Niveau a ho¨her
als im Niveau b, wie es im Gegensatz dazu die Boltzmannverteilung voraussagen
wu¨rde. Gema¨ß der oben gegebenen Unterscheidung handelt es sich beim La-
ser deshalb um mikroskopische Selbstorganisation. Als Folge davon hat die ele-
kromagnetische Strahlung eines Laser-Oszillators koha¨rente Eigenschaften, cha-
rakterisiert durch strenge Phasenbeziehungen und Monochromasie, hervorgerufen
durch das kooperative Verhalten der aktiven Elemente.
In verschiedenen biochemischen Reaktionen wie der enzymkatalysierten Gly-
kolyse [19, 51, 52] oder der HR-Peroxidasereaktion [53, 54] ko¨nnen sich kom-
plexe raum-zeitliche Strukturen herausbilden (siehe Abb. 1.2). Diese Formen der
Selbstorganisation sind typische Beispiele fu¨r makroskopische Selbstorganisati-
on.
Abb. 1.2: Ausbreitung von spiralfo¨rmigen (A) NADH-Wellen und (B) Protonenwellen
wa¨hrend der Glykolysereaktion in Hefeextrakt. Aus [52].
In dieser Arbeit werden Beispiele enzymatischer Reaktionen untersucht, die
innerhalb sehr kleiner Raumbereiche ablaufen und eine vo¨llig andere Form selbst-
organisierten Verhaltens zeigen. Diese Form ist dadurch gekennzeichnet, daß die
Enzymzyklen unterschiedlicher Enzyme synchronisieren ko¨nnen. Betrachtet man
unter diesen Bedingungen einen Raumausschnitt mit nur wenigen Enzymen, so
zeigen diese Enzyme synchrones Verhalten, das durch den nahezu gleichzeitigen
Beginn des Enzymzyklus, der gleichzeitigen Freisetzung der Reaktionsprodukte
usw. gekennzeichnet ist.
1.2 Gekoppelte Phasenoszillatoren
In den letzten Jahrzehnten hat sich das Versta¨ndnis dynamischer Systeme sowohl
der klassischen Hamiltonschen Systeme [55, 56] als auch von allgemeineren nie-
1.2 Gekoppelte Phasenoszillatoren 13
derdimensionalen Systemen [57, 58, 50, 59] stark vertieft. Eine wichtige Auf-
gabe der gegenwa¨rtigen physikalischen Forschung ist die Analyse dynamischer
Systeme mit vielen Freiheitsgraden. Diese zeigen oft interessante Eigenschaften
raum–zeitlicher Musterbildung [60, 61, 62, 25, 63], hervorgerufen durch koope-
ratives Verhalten und Wechselwirkungen. Die Untersuchung dieser Systeme ist
jedoch, bedingt durch deren Komplexita¨t, sehr schwierig. Eine vielversprechen-
de Herangehensweise zur Lo¨sung dieses Problems ist das Studium von Syste-
men, die aus gekoppelten Untereinheiten bestehen, die jede fu¨r sich genommen
eine sehr einfache Dynamik aufweisen und deren Eigenschaften vo¨llig verstan-
den sind [64]. Typische Beispiele solcher Untersuchungen sind die Analyse von
Automaten [65, 66], Neuronalen Netzen und gekoppelten diskreten Abbildun-
gen [67, 68, 69].
Eine in den letzten Jahren besonders intensiv untersuchte Klasse von dynami-
schen Systemen, die aus Elementen mit einer einfachen Dynamik bestehen, sind
Populationen gekoppelter Oszillatoren [70, 71, 72, 73, 74, 75, 76, 77, 78, 79, 80].
In dieser Arbeit werden chemische Reaktionen betrachtet, die durch Enzyme ka-
talysiert werden. Deren komplexes zeitliches Verhalten wird durch Elemente an-
gena¨hert, die eine einfache Dynamik besitzen und sehr stark Phasenoszillatoren
a¨hneln4.
Zeitlich periodisches Verhalten ist in der realen Welt weit verbreitet. Syste-
me, bestehend aus gekoppelten Oszillatoren, weisen deshalb viele Analogien in
ihrer Struktur und in ihrem Verhalten zu wirklichen physikalischen, chemischen,
biologischen und sozialen Systemen auf, sind aber noch einfach genug, um ana-
lytisch oder numerisch untersucht zu werden. Die Eigenschaft der Periodizita¨t
der n-dimensionalen Zustandsgro¨ße x  t  , die die Dynamik eines einzelnen Ele-
ments eines solchen Systems beschreibt, erlaubt die Verwendung einer skalaren
Phasenvariablen φ 
x  t  als Funktion von x  t  [86, 85] zur Beschreibung des Zu-
standes dieses Elements. Von einem mathematischen Standpunkt aus gesehen,
kann die periodische Dynamik in einem ho¨herdimensionalen Zustandsraum auf
die Beschreibung mit einer eindimensionalen Phasenvariablen reduziert werden.
Das Gesamtsystem, bestehend aus N Elementen, besitzt nun insgesamt nur noch
N Freiheitsgrade.
Existieren Wechselwirkungen zwischen der zeitlich periodischen Dynamik ei-
nes Oszillators und eines sich periodisch a¨ndernden Signals, das z.B. von der
Dynamik eines zweiten Oszillators oder einer a¨ußeren Kraft herru¨hren kann, so
kann es zu Synchronisationseffekten kommen. Diese Synchronisation ist durch
4Wie in den Kapiteln 3-6 noch genauer diskutiert wird, ist die Dynamik dieser Elemente im
Gegensatz zu typischen kontinuierlichen Phasenoszillatoren durch eine zufa¨llige Verweildauer im
Grundzustand charakterisiert. Sie ko¨nnen deshalb a¨hnlich zu Neuronenmodellen [81, 82] unter
diesem Gesichtspunkt als anregbare Elemente [83, 84] betrachtet werden. Eine Einfu¨hrung in die
mathematischen Grundlagen von Systemen gekoppelter Oszillatoren findet sich in [85].
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feste Phasenbeziehungen zwischen den Oszillatoren definiert und kann auch in
Systemen mit mehr als zwei Oszillatoren gefunden werden. Betrachtet man zum
Beispiel zwei Oszillatoren mit den Phasen φ1  t  und φ2  t  5, so gilt im Fall von
Synchronisation
∆φ

nφ1  t 	 mφ2  t   konst  , m  nεG  (1.3)
Tatsa¨chlich sind Synchronisationspha¨nomene gekoppelter Oszillatoren in
natu¨rlichen Systemen weit verbreitet [87, 88]. Wichtige Beispiele in physika-
lischen Systemen sind Synchronisationseffekte mechanischer Oszillatoren und
elektronische Schaltungen [89] oder Felder von Josephson–Kontakten [90]. Bei-
spiele fu¨r Synchronisationseffekte in biologischen Systemen finden sich in Zell-
populationen [91, 92, 93] oder sind das periodische Leuchten von Glu¨hwu¨rm-
chen [94]. Diese ko¨nnen durch Modelle, bestehend aus großen Populationen von
gekoppelten Phasenoszillatoren beschrieben werden.
In vielen realen Systemen spielen Fluktuationen und zufa¨llige externe Sto¨run-
gen eine große Rolle und modifizieren deren Dynamik. Viele der oben angefu¨hr-
ten Beispiele von Synchronisationspha¨nomenen sind solche, in denen diese Fluk-
tuationen einen wichtigen Einfluß auf das Systemverhalten haben. Starre Pha-
senbeziehungen zwischen synchronen Oszillatoren ko¨nnen in diesen Systemen
durch Rauschen zersto¨rt werden. Die oben getroffene Definition (1.3) von Syn-
chronisation als Existenz fester Phasenbeziehungen zwischen mindestens zwei
Oszillatoren oder mindestens einem Oszillator und einem externen Signal ist in
Gegenwart von Fluktuationen praktisch nie erfu¨llt. So bewirkt Rauschen, daß
die Phasendynamik von Oszillatoren und damit auch die Phasendifferenz ∆φ ei-
ner Diffusion unterliegt [95, 96]. Definition (1.3) wu¨rde also bedeuten, daß in
Systemen mit Fluktuationen keine Synchronisation mo¨glich ist. Im Fall von Sy-
stemen mit Fluktuationen ist es daher sinnvoll, nicht die Phasendifferenzen selbst,
sondern die Wahrscheinlichkeitsverteilungen P  ∆φ  der Phasendifferenzen zu be-
trachten. Falls zwischen den Phasen der Oszillatoren Synchronisation besteht, so
sind bestimmte Phasendifferenzen ∆φ gegenu¨ber anderen bevorzugt. Ihr Auftre-
ten besitzt eine ho¨here Wahrscheinlichkeit. Somit existiert mindestens ein ∆φ,
an dem P  ∆φ  maximal wird. Sind die Phasen jedoch vo¨llig unkorreliert, so ist
P  ∆φ  konstant. Da in dieser Arbeit stochastische Systeme untersucht werden,
wird Synchronisation immer in diesem erweiterten Sinn verstanden.
Typische Beispiele fu¨r reale stochastische Systeme, in denen Phasensynchro-
nisation auftritt, sind Muskelaktivita¨ten (gefunden mit magnetoenzephalographi-
schen Untersuchungen) [97], Synchronisationseffekte des menschlichen Kreis-
laufsystems [98] oder die Funktionsweise der Elektrorezeptoren des Polyodon
5Die Dynamik des zweiten Oszillators mit der Phase φ2 kann auch als a¨ußeres Signal interpre-
tiert werden.
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Spathula (Lo¨ffelsto¨r – engl.: Paddle-fish) [99]. Oftmals fu¨hrt Rauschen in Sy-
stemen mit gekoppelten Phasenoszillatoren zu einer Schwa¨chung der Synchroni-
sation und letztlich zu deren Unterdru¨ckung.
Die weitergehende Untersuchung stochastischer dynamischer Systeme offen-
barte, daß Rauschen nicht immer Synchronisationspha¨nomene unterdru¨ckt. Oft-
mals kann fu¨r bestimmte intermedia¨re Bereiche der Rauschintensita¨t eine Syn-
chronisationsversta¨rkung beobachtet werden. Typische Beispiele fu¨r derartige
rauschinduzierte Synchronisation gibt es in bistabilen Systemen [100, 101, 102,
103] und in anregbaren Medien [104, 105, 106]. ¨Ahnliche Effekte sind ku¨rzlich
auch in Systemen mit Phasenoszillatoren gefunden worden [107, 108, 83, 109,
110].
Große Unterschiede in den Modellen gekoppelter Phasenoszillatoren beste-
hen in der Art und Wirkung der Kopplung. In den Modellen der Kapitel 3–6
ist diese Kopplung zum Teil verzo¨gert. Derartige Delay-Zeiten ko¨nnen je nach
dem betrachteten System gekoppelter Oszillatoren sowohl Synchronisation ver-
ursachen [111, 112] als auch unterdru¨cken [113, 114]. In den in Kapiteln 3-6
untersuchten Modellen spielen solche Delay-Zeiten ebenfalls eine große Rolle.
Die dabei gefundenen Synchronisationspha¨nomene der Enzymzusta¨nde ko¨nnen
je nach betrachteter Art der Kopplung durch Variation der Delay-Zeiten sowohl
ausgelo¨st als auch unterdru¨ckt werden.
Kapitel 2
Physikalische Eigenschaften von
Enzymreaktionen
In diesem Kapitel wird ein ¨Uberblick u¨ber die wichtigsten Eigenschaften von
Enzymen und enzymatischen Reaktionen gegeben. Zuerst erfolgt in Abschnitt 2.1
eine kurze Darstellung u¨ber das Vorkommen, die Funktion und die physikalischen
Merkmale von katalytisch wirkenden Biopolymeren. Es werden daru¨ber hinaus
wichtige Vorstellungen zur Erkla¨rung des katalytischen Prozesses diskutiert. Da
fu¨r die folgenden Untersuchungen regulatorische Enzyme von besonderem Inter-
esse sind, werden die verschiedenen Regulationsmechanismen, die bei der En-
zymkatalyse auftreten ko¨nnen, kurz vorgestellt.
Im darauffolgenden Abschnitt 2.2 werden zwei wichtige Experimente be-
schrieben und diskutiert, in denen die internen Eigenschaften des molekularen
Enzymzyklus untersucht wurden. Beiden Experimenten ist gemeinsam, daß es
durch externe Beeinflussung gelingt, die Enzymzyklen der individuellen Enzyme
in makroskopischen Reaktionssystemen zu synchronisieren. Diese externe Syn-
chronisation ermo¨glicht Erkenntnisse u¨ber Konformationsa¨nderungen und stati-
stische Eigenschaften des katalytischen Prozesses. Die Kinetik dieser speziellen
Reaktionssysteme, in denen mehr als 1010 Enzyme synchron operieren, kann mit
den Modellen der klassischen Enzymkinetik nicht beschieben werden.
Eine wichtige Besonderheit enzymatischer Reaktionen in lebenden Zellen sind
die mikroskopischen Volumina, die zum Teil kleiner als 10  15l sind. Daraus er-
geben sich tiefgreifende Konsequenzen hinsichtlich der charakteristischen diffusi-
onsabha¨ngigen Durchmischungs- und Transportzeiten der an den Reaktionen be-
teiligten Moleku¨le. Im letzten Abschnitt 2.3 dieses Kapitels werden diese Zeiten
fu¨r solche biochemischen Mikroreaktoren abgescha¨tzt und deren Einfluß auf die
chemische Kinetik diskutiert. Es stellt sich heraus, daß unter den Bedingungen
abgeschlossener Reaktionsvolumina mit der La¨ngenausdehnung eines Mikrome-
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ters oder weniger, ein enzymatisches Reaktionssystem andere Relationen der die
Kinetik bestimmenden charakteristischen Zeiten aufweisen kann als in makrosko-
pischen Reaktionssystemen. Besitzt ein Reaktionssystem derartige Eigenschaften
soll es als molekulares Netzwerk bezeichnet werden.
2.1 Biopolymere als Katalysatoren
Struktur und physikalische Eigenschaften von Enzymen
Enzyme sind biologische Katalysatoren, die durch die Bindung der molekularen
Ausgangsstoffe die Wahrscheinlichkeit fu¨r das Zustandekommen eines Reakti-
onsereignisses drastisch erho¨hen ko¨nnen. Sie kommen in der lebenden Zelle in
Konzentrationen zwischen 10  8mol  l bis 10  4mol  l vor [115].
In der physikalischen Chemie wird zur Klassifizierung oft zwischen homo-
gener und heterogener Katalyse unterschieden. Bei der homogenen Katalyse be-
finden sich Substrat und Katalysator im gleichen Aggregatzustand, bei der he-
terogenen Katalyse hingegen in verschiedenen Aggregatzusta¨nden meist mit fe-
stem Katalysator. Der Versuch, die Enzymkatalyse eindeutig einem dieser beiden
Grundtypen zuzuordnen, ist schwierig. Einerseits sind bei Enzymreaktionen so-
wohl Substrat als auch Enzym in Wasser gelo¨st und befinden sich in derselben
Phase. Andererseits besitzen alle Enzyme die Eigenschaft der Substratsa¨ttigung,
die fu¨r die heterogene Katalyse typisch ist [116]. Man spricht deshalb manchmal
bei Enzymreaktionen auch von mikroheterogener Katalyse [117].
Zur Zeit sind etwa 2000 verschiedene Enzyme bekannt. Der weitaus gro¨ßte
Teil sind Proteine, es gibt aber auch Enzyme, die aus RNA bestehen (Ribozyme).
Neben den “klassischen” Enzymen, deren Funktion ausschließlich in der Kata-
lyse chemischer Reaktionen in der lebenden Zelle besteht, sind in ju¨ngerer Zeit
Proteine mit enzymatischen Eigenschaften gefunden worden, die bis dahin mit an-
deren Funktionen in Zusammenhang gebracht wurden. Dazu za¨hlen Antiko¨rper
des Immunsystems mit katalytischen Eigenschaften [118, 119] und Zytokine –
Makromoleku¨le zur interzellula¨ren Signalu¨bertragung – die ebenfalls chemische
Reaktionen katalytisieren ko¨nnen [120].
Neben der strukturellen und funktionellen Vielfalt der Enzyme ko¨nnen auch
hinsichtlich der Gro¨ße und des Molekulargewichts erhebliche Unterschiede beste-
hen. Beispielsweise hat die Ribonuklease eine relative Moleku¨lmassenzahl1 von
13000 wa¨hrend die Ribulose 1,5-bisphosphat carboxylase eine von etwa 500000
besitzt. Oft ist es so, daß Enzyme aus katalytisch aktiven identischen Unterein-
1Dimensionslose Zahl, die angibt, wieviel mal gro¨ßer die Ruhemasse des betreffenden Mo-
leku¨ls als 1/12 der Ruhemasse von Kohlenstoff C-12 ist. Bei Proteinen ist dieser Wert - wie auch
andere physikalische Eigenschaften - vom Herkunftsorganismus abha¨ngig.
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heiten bestehen. Auch Multienzymkomplexe aus mindestens zwei verschiedenen
Enzymen ko¨nnen gebildet werden, die aufeinanderfolgende chemische Reaktio-
nen katalysieren ko¨nnen und durch die kurzen ra¨umlichen Entfernungen der akti-
ven Zentren die mittlere Zeit zwischen zwei Reaktionsereignissen verku¨rzen.
Noch gro¨ßere Unterschiede bestehen hinsichtlich der Wechselzahl (Turnover-
Zahl). Diese gibt die maximale Zahl der Substratmoleku¨le an, die von einem
Enzymmoleku¨l pro Zeiteinheit in Produktmoleku¨le umgewandelt werden ko¨nnen.
Das Reziproke dieser Gro¨ße ergibt die Zeit, die im Mittel fu¨r ein einzelnes Reak-
tionsereignis beno¨tigt wird. Diese Zeit wird Turnover-Zeit genannt. In Tabelle 2.1
sind fu¨r verschiedene Enzyme die Wechselzahl und typische relative Moleku¨lmas-
senzahlen dargestellt [121, 122, 115]. Die Turnover-Zahlen und Moleku¨lmassen
in Tabelle 2.1 sind als Richtwerte zu verstehen. Es kann Unterschiede innerhalb
eines Organismus geben, die durch Mutationen bedingt sind. Noch gro¨ßer sind die
Schwankungen zwischen Enzymen aus verschiedenen Organismen. Die Wechsel-
zahl variiert u¨ber einen Bereich von sechs Zehnerpotenzen.
Tabelle 2.1: Wechselzahl und relative Moleku¨lmassenzahl fu¨r verschiedene En-
zyme
Enzym Wechselzahl in s

1 Moleku¨lmassenzahl
Carboanhydrase 600000 2  8  104 	 3  104
Acetylcholinesterase 25000 26  104 	 33  104
Penicillinase 2000 1  24  104 	 4  9  104
Lactat-Dehydrogenase 1000 1  105 	 1  5  105
α-Chymotrypsin 100 2  5  104
Phosphofruktokinase 100 14  104
Tryptophan-Synthetase 2 19  5  104
Lysozym 0.5 1  4  104 	 1  8  104
Die Erho¨hung der Reaktionsgeschwindigkeit bei enzymatisch katalysierten
Reaktionen im Vergleich zu nicht-katalysierten Reaktionen liegt wenigstens bei
einem Faktor von 106, kann aber auch bis zu 1020 mal ho¨her sein als im Fall der
unkatalysierten Reaktion [117, 115]. Diese Beschleunigung der Reaktionssge-
schwindigkeit wird, im Gegensatz zu verschiedenen technisch genutzten nichten-
zymatischen Katalysatoren, die meist deutlich ho¨here Temperaturen beno¨tigen,
bereits kurz oberhalb der Zimmertemperatur erreicht. Das Temperaturoptimum
der meisten enzymatisch katalysierten Reaktionen liegt etwa bei 50  C (mit Aus-
nahme von Enzymen aus thermophilen Organismen). Oberhalb dieser Temperatur
kommt es zur Denaturierung der Proteine.
Wie alle Katalysatoren beschleunigen Enzyme die Einstellung des chemischen
Gleichgewichts durch gleichzeitige Beschleunigung der Hin- und Ru¨ckreaktion,
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verschieben dieses aber nicht. Neben der Temperatur haben verschiedene aktivie-
rende oder inhibierende Moleku¨le, die Ionenkonzentrationen verschiedener Salze
und der pH-Wert der Lo¨sung entscheidenden Einfluß auf die enzymatische Akti-
vita¨t [115].
Meistens beschra¨nken sich die katalytischen Fa¨higkeiten eines bestimmten
Enzyms auf die Katalyse einer einzigen chemischen Reaktion. Diese hohe Spe-
zifita¨t und der hohe Beschleunigungsfaktor unterscheiden Enzyme deutlich von
anderen technisch genutzten Katalysatoren [117, 115]. Fu¨r die Modellierung en-
zymatischer Reaktionen ko¨nnen deshalb enzymatisch beschleunigte Nebenreak-
tionen, die mo¨glicherweise durch ein Enzym katalysiert werden ko¨nnten, meist
vernachla¨ssigt werden.
Verschiedenen Forschergruppen ist es gelungen, Enzyme synthetisch nachzu-
bilden [123, 124]. Dazu werden beispielsweise Komplexverbindungen in Lipid-
membranen eingebaut, die dort ihre katalytischen Fa¨higkeiten entfalten ko¨nnen.
Der katalytische Prozeß
Da die Enzyme unvera¨ndert aus dem katalytischen Prozeß zuru¨ckkehren, ist die
direkte Beobachtung der Vorga¨nge wa¨hrend der Katalyse schwierig. Allerdings
kann die Wirkung der Enzyme in Form der neu entstandenen Reaktionsprodukte
aus den vorher vorhandenen Ausgangsstoffen direkt nachgewiesen werden. Zwei
interessante Experimente, die Erkenntnisse u¨ber die internen Vorga¨nge wa¨hrend
des enzymatischen Prozesses liefern, werden in Abschnitt 2.2 diskutiert.
Es gibt verschiedene Modelle und Theorien zur Erkla¨rung der Kinetik der En-
zymkatalyse [125]. Im Folgenden soll die Theorie des ¨Ubergangszustands [126]
(“transition state theory”) kurz vorgestellt werden. Bei dieser Theorie wird aus
der Enzympopulation im Grundzustand2 und den Enzymen im instabilsten und
entlang der Reaktionskoordinate energetisch am ho¨chsten gelegenen ¨Ubergangs-
zustand (Abb. 2.1) die Enzymkinetik bestimmt.
Um zu verstehen, wie es Enzymen gelingt, den Ablauf chemischer Reaktio-
nen zu beschleunigen, soll zuerst kurz auf den Verlauf der unkatalysierten Reak-
tion eingegangen werden. Betrachtet man die Reaktion S  P der Umwandlung
eines Substratmoleku¨ls in ein Produktmoleku¨l, so erkennt man (Abb. 2.1), daß
zuerst ein freies Substratmoleku¨l vorliegt, das im Verlauf einen energetisch ho¨her
gelegenen ¨Ubergangszustand einnimmt.
Nachdem das Energiemaximum u¨berschritten wurde, befindet sich am Ende
der Reaktion das Produktmoleku¨l energetisch in einem niedrigeren Zustand als
das System im ¨Ubergangszustand. Der Energieunterschied zwischen der Frei-
en Enthalpie des Ausgangszustandes und dem Zustand maximaler Freier Enthal-
2Zustand, in dem ein Enzym noch kein Substratmoleku¨l gebunden hat, dazu aber in der Lage
wa¨re.
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pie des ¨Ubergangszustandes wird als Freie Aktivierungsenergie ∆G‡0 bezeichnet.
Enzyme, wie Katalysatoren im allgemeinen, ko¨nnen diese Aktivierungsenthal-
pie reduzieren und dadurch die Wahrscheinlichkeit fu¨r das Auftreten der chemi-
schen Reaktion drastisch erho¨hen. Der Verlauf der Reaktionsenthalpie bei der
enzymatisch katalysierten Reaktion ist schematisch durch die gestrichelte Linie
in Abb. 2.1 dargestellt.
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Abb. 2.1: Reaktionsdiagramm der Freien Enthalpie fu¨r eine nichtkatalysierte (durchge-
zogene Linie) und eine enzymatkatalysierte Reaktion (gepunktete Linie). Je tiefer der
Einschnitt im Energieprofil der enzymatisch katalysierten Reaktion, desto stabiler ist
das betreffende Zwischenprodukt. Rechts ist der katalytische Zyklus schematisch dar-
gestellt [127]. Durch die Wirkung des Enzyms wird die Freie Aktivierungsenergie ∆G‡0
auf ∆G‡ verringert.
Beim katalytischen Prozeß ko¨nnen verschiedene Teilschritte unterschieden
werden. Zuerst bildet sich ein Enzym-Substrat-Komplex ES durch die Bindung
des Substratmoleku¨ls S an das Enzym. Danach ko¨nnen sich aktivierte Zwischen-
zusta¨nde (in der Abb. 2.1 durch ES , ES und ES dargestellt) bilden. Im Ver-
lauf der Reaktion kommt es zur Entstehung und Dissoziation des Reaktionspro-
dukts und der Ru¨ckkehr des Enzyms in den Ausgangszustand, der in Zukunft auch
Grundzustand des Enzyms genannt wird. Der gesamte katalytische Prozeß eines
einzelnen molekularen Enzymzyklus ist als Kreisprozeß interpretierbar, aus dem
das Enzym unvera¨ndert hervorgeht.
Obwohl die bisherige Beschreibung der Wirkungsweise eines Enzyms unter
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Annahme metastabiler Zusta¨nde sehr anschaulich ist, muß ihr Modellcharakter
betont werden. Die Theorie des ¨Ubergangszustands liefert eine Erkla¨rung fu¨r die
katalytische Wirkung der Enzyme und gestattet auch die Abscha¨tzung von Reakti-
onsraten, la¨ßt aber Fragen hinsichtlich der Eigenschaften des katalytischen Zyklus
offen. Eine wichtige Erweiterung der Theorie der Enzymkatalyse erfolgt durch
die Einbeziehung der experimentell beobachteten Konformationsa¨nderungen des
Enzyms wa¨hrend des molekularen Enzymzyklus. Diese Konformationsa¨nderun-
gen der Proteinstruktur scheinen fu¨r die Funktionsweise des Enzyms essentiell zu
sein.
Ein Enzym ist ein heteropolymeres Makromoleku¨l, das im Verlauf der enzy-
matischen Katalyse Konformationsa¨nderungen erfa¨hrt. Deren vollsta¨ndige Dyna-
mik ist durch ein gekoppeltes System von Bewegungsgleichungen fu¨r die einzel-
nen Monomere, aus denen sich das Enzym zusammensetzt, gegeben. Eine direkte
numerische Integration dieser Bewegungsgleichungen wa¨re so rechenzeitaufwen-
dig, daß diese gegenwa¨rtig nicht einmal fu¨r den Bruchteil eines enzymatischen
Turnover mo¨glich ist. Um trotzdem die Dynamik eines Enzyms wa¨hrend des
enzymatischen Turnover zu erfassen, sind deshalb Na¨herungen erforderlich. Kon-
formationsa¨nderungen und Relaxationsprozesse von Proteinen wurden sowohl
fu¨r Proteinfaltungsprozesse [128, 129, 130, 131, 30] als auch fu¨r die wa¨hrend
der biologischen Funktion auftretenden Strukturvera¨nderungen eingehend unter-
sucht [132, 133]. Oft ko¨nnen diese Vorga¨nge als dynamischer Prozeß entlang ei-
ner internen Reaktionskoordinate angena¨hert werden [134, 135, 136, 137]. Wen-
det man dieses Konzept auf die Konformationsa¨nderungen wa¨hrend der Enzym-
katalyse an, so kann man einen einzelnen Enzymzyklus als Bewegung entlang
einer kontinuierlichen Phasenkoordinate beschreiben.
Vergleicht man diese Erkenntnisse mit der schematischen Darstellung in
Abb. 2.1, so finden sich dort nur wenige metastabile Zwischenzusta¨nde, die durch
Energiebarrieren getrennt sind. In diesem Fall besteht der enzymatische Zy-
klus aus nacheinanderfolgenden diskreten Zusta¨nden, zwischen denen mit einer
von der Ho¨he der jeweiligen Energiebarriere abha¨ngigen Wahrscheinlichkeitsra-
te ¨Uberga¨nge stattfinden. Bezieht man hingegen die wa¨hrend der Katalyse ab-
laufenden Konformationsa¨nderungen mit ein, so a¨hnelt der dynamische Prozeß
des enzymatischen Zyklus eher einem Diffusions-Drift-Prozeß in einem hoch-
dimensionalen Zustandsraum, der wie im Fall der Proteinfaltung durch einen
Diffusions-Drift-Prozeß entlang einer eindimensionalen Reaktionskoordinate an-
gena¨hert wird [138, 134, 139, 136].
Eng verwandt mit der Betrachtung des enzymatischen Turnover–Zyklus als
Diffusions-Drift-Prozeß entlang einer Reaktionskoordinate ist das Relaxations-
konzept enzymatischer Reaktionen [140, 141, 29, 142]. Es geht von der Annah-
me aus, daß der katalytische Zyklus durch Relaxationen des Proteins aus dem
Nichtgleichgewichtszustand, in dem es durch die Bindung des Substratmoleku¨ls
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gekommen ist, in den Gleichgewichtszustand angetrieben wird. Diese Situation
ist in Abb. 2.2 graphisch dargestellt.
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Abb. 2.2: Energieprofil als Funktion der Reaktionskoordinate, die zu einer der mo¨glichen
Trajektorien der enzymkatalysierten Reaktion S ﬀ P geho¨rt (nach [29]).
Regulatorische Enzyme
Eine wichtige Eigenschaft vieler Enzyme ist die Abha¨ngigkeit ihrer enzymati-
schen Aktivita¨t von anderen Moleku¨len. Es gibt sowohl aktivierend als auch inhi-
bierend wirkende Stoffe (Aktivatoren bzw. Inhibitoren). Im Fall der Inhibierung
unterscheidet man zwischen der reversiblen und irreversiblen Hemmung. Auf die
irreversible Hemmung, die meist durch kovalente Bindung des Inhibitors an eine
wichtige funktionelle Gruppe zustande kommt, soll hier nicht weiter eingegangen
werden. Der Inhibitor wirkt in diesem Fall praktisch als Gift.
Meist wird zwischen Hemmung der Enzymaktivita¨t und der eigentlichen En-
zymregulation, die sowohl inhibitorisch als auch aktivierend sein kann, unter-
schieden [117, 127]. Es werden vier Hemmungsmechanismen unterschieden:
kompetitive und nicht-kompetitive Hemmung, unkompetitive Hemmung sowie al-
losterische Hemmung 3.
3Der Begriff “Allosterie” soll die ra¨umlich von der Substratbindungsstelle getrennte Bindung
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Bei der kompetitiven Hemmung kann das Inhibitormoleku¨l I an derselben Bin-
dungsstelle wie das Substratmoleku¨l binden und steht damit in direkter Konkur-
renz zu diesem. Bei der nicht-kompetitiven Hemmung bindet der Inhibitor in der
Na¨he der Substratbindungsstelle. Das Substratmoleku¨l kann zwar noch an das
Enzym binden, die weitere katalytische Umsetzung des Substrats in das Produkt-
moleku¨l ist jedoch gesto¨rt. Bei der unkompetitiven Hemmung bindet ein bereits
vorhandener ES-Komplex das Inhibitormoleku¨l. Es entsteht also ein ESI Enzym-
Substrat-Inhibitor-Komplex, der nicht weiter reagiert.
Die allosterische Hemmung ist wie auch die allosterische Aktivierung ein ty-
pischer Regulationsmechanismus in metabolischen Ketten. Allosterische Enzy-
me, von denen es etwa hundert gibt [145], besitzen die Eigenschaft, in mehreren
stabilen Konformationen existieren zu ko¨nnen. Mit jeder Konformation sind cha-
rakteristische chemische Eigenschaften verbunden wie z.B. eine bestimmte En-
zymaktivita¨t. Es ist mo¨glich, daß ein Protein von einem stabilen Konformations-
zustand in einen anderen stabilen Konformationszustand u¨bergeht. Damit sind
auch Vera¨nderungen der chemischen Eigenschaften verknu¨pft. Ausgelo¨st werden
solche ¨Uberga¨nge meist durch nicht-kovalente Bindung eines regulatorischen Mo-
leku¨ls an das Protein, weit entfernt von der Bindungsstelle der Substratmoleku¨le.
Neben der allosterischen Regulation der Enzymaktivita¨t wird die Aktivita¨t
mancher Enzyme auch durch kovalente Modifikation ihrer Strukturen erreicht.
Diese Modifikationen der Enzymstruktur werden durch andere Enzyme kataly-
siert. Vor allem die ¨Ubertragung von Phosphat- (Phosphorylierung) und Adenyl-
gruppen (Adenylierung) sind dabei von besonderer Bedeutung [127, 146].
In dieser Arbeit spielt die Kinetik regulatorischer Enzyme eine große Rolle.
Wegen ihrer weiten Verbreitung und großen Bedeutung bei der Regulation von
Stoffwechselvorga¨ngen werde ich mich dabei auf allosterische Aktivierung und
Inhibierung beschra¨nken. Deshalb werden im Folgenden noch die beiden wich-
tigsten Modelle der allosterischen Regulation genauer vorgestellt.
Zwei einfache Modelle zur Erkla¨rung des Mechanismus der allosterischen
Kooperativita¨t
Allosterische Enzyme besitzen mindestens zwei ra¨umlich getrennte Bindungsstel-
len, eine fu¨r das Substratmoleku¨l und die andere fu¨r einen Effektor. Das Enzym
kann sich in zwei Konformationszusta¨nden, dem aktiven R-Zustand (R=relaxed)
und dem inaktiven T-Zustand (T=tensed) befinden. Das Substrat kann leichter an
die R-Form als an die T-Form binden. Hat ein aktivierend wirkender Effektor
an das Enzym gebunden, so wird die R-Form stabilisiert. Bindet ein inhibierend
wirkender Effektor an das Enzym, so wird hingegen die T-Form stabilisiert. Ist
des Effektors hervorheben und wurde nach Aussage von J.-P. Changeux [143] im Zusammenhang
mit der Vero¨ffentlichung [144] eingefu¨hrt.
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dieser Effektor ebenfalls das Substratmoleku¨l, spricht man von homotroper Regu-
lation. Handelt es sich bei dem Effektor um das Moleku¨l einer anderen Art, liegt
heterotrope Regulation vor.
Abb. 2.3: Zwei verschiedene Konformationen der Phosphofruktokinase. Links befindet
sich das Enzym im aktivierten (R-Zustand) [147] rechts im inhibierten (T-Zustand) Zu-
stand [148].
Das klassische Beispiel eines homotrop allosterischen Proteins ist das Ha¨mo-
globin, bei dem die Anlagerung von Sauerstoff die Fa¨higkeit zu weiterer Sau-
erstoffbindung erho¨ht. Beispiel eines heterotropen allosterischen Enzyms ist
die Phosphofruktokinase. Es steuert durch seine regulatorischen Eigenschaften
Teile des Kohlenhydratstoffwechsels. Dabei besteht fu¨r dieses Enzym sowohl
die Mo¨glichkeit der Inhibierung (durch Anlagerung von Adenosintriphosphat an
spezielle Bindungsstellen dieses Enzyms) als auch die Mo¨glichkeit der Aufhe-
bung dieser Inhibierung (durch Adenosinmonophosphat). Das Verha¨ltnis von
ATP/AMP bestimmt so die Enzymaktivita¨t. In Abb. 2.3 (links) ist als Beispiel
fu¨r die verschiedenen Konformationen eines allosterischen Enzyms die aktive R-
Form und in Abb. 2.3 (rechts) die inaktve T-Form der Phosphofruktokinase abge-
bildet.
Das erste Modell zur Erkla¨rung des allosterischen Mechanismus stammt von
J. Monod, J. Wyman und J.-P. Changeux [144]. Dieses Modell geht davon aus,
daß das Enzym mindestens zwei identische Untereinheiten besitzt, an die je-
weils ein Substratmoleku¨l bzw. regulatorisches Moleku¨l binden kann. Die Be-
sonderheit dieses Modells besteht darin, daß Konformationsa¨nderungen und da-
mit ¨Uberga¨nge zwischen R- und T-Zustand und umgekehrt gleichzeitig erfolgen.
Aus diesem Grund wird dieses Modell auch Symmetriemodell oder “Alles-oder-
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Nichts-Modell” bezeichnet. Diese Situation ist fu¨r die homotrope Regulation in
+S +S S SS
+S +SS S S
Abb. 2.4: Schematische Darstellung des Symmetriemodells fu¨r homotrope Regulation.
Kreise symbolisieren Untereinheiten im R-Zustand, Quadrate im T-Zustand. ¨Uberga¨nge
vom R- in den T-Zustand und umgekehrt ko¨nnen nur beide Untereinheiten gleichzeitig
vollfu¨hren. Die ¨Ubergangsrate ha¨ngt von der Zahl der gebundenen Substratmoleku¨le ab.
Da zwei Untereinheiten vorhanden sind, gibt fu¨r den Fall eines einzigen gebundenen Sub-
stratmoleku¨ls zwei mo¨gliche Konfigurationen. Es ist aber nur eine graphisch dargestellt.
Abb. 2.4 schematisch dargestellt.
Ein zweites wichtiges Modell zur Beschreibung der Allosterie ist das so-
genannte sequentielle Modell. Es wurde von Koshland, Nemethy und Filmer
in [149] vorgeschlagen. Beim sequentiellen Modell zur Erkla¨rung allosterischer
Kooperativita¨t sind Untereinheiten mit freien Bindungsstellen stets im T-Zustand
zu finden. Die Bindung eines Effektors an eine Untereinheit fu¨hrt zu einem ¨Uber-
gang dieser Untereinheit, aber auch nur dieser Untereinheit, in den R-Zustand
(siehe Abb. 2.5). Zusa¨tzlich ko¨nnen Wechselwirkungen zwischen den Unterein-
heiten des Proteins existieren. Durch diese Wechselwirkungen ko¨nnen Konfor-
mationsa¨nderungen einer Untereinheit die Substratbindungsafinita¨t einer anderen
Untereinheit beeinflussen.
+S +S S SS
Abb. 2.5: Schematische Darstellung des sequentiellen Modells fu¨r homotrope Regulation.
Bezeichnungen entsprechen denen in Abb. 2.4. Im Gegensatz zum Symmetriemodell
ko¨nnen die Untereinheiten in verschiedenen Konformationen vorliegen. Wie in Abb. 2.4
wurde bei einem einzigen gebundenen Substratmoleku¨l nur eine der beiden mo¨glichen
Konfigurationen abgebildet.
Beide Modelle bilden, wie Eigen in [150] betont, jeweils den Grenzfall eines
allgemeineren Modells. In diesem allgemeinen Modell gibt es auch ¨Uberga¨nge
zwischen R- und T-Zusta¨nden von Untereinheiten, die weder, wie beim sequenti-
ellen Modell durch Effektorbindung verursacht werden, noch wie bei Symmetrie-
modell alle Subunits gleichzeitig betreffen mu¨ssen [125]. Bei Enzymreaktionen
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findet sich sehr oft heterotrope Allosterie. Bei dieser Form wird der Zustand der
enzymatischen Untereinheiten durch Bindung von Effektoren beeinflußt die keine
Substratmoleku¨le sind.
2.2 Konformationsa¨nderungen und Enzymkinetik
Die klassische Michaelis-Menten Kinetik und erweiterte Modelle, die das enzy-
matische Reaktionssystem durch eine bestimmte Anzahl diskreter Zusta¨nde cha-
rakterisieren, zwischen denen, definiert durch Ratenkonstanten, ¨Uberga¨nge erfol-
gen, sind zur Beschreibung vieler Enzymreaktionen sehr erfolgreich. Allerdings
handelt es sich um Modelle, deren wesentlichste Approximation in der Postulie-
rung der Existenz solcher diskreter Zusta¨nde besteht. Inzwischen ist allgemein
akzeptiert [151, 115], daß der u¨berwiegende Teil der Enzyme im Verlauf eines
enzymatischen Turnover charakteristische Konformationsa¨nderungen der Prote-
instruktur durchla¨uft. Diese Konformationsa¨nderungen beno¨tigen charakteristi-
sche Zeiten und ko¨nnen als Diffusions-Drift-Prozeß angena¨hert werden [136]. In
diesem Abschnitt werden die Ergebnisse zwei verschiedener Experimente vorge-
stellt, die die Bedeutung dieser Konformationsa¨nderungen fu¨r die enzymatische
Katalyse zeigen und im Widerspruch zur klassischen Enzymkinetik stehen. Ty-
pisch fu¨r beide Experimente ist, daß sich das System nicht im thermodynamischen
Gleichgewicht befindet.
Untersuchung des enzymatischen Zyklus der Malatdehydrogen-
ase
In diesem Abschnitt werden experimentelle Ergebnisse der Untersuchung des en-
zymatischen Turnover der Malatdehydrogenase mit Hilfe einer “Stopped-Flow-
Apparatur” vorgestellt. Bei dieser Methode werden Substratmoleku¨le, Coenzyme
und Enzyme innerhalb kurzer Zeit gemischt, so daß die Reaktion erst nach ei-
nem klar definierten Zeitpunkt ablaufen kann. Kurz nach der Durchmischung
befindet sich das Reaktionssystem fernab vom chemischen Gleichgewicht, da
praktisch noch keine Reaktionsprodukte vorhanden sind. Diese relaxationskineti-
sche Untersuchungsmethode [152] wird sehr ha¨ufig zum Studium enzymatischer
Vorga¨nge insbesondere zur Identifizierung intermedia¨rer Prozesse verwendet.
P. Pleshanov und L.A. Blumenfeld fu¨hrten “Stopped-Flow Messungen” mit
der Malatdehydrogenase (MDH) durch [153, 154], die die Reaktion
L-Malat ﬁ NAD ﬂﬃ Oxalacetat ﬁ NADH (2.1)
katalysiert. Die Turnover-Zeit der Hinreaktion betrug unter den gewa¨hlten Be-
dingungen 10  9ms und die der Ru¨ckreaktion 2  6ms. Enzyme, Coenzyme und
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Substrate wurden, wie eingangs beschrieben, innerhalb kurzer Zeit gemischt (Tot-
zeit der Apparatur 1  2 	 1  5ms) und damit die Reaktion initialisiert. Die Konfor-
mationsa¨nderungen der aktiven Enzyme im Verlauf des Turnover-Zyklus wurden
durch Messung der mittleren Lebensdauer τ¯ f der intrinsischen Tryptophan Fluo-
reszenz bestimmt4.
Abb. 2.6: “The time-courses for tryptophane fluorescence parameters τ¯ f and NAD ! re-
duction (A) or NADH oxidation (B) reactions catalyzed by malatedehydrogenase” Abbil-
dung und Bildunterschrift aus [29] S. 107
Im Abstand von 0  5ms ab Reaktionsinitialisierung wurde das Enzymsystem
periodisch angeregt (Laserpulse: λ

297nm τpulse " 2ps) und τ¯ f gemessen.
4Tryptophan ist eine Aminosa¨ure, die in Abha¨ngigkeit ihrer Umgebung eine charakteristische
Fluoreszenzlebensdauer von optischen Anregungszusta¨nden besitzt. Bei der Malatdehydrogenase
befindet sich diese Aminosa¨ure in der Na¨he der Substratbindungsstelle.
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Parallel wurde durch Absorptionsmessungen die Konzentration des Coenzyms
NADH betimmt5.
Die Meßergebnisse sind in Abb. 2.6 dargestellt. Abb 2.6a zeigt die mittlere
Fluoreszenzlebensdauer und die Absorptionsintensita¨t von NADH im Verlauf der
Hinreaktion von L-Malat zu Oxalacetat. Es ist deutlich erkennbar, daß der struk-
turabha¨ngige Parameter τ¯ f zu Beginn des Turnover-Zyklus abnimmt, um bei etwa
6ms ein Minimum zu erreichen. Danach steigt dieser Wert wieder an, um nach
10 	 11ms etwa den Ausgangswert kurz nach der Initialisierung der Reaktion an-
zunehmen. Anschließend fa¨llt τ¯ f erneut. Im Gegensatz dazu zeigt der Verlauf
von τ¯ f bei der Ru¨ckreaktion von Oxalacetat zu L-Malat, der in Abb 2.6b darge-
stellt ist, keine so starke Abnahme von τ¯ f . L.A. Blumenfeld und P. Pleshanov
schließen daraus, daß die Konformationsa¨nderungen des Enzyms im Verlauf der
Hinreaktion von denen der Ru¨ckreaktion verschieden sind. Neben dieser wichti-
gen Erkenntnis sieht man in Abb 2.6a, daß die durch die schnelle Mischung von
Substrat und Enzym initialisierten Turnover-Zyklen nahezu synchron ablaufen.
Im Zusammenhang mit den in [153, 154] pra¨sentierten Ergebnissen die-
ser “Stopped-Flow Untersuchungen” wurden durch V.B. Polyakov, N.N. Khar-
lashina und E.M. Galimov in [155] Computersimulationen einer Mehrstufen-
enzymreaktion vero¨ffentlicht, die die Mo¨glichkeit verschieden verlaufender Fluo-
reszenzlebensdauerkurven fu¨r die Hin- und Ru¨ckreaktion bei ansonsten gleichen
Reaktionsschritten zeigen sollten. In [156] wiesen L.A. Blumenfeld und P. Plesha-
nov allerdings auf mehrere schwerwiegende Fehler in [155] hin, die diese Arbeit
wieder in Frage stellen.
Externe Synchronisation des Cytochrom P-450 Enzymsystems
In [157] fanden H. Gruler und D. Mu¨ller-Enoch eine lichtinduzierte Aktivierbar-
keit des Cytochrom P-450 Monooxygenase Systems. Wa¨hrend folgender experi-
menteller Untersuchungen [40, 39] gelang es den Autoren unter Ausnutzung der
Lichtsensitivita¨t dieses Enzymsystems, die Enzymzyklen verschiedener Enzyme
zu synchronisieren. Dazu wurde im Reaktionsgefa¨ß die Konzentration der Re-
aktionsprodukte kontinuierlich bestimmt. Ohne sonstige Beeinflussung steigt die
Konzentration der Reaktionsprodukte stetig an. Wird das Reaktionsgefa¨ß hinge-
gen periodisch fu¨r die Dauer von 0  1s beleuchtet, steigt, wie in Abb. 2.7 dargestellt
ist, die Konzentration der Reaktionsprodukte stufenfo¨rmig an.
Die Autoren schließen daraus, daß die Enzyme im unbeleuchteten Zustand
unkorelliert Enzymzyklen ausfu¨hren, wa¨hrend durch die periodische a¨ußere An-
regung diese Zyklen synchronisieren und dadurch die Reaktionsprodukte nur zu
5Die beiden an der Reaktion beteiligten Coenzyme NAD# und NADH weisen unterschiedliche
Absorptionsspektren auf. NADH absorbiert bei λ $ 340nm sehr stark.
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bestimmten Zeiten freigesetzt werden. Auch nachdem die periodische Beleuch-
tung gestoppt wird, operieren die Enzyme weiter in Phase, was im stufenfo¨rmi-
gen Anstieg der Reaktionsprodukte erkennbar ist. Die Sta¨rke der Synchronisation
ha¨ngt entscheidend von der gewa¨hlten Periode der Beleuchtungsintervalle ab. Sie
erreicht ein Maximum, wenn diese Periode etwas ku¨rzer als die Turnover-Zeit von
τ

1  54s gewa¨hlt wird. Unter optimalen Bedingungen sind die Phasenzusta¨nde
von u¨ber 80% aller Enzyme synchronisiert.
Abb. 2.7: “Effect of periodically (1 % 32s) applied short light pulses (0 % 1s, 390 & 460nm,
0 % 27J

nmolP-450) on product formation for 7-ethoxycoumarin O-deethylase activity pro-
duced by a reconstituted P-450 II B1: NADPH-P-450 reductase complex. The product
concentration (7-hydroxycoumarin) in the test tube increases in a step like manner before
and after the last light flash. The arrows (above 2s) represent the location of the step-like
product formation in the case of coherent working enzyme complexes” Abbildung und
Bildunterschrift aus [39].
Die experimentelle Synchronisation von Enzymzusta¨nden ermo¨glicht die Be-
obachtung der Eigenschaften des Enzymzyklus. So wurde herausgefunden, daß
die synchronisierten Enzymzyklen auch ohne a¨ußere Beeinflussung diesen Zu-
stand fu¨r mehrere enzymatische Turnover beibehalten. In Abb. 2.7 ist die stu-
fenfo¨rmige Freisetzung der Reaktionsprodukte noch nach 4 Zyklen deutlich er-
kennbar. Das la¨ßt den wichtigen Schluß zu, daß die Schwankungsbreite der
Turnover-Zeit kleiner als 20% ist.
Diese Eigenschaften ko¨nnen mit den klassischen Vorstellungen der Enzym-
kinetik, nicht erkla¨rt werden. In [41] untersuchten deshalb M. Schienbein und
M. Gruler ein kinetisches Modell, das den enzymatischen Prozeß durch einen
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Diffusions-Drift-Prozeß anna¨hert.
Weitere Untersuchungen zur Dynamik und Konformati-
onsa¨nderung von Proteinen
Enzyme sind, wie bereits diskutiert wurde, Heteropolymere. Ihre katalytischen
Eigenschaften ha¨ngen direkt mit den Konformationsa¨nderungen wa¨hrend des en-
zymatischen Zyklus zusammen [30]. Gegenwa¨rtige theoretische Untersuchun-
gen [158, 134, 159, 160, 136, 161] solcher dynamischer Prozesse in Heteropoly-
meren zeigen, daß Konformationsa¨nderungen kinetische Vorga¨nge sind, die Mil-
lisekunden oder la¨nger dauern ko¨nnen.
Allerdings sind wesentliche Aspekte der Dynamik von Proteinen im Verlauf
ihres “Funktionierens” noch unklar. Wa¨hrend bei einfachen chemischen Mecha-
nismen eindeutig festgelegte Reaktionswege mit einigen wenigen Zusta¨nden diese
gut anna¨hern, ist es noch nicht gekla¨rt, ob solche eindeutigen Reaktionswege fu¨r
Proteine existieren. Fu¨r eine vollsta¨ndige Beschreibung mu¨ßte die Freie Enthalpie
der Zusta¨nde des Proteins als Funktion der Koordinaten seiner (mehreren tausend)
Atome untersucht werden. Es stellt sich nun die Frage, ob die Trajektorien, die
den Verlauf der Konformationsa¨nderungen in diesem hochdimensionalen Raum
beschreiben, bei Wiederholung des Prozesses, eng beieinander liegen oder stark
voneinander abweichen.
Diese Fragestellung wurde erstmals von Levinthal diskutiert [162], der beton-
te, daß bereits eine Polypeptid-Kette mit nur 100 Aminosa¨uren prinzipiell in 1030
verschiedenen Konformationen vorliegen kann. Unter diesen Bedingungen ist es
zuna¨chst schwer vorstellbar, daß ein Protein einen bestimmten Konformationszu-
stand in wenigen Millisekunden finden kann und das jeweils in nahezu derselben
Weise. In diesem Zusammenhang war auch die Erkenntnis wichtig, daß Proteine
und Spinglas-Systeme eine wichtige Gemeinsamkeit, na¨mlich die Existenz einer
großen Zahl von Zusta¨nden, aufweisen, die sich energetisch nur geringfu¨gig un-
terscheiden [158, 163, 160].
Allerdings ergab die Untersuchung natu¨rlicher Proteinsequenzen oder speziell
ausgewa¨hlter Sequenzen, daß fu¨r diese nur ein Zustand dominierend ist. Die-
ser liegt energetisch deutlich tiefer als die anderen Zusta¨nde [159]. Dadurch wird
die aus Ro¨ntgenstrukturuntersuchungen schon la¨nger bekannte Tatsache erkla¨rbar,
daß Proteine oft in einer Konformation vorliegen. Die Eigenschaft von natu¨rli-
chen oder speziell selektierten Heteropolymeren wird auch als “principle of mi-
nimal frustration” [164] bezeichnet. Auf der Grundlage dieser Erkenntnisse wird
beispielsweise das Energieprofil, das bei der Proteinfaltung eine Rolle spielt, als
Trichter angenommen [165].
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2.3 Enzymreaktionen in kleinen Raumbereichen
Lebende Zellen werden in drei Gruppen die Prokaryonten, Archaea und die Euka-
ryonten eingeteilt. Beispiele fu¨r Prokaryonten sind einzellige Mikroorganismen
wie Eubakterien oder Blaualgen. Sie sind evolutionsgeschichtlich a¨lter als Euka-
ryonten. Prokaryonten und Archaea besitzen im Gegensatz zu Eukaryonten keine
ausgepra¨gten Substrukturen und sind meist sehr kleine Zellen (ein bis einige Mi-
krometer Ausdehnung).
Eukaryonten hingegegen sind mit einem 100 bis 10000fachen Volumen [166]
deutlich gro¨ßer als Prokaryonten und besitzten komplexe Substrukturen wie Zell-
kern, Lyosomen oder Mitochondrien. Diese relativ abgeschlossenen Zellkompar-
timente besitzen wiederum eine Ausdehnung, die meist im Bereich eines Mikro-
meters liegt. Sowohl in Prokaryonten als auch in Eukaryonten laufen die Stoff-
wechselvorga¨nge also in Mikroreaktoren mit einem Volumen von wenigen Femto-
litern ab. Es wird in diesem Abschnitt gezeigt werden, daß die “Winzigkeit” dieser
Raumbereiche zu einer starken diffusiven Durchmischung fu¨hrt. Diese kann die
Ausbildung ra¨umlicher Muster, wie sie beispielsweise in Reaktions-Diffusions-
Systemen auftreten ko¨nnen [25, 63], verhindern [22, 24].
Zur Beschreibung der chemischen Kinetik in abgeschlossenen Raumbereichen
spielen zwei charakteristische diffusionsabha¨ngige Zeiten, die Durchmischungs-
zeit und die Transit-Zeit, eine große Rolle. Die Durchmischungszeit tmix ist die
Zeitdauer, die vergeht, bis ein Moleku¨l, nachdem es zuvor an einem bestimmten
Ort freigesetzt wurde, mit etwa gleicher Wahrscheinlichkeit u¨berall im Raumbe-
reich des Mikroreaktors vorgefunden werden kann. Die Transit-Zeit ttransit ist die
mittlere Zeit, die ein Moleku¨l beno¨tigt, um eines von N “Zielmoleku¨len”6 zu tref-
fen.
Die Relationen dieser charakteristischen Zeiten und deren mo¨gliche Auswir-
kungen auf die Reaktionskinetik sollen in diesem Abschnitt diskutiert werden.
Zu diesem Zweck werden zuerst die diffusive Durchmischungszeit und anschlie-
ßend die Transit-Zeit eines Moleku¨ls berechnet, dessen Diffusionskonstante in der
Gro¨ßenordnung typischer Reaktanden im Metabolismus von Organismen liegt.
Die Ergebnisse werden mit der Dauer molekularer Enzymzyklen verglichen und
die Konsequenzen der Zeitrelationen auf die Enzymkinetik diskutiert.
6Diese Zielmoleku¨le ko¨nnen auch molekulare Bindungsstellen an der Oberfla¨che eines Enzyms
sein.
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Charakteristische Zeiten
Durchmischungszeit
Unter der Bedingung, daß die Reaktion in einem abgeschlossenen Raumbereich
stattfindet, sollen im Folgenden die typischen diffusionsbedingten Zeiten ab-
gescha¨tzt werden. Details der Zellstruktur werden vernachla¨ssigt. Es wird ein
kugelfo¨rmiges mit Flu¨ssigkeit gefu¨lltes “Gefa¨ß” betrachtet. Zuerst wird die dif-
fusive Durchmischungszeit tmix berechnet. Um tmix zu erhalten, wird ein Moleku¨l
im Inneren einer abgeschlossenen Kugel mit dem Radius R betrachtet, das der
Brownschen Molekularbewegung unterliegt. Wird dieses Teilchen zur Zeit t

0
im Mittelpunkt der Kugel vorgefunden, so ist die mittlere Zeit, die vergehen muß,
um das Moleku¨l mit nahezu gleicher Wahrscheinlichkeit an irgendeiner Stelle im
Raumbereich vorzufinden, gerade die Durchmischungszeit tmix.
Die Brownsche Bewegung des Moleku¨ls wird durch die Fokker-Planck-
Gleichung
∂p 'x  t 
∂t  D
∂p 
x  t 
∂ x2 (2.2)
fu¨r die Wahrscheinlichkeitsdichte p 
x  t  beschrieben. Fu¨r die Anfangsbedingung
p 
x  0 

δ 
x 
lautet die Lo¨sung (im 3-dimensionalen)
p 
x  t 

1
 4piDt 
3
2
exp 	
x2
4Dt
 (2.3)
Ist L der Radius der Kugel, so ist nach der Zeit t

L2  D die Wahrscheinlich-
keit
p  L  t 

e 
1
4 p  0  t (
Da e 
1
4
"
0  779 ist, kann fu¨r Zeiten t

L2  D in grober Na¨herung eine Gleichver-
teilung angenommen werden. Diese charakteristische Zeit soll im folgenden als
Durchmischungszeit tmix bezeichnet werden.
tmix 
L2
D
(2.4)
Wird beispielsweise als Diffusionskonstante fu¨r die Flu¨ssigkeit innerhalb der
Kugel D

5  10  6cm2s  1 angenommen7, so ergibt das bei einem Kugelradius
von L

10  4cm eine Durchmischungszeit tmix  2  10  3s. Das bedeutet, daß
nach dieser Zeit das Teilchen bereits mit nahezu gleicher Wahrscheinlichkeit an
jedem Ort innerhalb des Kugelvolumens vorgefunden werden kann.
7Es wurde die Diffussionskonstante von Glukose in Wasser bei 303K verwendet (siehe [115]).
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Die Lo¨sung wurde unter Vernachla¨ssigung der Reflexionen des Moleku¨ls an
der Wand des Reaktionsgefa¨ßes gewonnen. Die Beru¨cksichtigung der Reflexio-
nen wu¨rde im Vergleich zur Betrachtung ohne Wand zu einer leichten Erho¨hung
der Wahrscheinlichkeitsdichte fu¨r den Aufenthalt eines Produktmoleku¨ls in der
Umgebung der Wand fu¨hren und damit die Unterschiede in der Verteilung von
p 
x  t  zwischen Zentrum und Rand des Reaktionsvolumens weiter verringern.
Transit-Zeit
Nachdem die Durchmischungzeit eines Moleku¨ls berechnet wurde, soll nun die
Frage beantwortet werden, wieviel Zeit ein solches Moleku¨l, das der Brownschen
Molekularbewegung unterliegt, braucht, um ein anderes Moleku¨l oder beispiels-
weise eine Bindungsstelle eines Enzyms zu treffen. Zuerst wird der Fall betrach-
tet, daß innerhalb des Reaktionsvolumens nur ein Moleku¨l und ein Enzym vor-
handen ist. Gesucht ist die Traffic-Zeit ttra f f ic, die im Mittel von dem Moleku¨l
beno¨tigt wird, um das Enzym zu treffen. Daraus ergibt sich direkt die Zeit, die
das Produktmoleku¨l braucht, um irgendeines von N vorhandenen Enzymen zu
treffen, durch ttransit  ttra f f ic  N.
Es muß an dieser Stelle betont werden, daß die Bindung eines Moleku¨ls
an eine Bindungsstelle des Enzyms tatsa¨chlich komplizierter sein kann und so-
wohl elektrostatische Wechselwirkungen als auch 2-dimensionale Diffusion des
Moleku¨ls an der Oberfla¨che des Enzyms entlang zur Bindungsstelle beinhalten
kann [167, 152]. Es werden hier diese mo¨glichen Komplikationen vernachla¨ssigt.
Es wird davon ausgegangen, daß das Moleku¨l der Brownschen Molekularbewe-
gung unterliegt und dabei irgendwann die enzymatische Bindungsstelle beru¨hrt.
Nachdem es diese Stelle beru¨hrt hat, wird es anschließend gebunden.
In [168] wurde im Zusammenhang mit der Zeitabscha¨tzung bei Koagulations-
prozessen ein sehr a¨hnliches Problem von Smoluchovski untersucht [22].
Als Reaktionsvolumen wird wieder eine Kugel mit dem Radius L betrach-
tet. In dieser Kugel befindet sich ein Produktmoleku¨l und ein Enzym. Es wird
eine “imagina¨re” Spha¨re eingefu¨hrt, die im Mittelpunkt des Reaktionsvolumens
mit dem Radius L liegt. Der Radius R dieser “imagina¨ren” Spha¨re ist gleich der
Summe der Radien von Enzym und Produktmoleku¨l R

RE ﬁ RP. Falls das Pro-
duktmoleku¨l diese Spa¨re trifft, wird es adsorbiert. Die Wahrscheinlichkeit q  t  ,
daß ein Produktmoleku¨l ein Enzym trifft, ist q  t 

1 	 p0  t  . Dabei ist p0  t  die
Wahrscheinlichkeit, daß keine Beru¨hrung erfolgt.
Die Wahrscheinlichkeit p0 ist durch das Integral u¨ber die Kugel vom Ra-
dius L fu¨r die Wahrscheinlichkeitsdichte p 
x  t  der Lo¨sung der Fokker-Planck-
Gleichung gegeben. Durch die an der “imagina¨ren” Spha¨re mit dem Radius R er-
folgenden Adsorbtionsmo¨glichkeiten verringert sich der Wert dieses Integrals mit
der Zeit. Die Wahrscheinlichkeit fu¨r einen Adsorptionsprozeß an dieser Spha¨re
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im Intervall  t  t ﬁ dt  ist j  t  dt, wobei
j  t 

dq  dt
die Wahrscheinlichkeit der Beru¨hrung des Produktmoleku¨ls mit der adsorbieren-
den Spha¨re je Einheitszeit darstellt.
Enzyme haben typischerweise eine bis zu 1000 mal gro¨ßere Masse und ein
entsprechend gro¨ßeres Volumen als die an der Reaktion beteiligten Substrat- und
Produktmoleku¨le und ko¨nnen daher als nahezu unbeweglich angenommen wer-
den. Die Diffusionskonstante der Enzyme ist etwa zwei Zehnerpotenzen klei-
ner als die der Produktmoleku¨le [115]. Es wird daher nur die Diffusion der Pro-
duktmoleku¨le mit der Diffusionskonstanten D und der Radius der enzymatischen
Bindungstelle R
"
RE , bei Vernachla¨ssigung des Radius der Produktmoleku¨le, be-
trachtet. Der Radius der adsorbierenden Spha¨re entspricht also dem Enzymradius.
Der Radius R betra¨gt etwa 1-5 Nanometer und ist damit zwei Gro¨ßenordnung-
en kleiner als der Radius L des Reaktionsvolumens der im Bereich von einigen
hundert Nanometern liegt. Zur weiteren Vereinfachung der Rechnung soll als
Anfangsbedingung ein Abstand in der Gro¨ßenordnung von L zwischen Produkt-
moleku¨l und Enzym angenommen werden. Falls tmix ) ttra f f ic gilt teilt sich die
zeitliche Entwicklung der Wahrscheinlichkeitsdichte p 
x  t  in zwei Stufen.
In der ersten Stufe dominiert die diffusive Durchmischung, die durch die
Durchmischungszeit tmix charakterisiert ist, den Prozeß. Fu¨r t
"
tmix liegt nahezu
eine Gleichverteilung unabha¨ngig von der Wahl der Anfangsbedingungen im Re-
aktionsvolumen vor. Danach wird der Prozeß der Adsorption an der Spha¨re fu¨r
die Vera¨nderung von p 'x  t  bestimmend.
Der Wahrscheinlichkeitsfluß j  t  kann nun aus der Lo¨sung der Fokker-Planck-
Gleichung unter Beru¨cksichtigung der Randbedingung p 
x

R 

0 auf der ad-
sorbierenden Spha¨re, die sich im Mittelpunkt des Reaktionsvolumens befinden
soll, berechnet werden.
Diese Aufgabe wurde von Smoluchovski [168] gelo¨st. Sei innerhalb des Re-
aktionsvolumens R
)
r * L das Produktmoleku¨l mit gleicher Wahrscheinlichkeit
pstart  1  V (V  4pi  3  L3 	 R3 
"
4pi  3L3) zum Zeitpunkt tstart  0 zu finden,
dann ha¨ngt p 
x  t  infolge der Radialsymmetrie nur von r ab. Mit der Verwendung
von Kugelkoordinaten nimmt daher die Fokker-Planck-Gleichung die Form
∂p  r t 
∂t 
D
r
∂  rp  r t +
∂r2 (2.5)
an. Die Lo¨sung dieser Gleichung unter Beru¨cksichtigung der Randbedingung
p  r

R 

0 lautet
p  r t 

pstart 1 	
R
r
ﬁ
2R
r , pi
-
r . R
2 / Dt
0
e 0 z
2dz 1 (2.6)
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Der Wahrscheinlichkeitsfluß j 2 t 3 , der die Adsorptionswahrscheinlichkeit je
Einheitszeit im Zeitintervall 2 t 4 t 5 dt 3 charakterisiert, kann aus dem Produkt des
Fla¨cheninhalts der Oberfla¨che der adsorbierenden Spha¨re und dem Gradienten der
Wahrscheinlichkeitsdichte p 2 r4 t 3 der Lo¨sung (2.6) an der Oberfla¨che der Spha¨re,
multipliziert mit der Diffusionskonstante D, berechnet werden. Es ergibt sich
j 2 t 376 4piR2D ∂p∂r 8 r 9 R 6 4piRDpstart 1 5
R
, piDt
1 (2.7)
Fu¨r große Zeiten8 t : R2 ; 2 piD 3 kann der Term R ; , piDt vernachla¨ssigt werden.
Unter Beru¨cksichtigung von
pstart 6
1
V
6
3
4piL3
ergibt sich damit
j 2 t 376 3RD
L3
1
Das Inverse dieser Gleichung ergibt die mittlere Zeit ttra f f ic fu¨r ein erstes Zu-
sammentreffen von Moleku¨l und Enzym
ttra f f ic <
L3
3DR <
L3
DR
1 (2.8)
Da ttra f f ic die Zeit charakterisiert, die im Mittel ein Moleku¨l beno¨tigt, um ein
ganz speziell markiertes Enzym zu treffen, ist in einem Reaktionsvolumen mit N
Enzymen derselben Sorte die mittlere Zeit, bis ein Moleku¨l irgendein beliebiges
Enzym trifft, gegeben durch
ttransit 6
ttra f f ic
N
6
L3
NDR
1 (2.9)
Zur Herleitung der Transit-Zeit wurde angenommen, daß jede Kollision des
der Diffusion unterliegenden Moleku¨ls mit der Spha¨re, die die Oberfla¨che des
Enzyms repra¨sentieren soll, beru¨cksichtigt wird. Tatsa¨chlich nimmt die mole-
kulare Bindungsstelle des Enzyms, die ein Substratmoleku¨l oder ein regulatori-
sches Moleku¨l binden kann, nur einen kleinen Teil der Enzymoberfla¨che ein. Zur
Abscha¨tzung der Transit-Zeit wird deshalb anstelle des Enzymradius fu¨r die obi-
gen Berechnungen der Radius der enzymatischen Bindungsstelle R 6 Rb verwen-
det.
8Fu¨r R = 0 > 5 ? 10 @ 6cm und D = 5 ? 10 @ 6cm2s @ 1 gilt t als groß falls t A 2 ? 10 @ 8s. Da z.B.
typische Werte von tmix B 10 @ 3s fu¨nf Gro¨ßenordnungen la¨nger sind, ist diese Bedingung immer
erfu¨llt.
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Die Herausbildung molekularer Netzwerke
In Kapitel 1.1 wurden ausfu¨hrlich die Gru¨nde dafu¨r diskutiert, daß es sinnvoll sein
kann, zwischen mikroskopischer und makroskopischer Selbstorganisation zu un-
terscheiden. Unter Verwendung der in den letzten Unterabschnitten hergeleiteten
charakteristischen Zeiten tmix und ttransit werden nun die Verha¨ltnisse innerhalb
von Mikroreaktoren diskutiert [169]. Unter noch na¨her zu bestimmenden Bedin-
gungen kann es bei enzymatischen Reaktionen zu mikroskopischer Selbstorgani-
sation kommen, die auf der Herausbildung molekularer Netzwerke basiert.
Jetzt wird ein Moleku¨l betrachtet, daß die Eigenschaft besitzt, durch Bin-
dung an die regulatorische Bindungsstelle eines Enzyms, dessen Substratbin-
dungsfa¨higkeit zu a¨ndern. Bei diesem Moleku¨l soll es sich um ein Zwischenpro-
dukt innerhalb einer Kette von Reaktionen handeln. So ko¨nnte es beispielsweise
das Reaktionsprodukt einer durch Enzyme katalysierten Reaktion sein. Dieses
Reaktionsprodukt sei nun zusammen mit den N Enzymen in einem kleinen ku-
gelfo¨rmigen Raumbereich, der mit Flu¨ssigkeit gefu¨llt ist, eingeschlossen. Die
Zeit, die das regulatorische Produktmoleku¨l braucht, um seine Anfangsbedingung
zu “vergessen” und mit nahezu gleicher Wahrscheinlichkeit irgendwo in dieser
Kugel vorgefunden zu werden, ist die Durchmischungszeit tmix (Gl. 2.4). Die
Zeit, die das regulatorische Produktmoleku¨l beno¨tigt, um an eines der N Enzyme
zu binden, ist die Transit-Zeit ttransit (Gl. 2.9).
Aus Gleichung 2.4 folgt sofort die Korrelationsla¨nge
Lkorr 6 , Dttransit 1 (2.10)
Diese La¨nge gibt die mittlere Distanz an, die das regulatorische Moleku¨l zuru¨ck-
legt, bevor es an das Enzym bindet. Die charakteristische La¨nge kann mit der
linearen Ausdehnung L des Mikroreaktors, in dem die Reaktion abla¨uft, vergli-
chen werden. Es ergeben sich zwei grundsa¨tzlich verschiedene Konstellationen.
Falls L : Lkorr gilt, so bindet das regulatorische Produktmoleku¨l an ein Enzym,
das in der Na¨he des Entstehungspunktes des regulatorischen Moleku¨ls liegt. Da
dieses Moleku¨l Informationen u¨ber Reaktionsereignisse tra¨gt9, jedoch bereits in
der Na¨he des Entstehungsorts wieder gebunden wird, sind die Wechselwirkungen
in diesem Reaktionssystem typischerweise kurzreichweitig.
Die Situation ist hingegen vo¨llig verschieden, falls L C Lkorr erfu¨llt ist. Das
Enzym welches das regulatorische Produktmoleku¨l bindet, kann praktisch u¨berall
innerhalb des Mikroreaktors vorgefunden werden. Das bedeutet, daß das regu-
latorische Moleku¨l in der Lage ist, unabha¨ngig von der ra¨umlichen Position des
Enzyms, mit nahezu gleicher Wahrscheinlichkeit an irgendeines der N Enzyme
9Aus dessen Existenz folgt, daß ein Enzym kurz vorher das Produktmoleku¨l freigesetzt hat und
sich in einem ada¨quaten Enzymzustand befindet.
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zu binden. Diese Bedingung kann auch durch die charakteristischen Zeiten des
Diffusionsproblems ausgedru¨ckt werden, d.h. es gilt
ttransit D tmix 1 (2.11)
Falls die Transit-Zeit gro¨ßer als die Durchmischungszeit ist, kann das erste En-
zym, das durch das regulatorische Produktmoleku¨l beru¨hrt wird, mit etwa gleicher
Wahrscheinlichkeit irgendwo im Reaktionsvolumen vorgefunden werden.
Wegen Gl. (2.9) ist die Transit-Zeit umgekehrt proportional zur Gesamtzahl
N der Enzyme. Daher kann die Bedingung 2.11 nur fu¨r ausreichend kleine En-
zymzahlen erfu¨llt werden. Setzt man tmix 6 ttransit , ergibt sich fu¨r die kritische
Enzymzahl
Nkr 6
L
R
1 (2.12)
Diese ist nur von der linearen Ausdehnung des Reaktionsvolumens L und dem Ra-
dius R der Bindungsstelle an der Enzymoberfla¨che abha¨ngig. Ist die Enzymzahl
kleiner als Nkr, so erstrecken sich die Wechselwirkungen durch die allosterischen
Effekte der Reaktionsprodukte u¨ber das gesamte Reaktionsvolumen. Wa¨hlt man
R 6 1 E 10nm als charakteristische Ausdehnung der enzymatischen Bindungsstel-
le und L 6 1µm als Gro¨ße des Mikroreaktors, so ergibt Nkr 6 100 E 1000 Enzyme.
Die charakteristischen Zeiten tmix und ttransit ko¨nnen mit der Dauer τ eines
einzelnen katalytischen Zyklus verglichen werden. Diese Zeit ist bis auf weni-
ge Ausnahmen (siehe z.B. Experiment in Abschnitt 2.2) nicht direkt zuga¨nglich.
Jedoch kann sie aus der Wechselzahl (Turnover-Rate) abgescha¨tzt werden. Dar-
aus ergibt sich ein typischer Wert von τ 6 10 E 100ms fu¨r viele Enzyme (siehe
Tabelle 2.1, S. 18). Ein Vergleich zwischen τ und tmix zeigt, daß in Submikrome-
tervolumina mit einigen hundert Enzymen die Zeit τ viel gro¨ßer sein kann sowohl
als die Durchmischungszeit tmix als auch die Transit-Zeit ttransit . Es ergibt sich die
Relation
tturn : ttransit D tmix 1 (2.13)
Das ist ein bemerkenswertes Resultat. In einem makroskopischen System sind
alle charakteristischen kinetischen Zeiten einer chemischen Reaktion viel la¨nger
als die mittlere Zeit fu¨r ein einzelnes molekulares Reaktionsereignis. Daher sind
diese praktisch instantane Ereignisse. Das bildet die Basis der traditionellen ki-
netischen Theorie. Man sieht jedoch, daß in sehr kleinen Raumbereichen fu¨r En-
zymreaktionen der entgegengesetzte Grenzfall gelten kann, so daß die Zeit der
internen molekularen Dynamik der Enzyme la¨nger ist als die kinetischen Zeiten
der Reaktion. In diesem Fall muß die theoretische Beschreibung der chemischen
Reaktion grundsa¨tzlich modifiziert werden.
Das betrachtete System kann als Population aktiver Makromoleku¨le verstan-
den werden, die wie molekulare Maschinen arbeiten [29]. Jeder molekulare Zy-
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klus eines Enzyms endet in der Umwandlung eines Substratmoleku¨ls in ein Pro-
duktmoleku¨l. Der Zyklus stellt eine Reihe von Konformationsa¨nderungen dar,
die als kontinuierliche Bewegung entlang einer internen Reaktionskoordinate ver-
standen werden ko¨nnen. Im Fall allosterischer Enzyme ko¨nnen die Enzymzy-
klen durch die Bindung regulatorischer Moleku¨le beeinflußt werden. Diese Bin-
dung kann in Abha¨ngigkeit vom jeweiligen Enzym sowohl zu einer Erho¨hung als
auch zu einer Verringerung der Substratbindungsrate und damit der Enzymakti-
vita¨t fu¨hren.
Wenn die regulatorischen Moleku¨le durch die Enzyme selbst produziert wer-
den, fu¨hrt das zu Wechselwirkungen zwischen den Enzymzyklen verschiedener
Enzyme. Falls die Bedingung 2.13 gilt, sind die charakteristischen Transportzei-
ten der regulatorischen Produktmoleku¨le zwischen den verschiedenen Enzymen
im Vergleich zur Dauer des Enzymzyklus kurz. Falls die Transit-Zeit gro¨ßer als
die Durchmischungszeit ist, kann ein regulatorisches Produktmoleku¨l, daß durch
ein bestimmtes Enzym freigesetzt wurde, mit nahezu gleicher Wahrscheinlich-
keit den katalytischen Zyklus irgendeines der anderen N Enzyme beeinflussen.
Ein solches Reaktionssystem, bestehend aus katalytischen Makromoleku¨len, zwi-
schen denen Wechselwirkungen existieren, wurde in [24] deshalb molekulares
Netzwerk genannt. Ein wichtiges Ziel dieser Arbeit ist es, die Auswirkungen sol-
cher molekularer Netzwerke auf die Enzymkinetik zu verstehen.
Kapitel 3
Stochastische Modellierung eines
produktaktivierten Enzymsystems
Im Abschnitt 2.2 wurden Experimente vorgestellt, in denen Enzyme durch anfa¨ng-
liche externe Stimulierung mit Licht zu synchroner katalytischer Aktivita¨t ange-
regt wurden. In den folgenden drei Kapiteln wird untersucht, ob und unter wel-
chen Bedingungen eine interne Synchronisation von Enzymzyklen d.h. ohne ex-
terne Beeinflussung mo¨glich ist. Die Funktion, die die externe Anregung in den
Experimenten hatte, wird durch die Einbeziehung von Kopplungsmechanismen
zwischen den Zusta¨nden unterschiedlicher Enzyme ersetzt. Die wesentlichsten
Regulationsmechanismen bei Enzymreaktionen in wa¨ssriger Lo¨sung sind bereits
in Kapitel 2 diskutiert worden. Ich betrachte in diesem Kapitel den Fall der allo-
sterischen Produktaktivierung. Dazu wird ein einfaches Modell einer produktak-
tivierten enzymatischen Ein-Substrat-Reaktion entwickelt, bei der die intramole-
kularen Prozesse wa¨hrend des enzymatischen Zyklus mit beru¨cksichtigt werden.
Zuerst wird fu¨r die Modellierung dieser Enzymreaktion ein anschauliches
zeit- und zustandsdiskretes Automatenmodell verwendet [170]. Damit werden
die grundlegenden Verhaltensweisen des Reaktionssystems veranschaulicht. Fu¨r
weitere quantitative Untersuchungen wird das diskrete Modell durch ein kontinu-
ierliches Modell ersetzt und dessen Verhalten studiert.
3.1 Stochastisches Modell mit zeitdiskreter Phasen-
dynamik
Die Untersuchungen beginnen mit der Betrachtung einer einfachen Enzymreakti-
on
S 5 E F ES F E 5 P1 (3.1)
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Bei dieser Ein-Substrat-Reaktion bindet ein Substratmoleku¨l an ein Enzym und
bildet einen Enzym-Substrat-Komplex (im folgenden ES-Komplex genannt). Die-
ser ES-Komplex zerfa¨llt anschließend weiter in das freie Enzym und ein Pro-
duktmoleku¨l. Unter Annahme dieses einfachen Reaktionsmechanismus gelang es,
wesentliche Eigenschaften der Enzymkinetik theoretisch zu verstehen [171, 172,
173, 174]. Dazu wurden die Ratengleichungen fu¨r das Reaktionsschema 3.1 auf-
gestellt und untersucht. Diese Methode der Verwendung von Ratengleichungen
setzt sehr große Teilchenzahlen sowohl fu¨r die Enzyme als auch fu¨r die Edukte
und Produkte voraus, da Fluktuationen in der Zahl der an der Reaktion partizi-
pierenden Teilchen vernachla¨ssigt werden. In diesem Fall ermo¨glichen die kine-
tischen Ratengleichungen eine Beschreibung des makroskopischen Systems ohne
auf die einzelnen mikroskopischen Prozesse einzugehen.
Die Anzahl vieler physiologisch wichtiger Enzyme einer Sorte innerhalb der
lebenden Zelle liegt zwischen 101 E 104 [115]. Fluktuationen um den Mittelwert
der Zahl der freien Enzyme und ES-Komplexe ko¨nnen deshalb nicht mehr ver-
nachla¨ssigt werden. Falls die Kinetik eines enzymatischen Reaktionssystems un-
ter diesen Bedingungen untersucht werden soll, mu¨ssen deshalb mikroskopische
Modelle und stochastische Methoden verwendet werden. Es wird angenommen,
daß die ra¨umliche Ausdehnung des Mikroreaktors wesentlich kleiner sei als die
charakteristische Diffusionsla¨nge (Korrelationsla¨nge) der Produktmoleku¨le, die
sich aus Gl. (2.10), S. 36 ergibt. Unter dieser Bedingung ist das System homogen
durchmischt.
Nun werden die verschiedenen Prozesse betrachtet, die wa¨hrend eines enzy-
matischen Zyklus ablaufen.
1. Kollision des frei beweglichen Substratmoleku¨ls mit dem Enzym.
2. Mo¨gliche Bindung des Substratmoleku¨ls an die Bindungsstelle des Enzyms,
falls der Zusammenstoß in der Na¨he der enzymatischen Bindungsstelle des
Enzyms erfolgt.
3. Mo¨gliche Dissoziation des Substratmoleku¨ls wa¨hrend des Bindungsvorgan-
ges.
4. Durch die Bindung des Substratmoleku¨ls ausgelo¨ste Prozesse wie z.B. Kon-
formationsa¨nderung der ra¨umlichen Enzymstruktur.
5. Bildung des Reaktionsproduktes.
6. Dissoziation des Reaktionsproduktes.
7. Relaxationsprozesse des Enzyms, Wiederherstellung des urspru¨nglichen
Zustandes, in dem das Enzym erneut ein Substratmoleku¨l binden kann.
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Die ersten beiden Prozesse werden zu einem Ereignis zusammenfaßt. Es gibt
dann eine bestimmte Wahrscheinlichkeit ν∆t, daß ein Enzym pro Zeitintervall ∆t
ein Substratmoleku¨l binden kann. Diese Wahrscheinlichkeit ν∆t ha¨ngt von der
Wahrscheinlichkeit wcoll der Kollision eines Substratmoleku¨ls mit dem Enzym in
der Na¨he der Bindungsstelle pro Zeiteinheit ∆t ab. Ich nehme in diesem Kapitel
an, daß die Zahl der Substratmoleku¨le konstant ist. Diese Zahl beeinflußt wcoll und
damit ν∆t, wird jedoch ansonsten nicht weiter betrachtet. Nach einer erfolgten
Kollision gibt es eine bestimmte Wahrscheinlichkeit wbind dafu¨r, daß sich ein ES-
Komplex bildet. Die Bindungswahrscheinlichkeit ν∆t ist somit ν∆t 6 wcoll G wbind .
Von entscheidender Bedeutung zum Versta¨ndnis aller Reaktionsmodelle in
dieser Arbeit sind die in Punkt 4 genannten Prozesse, die durch die ES-
Komplexbildung induzierten Konformationsa¨nderungen der Proteinstruktur des
Enzyms. Klassische Modelle der Enzymkinetik gehen davon aus, daß der ES-
Komplex mit einer bestimmten Rate in ein Produkt und ein Enzym zerfa¨llt. Wie
in Abschnitt 2.2 anhand experimenteller Ergebnisse gezeigt wurde, spielen steti-
ge Konformationsa¨nderungen bei einigen Enzymreaktionen eine erhebliche Rolle
zum Versta¨ndis ihrer Kinetik. Die Konformationsa¨nderungen u¨berfu¨hren die En-
zymstruktur im Verlauf der Katalyse von einer strukturellen Konfiguration in eine
andere. Es ist klar, daß dieser Vorgang, physikalisch betrachtet, kein Sprung sein
kann, der mit einer bestimmten ¨Ubergangsrate erfolgt. Es handelt sich vielmehr
um einen dynamischen Prozeß der “Re-Arrangierung” der ra¨umlichen Positio-
nen der Atome (und den von diesen gebildeten Aminosa¨uren) zueinander. Er
kann, wie in Abschnitt 2.2 diskutiert wurde, na¨herungsweise als Diffusions-Drift-
Prozeß in einem Potential entlang einer Reaktionskoordinate beschrieben werden.
In Abb. 2.2, S. 22 wurde ein Beispiel fu¨r den Verlauf eines solchen Potentials
dargestellt [29]. Sind die lokalen Minima der Potentialfunktion entlang der Re-
aktionskoordinate sehr tief, so wird nach Erreichen dieses Minimums das Enzym
sehr lange in diesem Zustand bleiben. Die Lebensdauer dieses metastabilen Zwi-
schenzustandes kann dann deutlich la¨nger sein als die mittlere Zeit zum Erreichen
des na¨chsten energetischen Minimums. Unter diesen Bedingungen kann der ka-
talytische Zyklus als eine Sequenz von Zusta¨nden verstanden werden, zwischen
denen mit einer bestimmten Rate ¨Uberga¨nge erfolgen. Diese Situation entspricht
faktisch der klassischen Betrachtungsweise. Ist die Zahl der diskreten Zusta¨nde
allerdings sehr hoch, so kann dieser Sprungprozeß durch eine Diffusionsgleichung
angena¨hert werden (siehe Abschnitt 3.3). Sind die Energiebarrieren zwischen den
lokalen Minima des Potentials der freien Energie hingegen so niedrig, daß die
mittlere Wartezeit des Enzyms im dazugeho¨rigen Zustand kleiner oder vergleich-
bar mit der Zeit ist, um von einem dieser Zusta¨nde in den na¨chsten zu gelangen,
so kann dieser Prozeß ebenfalls als Diffusion beschrieben werden.
Um die Zustandsa¨nderungen des Enzyms nach erfolgter Bildung des ES-
Komplexes zu modellieren, wird zuerst ein Modell mit diskreten Phasenpunkten
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verwendet, zwischen denen ¨Uberga¨nge mo¨glich sind. Die Prozesse der Bildung
(Punkt 5) und Freisetzung (Punkt 6) des Reaktionsproduktes werden soweit ver-
einfacht, daß nach Erreichen des Phasenpunktes Kp ein Produktmoleku¨l freige-
setzt wird und sich dadurch die Zahl der freien Reaktionsprodukte um 1 erho¨ht.
Da in der lebenden Zelle nach einem enzymatisch katalysierten Reaktionsschritt
meist weitere folgen, die die Produkte der vorherigen Reaktion wieder als Aus-
gangsstoffe verwenden, wird daru¨berhinaus folgende Reaktion
P F C 4
angenommen. Die Produkte werden mit der Wahrscheinlichkeitsrate γ in Mo-
leku¨le C umgewandelt, die keinen weiteren Einfluß auf unser Reaktionssystem
haben.
Zusa¨tzlich wird in diesem Kapitel der Fall betrachtet, daß die Bildung des
Enzym-Substrat-Komplexes (ES) durch die Reaktionsprodukte allosterisch akti-
viert wird. In dem hier vorgestellten einfachen Modell wird diese Aktivierung
durch die direkte Abha¨ngigkeit der Bindungswahrscheinlichkeitsrate ν 2 m 3 der
Substratmoleku¨le von der Zahl der freien Reaktionsprodukte realisiert. Diese Ab-
straktion ist dann richtig, wenn die Bindung des regulatorischen Produktmoleku¨ls
und damit die Aktivierung des Enzyms sofort zur Bildung eines ES-Komplexes
fu¨hrt und das Reaktionsprodukt schnell wieder vom Enzym dissoziiert. Dadurch
kann ein Produktmoleku¨l in kurzer Zeit mehrere Enzyme aktivieren.
Ein Enzym wird in diesem Modell als Automat modelliert, der verschiedene
Zusta¨nde besitzt, zwischen denen ¨Uberga¨nge mit bestimmten Wahrscheinlichkei-
ten erfolgen (siehe Abb. 3.1). Das mathematische Konzept von Automaten [175]
wurde durch von Neumann eingefu¨hrt. Es hat sich vor allem bei der na¨herungs-
weisen Beschreibung von biologischen Vorga¨ngen, fu¨r die die zugrundeliegenden
physikalischen Prozesse nicht bekannt oder zu kompliziert sind, als sehr effizient
erwiesen. Solche Modelle wurden beispielsweise von N. Wiener und A. Rosen-
blueth [176] zur Beschreibung der Musterbildung in anregbaren Medien, beste-
hend aus Netzwerken mit neuronenartigen Elementen, verwendet [177, 25].
Zur Modellierung der Reaktion (3.1) in einem kleinen Raumbereich, der nur
einige hundert Enzyme entha¨lt, wird jedes Enzym als Automat dargestellt. Ent-
sprechend kann das Verhalten von molekularen Netzwerken durch die kollektive
Dynamik in einer Population von Automaten beschrieben werden, die durch die
Freisetzung und den Empfang von Botenmoleku¨len miteinander “kommunizie-
ren”.
Es wird ein kleines Zeitintervall ∆t eingefu¨hrt und das System zu diskreten
Zeiten t j 6 j∆t mit j 6 0 4 1 4 2 4 3 4+1H1I1 betrachtet. Zu einem bestimmten Zeitpunkt
ko¨nnen die N Enzyme in unterschiedlichen Phasenzusta¨nden vorgefunden wer-
den. Ich bezeichne diese diskreten Phasenzusta¨nde des Enzyms i zum Zeitpunkt
j durch Φi 2 j 3 . Angenommen ν J ∆t (ν
0
∆t) ist die Wahrscheinlichkeit, daß vom
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Zeitpunkt j zum na¨chsten Zeitpunkt j 5 1 die Phasenvariable Φi um 1 erho¨ht
(verringert) wird, dann ist 1 E ν J ∆t E ν
0
∆t die Wahrscheinlichkeit, daß Φi 2 j 3
unvera¨ndert bleibt. Im allgemeinen ko¨nnen die Wahrscheinlichkeiten ν J ∆t und
ν
0
∆t phasenabha¨ngig sein.
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Abb. 3.1: Modell des molekularen Enzymzyklus von Enzym i. Zwischen den diskre-
ten Phasenzusta¨nden Φi K 1, Φi K 2, ..., Ke ko¨nnen ¨Uberga¨nge zum nachfolgenden Zu-
stand mit der Wahrscheinlichkeit ν L ∆t und zum zuru¨ckliegenden Zustand mit der Wahr-
scheinlichkeit ν M ∆t erfolgen. Der Enzymzyklus beginnt am Phasenpunkt Φi K 1 mit der
Wahrscheinlichkeit ν N m O ∆t durch Bindung eines Substratmoleku¨ls durch das Enzym im
Grundzustand. Am Phasenpunkt Φi K Kp wird ein Produktmoleku¨l freigesetzt, das dann
mit der Wahrscheinlichkeit γ∆t in ein Moleku¨l vom Typ C umgewandelt wird. Erreicht
das Enzym den Phasenpunkt Ke, kehrt es zum na¨chsten Zeitschritt in den Grundzustand
zuru¨ck.
Die Dynamik der Phasenzusta¨nde aller i = 1, 2, ..., N Enzyme wird dann in-
nerhalb des Enzymzyklus durch
Φi 2 j 5 1 376
Φi 2 j 3P5 1, mit Ws. ν JQ2 Φ 3 ∆t, falls 0 C Φi 2 j 3RC Ke
Φi 2 j 3SE 1, mit Ws. ν
0
2 Φ 3 ∆t, falls 0 C Φi 2 j 3RC Ke
Φi 2 j 3 , mit Ws. 1 E ν JT2 Φ 3 ∆t E ν
0
2 Φ 3 ∆t, falls 0 C Φi 2 j 3RC Ke
0, falls Φi 2 j 3U6 Ke
(3.2)
beschrieben. Die Bindung eines Substratmoleku¨ls an das Enzym und der dadurch
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ausgelo¨ste Enzymzyklus erfolgt mit der Wahrscheinlichkeit ν∆t und ist ein rein
stochastischer Prozeß.
In diesem Abschnitt beschra¨nkt sich die Analyse auf den einfachen Fall, daß
die Bindung eines regulatorischen Moleku¨ls nur im Grundzustand des freien En-
zyms mo¨glich ist d.h. im Phasenzustand Φ 6 0. Die Dissoziationsrate sei so hoch,
daß die charakteristische mittlere Bindungszeit ku¨rzer ist als das Diskretisierungs-
intervall ∆t. Dadurch erfolgt die Bindung und Dissoziation der regulatorischen
Moleku¨le innerhalb des diskreten Zeitschritts ∆t, was die Untersuchungen stark
vereinfacht. Unter diesen Bedingungen hat jedes der Produktmoleku¨le im Re-
aktionsvolumen dieselbe Wahrscheinlichkeit ν1∆t, ein Enzym in der Umgebung
seiner regulatorischen Bindungsstelle zu treffen. Da davon ausgegangen wird,
daß die Konzentration der Substratmoleku¨le sehr hoch ist, fu¨hrt jedes Zusammen-
treffen eines regulatorischen Produktmoleku¨ls mit der entsprechenden Bindungs-
stelle des Enzyms zur gleichzeitigen Initiierung der Bindung eines Substratmo-
leku¨ls. Daher kann ein einzelnes Produktmoleku¨l den katalytischen Zyklus eines
bestimmten Enzyms mit der Wahrscheinlichkeit ν1∆t auslo¨sen.
Nimmt man weiter an, daß eine kleine Wahrscheinlichkeit ν0∆t zur sponta-
nen Substratbindung existiert, so ist in Anwesenheit von m Produktmoleku¨len die
Wahrscheinlichkeit dafu¨r, daß ein Enzym innerhalb des Zeitintervalls ∆t den en-
zymatischen Prozeß durch Bindung eines Substratmoleku¨ls beginnt
ν∆t 6 1 EV2 1 E ν0∆t 3W2 1 E ν1∆t 3 m 1 (3.3)
Falls die Wahrscheinlichkeiten ν0∆t und ν1∆t klein sind, was durch die Wahl aus-
reichend kleiner ∆t immer erreicht werden kann, ergibt sich aus Gleichung (3.3)
als Ergebnis einer Taylorentwicklung, die nach der ersten Ordnung abgebrochen
wird
ν∆t
<
ν0∆t 5 mν1∆t 1 (3.4)
Fu¨r die numerischen Simulationen dieses Modells wird aber die Bindungswahr-
scheinlichkeit (3.3) verwendet.
Fu¨r Φi 6 0 gilt
Φi 2 j 5 1 376 1, mit Ws. ν∆t, falls Φi 2 j 3U6 00, mit Ws. 1 E ν∆t, falls Φi 2 j 3U6 0 1 (3.5)
Die gesamte Phasendynamik der Enzympopulation wird dann durch Gl. (3.2)-
(3.5) beschrieben. Im Automatenmodell, beschrieben durch Gl. (3.2)-(3.5), wird
das Produktmoleku¨l durch ein beliebiges Enzym i am Phasenpunkt Φi 6 Kp frei-
gesetzt. Wie spa¨ter erkennbar wird, bestimmt dieser Punkt, falls das System syn-
chronisiert ist, die Zahl synchroner Enzymgruppen. Entsprechend des Reaktions-
schemas (3.1) werden die Reaktionsprodukte mit der Rate γ weiter abgebaut. Die
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Wahrscheinlichkeit, daß ein bestimmtes Produktmoleku¨l innerhalb eines kurzen
Zeitintervalls ∆t abgebaut wird, ist γ∆t.
Die Gesamtzahl m 2 j 5 1 3 der Produktmoleku¨le im Reaktionsvolumen zum
na¨chsten Zeitpunkt j 5 1 ist daher gleich
m 2 j 5 1 376 m 2 j 3P5
N
∑
i 9 1
∆ 2 Φi 2 j 3E Kp 3SE
m X j Y
∑
k 9 1
ψk 1 (3.6)
Die bina¨re Zufallsvariable ψk kann die Werte 1 und 0 mit der Wahrscheinlichkeit
γ∆t und 1 E γ∆t annehmen. Die Funktion ∆ 2 x 3R6 0 falls x Z6 0 und ∆ 2 x 3R6 1 fu¨r
x 6 0. Der zweite Term auf der rechten Seite von Gl. (3.6) beschreibt die Frei-
setzung eines Produktmoleku¨ls, wenn das Enzym i den Phasenpunkt Φi 6 Kp er-
reicht hat. Der letzte Term dieser Gleichung bestimmt den Abbau eines jeden der
freien Produktmoleku¨le mit der Wahrscheinlichkeit γ∆t. Da nach Reaktionssche-
ma (3.1) die Enzyme durch die Reaktionsprodukte allosterisch aktiviert werden,
ist die Wahrscheinlichkeit ν∆t in Gl. (3.5), die die Bindungswahrscheinlichkeit
eines Substratmoleku¨ls angibt, davon abha¨ngig, ob zum Zeitpunkt j das Enzym
ein Produkt an der regulatorischen Bindungsstelle gebunden hat oder nicht. Die-
ses Moleku¨l erreicht ein gegebenes Enzym mittels diffusiver Bewegung durch
das Reaktionsvolumen, freigesetzt von einem anderen Enzym. Falls die Bedin-
gung (2.13) fu¨r die Existenz eines molekularen Netzwerkes erfu¨llt ist, ist die An-
fangsbedingung des freigesetzten Produktmoleku¨ls unwichtig. Jedes der Produkt-
moleku¨le im Reaktionsvolumen hat die gleiche Wahrscheinlichkeit, irgendeines
der Enzyme in der Na¨he der regulatorischen Bindungsstelle zu teffen. Daher ist
diese Wahrscheinlichkeit ν∆t nur durch die Gesamtzahl aller freien Reaktionspro-
dukte bestimmt und nicht durch deren ra¨umliche Verteilung.
Es ist wichtig zu betonen, daß der Enzymzyklus nicht mit der Freisetzung
des Produktmoleku¨ls beendet ist (siehe Kapitel 2.2). Zum Zeitpunkt der Freiset-
zung des Produktmoleku¨ls befindet sich das Enzym in einer Konformation, die
sich i.a. vom freien Grundzustand unterscheidet. Daher schließt sich noch ein
Relaxationsprozeß zur Ru¨ckkehr in diese Ausgangskonformation an. Erst danach
kann das Enzym wieder ein neues Substratmoleku¨l binden. Das bedeutet, daß
jeder molekulare Enzymzyklus aus drei Teilen besteht. Wa¨hrend des ersten hat
das Enzym ein Substrat gebunden – ein Enzym-Substrat-Komplex gebildet – und
wandelt das Substrat in ein Produkt um. Dieser Prozeß endet mit der Produkt-
freisetzung. Daran schließen sich im zweiten Teil Relaxationsprozesse an, die das
Enzym wieder in den Grundzustand zuru¨ckfu¨hren. Die Verweildauer des Enzyms
im Grundzustand, in dem es kein Substratmoleku¨l gebunden hat, aber dazu bereits
wieder fa¨hig ist, kann als dritter Teil des Enzymzyklus aufgefaßt werden. Falls die
Konzentration des Substrats sehr hoch ist, kann dieser Teil sehr kurz sein (siehe
Kap. 2).
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3.2 Gegenseitige Synchronisation der Enzymzyklen
Als Anfangsbedingungen in den folgenden Simulationen ist die Besetzung der
Enzymzusta¨nde eine gleichverteilte Zufallsverteilung. Die Abbaurate der Pro-
duktmoleku¨le wurde so groß gewa¨hlt, daß die mittlere freie Lebensdauer γ
0
1 der
Produktmoleku¨le immer ku¨rzer als die mittlere Turnover-Zeit τ ist. Die Anzahl
der Phasenzusta¨nde ist im untersuchten Modell Ke 6 100. Das kleinste Zeitinter-
vall ∆t zwischen zwei Zeitschritten ist
∆t 6 τ
K e
6 0 1 01τ 1
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Abb. 3.2: (a) Enzymverteilung entlang der Reaktionskoordinate und (b) Zeitabha¨ngigkeit
der Zahl der Produktmoleku¨le im asynchronen Modus fu¨r N
K
200 Enzyme. Die Reak-
tionsparameter sind ν0∆t K 0 b 01, ν1∆t K 0 b 002, ν L ∆t K 1, ν M ∆t K 0, Kp K 50, Ke K 100
und γ∆t
K
0 b 2.
Abb. 3.2 zeigt das kinetische Verhalten von Reaktion (3.1) mit N 6 200 Enzy-
men, wenn die allosterische Regulation, charakterisiert durch den Parameter ν1,
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schwach ist. Abb. 3.2a stellt das Histogramm der Verteilung der Enzyme ent-
lang der Phasenvariablen Φ dar. Die Enzymzyklen der einzelnen Enzyme sind fu¨r
diese Parameter unkorreliert. Da die allosterische Aktivierung hier sehr schwach
ist, erfolgt die Substratbindung meist spontan. Die mittlere Wartezeit der freien
Enzyme bis zur Substratbindung ist relativ lang. Daher verweilt ein relativ ho-
her Anteil (N0 < 50) von Enzymen im Grundzustand Φ 6 0. Der restliche Teil
der Enzyme ist entlang der Reaktionskoordinate nahezu gleichverteilt. In diesem
Fall weist, wie in Abb 3.2b erkennbar ist, auch die zeitabha¨ngige Zahl der freien
Produktmoleku¨le Zufallsfluktuationen um einen Mittelwert auf.
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Abb. 3.3: Ha¨ufigkeitsverteilung der Produktmoleku¨le im asynchronen Reaktionsmodus.
Die Balken stellen die Ha¨ufigkeitsverteilung der Produktmoleku¨le aus der Simulation
dar. Die gepunktete Linie zeigt die theoretisch zu erwartende Poissonverteilung (3.7)
mit ρ∆t
K
1 b 5 und γ∆t
K
0 b 2. Parameter wie in Abb. 3.2.
Fu¨r kleine Werte von ν1 ist die Kopplung zwischen den Enzymzusta¨nden sehr
klein. Wie aus Abb. 3.2 hervorgeht, sind unter diesen Bedingungen die Enzyme
bezu¨glich ihrer Phase nahezu gleichverteilt. Die mittlere Zahl der Enzyme die sich
innerhalb des Zyklus befinden, betra¨gt fu¨r diese Simulation 150. Pro Zeitschritt
werden deshalb durchschnittlich ρ∆t 6 1 1 5 Produktmoleku¨le erzeugt. Falls man
annimt, daß ρ konstant ist, kann man leicht die Bilanzgleichung fu¨r die Wahr-
scheinlichkeitsverteilung q 2 m 3 , aufstellen und lo¨sen (siehe Anhang A.1, S. 149).
Deren Lo¨sung lautet im stationa¨ren Fall
q 2 m 376d2 ρ ; γ 3 m 1
m! exp E
ρ
γ 1 (3.7)
Diese Gleichung gibt die Wahrscheinlichkeit an, m freie Produktmoleku¨le im Re-
aktionssystem vorzufinden. Es handelt sich um eine Poissonverteilung.
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Die Ha¨ufigkeitsverteilung der Zahl der Produktmoleku¨le, die aus den Simula-
tionen berechnet wurde, ist in Abb. 3.3a abgebildet. Sie schwankt um den Mit-
telwert C m
D <
7. Diese Verteilung wurde aus einer Zeitserie mit j 6 4
G
106
Zeitschritten und denselben Parametern wie in Abb. 3.2 berechnet.
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Abb. 3.4: (a) Enzymverteilung entlang der Reaktionskoordinate und (b) Zeitabha¨ngig-
keit der Zahl der Produktmoleku¨le fu¨r den synchronen Reaktionsmodus mit zwei Enzym-
gruppen fu¨r N
K
200 Enzyme. Die Reaktionsparameter sind ν0∆t K 0 b 01, ν1∆t K 0 b 01,
ν L ∆t
K
1, ν M ∆t
K
0, Kp K 50, Ke K 100 und γ∆t K 0 b 2.
Das kinetische Verhalten der Reaktion (3.1) a¨ndert sich jedoch vo¨llig
(Abb. 3.4), wenn der Parameter ν1, der die Intensita¨t der allosterischen Aktivie-
rung beschreibt, erho¨ht wird. Das Histogramm Abb. 3.4a zeigt, daß nun die Enzy-
me in zwei synchron operierende Gruppen geteilt sind, deren Turnover-Zyklus um
eine halbe Periode verschoben ist. Die Zahl der Enzyme im Grundzustand Φ 6 0
ist nun viel kleiner als (N0 C 10) in Abb. 3.2a. Gleichzeitig weist die Zahl der Pro-
duktmoleku¨le im Reaktionsvolumen in Abb. 3.4b periodisches Spiking mit etwa
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der halben Periode der Turnover-Zeit auf. Die mittlere Lebensdauer der Produkt-
moleku¨le, charakterisiert durch die Abbauwahrscheinlichkeit γ∆t, ist ku¨rzer als
die mittlere Turnover-Zeit τ. Deshalb sind nahezu alle Produktmoleku¨le bereits in
Moleku¨le vom Typ C umgewandelt, bevor der na¨chste Spike durch die synchrone
Produktfreisetzung der Enzyme entsteht.
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Abb. 3.5: Ha¨ufigkeitsverteilung der Produktmoleku¨le im synchronen Reaktionsmodus.
Die Balken stellen die Verteilung der Produktmoleku¨le aus der Simulation dar. Die ge-
punktete Linie zeigt die Poissonverteilung im asynchronen Modus aus Abb. 3.3. Parame-
ter wie in Abb. 3.4.
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Abb. 3.6: Zeitlicher Verlauf der Zahl der Produktmoleku¨le im Fall von zwei enzymati-
schen Gruppen. Als Anfangsbedingung zum Zeitpunkt t
K
0 liegt eine statistische Gleich-
verteilung der Enzymzusta¨nde entlang des Phasenzyklus vor. Parameter wie in Abb. 3.4.
In Abb. 3.5 ist wieder die Ha¨ufigkeitsverteilung der Zahl der Produktmoleku¨le
fu¨r dieselben Parameter wie in Abb. 3.4 gezeigt. Diesmal liegen jedoch Spiking-
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bedingungen vor, so daß eine starke Abweichung der Ha¨ufigkeitsverteilung der
Produktmoleku¨le von der Poissonverteilung vorhanden ist. Insbesondere ist die
Zahl der Zusta¨nde mit großen Produktkonzentrationen viel ha¨ufiger als im Fall
ohne Spiking. Die Verteilung wurde wieder aus einer Zeitserie mit j 6 4
G
106
Zeitschritten und denselben Parametern wie in Abb. 3.4 berechnet. Da die Bin-
dung des Substrats, der Produkte und die ¨Uberga¨nge zwischen den einzelnen En-
zymzusta¨nden stochastische Prozesse sind, ist die Form der Spikes nicht identisch
und unterliegt statistischen Schwankungen. Die maximale Produktkonzentration
an der Spitze eines Spikes in Abb. 3.4b ist viel ho¨her als die mittlere Produktkon-
zentration in Abb 3.2b, falls keine Synchronisation der Enzymzusta¨nde vorliegt.
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Abb. 3.7: Enzymverteilung entlang der Reaktionskoordinate im asynchronen (a) und syn-
chronen (b,c,d) Zustand mit vier enzymatischen Gruppen in einer Population mit N
K
600
Enzymen fu¨r verschiedene Intensita¨ten der allosterischen Aktivierung (a) ν1∆t K 0 b 002,
(b) ν1∆t K 0 b 004, (c) ν1∆t K 0 b 006, und (d) ν1∆t K 0 b 2. Die anderen Reaktionsparameter
sind ν0∆t K 0 b 01, ν L ∆t K 1, ν M ∆t K 0, Kp K 80, Ke K 100, γ K 0 b 2.
In Abb. 3.6 ist der transiente Prozeß der Herausbildung synchronen Verhal-
3.2 Gegenseitige Synchronisation von Enzymzyklen 51
tens gezeigt. Zum Zeitpunkt j 6 0 waren alle Enzyme u¨ber alle Phasenzusta¨nde
gleichverteilt.
Die Synchronisationseigenschaften des betrachteten molekularen Netzwerks
ha¨ngen stark von den Details des Turnover-Zyklus ab. Variiert man beispielsweise
den Punkt Φ 6 Kp, an dem die Reaktionsprodukte freigesetzt werden, kann Spi-
king mit verschiedenen Frequenzen beobachtet werden. Die Simulationsergeb-
nisse in Abb. 3.4 mit zwei enzymatischen Gruppen wurden mit Kp 6 50 erhalten.
Das Produktmoleku¨l wurde also etwa in der Mitte des Enzymzyklus freigesetzt.
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Abb. 3.8: Enzymverteilung entlang der Reaktionskoordinate im asynchronen (a) und syn-
chronen (b,c,d) Modus mit einer enzymatischen Gruppe in einer Population von N
K
200
Enzymen fu¨r verschiedene Intensita¨ten der allosterischen Aktivierung (a) ν1∆t K 0 b 001,
(b) ν1∆t K 0 b 002, (c) ν1∆t K 0 b 003 und (d) ν1∆t K 0 b 1. Die anderen Reaktionsparameter
sind ν0∆t K 0 b 01, ν L ∆t K 1, ν M ∆t K 0, Kp K 10, Ke K 100, γ∆t K 0 b 2.
Abb. 3.7 zeigt fu¨r verschiedene Werte der allosterischen Aktivierung fu¨r
Kp 6 80 und N 6 600 die Verteilung der Enzyme entlang der Reaktionskoordi-
nate. Unterhalb der Synchronisationsschwelle (Abb. 3.7a) weist die Verteilung
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der Enzymzusta¨nde unkorrelierte Zufallsschwankungen auf. Sta¨rkere Korrelatio-
nen zwischen den Phasenzusta¨nden einzelner Enzyme bilden sich heraus, wenn
die Intensita¨t der allosterischen Regulierung erho¨ht wird. Diesmal entstehen 4
Enzymgruppen. Ho¨here Werte von ν1∆t versta¨rken diesen Effekt (Abb. 3.7c, d),
ersichtlich in der abnehmenden Breite der Enzymgruppen.
Die Lebensdauer der Produktmoleku¨le ist in unseren Simulationen, wie bereits
erwa¨hnt, immer ku¨rzer als die durchschnittliche Dauer eines einzelnen Enzymzy-
klus. Daher sind alle Reaktionsprodukte, die von einer enzymatischen Gruppe
freigesetzt wurden, bereits weitgehend verschwunden, bevor die Enzyme dieser
Gruppe ihren Zyklus beendet haben und wieder aktivierbar sind. Die Zyklen ei-
ner gegebenen Enzymgruppe werden durch die freigesetzten Produkte anderer
Enzymgruppen “getriggert”.
Als Folge dieses Arguments ko¨nnte man erwarten, daß Synchronisation mit
einer einzigen enzymatischen Gruppe nur fu¨r große Kp mo¨glich ist, wenn die Re-
laxationsdauer des Enzymzyklus und damit die Zeit bis zum Erreichen des Grund-
zustands ku¨rzer ist als die Lebensdauer der Reaktionsprodukte. Unter diesen Be-
dingungen existiert tatsa¨chlich Synchronisation mit einer einzigen Enzymgruppe.
Allerdings findet sich diese Form der Synchronisation mit einer Gruppe auch,
wenn Kp klein ist (Abb. 3.8). Die Reaktionsprodukte werden in diesem Fall be-
reits kurz nach Beginn des Enzymzyklus freigesetzt, so daß die Lebensdauer der
freien Reaktionsprodukte viel kleiner ist als die Relaxationszeit der Enzyme bis
zur Ru¨ckkehr in den Grundzustand. In diesem Fall ist der Synchronisationsme-
chanismus etwas verschieden von den bisherigen. Wenn der vorauseilende Teil
der Enzymgruppe den Phasenpunkt Kp erreicht, erho¨ht sich die Zahl der freien
Reaktionsprodukte, die wiederum die restlichen Enzyme im Grundzustand akti-
vieren. Dadurch wird also ein “lawinenartiger” Prozeß ausgelo¨st.
Zum Abschluß diese Abschnitts wird an einem Beispiel der Einfluß der ¨Uber-
gangsraten ν J und ν
0
zwischen diskreten Phasenzusta¨nden untersucht. Zur Ver-
besserung der ¨Ubersichtlichkeit wurden bei den bisherigen numerischen Beispie-
len ν J ∆t 6 1 und ν
0
∆t 6 0 gewa¨hlt. Unter diesen Bedingungen gibt es keine
Fluktuationen in der Turnover-Zeit, und alle Enzyme beenden exakt nach τ 6
∆tKp den enzymatischen Zyklus. Nun wird ν J ∆t C 1 und ν
0
∆t 6 0 1 5
G
2 1 E ν J ∆t 3
gesetzt. In Abb. 3.9 ist die Zeitabha¨ngigkeit der Zahl der Produktmoleku¨le fu¨r
verschiedene Werte von ν J ∆t abgebildet.
Zuerst wurde in Abb. 3.9a die Wahrscheinlichkeit ν J ∆t 6 0 1 5 gewa¨hlt. Damit
ergibt sich ν
0
∆t 6 0 1 25. Fu¨r diese beiden ¨Ubergangsraten ist noch kein qualita-
tiver Unterschied zu den vorherigen Beispielen aus Abb. 3.4b und 3.6 erkennbar.
Der einzige wichtige Unterschied besteht in der Verla¨ngerung der Periode zwi-
schen den Spikes der Produktmoleku¨le. Diese Verla¨ngerung ist nicht nur darauf
zuru¨ckzufu¨hren, daß in Abb. 3.4b und 3.6 zwei Enzymgruppen existieren (im Ge-
gensatz zu Abb. 3.9, wo nur eine Gruppe vorhanden ist), sondern in der erheblich
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angestiegenen mittleren Turnover-Zeit1. Wird die ¨Ubergangsrate ν J weiter ver-
ringert, so schwa¨cht sich die Spiking-Amplitude ab und unkorrelierte statistischen
Fluktuationen dominieren das Verhalten des Reaktionssystems (Abb. 3.9b und c).
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Abb. 3.9: Zeitabha¨ngigkeit der Zahl
der Produktmoleku¨le fu¨r verschiedene
¨Ubergangswahrscheinlichkeiten νv ∆t
(a) ν L ∆t
K
0 b 5 und ν M ∆t
K
0 b 25 (b)
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Enzyme, ν0∆t K 0 b 001, ν1∆t K 0 b 01,
Kp K 20, Ke K 100 und γ∆t K 0 b 2.
Die numerische Untersuchung des diskreten Automatenmodells ko¨nnen fu¨r
verschiedene Parameter durchgefu¨hrt werden und liefern eine Fu¨lle von Informa-
tionen u¨ber das Synchronisationsverhalten der Enzyme. Allerdings ist die Zahl
der diskreten Phasenzusta¨nde Ke ein wichtiger Systemparameter, dessen Vera¨nde-
rung insbesondere im Fall einer kleinen Zahl von diskreten Zusta¨nden das Verhal-
ten des Systems beeinflussen kann. Liegt ein bekannter Reaktionsmechanismus
mit bekannten Reaktionsraten vor, so kann dieses Modell sehr genau dessen ki-
netisches Verhalten wiedergeben. Fu¨r eine große Zahl von Zwischenzusta¨nden
oder wenn der Enzymzyklus, wie in in Kapitel 2 dargestellt wurde, ein stetiger
Prozeß ist, der als Bewegung in einem Potential entlang einer Reaktionskoordi-
nate beschrieben werden kann, ist die Verwendung des Automatenmodels wegen
1Man kann fu¨r jede gewa¨hlte ¨Ubergangsrate ∆t so anpassen, daß die mittlere Turnover-Zeit τ
konstant bleibt. Darauf soll hier aber mit Blick auf den na¨chsten Abschnitt verzichtet werden.
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der Abha¨ngigkeit des Systemverhaltens vom diskreten Parameter Ke ungu¨nstig.
Die Eliminierung dieses Parameters und der ¨Ubergang zu einem kontinuierlichen
Modell ist daher angebracht und wird im na¨chsten Abschnitt vollzogen.
3.3 Stochastisches Modell mit kontinuierlicher Pha-
sendynamik
Modellbeschreibung
In Abschnitt 2.2 wurden verschiedene theoretische und experimentelle Erkennt-
nisse diskutiert, nach denen der Enzymzyklus als Diffusions-Drift-Prozeß entlang
einer 1-dimensionalen kontinuierlichen Reaktionskoordinate verstanden werden
kann. Die bisherige Beschreibung des Enzymzyklus durch eine bestimmte An-
zahl diskreter Zusta¨nde, zwischen denen ¨Uberga¨nge mo¨glich sind, ist fu¨r solche
Enzymzyklen eine schlechte Wahl. Fu¨r große Werte Ke von diskreten Zusta¨nden
na¨hern sich jedoch, wie im Anhang A.2 gezeigt wird, beide Beschreibungsweisen
an.
Betrachtet wird der Diffusions-Drift-Prozeß entlang der eindimensionalen Re-
aktionskoordinate φ in einem effektiven Potential2 U 2 φ 3 . Die Bewegung des En-
zyms i entlang der Reaktionskoordinate φi im Verlauf des enzymantischen Zyklus
kann dann durch
dφi
dt 6wE
∂U 2 φi 3
∂φi 5 ηi 2 t 3 (3.8)
mit Gaußschem weißen Rauschen η 2 t 3 beschrieben werden. Dieses Rauschen hat
die statistische Eigenschaft3
C ηi 2 t 3 η j 2 t xy3 D 6 2σδi jδ 2 t E t xI3(1 (3.9)
Wa¨hlt man das spezielle Potential
U 6 const E vφ (3.10)
mit konstantem negativem Anstieg v, so folgt daraus
dφi
dt 6 v 5 ηi 2 t 3 (3.11)
2Wie der Verlauf eines solchen Potentials aussehen ko¨nnte, ist in Abb. 2.2, S. 22 dargestellt.
3In dieser Arbeit wird immer davon ausgegangen, daß die Diffusionskonstante σ, die die In-
tensita¨t der intramolekularen Fluktuationen beschreibt, von der Phase φ unabha¨ngig ist. Es liegt
also kein multiplikatives Rauschen vor.
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als Gleichung zur Beschreibung der Phasendynamik. Fu¨r diese Gleichung kann
man leicht die zugeho¨rige Fokker-Planck-Gleichung
∂P 2 φ 3
∂φ 6zE v
∂P 2 φ 3
∂φ 5 σ
∂2P 2 φ 3
∂φ2 (3.12)
angeben [178, 179]. Die folgenden Untersuchungen werden immer von dem ein-
fach geformten Potential (3.10) ausgehen, da nach meinem Wissen u¨ber Poten-
tialformen realer Enzyme zur Zeit noch keine Kenntnisse vorliegen. Sie ko¨nnen
jedoch leicht unter Verwendung von Gl. 3.8 auch auf kompliziertere Potentiale
ausgedehnt werden.
Jedes Enzym kann entweder im freien Zustand (Grundzustand) oder inner-
halb des enzymatischen Zyklus vorgefunden werden. Um den Enzymzustand zu
charakterisieren, wird deshalb die bina¨re Zustandsvariable ui 2 t 3 eingefu¨hrt. Falls
ui 6 0, befindet sich das Enzym i im freien Zustand und fu¨r ui 6 1 innerhalb des
Enzymzyklus. Die Bindung eines Substratmoleku¨ls durch das Enzym i zum Zeit-
punkt t wird somit durch den ¨Ubergang von ui 6 0 zu ui 6 1 beschrieben. Der
¨Ubergang von ui 6 0 zu ui 6 1 erfolgt nach Gl. (3.4) mit der Wahrscheinlichkeits-
rate
ν 2 t 3{6 ν0 5 ν1m 2 t 3|1 (3.13)
Der Parameter ν1 spezifiziert die Wahrscheinlichkeitsrate, mit der der Enzymzy-
klus ausgelo¨st wird, falls ein freies Produktmoleku¨l im Reaktionsvolumen vor-
handen ist. Durch ν0 wird die spontane Rate der Zyklusinitialisierung ohne allo-
sterische Aktivierung determiniert.
Die stochastische Differentialgleichung (3.11) lautet in diskretisierter Form
φi 2 t 5 ∆t 376 φi 2 t 3P5 v∆t 5 ςi , σ∆t 1 (3.14)
Dabei sind ςi unabha¨ngige Gaußsche Zufallszahlen, so daß
C ςi 2 t 3 ς j 2 t x}3 D 6 2δi jδ 2 t E t xI3
gilt. Die Dynamik der Phasenvariable an den beiden Randpunkten φ 6 0 und
φ 6 kp muß noch definiert werden. Falls zum Zeitpunkt t 5 ∆t die Phasenvariable
φi 2 t 5 ∆t 3 , gegeben durch Gl. (3.14), negativ ist, wird φi 2 t 5 ∆t 3S6 v∆t gesetzt. Der
Enzymzyklus kann in zwei Teilintervalle zerlegt werden. Im Intervall 0 C φi C kp
existiert der ES-Komplex. Dieser Teil des Zyklus wird mit der Freisetzung der
Reaktionsprodukte beendet. Im Intervall kp C φi C 1 relaxiert das Enzym nach
und nach zuru¨ck in den Grundzustand. Da die Freisetzung des Produktmoleku¨ls
unumkehrbar ist, darf der Punkt kp nicht von rechts nach links u¨berquert werden.
Falls die Phasenvariable φi den Punkt kp bereits von links nach rechts durchlaufen
hat und zu einem spa¨teren Zeitpunkt t 5 ∆t durch zufa¨llige Fluktuationen kleiner
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als kp wird, so wird φi 2 t 5 ∆t 3~6 kp 5 v∆t gesetzt. Diese absorbierende Randbe-
dingung dru¨ckt die Beendigung des Enzymzyklus beim Erreichen des Punktes kp
und die Ru¨ckehr in den Grundzustand aus.
Die zeitliche Entwicklung der Zustandsvariablen ui wird durch folgenden Al-
gorithmus determiniert
ui 2 t 5 ∆t 376
1, falls ui 2 t 3{6 0, mit WS ν∆t
0, falls ui 2 t 376 0, mit WS 1 E ν∆t
0, falls ui 2 t 3{6 1 und φi 2 t 3U 1
1, falls ui 2 t 3{6 1 und φi 2 t 3C 1 1
(3.15)
In Analogie zu Gl. (3.6) folgt fu¨r die Zeitentwicklung der Zahl der Produktmo-
leku¨le
m 2 t 5 ∆t 376 m 2 t 35
N
∑
i 9 1
Θ 2 φi 2 t 3E kp 3 Θ 2 kp E φi 2 t E ∆t 3+3SE
m X t Y
∑
k 9 1
ψk 1 (3.16)
Die bina¨re Zufallsvariable ψk kann die Werte 1 und 0 mit der Wahrscheinlichkeit
γ∆t und 1 E γ∆t annehmen. Die Stufenfunktion Θ ist durch Θ 2 x 36 1, falls x  0
und Θ 2 x 3Q6 0 fu¨r x C 0, definiert. Der zweite Term auf der rechten Seite von
Gl. (3.16) beschreibt die Freisetzung eines Produktmoleku¨ls, wenn das Enzym i
den Phasenpunkt φi 6 kp erreicht hat. Der letzte Term dieser Gleichung bestimmt
die Umwandlung eines jeden der freien Produktmoleku¨le in Moleku¨le vom Typ C
mit der Wahrscheinlichkeit γ∆t.
Der Algorithmus des stochastischen Modells mit kontinuierlicher Phase wird
durch die Gl. (3.14)-(3.16) gebildet. Die Diskretisierungsschrittweite ∆t muß so
klein gewa¨hlt werden, daß das Verhalten des Modells von der diskreten Schritt-
weite unabha¨ngig ist. Ein Vorteil zum diskreten Automatenmodell (3.2)-(3.6) ist
die Eliminierung des Parameters Ke. Welches der beiden Modelle zur Untersu-
chung konkreter Reaktionssysteme verwendet wird, ha¨ngt auch von der “Ener-
gielandschaft” entlang der Reaktionskoordinate ab. Existieren einige als diskret
approximierbare Zwischenzusta¨nde, ist die Verwendung des Automatenmodells
naheliegend. Mit dem kontinuierlichen Modell kann daru¨berhinaus praktisch jede
beliebige stetige Energiefunktion U 2 φ 3 untersucht werden.
In Abschnitt 1.2 wurde ein ¨Uberblick u¨ber wichtige Arbeiten auf dem Gebiet
gekoppelter Phasenoszillationen gegeben. Zwei Gleichungen, die die Dynamik
von Oszillatoren beschreiben, sollen an dieser Stelle noch kurz mit Gl. (3.11)
und dem stochastischen Modell (3.14)-(3.16) verglichen werden. Es handelt sich
um das Kuramoto-Modell [85, 80] mit globaler Kopplung und die Adlerglei-
chung [99].
Das stochastische Kuramoto-Modell
˙φi 2 t 376 ωi 5 ηi 2 t 35 K
N
∑
j 9 1
sin 2 φ j E φi 3 (3.17)
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beschreibt ein System gekoppelter Phasenoszillatoren. Dabei ist φi 2 t 3 die Phase
des i-ten Oszillators zum Zeitpunkt t und ωi dessen Frequenz, die zufa¨llig aus ei-
ner Wahrscheinlichkeitsverteilung g 2 ω 3 mit dem Mittelwert ω0 ausgewa¨hlt wurde.
Das weiße Rauschen ηi 2 t 3 , fu¨r das Gl. (3.9) gilt, verursacht Fluktuationen in der
Frequenz der Oszillatoren. Der dritte Term auf der rechten Seite von Gl. (3.17)
definiert die globale Kopplung zwischen den Phasenoszillatoren mit der Kopp-
lungssta¨rke K. Die Untersuchungen dieses Systems ergaben, daß in Abha¨ngig-
keit von g 2 ω 3 , K und der Sta¨rke des Gaußschen Rauschens die Phasenzusta¨nde
der Oszillatoren synchrones Verhalten zeigen ko¨nnen. Ein Vergleich zwischen
Gl. (3.11) und Gl. (3.17) zeigt eine große ¨Ahnlichkeit beider Gleichungen. Der
Rauschterm als auch der Geschwindigkeits- bzw. Frequenzterm sind identisch.
Unterschiede gibt es in der Art der Kopplung. In Gl. (3.17) ist die globale Kopp-
lung der Oszillatoren explizit erfaßt. In Gl. (3.11), die die Phasendynamik ei-
nes einzelnen Enzyms beschreibt, hingegen nicht. Tatsa¨chlich existiert in den in
dieser Arbeit untersuchten Modellen keine direkte Kopplung zwischen den Pha-
senzusta¨nden unterschiedlicher Enzyme. Die Kopplung wird indirekt durch die
Anzahl der freien Produktmoleku¨le vermittelt und kommt in Gl. (3.15) durch die
produktabha¨ngige Bindungsrate ν 2 m 3 zum Ausdruck.
Die Dynamik eines Van-der-Pol-Oszillators unter dem Einfluß weißen Rau-
schens und bei Wechselwirkung mit einem externen periodischen Signal kann
durch die sogenannte Adlergleichung
˙φ 2 t 376 ω E ω0 5 η 2 t 3SE εsin 2 φ 3 (3.18)
fu¨r die Phasendifferenz φ beschrieben [99, 95] werden. ω E ω0 auf der rechten
Seite dieser Gleichung dru¨ckt den Unterschied zwischen der Eigenfrequenz ω des
Oszillators und der Frequenz des externen Signals ω0 aus. Der zweite Term η
stellt das Gaußsche weiße Rauschen dar. Der Parameter ε im dritten Term von
Gl. (3.18) bestimmt die Nichtlinearita¨t. Im Gegensatz zu Gl. (3.11) und Gl. (3.17)
beschreibt Gl. (3.18), wie bereits betont, die Dynamik der Phasendifferenz eines
einzelnen Oszillators mit der Frequenz ω bezu¨glich einer externen Frequenz ω0
unter dem Einfluß Gaußschen Rauschens.
Statistische Eigenschaften
Zum Studium des Systemverhaltens beno¨tigt man noch die statistischen Eigen-
schaften des durch Gl. (3.11) und (3.9) definierten “random walk”. Der Zeitpunkt,
an dem der Zyklus an der Stelle φ 6 0 beginnt, wird zu t 6 0 gesetzt. Der Zyklus
ist nach der Zeit τ˜ beendet, wenn der Phasenpunkt φ 6 1 erreicht ist. Diese Zeit
τ˜ stellt deshalb die Zyklusdauer, also die molekulare Turnover-Zeit, dar. Da die
Dynamik innerhalb des Zyklus ein Zufallsprozeß ist, schwankt τ˜ von einer Reali-
sierung zur na¨chsten. Jedoch kann die mittlere Turnover-Zeit τ und die Schwan-
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kungsbreite ∆τ 6 , C τ2
D
EC τ
D
2 definiert werden. Als na¨chstes werden dafu¨r
die analytischen Ausdru¨cke abgeleitet.
Die Abha¨ngigkeit der Driftgeschwindigkeit von φ wird durch das Potential
U 2 φ 3 entlang der Reaktionskoordinate φ bestimmt. ¨Uber die Form dieses Poten-
tials im Fall wirklicher Enzyme ist nur sehr wenig bekannt (siehe Kap. 2). Fu¨r
alle numerischen Untersuchungen wird deshalb die konstante Driftgeschwindig-
keit vτ 6 1 angenommen.
Die Zeit, die vergeht, um vom linken reflektierenden Rand φ 6 0 erstmalig
den rechten absorbierenden Rand des Intervalls 0  φ C 1 zu erreichen, ist τ˜. Der
Mittelwert τ fu¨r ein Ensemble solcher Prozesse ist gesucht. Es handelt sich also
bei Festlegung des Startpunktes um die Bestimmung der mittleren Zeit, die no¨tig
ist, um diese Schwelle zu erreichen4.
Falls der “random walk” zur Zeit t 6 0 am Punkt ks im Intervall  0 4 1 3 beginnt,
so ist die Wahrscheinlichkeit, daß zur Zeit t die Phase sich noch im Intervall  0 4 1 3
liegt
G 2 ks 4 t 376
- 1
0
P 2 φ 4 t
8
ks 4 0 3 dφ 1 (3.19)
Wegen der Anfangsbedingung P 2 φ 4 0
8
ks 4 0 3~6 δ 2 ks E φ 3 gilt zur Zeit t 6 0 G 6 1.
Wegen des rechten absorbierenden Randes φ 6 1 geht die Funktion G 2 ks 4 t 3 gegen
Null fu¨r t F ∞.
Die bedingte Wahrscheinlichkeitsdichte P 2 φ 4 t
8
ks 4 0 3 erfu¨llt die adjungierte
Fokker-Planck-Gleichung
∂P 2 φ 4 t
8
ks 4 0 3
∂t 6 v
∂P 2 φ 4 t
8
ks 4 0 3
∂ks
5 σ
∂2P 2 φ 4 t
8
ks 4 0 3
∂k2s
1 (3.20)
Daher erha¨lt man fu¨r die zeitliche Entwicklung von G 2 φ0 4 t 3 die Gleichung
∂G 2 ks 4 t 3
∂t 6 v
∂G 2 ks 4 t 3
∂ks
5 σ
∂2G 2 ks 4 t 3
∂k2s
1 (3.21)
Die Wahrscheinlichkeit Q 2 ks 4 t 3 , daß zur Zeit t die Phasenvariable schon den
rechten Rand erreicht hat, ist durch
Q 2 ks 4 t 3{6 1 E G 2 ks 4 t 3
gegeben. Somit ist die Wahrscheinlichkeit, diesen Rand innerhalb des kurzen
Zeitintervalls 2 t 4 t 5 ∆t 3 zu erreichen, durch Q 2 ks 4 t 5 ∆t 3E Q 2 ks 4 t 3 gegeben. Die
Wahrscheinlichkeitsdichte, den Rand φ 6 1 je Zeiteinheit zu erreichen, ist
pi 2 φ0 4 t 3{6 ∂Q 2 ks 4 t 3∂t 6zE
∂G 2 ks 4 t 3
∂t 1 (3.22)
4Diese Aufgabenstellung wird in der Literatur auch als “mean first passage time” Problem
bezeichnet (siehe z.B. [178, 180, 181]).
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Die mittlere Zeit τ 2 ks 3 bis zum Erreichen der Schwelle φ 6 1 fu¨r den “random
walk” mit dem Startpunkt ks ist
τ 2 ks 36
-
∞
0
tpi 2 ks 4 t 3 dt 6zE
-
∞
0
t∂tG 2 ks 4 t 3 dt 6
-
∞
0
G 2 ks 4 t 3 dt 1 (3.23)
Fu¨r die Varianz gilt demzufolge
τ2 2 ks 36E
-
∞
0
t2∂tG 2 ks 4 t 3 dt 6
-
∞
0
tG 2 ks 4 t 3 dt 1 (3.24)
Unter Verwendung der Identita¨t
-
∞
0
t2∂tG 2 ks 4 t 3 dt 6 G 2 ks 4 ∞ 3SE G 2 ks 4 0 376zE 1 (3.25)
ergibt sich zusammen mit Gl. (3.22) und (3.23) fu¨r τ die Differentialgleichung
v
dτ 2 ks 3
dks
5 σ
d2τ 2 ks 3
dk2s
6zE 1 1 (3.26)
Die Lo¨sung von Gl. (3.26) muß zwei Randbedingungen erfu¨llen
dτ 2 ks 3
dks
6 0 fu¨r ks 6 0 4 τ 2 ks 3U6 0 fu¨r φ0 6 1 1 (3.27)
Die entsprechende Gleichung fu¨r das zweite statistische Moment der “first-
passage time” ist
v
dτ2 2 ks 3
dks
5 σ
d2τ2 2 ks 3
dk2s
6zE 2τ 2 ks 3 (3.28)
mit den Randbedingungen
dτ2 2 ks 3
dks
6 0 fu¨r ks 6 0 4 τ2 2 ks 3U6 0 fu¨r φ0 6 1 1 (3.29)
Die Lo¨sung von Gl. (3.26) mit den Randbedingungen (3.27) ist
τ 2 ks 3U6
1 E ks
v
5
σ
v2
exp E v
σ
E exp E vks
σ
1 (3.30)
Durch Einsetzen dieser Lo¨sung in Gl. (3.28) unter Beru¨cksichtigung der Randbe-
dingungen (3.29) erha¨lt man eine Differentialgleichung, die direkt gelo¨st werden
kann. Beide Lo¨sungen bestimmen die “mean-first-passage time” und das zwei-
te statistische Moment eines “random walk”, der am Punkt ks 6 0 anfa¨ngt und
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bei φ 6 1 endet. Da die mittlere Turnover-Zeit τ die “mean-first-passage time”
(Gl. (3.30)) mit dem Startpunkt ks 6 0 darstellt, gilt
τ 2 ks 3U6
1 E ks
v
5
σ
v2
exp E v
σ
E exp E vks
σ
1 (3.31)
Die Varianz der Turnover-Zeit ergibt sich als Lo¨sung von Gl. (3.28) fu¨r ks 6 0 zu
∆τ2 6 2σ
v3
E
5σ2
v4
5
4σ
v3
exp E v
σ
5
σ2
v4
exp E 2v
σ
1 (3.32)
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Abb. 3.10: Die Abha¨ngigkeit der mittleren Turnover-Zeit τ (durchgezogene Linie) und
der Varianz ∆τ der Turnover-Zeit (gestrichelte Linie) von der Rauschintensita¨t η.
In Abb. 3.10 ist die mittlere Turnover-Zeit τ und die Varianz ∆τ2, die aus den
Gl. (3.31) und (3.32) berechnet wurde, dargestellt worden. Die numerische Inte-
gration der Gleichung (3.11) zeigt, daß die Gl. (3.31) und (3.32) die statistischen
Eigenschaften des Turnover-Zyklus korrekt beschreiben. Fu¨r kleine Werte der
Rauschintensita¨t σ folgt unter Vernachla¨ssigung der Glieder ho¨herer Ordnung fu¨r
τ, ∆τ und ξ durch
τ
<
1 ; v4 (3.33)
∆τ
<
2σ ; v3 4 (3.34)
und
ξ 6 ∆τ
τ
<
2σ ; v 1 (3.35)
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Numerische Untersuchung des stochastischen Modells mit kon-
tinuierlicher Phasenvariable
Mit dem stochastischen Modell (3.14)-(3.16) bei kontinuierlicher Phasendynamik
werden nun fu¨r verschiedene Parameter numerische Simulationen durchgefu¨hrt.
Die Diskretisierungsschrittweite betra¨gt ∆t 6 0 1 0005τ. Falls es nicht besonders
hervorgehoben wird, sind als Anfangsbedingung die Enzyme zufa¨llig entlang der
Phase und im diskreten Grundzustand gleichverteilt. Die Geschwindigkeit inner-
halb des Intervalls 2 0 4 1 3 ist vτ 6 1.
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Abb. 3.11: (a) Zeitabha¨ngigkeit der Zahl der Produktmoleku¨le, und (b) Ha¨ufigkeitsvertei-
lung fu¨r den synchronen Reaktionsmodus im kontinuierlichen Modell. Sonstige Parame-
ter entsprechend wie in Abb. 3.4. (b) wurde aus den Daten der Zeitserie aus Abb. 3.11(a),
im Intervall  50τ  500τ berechnet.
Die Simulationen dieses Modells zeigen genauso wie die Untersuchungen des
Automatenmodells in Abschnitt 3.1 zwei prinzipiell verschiedene Verhaltenswei-
sen. Wie zu erwarten ist, besteht fu¨r entsprechend gewa¨hlte Parameter eine hohe
¨Ubereinstimmung. Um diese zu demonstrieren, sind unter analogen Bedingun-
gen wie in Abb. 3.4 und 3.5 die zeitliche Abha¨ngigkeit der Produktmoleku¨le und
die Ha¨ufigkeitsverteilung der Produktmoleku¨le in Abb. 3.11 dargestellt. Ein Ver-
gleich mit den Resultaten des Automatenmodells (Abb. 3.4b und 3.5 und machen
dies deutlich.
Um in Gegenwart starker Fluktuationen die Synchronisationseigenschaften in
Abha¨ngigkeit von den Systemparametern zu untersuchen, beno¨tigt man ein quan-
titatives Maß der Synchronisationssta¨rke. Ein solches Maß kann z.B. unter Ver-
wendung der Wahrscheinlichkeitsdichte P 2 ∆φ 3 , das die Wahrscheinlichkeit an-
gibt, die Phasendifferenz ∆φ zwischen zwei beliebigen Enzymen zu finden. Diese
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Wahrscheinlichkeitsdichte ist definiert als
P 2 ∆φ 376
N
∑
i  j 9 1  i 9 j
uiu j
0
1 N
∑
i  j 9 1  i 9 j
uiu jδ 2 φi E φ j E ∆φ 3 1 (3.36)
Da im Grundzustand ui 6 0 ist, wird nur u¨ber Phasenzusta¨nde von Enzymen sum-
miert, die sich innerhalb des Turnover-Zyklus befinden (ui 6 1). Die a¨ußeren
Klammern symbolisieren die zeitliche Mittelwertbildung wa¨hrend eines ausrei-
chend langen Zeitintervalls, um zufa¨llige Fluktuationen zu eliminieren. Der Ko-
effizient in eckigen Klammern in Gl. (3.36) stellt den Normalisierungsfaktor dar,
so daß
- 0  5
0
0  5
P 2 ∆φ 3 d∆φ 6 1 (3.37)
gilt; δ 2 x 3 symbolisiert die Diracsche-Delta-Distribution. Um die Verteilung P 2 ∆φ 3
in den folgenden numerischen Untersuchungen zu berechnen, wird, nachdem die
transiente Phase voru¨ber ist (das ist fu¨r die gewa¨hlten Parameter immer nach
t ; τ 6 250 der Fall gewesen), zu verschiedenen Zeitpunkten (hier 312 mal) im
gleichen Abstand im Zeitintervall 250 C t ; τ C 500 der Ausdruck in den eckigen
Klammern von Gl. (3.36) berechnet. Danach wird daraus der Mittelwert gebildet.
Abb. 3.12 zeigt fu¨r verschiedene Parameterwerte kp und σ typische Formen dieser
Wahrscheinlichkeitsverteilung.
Ist die Intensita¨t ν1 der allosterischen Regulierung niedrig, ist keine Synchro-
nisation der Enzymzusta¨nde vorhanden und die Phasen unterschiedlicher Enzyme
sind unabha¨ngig. In diesem Fall sind alle Phasendifferenzen gleichwahrschein-
lich und die Wahrscheinlichkeitsverteilung zeigt einen flachen Verlauf wie in
Abb. 3.12a. Aus der Normalisierungsbedingung folgt dann P 2 ∆φ 36 1 fu¨r alle
∆φ. Falls Synchronisation der Phasenzyklen einsetzt, zeigt sich in der Verteilung
von P 2 ∆φ 3 ein Maximum. Fu¨r eine enzymatische Gruppe hat die Wahrschein-
lichkeitsverteilung ein einziges Maximum an der Stelle ∆φ wie in Abb. 3.12b.
Im Fall von zwei synchronen Enzymgruppen zeigt diese Verteilung zwei Maxima
(Abb. 3.12c)5. Das zentrale Maximum an der Stelle ∆φ 6 0 ist immer etwas ho¨her.
Das ist eine Folge davon, daß die Zahl der Enzyme in unterschiedlichen Enzym-
gruppen nicht exakt u¨bereinstimmen und sta¨ndig um einen Mittelwert fluktuieren.
Unter Benutzung der Wahrscheinlichkeitsverteilung fu¨r die Phasendifferen-
zen (3.36) kann nun der Ordnungsparameter zur Charakterisierung der Synchro-
nisationssta¨rke der Enzymzusta¨nde durch
θ 6
- 0  5
0
0  5
2 1 E P 2 ∆φ 33 2 d∆φ (3.38)
5Die Phasendifferenzen  0 > 5 sind a¨quivalent.
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definiert werden. Falls keine Korrelationen zwischen den Phasenzusta¨nden ver-
schiedener Enzyme existieren, ist θ 6 0. Im Gegensatz dazu indiziert ein nicht
verschwindender Wert von θ Synchronisation. Allgemein gilt, je ho¨her der Wert
von θ, umso sta¨rker ist die Korrelation zwischen den Enzymzusta¨nden.
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Abb. 3.12: Wahrscheinlichkeitsdichteverteilungen der Phasendifferenzen (a) ohne Syn-
chronisation (ν0τ K 1, ν1τ K 0 b 001, kp K 0 b 3 und σ K 0 b 0018  τ2), (b) einer Enzym-
gruppe (ν0τ K 0 b 001, ν1τ K 1, kp K 0 b 3 und σ K 0 b 0018  τ2), (c) zwei Enzymgrup-
pen (ν0τ K 0 b 001, ν1τ K 1, kp K 0 b 55 und σ K 0 b 0018  τ2), (d) drei Enzymgruppen
(ν0τ K 0 b 001, ν1τ K 1, kp K 0 b 71 und σ K 0 b 00045  τ2). Sonstige Parameter sind γτ K 20,
vτ
K
1 und N
K
500.
Um den Einfluß der Fluktuationen innerhalb des Turnover-Zyklus auf den
Synchronisationsprozeß zu untersuchen, werden in einer Reihe von Simulatio-
nen jeweils ein Parameter in dem stochastischen Modell variiert. Alle anderen
Parameter werden konstant gehalten. Zuerst wird das Reaktionssystem unter-
sucht, falls der Punkt, an dem die Reaktionsprodukte entstehen, kp 6 0 1 2 ist (siehe
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Abb. 3.13). Unter diesen Bedinungen sind die meisten Enzyme in einer Gruppe
synchronisiert.
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Abb. 3.13: Synchronisationsparameter θ
als Funktion (a) der relativen statistischen
Schwankungsbreite der Turnover-Zeit ξ
(b) der Bindungsrate ν1 und (c) der Ab-
baurate γ der Produktmoleku¨le, falls Syn-
chronisation in einer Enzymgruppe vor-
liegt. Fu¨r N
K
100, kp K 0 b 2, ξ1 K 0 b 15
(σ
K
0 b 01125  τ2), ν0τ K 0 b 0001, ν1τ K
2 b 5, γτ
K
20, vτ
K
1.
Zuerst wird die Rauschintensita¨t σ in der stochastischen Differentialglei-
chung (3.11), beginnend mit σ 6 0, erho¨ht. Nachdem die transiente Phase voru¨ber
ist, wird der Ordnungsparameter θ durch Mittelung in einem Zeitintervall von
500τ fu¨r σ 6 0 berechnet. Anschließend wird σ um 5
G
10
0
5 erho¨ht und nach dem-
selben Verfahren θ erneut bestimmt. Das Ergebnis ist in Abb. 3.13a dargestellt.
Fu¨r kleine Werte der Rauschintensita¨t σ und damit der relativen statistischen
Schwankungsbreite ξ der Turnover-Zeit (siehe Gl. (3.35), S.60) hat θ die ho¨chsten
Werte. Unter diesen Bedingungen ist die Synchronisation am sta¨rksten ausge-
pra¨gt. Mit wachsendem ξ nimmt der Ordnungsparameter θ sukzessive ab, um bei
etwa ξ 6 0 1 25 zu verschwinden. Fu¨r noch ho¨here Werte von ξ gibt es praktisch
keine Phasensynchronisation mehr zwischen den Phasen verschiedener Enzyme.
Der Wert ξ 6 0 1 25 bedeutet, daß 50% aller Enzyme den Enzymzyklus innerhalb
des Zeitintervalls ¦ 25% der mittleren Turnover-Zeit τ beenden. Als Ergebnis la¨ßt
sich feststellen, daß kleine Werte der Varianz der Turnover-Zeit die Synchronisa-
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tion der Enzymzyklen erleichtern.
Als na¨chstes wird die Abha¨ngigkeit der Synchronisationssta¨rke von der Bin-
dungsrate ν1 der Substratmoleku¨le untersucht. Analog, wie oben fu¨r σ bzw. ξ be-
schrieben wurde, bestimmt man den Ordnungsparameter θ fu¨r wachsende Werte
von ν1. Das Resultat ist in Abb. 3.13b abgebildet. Fu¨r ν1τ C 0 1 5 ist praktisch keine
Phasensynchronisation der Enzymzusta¨nde vorhanden. Oberhalb dieses Wertes
wa¨chst mit zunehmendem ν1 auch θ monoton, um bei ν1τ
<
3 sein Maximum zu
erreichen. Die weitere Erho¨hung von ν1 fu¨hrt interessanterweise wieder zu einer
Verkleinerung von θ. Oberhalb von ν1τ < 6 ist praktisch keine Phasensynchro-
nisation mehr vorhanden. Hinsichtlich der Variation des Bindungsparameters ν1
existiert also ein “Fenster”, innerhalb dessen die Enzymzyklen synchronisieren.
Abschließend wird noch die Abha¨ngigkeit des Ordnungsparameters θ von der
Produktabbaurate γ betrachtet. Das Ergebnis ist in Abb. 3.13c gezeigt. Fu¨r γτ C 4
ist keine Synchronisation der Enzymzusta¨nde vorhanden. Erho¨ht man γ u¨ber diese
Schwelle hinaus, steigt θ sehr schnell an, um bei γτ
<
25 maximal zu werden. Fu¨r
noch ho¨here Werte von γ nimmt θ und damit die Intensita¨t wieder ab, ohne jedoch
bis γτ 6 100 vo¨llig zu verschwinden.
Als na¨chstes wird die Abha¨ngigkeit der Synchronisationssta¨rke von den Para-
metern σ, ν1 und γ fu¨r kp 6 0 1 55, d.h. wenn die Enzyme zwei Gruppen entlang der
Phasenkoordinate bilden, untersucht. Zuerst wird wieder σ und damit die Sta¨rke
der relativen Schankungsbreite ξ der Turnover-Zeit variiert. ¨Ahnlich wie im Fall
der Phasensynchronisation in einer Enzymgruppe ist die Synchronisation fu¨r sehr
kleine Werte von ξ am ho¨chsten. Wie in Abb. 3.14a erkennbar ist, steigt, begin-
nend von ξ 6 0 mit wachsendem ξ, θ sogar etwas an. Allerdings ist dieser Anstieg
sehr klein. Danach fa¨llt θ mit weiter zunehmendem ξ sehr schnell, um bei etwa
ξ
<
0 1 07 vo¨llig zu verschwinden. Die Phasensynchronisation in zwei Enzymgrup-
pen ist also deutlich empfindlicher gegenu¨ber Fluktuationen in der Turnover-Zeit
der Enzyme als die Synchronisation in einer Enzymgruppe. Diese Sensitivita¨t
setzt sich fu¨r andere Parameter kp, bei denen noch gro¨ßere Zahlen von Enzym-
gruppen entstehen ko¨nnen, fort. Wie Untersuchungen des stochastischen Modells
zeigen, treten fu¨r kp 6 0 1 8 beispielsweise vier Enzymgruppen entlang der Reakti-
onskoordinate auf, allerdings muß dazu ξ C 0 1 04 sein.
Nun wird in Abb. 3.14b die Abha¨ngigkeit des Ordnungsparameters θ bei Va-
riation der Substratbindungsrate ν1 betrachtet. Wie bereits im Fall von Phasensyn-
chronisation in einer Enzymgruppe tritt auch fu¨r zwei Enzymgruppen ein Para-
meterfenster auf, innerhalb dessen Phasensynchronisation in zwei Enzymgruppen
mo¨glich ist. Auch diese Eigenschaft ist typisch und la¨ßt sich auch bei gro¨ßeren
Zahlen enzymatischer Gruppen finden.
Zuletzt soll noch die Abha¨ngigkeit der Synchronisationsintensita¨t unter Va-
riation der Abbaurate γ der regulatorischen Produktmoleku¨le untersucht werden.
Auch hier zeigt sich, wie in Abb. 3.14c erkennbar ist, eine sehr a¨hnliche Parame-
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terabha¨ngigkeit der Synchronisationssta¨rke wie fu¨r eine Enzymgruppe. Oberhalb
eines bestimmten Wertes γ, der im hier vorliegenden Fall von zwei Enzymgruppen
etwas ho¨her bei γ
<
12τ
0
1 liegt, steigt θ sehr schnell an, um bei γ
<
30τ
0
1 ma-
ximal zu werden und fu¨r noch ho¨here Werte von γ wieder zu sinken. Wie bereits
in Abb 3.13c erkennbar war, verschwindet selbst fu¨r γτ 6 100 die Phasensynchro-
nisation nicht. Sie ist hier im Fall von zwei Enzymgruppen sogar noch deutlich
ho¨her.
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Abb. 3.14: Synchronisationsparameter θ
als Funktion (a) der relativen statistischen
Schwankungsbreite der Turnover-Zeit ξ
(b) der Bindungsrate ν1 und (c) der Ab-
baurate γ der Produktmoleku¨le, falls Syn-
chronisation in zwei Enzymgruppen vor-
liegt. Fu¨r N
K
500, kp K 0 b 55, ξ1 K 0 b 05
(σ
K
0 b 00125  τ2), ν0τ K 0 b 0001, ν1τ K 1,
γτ
K
25, vτ
K
1.
Die Parameter, fu¨r die Phasensynchronisation einsetzt, ha¨ngen von der Zahl N
der Enzyme ab. Bei der Analyse des Meanfield-Modells, das zu dem in diesem
Kapitel untersuchten stochastischen Modell im Limes großer Enzymzahlen kor-
respondiert, ergibt sich ein einfacher Zusammenhang zwischen der Bindungsrate
ν1 und der Enzymzahl N (Kapitel 4, S. 91). Bei der Betrachtung der Meanfield-
Gleichungen bemerkt man, daß diese fu¨r irgendeine beliebige Konstante c invari-
ant unter der Skalentransformation ν1 F ν1 ; c, m F cm und n F cn sind. Diese
Transformation bedeutet einfach, daß, falls die Gesamtzahl N der Enzyme um
einen Faktor c vera¨ndert wird, sich die Zahl der Reaktionsprodukte und Substrat-
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moleku¨le proportional a¨ndert.
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Abb. 3.15: Synchronisationsparameter θ als Funktion der Bindungsrate ν1 fu¨r N K 50
(durchgezogene L.), N
K
100 (gepunktete L.), N
K
200 (gestrichelte L.) und N
K
500
(Strichpunktl.). Fu¨r ν0τ K 0 b 001, vτ K 1, kp K 0 b 2, ξ K 0 b 2 (σ K 0 b 02  τ2) und γτ K 20.
Diese Eigenschaft der Skaleninvarianz findet sich fu¨r große Enzymzahlen auch
im stochastischen Modell wieder. Setzt z.B. fu¨r N 6 200 oberhalb von ν1τ 6 0 1 5τ
Phasensynchronisation ein, so erho¨ht sich diese Schwelle im Fall von N 6 100
Enzyme auf ν1τ 6 1. Wa¨hrend jedoch im Meanfield-Modell des Reaktionssy-
stems, das im na¨chsten Abschnitt untersucht wird, diese Beziehung zwischen N
und ν1 exakt ist, stimmt dieser Zusammenhang fu¨r sehr kleine Enzymzahlen -und
damit verbundenen starken Fluktuationen in der Zahl der Produktmoleku¨le- im
stochastischen Modell nicht mehr. Fu¨r sehr kleine Enzymzahlen erstreckt sich die
Phasensynchronisation u¨berraschenderweise u¨ber wesentlich gro¨ßere Parameter-
intervalle. Diese Eigenschaft soll zuerst am Beispiel des Einflusses der Bindungs-
rate ν1 betrachtet werden.
In Abb. 3.15 ist fu¨r verschiedene Enzymzahlen die Synchronisationssta¨rke θ
als Funktion der Bindungsrate ν1 gezeigt. Diese Ergebnisse wurden nach dersel-
ben Methode wie in den Abb. 3.13b und Abb. 3.14b erhalten. Qualitativ verla¨uft
die Abha¨ngigkeit des Ordnungsparameters θ von ν1 gleich. Fu¨r alle betrachteten
Enzymzahlen existiert ein Parameterintervall fu¨r ν1, innerhalb dessen Synchro-
nisation der Enzymzusta¨nde auftritt. Vergleicht man jedoch den Verlauf von θ
fu¨r N 6 50 (durchgezogene Linie), so erkennt man, daß dieser viel gro¨ßer ist als
fu¨r N 6 500 (Strichpunktlinie). Falls jedoch die bereits erwa¨hnte Skaleninvarianz
(Abschnitt 4.2, S. 91) exakt gu¨ltig wa¨re, mu¨ßten in der logarithmischen Darstel-
lung von Abb. 3.15 sowohl fu¨r N 6 50 als auch fu¨r N 6 500 das Parameterintervall
von ν1, innerhalb dessen Synchronisation existiert, gleich groß sein. So erstreckt
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sich dieses Intervall fu¨r N 6 500 von ν1
<
0 1 2 bis ν1
<
0 1 7. Hingegen verla¨uft
dieses Parameterintervall fu¨r N 6 50 nicht von ν1
<
2 bis ν1
<
7, wie das aus der
Skaleninvarianz folgen wu¨rde, sondern von ν1
<
0 1 5 bis ν1
<
25. Diese Beobach-
tung, daß die Synchronisationsintervalle fu¨r kleine Enzymzahlen u¨berproportional
anwachsen gilt auch fu¨r gro¨ßere Zahlen von Enzymgruppen.
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Abb. 3.16: Synchronisationsparameter θ als Funktion der relativen Schwankungsbreite ξ
der Turnover-Zeit im Fall einer Enzymgruppe fu¨r N
K
10 und ν1τ K 25 (durchgezogene
L.), N
K
50 und ν1τ K 5 (gepunktete L.), N K 100 und ν1τ K 2 b 5 (gestrichelte L.) sowie
N
K
250 und ν1τ K 1 (Strichpunktl.). Fu¨r ν0τ K 0 b 001, vτ K 1, kp K 0 b 2, (σ K 0 b 02  τ2)
und γτ
K
20.
Nun werden die Auswirkungen der Enzymzahl N auf die Phasensynchroni-
sation bei Variation der relativen Schwankungsbreite ξ der Turnover-Zeit unter-
sucht. Das Ergebnis ist fu¨r kp ¹ 0 º 2 (Synchronisation in einer Enzymgruppe) in
Abb. 3.16 gezeigt. Der Ordnungsparameter θ wurde unter Variation von ξ wie
in Abb. 3.13a und Abb. 3.14a durch Simulationen des stochastischen Modells be-
stimmt. Der qualitative Verlauf von θ als Funktion von ξ ist fu¨r alle Enzymzahlen
N a¨hnlich. Fu¨r kleine Werte von ξ ist die Synchnchronisation am ho¨chsten, um
mit wachsendem ξ stetig abzunehmen. Um die Vergleichbarkeit fu¨r verschiedene
N zu gewa¨hrleisten, wurde wieder die oben beschriebene Skaleninvarianz aus-
genutzt. Betrachtet man die Abha¨ngigkeit des Ordnungsparameters θ von ξ fu¨r
N
¹
10 (durchgezogene Linie), so sieht man, daß selbst fu¨r ξ
¹
0 º 4 noch Phasen-
synchronisation vorhanden ist. Im Gegensatz dazu verschwindet fu¨r N
¹
100 die
Synchronisation bereits bei ξ » 0 º 2. Interessant ist auch, daß sich der Verlauf von
θ fu¨r noch ho¨here Werte von N kaum noch vera¨ndern. Daraus la¨ßt sich schließen,
daß unter den gewa¨hlten Bedingungen bereits oberhalb von N
¹
100 das System
gut durch die Meanfield-Na¨herung beschrieben werden kann.
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Als letztes wird noch die Abha¨ngigkeit der Synchronisationssta¨rke θ von ξ
fu¨r kp ¹ 0 º 55 (zwei Enzymgruppen) bestimmt. Genauso wie im eben diskutierten
Fall einer Enzymgruppe ist θ als Funktion von ξ wieder fu¨r verschiedene N in
Abb. 3.17 abgebildet. Auch hier ist gibt es fu¨r N
¹
10 (durchgezogene Linie)
noch bei deutlich ho¨heren Werten von ξ Phasensynchronisation als fu¨r gro¨ßere
Enzymzahlen N. Jedoch sind die Unterschiede nicht so groß wie in Abb. 3.16.
Obwohl die Kurven θ als Funktion von ξ fu¨r N
¹
100 (gestrichelte Linie) und
N
¹
250 (Strichpunktlinie) in Abb. 3.17 eingezeichnet sind, ist deren Verlauf so
a¨hnlich, daß die Unterschiede zwischen beiden kaum beobachtbar sind. Daraus
folgt, daß im Fall von zwei Enzymgruppen die Skaleninvarianz bereits unterhalb
von N
¹
100 gu¨ltig ist.
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Abb. 3.17: Synchronisationsparameter θ als Funktion der relativen Schwankungsbreite
ξ der Turnover-Zeit im Fall von zwei Enzymgruppen fu¨r N ¾ 10 und ν1τ ¾ 25 (durch-
gezogene L.), N ¾ 50 und ν1τ ¾ 5 (gepunktete L.), N ¾ 100 und ν1τ ¾ 2 ¿ 5 (gestrichel-
te L.) sowie N ¾ 250 und ν1τ ¾ 1 (Strichpunktl.). Fu¨r ν0τ ¾ 0 ¿ 001, vτ ¾ 1, kp ¾ 0 ¿ 2,
(σ ¾ 0 ¿ 02 À τ2) und γτ ¾ 20.
Die Simulationen des stochastischen Modells ko¨nnen fu¨r verschiedene Para-
meter durchgefu¨hrt werden und fu¨hren zu vielen neuen Informationen u¨ber das
Systemverhalten. Allerdings erlauben sie keine Voraussagen und Abscha¨tzun-
gen zur Lage der Synchronisationsschwellen und Synchronisationseigenschaften.
Daher werden im na¨chsten Abschnitt makroskopische Gleichungen fu¨r die Mit-
telwerte der Enzyme entlang der Reaktionskoordinate und die Reaktionsprodukte
hergeleitet, die das Reaktionssystem im Limes großer Enzymzahlen erfassen.
Kapitel 4
Die Meanfield-Na¨herung des
produktaktivierten Enzymsystems
Im letzten Kapitel wurde fu¨r eine einfache allosterisch aktivierte Enzymreakti-
on ein stochastisches Modell eingefu¨hrt und mithilfe numerischer Simulationen
untersucht. Fu¨r dieses Reaktionssystem wird in diesem Kapitel die Masterglei-
chung aufgestellt. Unter Verwendung dieser Mastergleichung werden die Glei-
chungen fu¨r die zeitliche Dynamik der Mittelwerte hergeleitet. Im Spezialfall
vernachla¨ssigbar geringer Fluktuationen innerhalb des Enzymzyklus ergeben sich
daraus zwei einfache “Delay-Gleichungen”. Die danach durchgefu¨hrte lineare
Stabilita¨tsanalyse der Delay-Gleichungen ermo¨glicht die Untersuchung des Ein-
flusses der Parameter auf das Systemverhalten.
4.1 Herleitung der Meanfield-Gleichungen aus der
Mastergleichung
Die Mastergleichung fu¨r ein einzelnes Enzym
In diesem Abschnitt werden Wahrscheinlichkeitsmaße fu¨r die Zusta¨nde des in
Kapitel 3 untersuchten Reaktionssystems einer produktaktivierten Enzymreakti-
on eingefu¨hrt. Wegen der internen Dynamik des Reaktionssystems sind diese
Wahrscheinlichkeitsverteilungen zeitabha¨ngig. Fu¨r die zeitliche ¨Anderung die-
ser Wahrscheinlichkeitsverteilungen kann eine Bilanzgleichung – die Masterglei-
chung – aufgestellt werden, die die ¨Uberga¨nge in einen bestimmten Zustand und
aus diesem Zustand erfaßt [178, 49, 181, 15, 179] (siehe Anhang A).
Zuerst wird die Mastergleichung fu¨r den Fall eines einzelnen Enzyms im Re-
aktionssystem aufgestellt. Der vollsta¨ndige enzymatische Prozeß besteht aus zwei
Teilen. Im ersten Teil verweilt das Enzym im Grundzustand. In diesem Zustand
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laufen keine dynamischen Prozesse an dem Enzym ab. Die Bindung eines Sub-
stratmoleku¨ls1 mit der Bindungsrate ν Á m Â beendet diese Wartezeit und initialisiert
den zweiten Teil des Enzymzyklus. Dieser Teil wird als Diffusions-Driftprozeß
entlang der Phasenvariablen (Reaktionskoordinate) φ mit der Geschwindigkeit v
und der Diffusionskonstante σ beschrieben. Die Wahrscheinlichkeitsdichte, das
Enzym am Phasenpunkt φ anzutreffen, falls gleichzeitig m Produktmoleku¨le vor-
handen sind, ist P Á φ Ã m Â . Die Produktmoleku¨le m haben nur eine endliche Lebens-
dauer und reagieren mit der Rate γ zu anderen Moleku¨len, die nicht mehr an der
hier betrachteten Reaktion beteiligt sind. Entsprechend gilt fu¨r die Wahrschein-
lichkeitsdichteverteilung P Á φ Ã m Ã t Â der Enzyme entlang der Reaktionskoordinate
die folgende Mastergleichung
∂P Á φ Ã m Â
∂t ¹ Ä v
∂P Á φ Ã m Â
∂φ Å σ
∂2P Á φ Ã m Â
∂φ2
Å
γ ÆIÁ m
Å
1 Â P Á φ Ã m
Å
1 Â
Ä
mP Á φ Ã m ÂÇÈº (4.1)
Der erste Term auf der rechten Seite von Gl. (4.1) beschreibt die ¨Anderung der
Wahrscheinlichkeitsdichte P Á φ Ã m Â durch die Drift des Enzymzustandes entlang
der Phase φ mit der Geschwindigkeit v. Der Einfluß der Diffusion mit der Dif-
fusionskonstante σ ergibt sich durch den zweiten Term. An letzter Stelle auf der
rechten Seite dieser Gleichung wird die ¨Anderung der Wahrscheinlichkeitsdichte
durch den Abbau der Reaktionsprodukte mit der Rate γ beschrieben.
Daru¨berhinaus gibt es den besonderen Punkt φ
¹
kp innerhalb des Enzymzy-
klus, an dem die Reaktionsprodukte irreversibel freigesetzt werden2. Es ist des-
halb gu¨nstig, das gesamte Intervall 0 É φ Ê 1 der Reaktionskoordinate in zwei
Segmente Á 0 Ã kp Ä ε Ç und Á kp Ã 1 Ç einzuteilen und fu¨r beide Teilintervalle die Rand-
bedingungen an den Enden zu formulieren. Die Bezeichnung kp Ä ε soll den rech-
ten Randpunkt des linken Intervalls Á 0 Ã kp Ä ε Ç beschreiben. Die Zahl der freien
Produktmoleku¨le m erho¨ht sich um 1, sobald der Punkt kp im Zyklus durch das
Enzym erreicht wird. Wegen der Irreversibilita¨t der Produktentstehung stellt kp Ä ε
einen absorbierenden rechten Rand des Teilintervalls Á 0 Ã kp Ä ε Ç dar. Daraus ergibt
sich, falls σ Ë 0 ist, die Randbedingung
P Á kp Ä ε Ã m Â ¹ 0 º (4.2)
Im Spezialfall σ
¹
0 liegt nur ein Driftprozeß mit der Geschwindigkeit v vor. Dann
gilt diese Randbedingung nicht. Innerhalb des Teilintervalls Á kp Ã 1 Ç befindet sich
1Wie in Abschnitt 3.1 erla¨utert wurde, ist Substrat im ¨Uberschuß vorhanden. Dessen Konzen-
tration wird im betrachteten Zeitbereich durch die ablaufende Reaktion praktisch nicht vera¨ndert.
Die Substratkonzentration geht nur indirekt durch den Wert der Substratbindungsrate ν Ì m Í in das
Modell ein.
2Rekombinationen oder Ru¨ckreaktionen werden ausgeschlossen.
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das Enzym in der Relaxationsphase, um danach in den Grundzustand zuru¨ckzu-
kehren. Der Fluß durch den linken Rand φ
¹
kp Ä ε muß gleich dem Fluß durch
den rechten Rand des Intervalls Á 0 Ã kp Ä ε Ç sein. Man erha¨lt deshalb
vP Á φ Ã m
Å
1 Â
Ä
σ
∂P Á φ Ã m
Å
1 Â
∂φ φ Î kp
¹
vP Á kp Ä ε Ã m Â Ä σ
∂P Á φ Ã m Â
∂φ φ Î kp Ï ε
º
(4.3)
Zur Vereinfachung der Schreibweise wird der Fluß der Wahrscheinlichkeitsdichte
durch
F Á φ Ã m Â
¹
vP Á φ Ã m Â
Ä
σ
∂P Á φ Ã m Â
∂φ (4.4)
abgeku¨rzt. Dann kann Gl. 4.3 zu
F Á kp Ã m
Å
1 Â
¹
F Á kp Ä ε Ã m Â (4.5)
vereinfacht werden.
Sobald das Enzym den Phasenpunkt φ
¹
1 erreicht hat, ist dessen Zyklus be-
endet, und es kehrt in den Grundzustand zuru¨ck. Im Spezialfall σ
¹
0 liegt nur ein
Driftprozeß mit der Geschwindigkeit v vor. Die ¨Uberquerung des Punktes φ
¹
1
ist dann in jedem Fall unumkehrbar. Falls hingegen σ Ë 0 gilt, wird eine zusa¨tzli-
che Randbedingung beno¨tigt. In diesem Fall ist der rechte Rand φ
¹
1 im Intervall
Á kp Ã 1 Ç absorbierend, und es gilt
P Á 1 Ã m Â
¹
0 º (4.6)
Zusa¨tzlich zur Mastergleichung (4.1) wird zur vollsta¨ndigen Beschreibung
des Gesamtsystems noch die Gleichung fu¨r die zeitliche ¨Anderung der Wahr-
scheinlichkeit Q Á m Â beno¨tigt. Diese gibt die Wahrscheinlichkeit an, das En-
zym im Grundzustand bei gleichzeitiger Anwesenheit von m freien Produktmo-
leku¨len vorzufinden. Die Wahrscheinlichkeit Q Á m Â beschreibt demnach den er-
sten Teil des enzymatischen Prozesses (die Wartezeit im Grundzustand), wa¨hrend
P Á φ Ã m Â die Aufenthaltswahrscheinlichkeitsdichte des Enzyms im Enzymzyklus
angibt. Die Wahrscheinlichkeit Q Á m Â erho¨ht sich durch den Wahrscheinlichkeits-
fluß F Á φ Ã m Â an der Stelle φ
¹
1, der die Ru¨ckkehr des Enzyms zum Zeitpunkt
t in den Grundzustand beschreibt und verringert sich mit der Rate ν Á m Â durch
die Bindung eines Substratmoleku¨ls und damit dem Verlassen des Grundzustands.
Zusa¨tzlich muß wieder der Einfluß des Abbaus der Reaktionsprodukte mit der Ra-
te γ auf die Wahrscheinlichkeit Q Á m Â beru¨cksichtigt werden. Die Mastergleichung
fu¨r Q Á m Â lautet demnach
∂Q Á m Â
∂t ¹ F Á 1 Ã m Â Ä ν Á m Â Q Á m Â (4.7)
Å
γ ÆIÁ m
Å
1 Â Q Á m
Å
1 Â
Ä
mQ Á m ÂÇ+º
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Der Wahrscheinlichkeitsfluß durch den linken Rand φ
¹
0 des Intervalls
Á 0 Ã kp Ä ε Ç ist durch die Wahrscheinlichkeit der Bindung eines Substratmoleku¨ls
durch das Enzym
F Á 0 Ã m Â
¹
vP Á φ Ã m Â
Ä
σ
∂P Á φ Ã m Â
∂φ φ Î 0 ¹
ν Á m Â Q Á m Â (4.8)
gegeben. Die Randbedingung (4.8) stellt die Beziehung zwischen Gl. (4.1)
und (4.7) her.
Das Enzym kann sich entweder im diskreten Grundzustand oder an einem
Punkt des Enzymzyklus, beschrieben durch die kontinuierliche Phasenvariable
φ, aufhalten. ¨Ahnliche Kombinationen von kontinuierlichen und diskreten Zu-
standsverteilungen ko¨nnen bei Stoßprozessen auftreten. Dort handelt es sich um
Geschwindigkeitsverteilungen, die sich aus einer kontinuierlichen Verteilung und
einer Deltafunktion zusammensetzen [182].
Die beiden Mastergleichungen (4.1) und (4.7) ko¨nnen zu einer einzigen Glei-
chung zusammengefaßt werden. Dazu fu¨hrt man die Wahrscheinlichkeitsdichte-
verteilung
Π Á φ Ã m Â
¹
P Á φ Ã m Â
Å
Q Á m Â δ Á φ Â (4.9)
ein. Die gemeinsame Mastergleichung zur Beschreibung der Prozesse im Grund-
zustand und im Phasenzyklus lautet dann
∂Π Á φ Ã m Â
∂t ¹ Ä v
∂Π Á φ Ã m Â
∂φ Å σ
∂2Π Á φ Ã m Â
∂φ2 (4.10)
Å
γ ÆIÁ m
Å
1 Â Π Á φ Ã m
Å
1 Â
Ä
mΠ Á φ Ã m Â+ÇÐº
Die Verwendung dieser Mastergleichung anstelle von Gl. (4.1) und (4.7) ist
fu¨r die Herleitung der Meanfield-Gleichungen nicht zwingend erforderlich, er-
weist sich aber fu¨r die Diskussion der Mastergleichung fu¨r ein Reaktionssystem
mit N Enzymen als gu¨nstig.
Um zu zeigen, daß Gl. (4.10) wirklich die beiden Mastergleichungen (4.1)
und (4.7) einschließt, wird diese Gleichung fu¨r φ Ñ
¹
0 und am Punkt φ
¹
0 unter-
sucht. Das Einsetzen von Gl. (4.9) in die Mastergleichung (4.10) ergibt
∂P Á φ Ã m Â
∂t Å δ Á φ Â
∂Q Á m Â
∂t ¹ Ä v
∂P Á φ Ã m Â
∂φ Ä vQ Á m Â
∂δ Á φ Â
∂φ (4.11)
Å
σ
∂2P Á φ Ã m Â
∂φ2 Å σQ Á m Â
∂2δ Á φ Â
∂φ2
Å
γ ÆIÁ m
Å
1 ÂWÁ P Á φ Ã m
Å
1 Â
Å
Q Á m
Å
1 Â δ Á φ Â+Â
Ä
m Á P Á φ Ã m Â
Å
Q Á m Â δ Á φ Â+Â+Çº
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Aus Gl. (4.11) folgt speziell fu¨r φ Ñ
¹
0 sofort die Mastergleichung (4.1). Nun
werden die Eigenschaften der Gl. (4.11) am diskreten Punkt φ
¹
0 betrachtet.
Durch Integration limε Ò ∞ Ó{Ô ε
Ï
ε dieser Gleichung bezu¨glich φ um den Nullpunkt
unter Beachtung von
lim
ε Ò ∞ Õ
Ô
ε
Ï
ε
P Á φ Ã m Â dφ
¹
0
(Menge vom Maß Null) und
lim
ε Ò ∞ Õ
Ô
ε
Ï
ε
∂tP Á φ Ã m Â dφ
¹
lim
ε Ò ∞
Ä
vP Á
Å
ε Ã m Â
Å
σ
∂P Á
Å
ε Ã m Â
∂φ Å vP Á Ä ε Ã m Â Ä σ
∂P Á
Ä
ε Ã m Â
∂φ
¹
vP Á φ Ã m Â
Ä
σ
∂P Á φ Ã m Â
∂φ φ Î 0 Ä
vP Á φ Ã m Â
Ä
σ
∂P Á φ Ã m Â
∂φ φ Î 1
folgt mit der vereinbarten Definition (4.4) fu¨r den Fluß F Á φ Ã m Â
∂Q Á m Â
∂t ¹ F Á 1 Ã m Â Ä F Á 0 Ã m Â Å γ ÆyÁ m Å 1 Â Q Á m Å 1 Â Ä mQ Á m Â+Çº (4.12)
Unter Verwendung der Randbedingung (4.8) ergibt sich also die Masterglei-
chung (4.7). Damit ist gezeigt, daß die Mastergleichung (4.10) die beiden Glei-
chungen (4.1) und (4.7) entha¨lt.
Die Mastergleichung fu¨r N Enzyme
Falls anstatt eines einzigen Enzyms N Enzyme im Reaktionssystem existie-
ren, wird der Systemzustand durch die Wahrscheinlichkeitsdichteverteilung
Π Á φ1 Ã φ2 ÃºHºHºIÃ φN Ã m Â beschrieben. Die Mastergleichung (4.10) fu¨r das Ein-
Enzymsystem la¨ßt sich auf N Enzyme erweitern und lautet
∂Π Á φ1 Ã φ2 Ã+ºIºHºHÃ φN Ã m Â
∂t ¹wÄ v∑i
∂Π Á φ1 Ã φ2 Ã+ºHºIºHÃ φN Ã m Â
∂φi Å σ
∂2Π Á φ Ã m Â
∂φ2
γ ÆHÁ m
Å
1 Â Π Á φ1 Ã φ2 Ã+ºIºHºIÃ φN Ã m
Å
1 Â
Ä
mΠ Á φ1 Ã φ2 Ã+ºHºIºHÃ φN Ã m ÂÇ|º (4.13)
Die Wahrscheinlichkeitsdichte Π Á φ1 Ã φ2 Ã+ºHºIºHÃ φN Ã m Â setzt sich wieder aus den Auf-
enthaltswahrscheinlichkeiten Q fu¨r die Enzyme im Grundzustand und die Wahr-
scheinlichkeitsdichten P, Enzyme innerhalb des Enzymzyklus zu finden, zu-
sammen. So ergibt sich beispielsweise als Wahrscheinlichkeitsdichteverteilung
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Π Á φ1 Ã φ2 Ã m Â fu¨r zwei Enzyme
Π Á φ1 Ã φ2 Ã m Â ¹ Æ P1 Á φ1 Ã m Â
Å
Q1 Á m Â δ Á φ1 Â+ÇÖÆ P2 Á φ2 Ã m Â
Å
Q2 Á m Â δ Á φ2 Â+Ç
¹
P1 × 2 Á φ1 Ã φ2 Ã m Â
Å
P1 Á φ1 Ã m Â Q2 Á m Â δ Á φ2 Â (4.14)
Å
P2 Á φ2 Ã m Â Q1 Á m Â δ Á φ1 Â
Å
Q1 × 2 Á m Â δ Á φ1 Â δ Á φ2 Â
und allgemein fu¨r N Enzyme
Π Á φ1 Ã φ2 Ã+ºIºHºHÃ φN Ã m Â ¹ Æ P1 Á φ1 Ã m Â
Å
Q1 Á m Â δ Á φ1 Â+ÇÖÆ P2 Á φ2 Ã m Â
Å
Q2 Á m Â δ Á φ2 Â+ÇØºHºHº
Æ PN Á φN Ã m Â
Å
QN Á m Â δ Á φN ÂÇ ¹
N
∏
i Î 1
Æ Pi Á φi Ã m Â
Å
Qi Á m Â δ Á φi Â+ÇØº (4.15)
Fu¨r N Enzyme gibt es somit 2N Funktionen PÙÙ
× i × i
Ô
1 × ÙÙ und Q ÙÙ × i × i
Ô
1 × ÙÙ . Da die An-
zahl der unabha¨ngigen Variablen in der Mastergleichung (4.13) N
Å
2 betra¨gt (N
Phasenvariablen, die Zahl der freien Produktmoleku¨le und die Zeit), ist diese nur
schwer handhabbar.
Die Mastergleichung soll zur Herleitung der Meanfield-Gleichungen fu¨r die
Mittelwerte der Enzymkonzentration entlang der Reaktionskoordinate und der
Konzentration der Reaktionsprodukte verwendet werden. Um dieses Problem zu
vereinfachen, werden zwei Eigenschaften des Enzymsystems ausgenutzt. Erstens
sind Wechselwirkungen zwischen den Phasenzusta¨nden verschiedener Enzyme
nur durch die Freisetzung und Bindung regulatorischer Produktmoleku¨le mo¨glich.
Innerhalb des Enzymzyklus ist die ¨Anderung der Phase φi des Enzyms i ein Diffu-
sionsprozeß mit der Diffusionskonstanten σ und der Driftgeschwindigkeit v. Die
beiden Parameter v und σ sind nur von φi abha¨ngig und nicht von den Zusta¨nden
der anderen Enzyme. Die Verweildauer eines Enzyms im Grundzustand ist eben-
falls unabha¨ngig vom Zustand der anderen Enzyme und wird ausschließlich durch
die Zahl m der freien Produktmoleku¨le beeinflußt. Nur u¨ber die Produktmoleku¨le
kommt eine indirekte Kopplung der Enzymzusta¨nde unterschiedlicher Enzyme
zustande. Als Konsequenz folgt daraus, daß die Wahrscheinlichkeitsdichtevertei-
lung Π Á φ1 Ã φ2 Ã+ºIºHºHÃ φN Ã m Â in
Π Á φ1 Ã φ2 Ã+ºHºIºHÃ φN Ã m Â ¹ Π Á φ1 Ã m ÂÚ Π Á φ2 Ã m ÂSÚ(ºHºIºÛÚ Π Á φN Ã m Â (4.16)
zerlegt werden kann. Zweitens wird in dieser Arbeit davon ausgegangen, daß alle
N Enzyme identisch sind. Deshalb gilt
Π Á φi Ã m Â ¹ Π Á φ j Ã m Â(Ã i Ñ¹ j º (4.17)
Es muß ausdru¨cklich betont werden, daß die Wahrscheinlichkeitsdichteverteilung
Π Á φ1 Ã φ2 ÃºHºHºIÃ φN Ã m Â nicht bezu¨glich der Zahl m der freien Produktmoleku¨le fakto-
risiert. Es gilt also keineswegs
Π Á φ1 Ã φ2 Ã+ºIºHºHÃ φN Ã m Â ¹ Π Á φ1 Ã φ2 Ã+ºHºIºHÃ φN Â Π Á m Â(Ã
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denn zwischen den Phasenzusta¨nden und den Produktmoleku¨len exisistieren
Wechselwirkungen. Die Eigenschaft (4.16) kann beispielsweise bei der Integra-
tion entlang der Phasenvariablen ausgenutzt werden. Sucht man z.B. die Wahr-
scheinlichkeit G Á m Â , m Produktmoleku¨le im Reaktionssystem vorzufinden, so
erha¨lt man diese durch Integration
G Á m Â
¹
Õ
1
0
ºIºHº
Õ
1
0
Π Á φ1 Ã φ2 Ã+ºHºIºHÃ φN Ã m Â dφ1 ºHºIº dφN
¹
Õ
1
0
Π Á φ1 Ã m Â φ1 ºHºIº
Õ
1
0
Π Á φN Ã m Â dφN
entlang der Phasenvariable φ. Die Funktion G Á m Â kann daher direkt aus der Ma-
stergleichung (4.10) bzw. den Gl. (4.1) und (4.7) des Ein-Enzymsystems herge-
leitet werden. Mit Hilfe von G Á m Â kann durch
É m Ë
¹
∞
∑
m Î 0
mG Á m Â
sofort der Mittelwert der Produktmoleku¨le berechnet werden.
Herleitung der Meanfield-Gleichungen
Aus den Mastergleichungen (4.1) und (4.7) fu¨r das Ein-Enzymsystem werden nun
die Gleichungen der Meanfield-Na¨herung hergeleitet. Die Dichteverteilung n˜ Á φ Â
der Enzymkonzentration entlang der Reaktionskoordinate ist durch
n˜ Á φ Â
¹
N
∞
∑
m Î 0
P Á φ Ã m Â (4.18)
gegeben. Aus Gl. (4.1) und (4.18) folgt
∂n˜ Á φ Â
∂t ¹ N
∞
∑
m Î 0
Ä
v
∂P Á φ Ã m Â
∂φ Å σ
∂2P Á φ Ã m Â
∂φ2
Å
γ ÆHÁ m
Å
1 Â P Á φ Ã m
Å
1 Â
Ä
mP Á φ Ã m Â+ÇÈº
Beru¨cksichtigt man noch, daß
∞
∑
m Î 0
ÆyÁ m
Å
1 Â P Á φ Ã m
Å
1 Â
Ä
mP Á φ Ã m Â+Ç
¹
∞
∑
m Î 1
Æ mP Á φ Ã m Â
Ä
mP Á φ Ã m Â+Ç
¹
0 (4.19)
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und gilt, so ergibt sich aus diesen Beziehungen
∂n˜ Á φ Â
∂t ¹wÄ v
∂n˜ Á φ Â
∂φ Å σ
∂2n˜ Á φ Â
∂φ2 º (4.20)
Der Fluß der Konzentrationsdichte der Enzyme im Phasenpunkt φ wird im Fol-
genden durch
f Á φ Â
¹
vn˜ Á φ Â
Ä
σ
∂n˜ Á φ Â
∂φ (4.21)
abgeku¨rzt. Die Randbedingungen fu¨r Gl. (4.20) folgen aus den Randbedingungen
(4.2) und (4.3) der Mastergleichung und fu¨hren sofort zu
n˜ Á kp Ä ε Â ¹ 0 (4.22)
sowie
f Á kp Â ¹ vn˜ Á φ Â Ä σ∂n˜ Á φ Â∂φ φ Î kp
¹zÄ
σ
∂n˜ Á φ Â
∂φ Ü φ Î kp Ï ε º (4.23)
Der Mittelwert n
¹
N ∑∞m Î 0 Q Á m Â der Enzyme im Grundzustand ergibt sich
aus der Differenz der Gesamtzahl der Enzyme und der Zahl der Enzyme die sich
innerhalb des Enzymzyklus befinden, zu
n
¹
N
Ä
Õ
1
0
n˜ Á φ Â dφ º (4.24)
Unter Verwendung von Gl. (4.20) gilt somit
dn
dt ¹ Ä Õ
1
0
∂t n˜ Á φ Â dφ ¹
Õ
1
0
v∂φn˜ Á φ Â Ä σ∂2φn˜ Á φ Â dφ (4.25)
¹
f Á 1 Â
Ä
f Á 0 Â(º
Benutzt man die zu Gl. (4.8) entsprechende Randbedingung fu¨r n˜ Á φ Â an der Stelle
φ
¹
0
f Á 0 Â
¹
vn˜ Á φ Â
Ä
σ
∂n˜ Á φ Â
∂φ φ Î 0 ¹
ν Á m Â n Ã (4.26)
ergibt sich aus Gl. (4.25)
dn
dt ¹Ä ν Á t Â n Á t Â Å f Á 1 Â(º (4.27)
Diese Gleichung beschreibt die Dynamik des Mittelwertes der Enzymkonzentrati-
on im Grundzustand. Durch die Produktabha¨ngigkeit der Rate ν Á m Â beno¨tigt man
noch eine Gleichung fu¨r den Mittelwert der Reaktionsprodukte.
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Die Wahrscheinlichkeit G Á m Â , m freie Produktmoleku¨le vorzufinden, ist
G Á m Â
¹
Õ
kp Ï ε
0
P Á φ Ã m Â dφ
Å
Õ
1
kp
P Á φ Ã m Â dφ
Å
Q Á m Â(º (4.28)
Daraus folgt
dG Á m Â
dt ¹ Õ
kp Ï ε
0
∂tP Á φ Ã m Â dφ
Å
Õ
1
kp
∂tP Á φ Ã m Â dφ
Å
∂tQ Á m Â(º
∂tP Á φ Ã m Â wird durch die rechte Seite der Mastergleichungen (4.1) und ∂tQ Á m Â
durch die rechte Seite der Mastergleichung (4.7) substituiert. Dann ergibt sich
dG Á m Â
dt ¹ Ä v Æ P Á kp Ä ε Ã m Â Ä P Á 0 Ã m Â+Ç (4.29)
Å
σ
∂P Á φ Ã m Â
∂φ Ü φ Î kp Ï ε Ä
∂P Á φ Ã m Â
∂φ Ü φ Î 0
Ä
v Æ P Á 1 Ã m Â
Ä
P Á kp Ã m Â+Ç
Å
σ
∂P Á φ Ã m Â
∂φ Ü φ Î 1 Ä
∂P Á φ Ã m Â
∂φ Ü φ Î kp
Å
F Á 1 Ã m Â
Ä
ν Á m Â Q Á m Â
Å
γ ÆÝÁ m
Å
1 Â G Á m
Å
1 Â
Ä
mG Á m Â+Çº
Wegen der Randbedingungen (4.3) kann P Á kp Ä ε Ã m Â durch P Á kp Ã m Â ersetzt wer-
den. Daru¨berhinaus erlaubt die Ausnutzung der Randbedingung (4.8) die Elimi-
nierung von ν Á m Â Q Á m Â in Gl. (4.29). Zur Vereinfachung der Schreibweise wird
der Fluß an einem bestimmten Phasenpunkt wieder durch
F Á φ Ã m Â
¹
vP Á φ Ã m Â
Ä
σ
∂P Á φ Ã m Â
∂φ
abgeku¨rzt. Es folgt
dG Á m Â
dt ¹ F Á 0 Ã m Â Ä F Á kp Ã m Å 1 Â Å F Á kp Ã m Â Ä F Á 1 Ã m Â Å F Á 1 Ã m Â Ä F Á 0 Ã m Â
Å
γ ÆIÁ m
Å
1 Â G Á m
Å
1 Â
Ä
mG Á m ÂÇ+º (4.30)
Gl. (4.30) vereinfacht sich weiter zu
dG Á m Â
dt ¹ Ä F Á kp Ã m Å 1 Â Å F Á kp Ã m Â
Å
γ ÆIÁ m
Å
1 Â G Á m
Å
1 Â
Ä
mG Á m Â+Çº (4.31)
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Der Mittelwert der freien Produktmoleku¨le ist durch
É m Ë
¹
∞
∑
m
mG Á m Â (4.32)
gegeben. Multipliziert man Gl. (4.31) mit m und summiert u¨ber alle m, so erha¨lt
man
d É m Ë
dt ¹ γ
∞
∑
m Î 1
m Á m
Å
1 Â G Á m
Å
1 Â
Ä
∞
∑
m Î 0
m2G Á m Â
Å
∞
∑
m Î 0
mF Á kp Ã m Â Ä
∞
∑
m Î 0
mF Á kp Ã m
Å
1 Â
und daraus
d É m Ë
dt ¹wÄ γ
∞
∑
m Î 0
mG Á m Â
Å
∞
∑
m Î 0
ÆmF Á kp Ã m Â Ä Á m Ä 1 Â F Á kp Ã m Â+Ç|º
Als Ergebnis der Mittelwertbildung ergibt sich schließlich
d É m Ë
dt ¹wÄ γ É m Ë Å f Á kp Â(º (4.33)
Der letzte Term stellt den in Gl. (4.21) definierten Fluß der Konzentrationsdichte
dar. Zum Abschluß sollen noch einmal alle Ergebnisse zusammengestellt werden.
Die Meanfield-Gleichungen (4.20), (4.27) und (4.33) lauten gemeinsam mit ihren
Randbedingungen (4.23) und (4.26).
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∂n˜ Á φ Â
∂t ¹ Ä v
∂n˜ Á φ Â
∂φ Å σ
∂2n˜ Á φ Â
∂φ2 (4.34)
dn
dt ¹ Ä ν Á
É m ËÞÂ n Á t Â Å f Á 1 Â (4.35)
d É m Ë
dt ¹ Ä γ É m Ë Å f Á kp Â (4.36)
f Á φ Â
¹
vn˜ Á φ Â
Ä
σ
∂n˜ Á φ Â
∂φ (4.37)
n˜ Á kp Ä ε Â ¹ 0, n˜ Á 1 Â ¹ 0, falls σ Ë 0 (4.38)
f Á kp Â ¹ f Á kp Ä ε Â (4.39)
f Á 0 Â
¹
ν Á
É m ËÞÂ n (4.40)
Die Gleichungen (4.34)–(4.40) sind die gesuchten Meanfield-Gleichungen.
Zuku¨nftig werden die Klammern “ ÉßË ” um die Variable m, die andeuten, daß es
sich um einen Mittelwert handelt, weggelassen. Verwechslungen mit der diskreten
Variablen m sind nicht zu befu¨rchten. Die Meanfield-Gleichungen vernachla¨ssi-
gen die molekularen Fluktuationen in den Konzentrationen der Reaktanden. Im
Fall molekularer Netzwerke spielt der Phasenzyklus die Rolle einer internen dy-
namischen Variable. Die ra¨umliche Verteilung ist wegen der schnellen diffusiven
Durchmischung unwichtig. Zum Zeitpunkt t wird der Systemzustand durch die
Konzentration n˜ Á φ Â der Enzyme innerhalb des Zyklus, die Zahl n der Enzyme im
Grundzustand und die Zahl m Á t Â der freien Produktmoleku¨le beschrieben.
Betrachtet man den Spezialfall σ
¹
0, d.h. unter Vernachla¨ssigung der intra-
molekularen Fluktuationen, so ko¨nnen die Meanfield-Gleichungen enorm verein-
facht werden. Aus Gl. (4.34)-(4.40) ergeben sich
∂n˜ Á φ Â
∂t ¹ Ä v
∂n˜ Á φ Â
∂φ (4.41)
dn
dt ¹ Ä ν Á t Â n Á t Â Å f Á 1 Â (4.42)
4.1 Herleitung der Meanfield-Gleichungen ... 81
dm
dt ¹ Ä γm Å f Á kp Â(º (4.43)
Da die Dynamik von n˜ ausschließlich durch den Driftprozeß mit der Ge-
schwindigkeit v bestimmt wird, ist die Passage des Phasenpunktes kp durch die
Enzyme bereits ohne zusa¨tzliche reflektierende Ra¨nder irreversibel. Analog ist
die Situation am Ende des Zyklus am Phasenpunkt φ
¹
1. Die einzige no¨tige
Randbedingung muß fu¨r den Punkt φ
¹
0 angegeben werden. Sie lautet
vn˜ Á 0 Â
¹
ν Á m Á t Â+Â n º (4.44)
Die Lo¨sung von Gl. (4.41) ist
n˜ Á φ Ã t Â
¹
n˜ Á vt
Ä
φ Â(º
Insbesondere gilt
n˜ Á 0 Ã t Â
¹
n˜ Á vt Â
oder
n˜ Á φ Ã t Â
¹
n˜ Á v Á t
Ä
φ
v
Â+Â
¹
n˜ Á 0 Ã t
Ä
φ
v
Â(º
Setzt man τ1 ¹ kp à v und τ ¹ 1 à v, so erha¨lt man mit dieser Lo¨sung unter Beach-
tung der Randbedingung (4.44)
ν
v
n Á t
Ä
τ Â
¹
ν
v
n Á t
Ä
1
v
Â
¹
n˜ Á 0 Ã t
Ä
1
v
Â
¹
n˜ Á 1 Ã t Â
und
ν
v
n Á t
Ä
τ1 Â ¹
ν
v
n Á t
Ä
kp
v
Â
¹
n˜ Á 0 Ã t
Ä
kp
v
Â
¹
n˜ Á kp Ã t Â(º
Daraus ergeben sich mit Gl. (4.42) und (4.43)
dn
dt ¹wÄ ν Á t Â n Á t Â Å ν Á t Ä τ Â n Á t Ä τ Â (4.45)
dm
dt ¹zÄ γm Å ν Á t Ä τ1 Â n Á t Ä τ1 Â(º (4.46)
Diese beiden Gleichungen kann man anschaulich interpretieren. Der erste
Term der rechten Seite von Gl. (4.45) beschreibt die Verringerung der Konzentra-
tion der Enzyme im Grundzustand, wa¨hrend der zweite Term die Zunahme dieser
Konzentration angibt. Da die intramolekularen Fluktuationen nun vernachla¨ssigt
werden, betra¨gt die Zyklusdauer τ. Die Zahl der Enzyme, die zum Zeitpunkt
t in den Grundzustand zuru¨ckkehren, ist deshalb gleich der Zahl von Enzymen
ν Á t
Ä
τ Â n Á t
Ä
τ Â , die zum Zeitpunkt t
Ä
τ den Enzymzyklus begonnen haben.
Der erste Term der rechten Seite von Gl. (4.46) beschreibt die Abnahme der
Produktmoleku¨le durch die Umwandlung in Moleku¨le vom Typ C mit der Rate γ.
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Der zweite Term erfaßt die Zunahme der Produktmoleku¨le durch die Enzyme, die
zum Zeitpunkt t den Phasenpunkt kp kreuzen. Da die Zeitdauer vom Beginn des
Enzymzyklus bis zum Erreichen dieses Punktes τ1 ist, entspricht diese Enzym-
menge ν Á t
Ä
τ1 Â n Á t Ä τ1 Â .
Die Differentialgleichungen der Meanfield-Na¨herung bilden ein geschlosse-
nes System. Man erkennt, daß im Gegensatz zu Gleichungen der klassischen
Reaktionskinetik diese durch den Bezug auf Systemzusta¨nde in der Vergangen-
heit ein “Geda¨chtnis” aufweisen. Das Lo¨sungsverhalten derartiger Gleichun-
gen besitzt, bedingt durch den Einfluß der Werte von Variablen in der Vergan-
genheit und Gegenwart, ¨Ahnlichkeit mit dem partieller Differentialgleichungen.
Beispielsweise ist die Anfangsbedingung eine Funktion der Zeit, also ein Ele-
ment aus einem unendlich-dimensionalen Funktionenraum. Im Gegensatz da-
zu ist die Anfangsbedingung bei gewo¨hnlichen Differentialgleichungssystemen
ein endlich-dimensionaler Vektor. Eine Darstellung der Eigenschaften von sol-
chen als Funktionaldifferentialgleichungen bezeichneten Gleichungen findet sich
in [183]. Speziell fu¨r Delay-Gleichungen wird in [184, 185, 186] ein ¨Uberblick
gegeben. Eine große Zahl von Anwendungsbeispielen fu¨r Delay-Gleichungen in
Physik und Biologie finden sich in [187, 188, 189].
4.2 Untersuchung der Meanfield-Gleichungen
Numerische Integration
Zur Integration werden die Delay-Gleichungen in Differenzengleichungen u¨ber-
fu¨hrt
m Á t
Å
∆t Â
¹
m Á t Â
Ä
∆t Æ γm Á t Â
Ä
ν Á m Á t
Ä
τ1 Â+Â n Á t Ä τ1 Â+Ç (4.47)
n Á t
Å
∆t Â
¹
n Á t Â
Ä
∆t Æ ν Á m Á t Â+Â n Á t Â
Ä
ν Á m Á t
Ä
τ Â+Â n Á t
Ä
τ ÂÇ|º (4.48)
Da weder Enzyme zersto¨rt noch erzeugt werden, muß die Erhaltung der Enzym-
zahl im Verlauf der numerischen Integration gewa¨hrleistet sein. Diese ergibt sich
als Summe aus der Anzahl n Á t Â der Enzyme im Grundzustand und im Zyklus. Da
sich zum Zeitpunkt t gerade jene Enzyme im Zyklus befinden, die innerhalb des
Zeitintervalls Æ t
Ä
τ Ã t Ç ein Substratmoleku¨l gebunden haben, ist deren Zahl einfach
das Integral
Õ
t
t
Ï
τ
ν Á m Á t á}Â+Â n Á t á}Â dt áâº
Somit folgt fu¨r die Gesamtzahl der Enzyme
N Á t Â
¹
n Á t Â
Å
Õ
t
t
Ï
τ
ν Á m Á t áyÂ+Â n Á t áÝÂ dt áHº (4.49)
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In diskretisierter Form lautet diese Gleichung
N Á t Â
¹
n Á t Â
Å
L
∑
l Î 1
ν Á m Á t
Ä
l∆t Â+Â n Á t
Ä
l∆t Â ∆t º (4.50)
Dabei ist L
¹
1
à
∆t die Gesamtzahl der Zeitschritte eines Enzyms, die zum Durch-
queren des Enzymzyklus no¨tig sind. Falls der Algorithmus (4.47) und (4.48) die
Teilchenzahl erha¨lt, muß
N Á t
Å
∆t Â
Ä
N Á t Â
¹
0 (4.51)
gelten. Aus Gl. (4.50) folgt
N Á t
Å
∆t Â
Ä
N Á ∆t Â
¹
n Á t
Å
∆t Â
Ä
n Á t Â
Å
∆t Æ ν Á m Á t Â+Â n Á t Â
Ä
ν Á m Á t
Ä
τ ÂÂ n Á t
Ä
τ Â+Ç|º
(4.52)
Zusammen mit Gl. (4.48) folgt schließlich (4.52)
n Á t Â
Ä
∆t Æ ν Á m Á t Â+Â n Á t Â
Ä
ν Á m Á t
Ä
τ Â+Â n Á t
Ä
τ Â+Ç
Ä
n Á t Â (4.53)
Å
∆t Æ ν Á m Á t Â+Â n Á t Â
Ä
ν Á m Á t
Ä
τ Â+Â n Á t
Ä
τ Â+Ç
¹
0 º
Daher ist mit dem verwendeten Algorithmus (4.47) und (4.48) die Bedingung
(4.51) erfu¨llt. Bei der numerischen Lo¨sung der Delay-Gleichungen kann diese
Eigenschaft ausgenutzt werden, um die korrekte Durchfu¨hrung der Integration zu
kontrollieren.
Um die ¨Ahnlichkeit im Lo¨sungsverhalten zwischen den Meanfield-Gleichung-
en und dem stochastischen Modell zu u¨berpru¨fen, integriert man die Gl. (4.45)
und (4.46) mit vergleichbaren Parametern numerisch. Die Zeitabha¨ngigkeit der
Zahl der Produktmoleku¨le als Lo¨sungen dieser beiden Gleichungen fu¨r zwei ver-
schiedene Parametersa¨tze ist in Abb. 4.1 gezeigt. Die Parameter in Abb. 4.1a kor-
respondieren zu den entsprechenden Parametern in Abb. 3.2, in der die Zahl der
Produktmoleku¨le, gema¨ß einer Poissonverteilung, um einen bestimmten Mittel-
wert schwankt. Wie aus Abb. 4.1a erkennbar ist, ergibt die Lo¨sung der Meanfield-
Gleichungen in diesem Fall geda¨mpfte Oszillationen, die das System in den stati-
ona¨ren Zustand u¨berfu¨hren. Die Konzentration der Reaktionsprodukte im Fix-
punkt stimmt sehr gut mit dem Mittelwert der Zahl der Reaktionsprodukte in
Abb. 3.2 des Automatenmodells u¨berein.
Wenn andererseits die entsprechenden Parameter fu¨r den Fall von Spiking
gewa¨hlt werden (wie in Abb. 3.4 und Abb. 3.6), bilden sich, wie in Abb. 4.1b ge-
zeigt, stabile periodische Oszillationen in der Lo¨sung der Meanfield-Gleichungen
heraus. Beim Vergleich von Abb. 4.1b mit Abb. 3.6b zeigt sich, daß beide Be-
schreibungsweisen sehr a¨hnliches Verhalten hinsichtlich der Periode und Ampli-
tude dieser Oszillationen ergeben. Diese ¨Ubereinstimmung zwischen den Resul-
taten des Automatenmodells und den Meanfield-Gleichungen ist typisch fu¨r das
hier betrachtete System und wurde auch fu¨r andere Parameter gefunden.
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Abb. 4.1: Zeitabha¨ngigkeit der Konzentration der Reaktionsprodukte aus der numerischen
Lo¨sung der Meanfield-Gleichungen mit den Parametern (a) ν0τ ¾ 1 und ν1τ ¾ 0 ¿ 2 (ent-
sprechende Parameter wie in Abb. 3.1) und (b) ν0τ ¾ 1 und ν1τ ¾ 1 (entsprechende Para-
meter wie in Abb. 3.2). Der Transient fu¨hrt in (a) zu einem stabilen Fixpunkt und in (b)
zu periodischem Spiking mit der halben Periode der Turnover Zeit. Sonstige Parameter
sind γτ ¾ 20, τ1 ¾ 0 ¿ 5τ und N ¾ 200.
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Lineare Stabilita¨tsanalyse
Der Vorteil der Systembeschreibung durch die Meanfield-Gleichungen besteht
in der Mo¨glichkeit der analytischen Untersuchung der Synchronisationsbedin-
gungen unter Benutzung der linearen Stabilita¨tsanalyse. Die Untersuchung der
Meanfield-Gleichungen (4.34)-(4.40), die die intramolekulare Diffusion beru¨ck-
sichtigen, bereitet durch die Randbedingungen erhebliche technische Schwierig-
keiten. Da an dieser Stelle die lineare Stabilita¨tsanalyse das erste Mal Anwen-
dung findet, werden zuerst die u¨bersichtlicheren Meanfield-Gleichungen (4.45)
und (4.46) untersucht.
Der Gleichgewichtszustand n
¹
n¯, m
¹
m¯ des Systems ist durch die stationa¨re
Lo¨sung der Gl. (4.45) und (4.46) gegeben. Die Betrachtung von Gl. (4.45) zeigt,
daß fu¨r jeden beliebigen stationa¨ren Zustand die rechte Seite trivialerweise ver-
schwindet. Aus Gl. (4.46) folgt mit ν
¹
ν0
Å
ν1m¯
m¯
¹
ν0n¯
γ
Ä
ν1n¯
º (4.54)
Die Gesamtzahl der Enzyme ist gleich der Summe aus der Zahl n¯ der Enzyme im
Grundzustand und der Zahl der Enzyme, die sich gerade innerhalb des Enzymzy-
klus befinden. Im Fixpunkt kann diese Zahl leicht bestimmt werden. Zu einem
bestimmten Zeitpunkt t sind alle die Enzyme im Zyklus, die innerhalb des Zeitin-
tervalls t
Ä
τ É t
á
É t den katalytischen Zyklus begonnen haben. Befindet sich das
System im Fixpunkt, so beginnen νn¯∆t Enzyme je Zeitintervall ∆t diesen Prozeß.
Daher ist die Zahl der Enzyme innerhalb des Zyklus gleich νn¯τ. Die Gesamtzahl
N aller Enzyme ist somit
N
¹
n¯
Å
ν Á m¯Â n¯τ º (4.55)
Unter Benutzung der Gl. (4.54) und (4.55) ergibt sich daraus
0
¹
n¯2
Ä
n¯
ν0γ
Å
γ
Å
ν1N
ν Å
γN
ν1
º (4.56)
Die Wurzel dieser quadratischen Gleichung ist
n¯
¹
ν0
Å
γ
Å
ν1N
2ν1
Ä
ν0γ
Å
γ
Å
ν1N
2ν1
2
Ä
γN
ν1
º (4.57)
Die zweite Lo¨sung der quadratischen Gleichung (4.55) mit positivem Vorzeichen
vor der Wurzel kann ausgeschlossen werden, da in diesem Fall die Zahl m¯ der
Produktmoleku¨le negativ wa¨re.
Die Gl. (4.54) und (4.57) beschreiben die stationa¨re Lo¨sung des Systems. Die-
se kann ihre Stabilita¨t bei Erho¨hung der allosterischen Bindungsrate ν1 verlieren.
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Zur Durchfu¨hrung der linearen Stabilita¨tsanalyse fu¨hrt man die kleinen Sto¨rungen
des Fixpunktes
m Á t Â
¹
m¯
Å
δm Á t Â , n Á t Â
¹
n¯
Å
δn Á t Â (4.58)
ein.
Damit ergibt sich als Linearisierung von Gl. (4.45) und (4.46)
dδm Á t Â
dt ¹zÄ γδm Å ¯νδn Á t Ä τ1 Â Å ν1n¯δm Á t Ä τ1 Â (4.59)
dδn Á t Â
dt ¹wÄ
¯νδn
Ä
ν1n¯δm
Å
¯νδn Á t
Ä
τ Â
Å
ν1n¯δm Á t Ä τ Â(º (4.60)
Die Lo¨sungen dieser linearen Differentialgleichungen mit Zeitverzo¨gerung
ko¨nnen in der Form δm ç eλt , δn ç eλt angenommen werden. Setzt man diese
Ausdru¨cke in die Gl. (4.59) und (4.60) ein, so ergibt sich ein homogenes Glei-
chungssystem, aus dem die charakteristische Gleichung
λ2
Å
λ γ
Å
¯ν 1
Ä
e Ï λτ
Ä
ν1n¯e Ï
λτ1
Å
γ¯ν 1
Ä
e Ï λτ
¹
0 (4.61)
folgt. Diese quasi-polynomiale Gleichung ist typisch fu¨r dynamische Systeme mit
Zeitverzo¨gerung.
Die Lo¨sungen der Gl. (4.61) sind i.A. komplex (d.h. λ
¹
x
Å
iω). Der Fixpunkt
n¯ und m¯ ist stabil, falls der Realteil negativ ist. Die Instabilita¨tsgrenze wird des-
halb durch die Bedingung x
¹
0 gegeben. Der Imagina¨rteil von λ verschwindet
jedoch fu¨r x
¹
0 nicht. Es liegt also eine Hopf-Bifurkation vor.
Wird λ
¹
iω in Gl. (4.61) eingesetzt, ergibt sich eine Gleichung mit komple-
xen Koeffizienten, aus der die Stabilita¨tsgrenzen des Fixpunktes im Parameter-
raum und die Oszillationsfrequenz ω ermittelt werden ko¨nnen. Die Untersuchung
dieser Gleichung zeigt, daß eine unendliche Zahl von Lo¨sungen fu¨r verschiedene
Frequenzen ωk » 2pik à τ mit k ¹ 1 Ã 2 Ã 3 ÃºHºHº existiert.
Die Gl. (4.61) wurde numerisch mit λ
¹
iω fu¨r verschiedene Parameter unter-
sucht. Abb. 4.2 zeigt das berechnete Bifurkationsdiagramm in der Parameterebene
(ν1,τ1). Fu¨r kleine Werte der allosterischen Aktivierung ν1 ist der stationa¨re Zu-
stand, in dem sich das System im Fixpunkt n¯ und m¯ befindet, stabil. Durch die
Erho¨hung des Parameters ν1 wird das System beim ¨Uberschreiten der Stabilita¨ts-
grenze instabil, und es bilden sich stabile periodische Oszillationen.
Wie bereits betont, existieren unendlich viele Lo¨sungen von Gl. (4.61), die zu
verschiedenen Oszillationsfrequenzen ωk geho¨ren. Wie sich aus den Resultaten
der Bifurkationsanalyse ergibt, verschiebt sich die Lage der zu diesen verschie-
denen Lo¨sungen geho¨rigen Bifurkationsa¨ste mit steigendem k immer weiter nach
oben, d.h. zu ho¨heren Werten von ν1, dem Parameter zur Beschreibung der In-
tensita¨t der allosterischen Aktivierung. Da das System bereits beim Erreichen der
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untersten Bifurkationsgrenze instabil wird und zu oszillieren beginnt, sind andere
Bifurkationslinien, die zu ho¨heren Frequenzen geho¨ren, hinsichtlich der Stabilita¨t
jedoch unwichtig.
0.0 0.5 1.0
                 τ1/τ
0
1
2
3
4
5
ν 1
è
τ
1 2
é
3ê
4
ëë
Abb. 4.2: Das Bifurkationsdiagramm in der Parameterebene (ν1 ì τ1). Der stabile Fixpunkt
wird instabil und Oszillationen, hervorgerufen durch k Enzymguppen, setzen ein, wenn
eine der durch “k” bezeichneten Kurven in der vertikalen Richtung von unten nach oben
gekreuzt wird. Die Reaktionsparameter sind ν0τ ¾ 1, γτ ¾ 20 und N ¾ 200. Nur die ersten
vier Instabilita¨tsgrenzen, die zu k ¾ 1
ì
2, 3 und 4 geho¨ren, sind eingezeichnet.
Die verschiedenen Kurven in Abb. 4.2 geho¨ren zu verschiedenen Frequenzen
ωk ¹ 2pik à τ mit verschiedener Anzahl k enzymatischer Gruppen. Innerhalb des
Intervalls 0 Ê τ1 à τ Ê 0 º 34 und 0 º 955 Ê τ1 à τ Ê 1 geho¨rt die unterste Grenzlinie
zu k
¹
1. Daher wird das System oberhalb dieser Linie synchrone Oszillationen
der gesamten Enzympopulation zeigen. Zwischen 0 º 34 Ê τ1 à τ Ê 0 º 4 und 0 º 65 Ê
τ1 à τ Ê 0 º 780, zeigt das System Spiking mit 3 synchronen Enzymgruppen (k ¹ 3)
usw.
In Abb. 4.3 sind die Frequenzen ωk zu den Bifurkationsgrenzen in Abb. 4.2,
die sich aus der numerischen Lo¨sung von Gl. (4.61) ergeben, dargestellt. Man
sieht darin deutlich, daß diese Frequenzen der ersten instabilen Moden mit ver-
schiedenen k nicht ganz mit ωk ¹ 2pik à τ u¨bereinstimmen. Die tatsa¨chlichen Fre-
quenzen sind immer etwas kleiner als ωk, da die Enzyme eine bestimmte Zeit im
Grundzustand verweilen, um durch die Bindung eines Substratmoleku¨ls diesen
wieder zu verlassen.
Das Bifurkationsdiagramm 4.2 weist zwei Lu¨cken bei τ1 à τ ¹ 0 º 45 und τ1 à τ ¹
0 º 95 auf. Genauere Untersuchungen fu¨r ho¨here Werte von k zeigen, daß diese
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Abb. 4.3: Frequenzen ω der ersten Oszillationsmoden fu¨r verschiedene Anzahl k von
Enzymgruppen in Abha¨ngigkeit von τ1. Die Reaktionsparameter sind dieselben wie in
Abb. 4.2. Der Bifurkationsparameter ν1 ist an der jeweiligen Instabilita¨tsgrenze, die in
Abb. 4.2 dargestellt ist, gewa¨hlt.
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Abb. 4.4: Ein Ausschnitt des Bifurkationsdiagramms von Abb. 4.2 zwischen (a) 0 ¿ 43 ö
τ1 À τ ö 0 ¿ 465 und (b) 0 ¿ 945 ö τ1 À τ ö 0 ¿ 955. Die Instabilita¨tsgrenzen, die zu ho¨heren
Zahlen von Enzymgruppen geho¨ren (bis k ¾ 19), sind dargestellt.
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Lu¨cken ebenfalls durch Bifurkationsgrenzen geschlossen werden (Abb 4.4). Je-
doch liegen diese bei viel ho¨heren Werten des Bifurkationsparameters ν1, der die
Intensita¨t der allosterischen Aktivierung kennzeichnet. Beispielsweise wird an der
Stelle τ1 à τ ¹ 0 º 952 diese Bifurkationsgrenze fu¨r ν1 à τ ¹ 37 º 9 erreicht und zwar
fu¨r k
¹
19, also im Fall von 19 enzymatischen Gruppen (Abb 4.4).
Nun soll die Abha¨ngigkeit der Instabilita¨tsgrenzen vom Parameter ν0, der die
Bindungsrate eines ES-Komplexes ohne allosterische Aktivierung angibt, an ei-
nem Beispiel betrachtet werden. In Abb. 4.5a ist diese Abha¨ngigkeit fu¨r ein In-
tervall, das sich u¨ber fu¨nf Zehnerpotenzen erstreckt, dargestellt. Fu¨r sehr kleine
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Abb. 4.5: (a) Das Bifurkationsdiagramm in der Parameterebene (ν1 ì ν0). Die Linie ist die
Bifurkationsgrenze fu¨r τ1 ¾ 0 ¿ 2τ (eine Enzymgruppe). (b) Frequenzen ω der ersten Oszil-
lationsmode entlang der in Abbildung (a) dargestellten Bifurkationsgrenze. Die sonstigen
Reaktionsparameter sind γτ ¾ 20 und N ¾ 1000.
Werte von ν0 verringert sich mit wachsendem Parameter ν0 der Bifurkationspa-
rameter ν1 und erreicht etwa bei ν0 ¹ 10 ein absolutes Minimum, um danach
wieder sehr langsam anzusteigen. Interessanterweise variiert der Bifurkationspa-
rameter jedoch innerhalb des gesamten Intervalls Æ 10 Ï 2 Ã 103 Ç um weniger als 10%.
Daraus kann geschlossen werden, daß dieser Parameter nur eine untergeordnete
Rolle bei der Beeinflussung der Dynamik spielt. Im na¨chsten Kapitel wird man
sehen, daß eine a¨hnliche Eigenschaft auch fu¨r das Modell der allosterischen Pro-
duktinhibierung gilt. Deutlich sta¨rker ausgepra¨gt ist, wie in Abb. 4.5b erkennbar,
die Schwankungsbreite der Frequenz ω, mit der das System instabil wird. Diese
steigt mit wachsendem ν0 von 0 º 67 Ú 2pi à τ-0 º 95 Ú 2pi à τ immer weiter an.
Ein weiterer Parameter, dessen Einfluß auf die Stabilita¨t des Reaktionssystems
nun untersucht wird, ist der Parameter γ, der die Umwandlungsrate der Produkt-
moleku¨le in die Moleku¨le vom Typ C festlegt. Fu¨r eine (durchgezogene Linie) und
zwei (gepunktete Linie) Enzymgruppen sind die Instabilita¨tsgrenzen in Abha¨ngig-
keit von γ in Abb. 4.6a abgebildet. Der Verlauf dieser Grenzen ist fu¨r beide Fa¨lle
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qualitativ derselbe. Zuerst fallen die Bifurkationslinien mit wachsendem γ leicht,
um bei etwa γτ » 10 ein absolutes Minimum zu erreichen. Anschließend steigen
die Bifurkationslinien mit weiter wachsendem γ wieder an.
Einen qualitativ a¨hnlichen Verlauf zeigt in Abb. 4.6b die Abha¨ngigkeit der Fre-
quenzen ω an den Instabilita¨tsgrenzen. Die durchgezogene Linie geho¨rt wieder
zum Spiking, hervorgerufen durch Phasensynchronisation mit einer Enzymgruppe
bzw. im Fall der gepunkteten Linie fu¨r zwei Enzymgruppen.
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Abb. 4.6: Das Bifurkationsdiagramm in der Parameterebene (ν1 ì γ). Der stabile Fixpunkt
wird instabil und Oszillationen entwickeln sich. Die durchgezogene Linie ist die Bi-
furkationsgrenze fu¨r τ1 ¾ 0 ¿ 2τ (eine Enzymgruppe), wa¨hrend die gepunktete Linie die
Bifurkationsgrenze fu¨r τ1 ¾ 0 ¿ 55τ (zwei Enzymgruppen) zeigt. Die sonstigen Reaktions-
parameter sind ν0τ ¾ 1, γτ ¾ 20 und N ¾ 200.
Das Systemverhalten oberhalb der Bifurkationslinien wurde durch die nu-
merische Lo¨sung der Meanfield-Gleichungen (4.45) und (4.46) untersucht. Die
Lo¨sung dieser Gleichungen fu¨r verschiedene Parameter zeigt, daß die durch die
Bifurkationsanalyse betrachteten Instabilita¨ten tatsa¨chlich zu stabilen Oszillatio-
nen mit der vorausgesagten Frequenz fu¨hren. Diese Bifurkationen ko¨nnen in
Abha¨ngigkeit von den Parametern sowohl sub- als auch superkritische Hopf-
Bifurkationen sein.
Erho¨ht man allma¨hlich die Intensita¨t ν1 der allosterischen Regulierung, wird
der Fixpunkt n¯ und m¯ an dem durch die lineare Stabilita¨tsanalyse vorausgesag-
ten Punkt ν1c instabil. Das fu¨hrt zu Oszillationen mit einer endlichen Amplitude
(harte Anregung), die, wie in Abb 4.7a zu sehen ist, sich mit wachsendem ν1
weiter erho¨ht. Startet man jedoch im oszillatorischen Bereich und verringert den
Parameter ν1 langsam, findet man, daß die Oszillationen sogar noch unterhalb der
fru¨heren Bifurkationsgrenze ν1c existieren, um plo¨tzlich unterhalb eines zweiten
kritischen ν1c¯ É ν1c Wertes zu verschwinden. Es tritt also Hysterese bezu¨glich
der Variation des Parameters ν1 auf. Solche subkritischen ¨Uberga¨nge sind typisch
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fu¨r dieses System, jedoch finden sich fu¨r andere Parameterkonstellationen auch
superkritische ¨Uberga¨nge (weiche Anregung) vom stabilen Fixpunkt zu oszillato-
rischem Verhalten (Abb. 4.7b).
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Abb. 4.7: Die Amplitude ∆m fu¨r stabile (a) Zwei-Gruppen- Oszillationen (τ1 ¾ 0 ¿ 55τ und
γτ ¾ 50) und (b) Ein-Gruppen- Oszillationen (τ1 ¾ 0 ¿ 2τ und γτ ¾ 20) als Funktion von ν1.
Im Fall (a) ergibt sich eine subkritische Hopf-Bifurkation, im Fall (b) eine superkritische
Hopf-Bifurkation.
Die Abha¨ngigkeit des Verlaufs der Bifurkationslinien von der Gesamtzahl der
Enzyme N im Reaktionsvolumen kann leicht verstanden werden. Bei der Be-
trachtung der Meanfield-Gleichungen (4.45) und (4.46) bemerkt man, daß diese
invariant unter der Skalentransformation ν1  ν1 à c, m  cm und n  cn fu¨r
irgendeine Konstante c sind. Diese Transformation bedeutet einfach, daß, falls
die Gesamtzahl N der Enzyme um einen Faktor c vera¨ndert wird, sich die Zahl
der Reaktionsprodukte ebenfalls proportional a¨ndert. Die Existenz dieser Skalen-
transformation kann zur Bestimmung der Bifurkationsdiagramme fu¨r beliebige N
benutzt werden. In Abb. 4.2 sind die Bifurkationslinien z.B. fu¨r N
¹
200 Enzyme
bestimmt worden. Falls man das Bifurkationsdiagramm fu¨r N
¹
2000 Enzyme
finden mo¨chte, muß man nur ν1 durch ν1 à 10 im urspru¨nglichen Diagramm erset-
zen. Dieselbe Transformation kann auch auf die anderen Bifurkationsdiagramme
angewendet werden.
Kapitel 5
Untersuchung eines
produktinhibierten Enzymsystems
In diesem Kapitel wird unter den Bedingungen molekularer Netzwerke eine pro-
duktinhibierte Enzymreaktion untersucht [190]. Die verschiedenen in der Natur
auftretenden Mechanismen enzymatischer Inhibierung wurden bereits in Kapi-
tel 2.1 vorgestellt. Ich werde mich bei der Betrachtung der Kopplung enzyma-
tischer Reaktionen durch Produkthemmung auf die allosterische Inhibierung be-
schra¨nken. Neben der Einbeziehung der intramolekularen Dynamik im Verlauf
des enzymatischen Turnover werden explizit die Bindungs- und Dissoziations-
vorga¨nge der regulatorischen Produktmoleku¨le beru¨cksichtigt. Diese Erweiterung
fu¨hrt zu einem deutlich komplizierteren stochastischen Reaktionsmodell als das in
Kapitel 3 fu¨r den Fall der Produktaktivierung untersuchte Modell.
Nach der Beschreibung des verwendeten Modells in Abschnitt 5.1 werden da-
nach in Abschnitt 5.2 die Ergebnisse der numerischen Simulationen vorgestellt.
Auch im Fall der Produktinhibition kann es zur Synchronisation der Enzymzyklen
kommen. Numerisch wird die Synchronisationssta¨rke als Funktion der System-
parameter untersucht.
Unter Verwendung der Mastergleichung fu¨r dieses Reaktionssystem werden
in Abschnitt 5.3 die Meanfield-Gleichungen hergeleitet und numerisch gelo¨st.
Daru¨berhinaus werden unter Benutzung der linearen Stabilita¨tsanalyse die In-
stabilita¨tsgrenzen als Funktion der Reaktionsparameter bestimmt. Anschließend
werden in Abschnitt 5.4 verschiedene Modifikationen des Inhibitionsmechanis-
mus und dessen Auswirkungen auf das Synchronisationsverhalten betrachtet.
Die Meanfield-Gleichungen ko¨nnen in Abha¨ngigkeit der verwendeten Para-
meter das System entweder im Fall von allosterischer Produktinhibierung oder
-aktivierung beschreiben. Daraus ergibt sich die Mo¨glichkeit, Gemeinsamkeiten
und Unterschiede zwischen den Ergebnissen der Stabilita¨tsanalyse des stark ver-
einfachten Modells allosterischer Produktaktivierung aus Kapitel 3 mit denen des
92
5.1 Stochastisches Modell mit kontinuierlicher Phasendynamik 93
in diesem Kapitel eingefu¨hrten komplexeren Modells sowohl fu¨r den Fall der In-
hibierung als auch Aktivierung durchzufu¨hren. Dieser Vergleich erfolgt im letzten
Abschnitt.
5.1 Stochastisches Modell mit kontinuierlicher Pha-
sendynamik
Wie bereits in Kapitel 3 wird die enzymatische Umwandlung eines Substratmo-
leku¨ls in ein Reaktionsprodukt
S
Å
E

ES

E
Å
P (5.1)
untersucht. Fu¨r die katalytische Umwandlung spielen verschiedene Prozesse ei-
ne Rolle. Frei bewegliche Substratmoleku¨le kollidieren mit einer bestimmten
Wahrscheinlichkeit pro Zeiteinheit in der Na¨he der enzymatischen Bindungsstel-
le, ko¨nnen dort binden und wieder dissoziieren. Durch die Bildung des Enzym-
Substrat-Komplexes werden Konformationsa¨nderungen der Proteinstruktur ver-
ursacht. Nach einer bestimmten Zeit wird ein Reaktionsprodukt freigesetzt und
das Enzym relaxiert in den Grundzustand. Diese Prozesse wurden bereits in dem
einfachsten Modell einer allosterisch produktaktivierten Enzymreaktion in Kapi-
tel 3 beru¨cksichtigt (fu¨r eine ausfu¨hrliche Diskussion siehe S. 40 f.). In diesem
einfachen Modell war die Bindungsrate ν Á m Â der Substratmoleku¨le eine Funktion
der Zahl der freien Reaktionsprodukte, ohne daß die Bindung und Dissoziation
des regulatorischen Produktmoleku¨ls an jedes einzelne Enzym betrachtet wurden.
Nun wird dieses einfache Modell um folgende zusa¨tzliche Prozesse erga¨nzt, die
die Bindung des regulatorischen Produktmoleku¨ls an eine separate Bindungsstel-
le, ra¨umlich getrennt von der Substratbindungsstelle, betreffen.
 Kollision des frei beweglichen regulatorischen Produktmoleku¨ls mit dem
Enzym in der Na¨he der regulatorischen Bindungsstelle des Enzyms.
 Bindung des Produktmoleku¨ls und dadurch hervorgerufen eine ¨Anderung
der Substratbindungsrate.
 Dissoziation des Produktmoleku¨ls mit einer bestimmten Wahrscheinlichkeit
und eine erneute ¨Anderung der Substratbindungsrate (Abb 5.1).
Die beiden ersten Punkte werden analog wie in Abschnitt 3.1 (S. 41) zu ei-
ner effektiven Bindungsrate µ zusammengefaßt. ¨Ahnlich wie die Substrat-
moleku¨le, die nur an das Enzym im Grundzustand binden ko¨nnen, kann
die Bindungsrate µ der regulatorischen Moleku¨le im allgemeinen vom En-
zymzustand abha¨ngen. Im ersten Teil dieses Kapitels wird der Spezialfall
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betrachtet, daß das regulatorische Produktmoleku¨l nur im Grundzustand an
das Enzym binden kann. Spa¨ter in Abschnitt 5.4 untersuche ich zwei wei-
tere Mo¨glichkeiten. Einmal die Bindung des Produkts mit konstanter Bin-
dungsrate µ mit Ausnahme der Relaxationsphase und die Bindung mit der
Rate µ vo¨llig unabha¨ngig vom Enzymzustand.
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Abb. 5.1: Schematische Darstellung des molekularen Enzymzyklus des Enzyms i entlang
der Reaktionskoordinate φi. Der Enzymzyklus startet durch die Bindung eines Substrat-
moleku¨ls mit der Rate ν. Diese ha¨ngt davon ab, ob ein regulatorisches Produktmoleku¨l
gebunden ist oder nicht. Innerhalb des Enzymzyklus wird am Phasenpunkt φ ¾ kp ein
Produktmoleku¨l freigesetzt, das dann mit der Rate γ abgebaut wird. Das regulatorische
Produktmoleku¨l kann mit der Rate µ an die regulatorische Bindungsstelle binden und mit
der Rate κ dissoziieren.
Wie bereits in Kapitel 3 wird wieder eine nachfolgende Reaktion
P

C º
angenommen, die die freiwerdenden Reaktionsprodukte P mit der Rate γ in Mo-
leku¨le vom Typ C umwandelt, die im Reaktionsablauf keine weitere Rolle mehr
spielen.
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Zur Formalisierung der Zustandsa¨nderung durch die Bindung eines Substrat-
moleku¨ls durch das Enzym i wird die bina¨re Zustandsvariable ui eingefu¨hrt. Falls
sich das Enzym i im freien Zustand befindet und bereit ist, ein Substratmoleku¨l
zu binden, hat ui den Wert 0. Die Bildung eines Enzym-Substrat-Komplexes fu¨hrt
zu einer ¨Anderung der Zustandsvariable in ui ¹ 1. Die Substratbindung initiiert
den katalytischen Zyklus, bestehend aus der katalytischen Umwandlung des Sub-
stratmoleku¨ls in ein Produktmoleku¨l und nachfolgender Ru¨ckkehr des Enzyms in
den Grundzustand. Dieser Zyklus wird durch einen Diffusions-Drift-Prozeß in-
nerhalb eines Potentialprofils entlang der Reaktionskoordinate φi angena¨hert. Der
Phasenpunkt φi ¹ 0 definiert den Beginn des enzymatischen Zyklus. Am Ende
des enzymatischen Zyklus erreicht φi den Wert 1 und das Enzym kehrt in den
Grundzustand zuru¨ck, beschrieben durch einen ¨Ubergang von ui ¹ 1 zu ui ¹ 0.
Zur formalen Beschreibung dieser regulatorischen Eigenschaft fu¨hrt man fu¨r
jedes Enzym i analog zu ui eine zweite bina¨re Zustandsvariable ri ein, die den
Wert 1 annimmt, falls ein regulatorisches Produktmoleku¨l gebunden ist und sonst
0 ist. Die Wahrscheinlichkeitsrate ν pro Einheitszeit τ fu¨r die Bindung eines Sub-
stratmoleku¨ls ha¨ngt von ri ab. Das bedeutet ν ¹ ν1, falls ri ¹ 1 und ν ¹ ν0 falls
ri ¹ 0. Im hier untersuchten Fall der Produktinhibition ist ν0

ν1. Um die Sta¨rke
der Inhibierung durch die Produktbindung zu charakterisieren, ist es gu¨nstig, den
Koeffizienten χ durch ν1 ¹ ν0 à χ zu definieren.
In der betrachteten hypothetischen Reaktion wird die Dissoziation der Sub-
stratmoleku¨le vernachla¨ssigt. Die Wahrscheinlichkeitsrate ν ist proportional zur
Substratkonzentration. Diese ist wesentlich ho¨her als die Enzymkonzentration
und wird als konstant angenommen.
Im folgenden wird der Algorithmus pra¨sentiert, der fu¨r die numerischen Si-
mulationen verwendet wird. Die Dynamik der Phase φi des Enzyms i wird wieder
durch die diskretisierte Form
φi Á t
Å
∆t Â
¹
φi Á t Â
Å
v∆t
Å
ςi

σ∆t (5.2)
der Langevin-Gleichung (3.11) mit ςi als unabha¨ngige Gaussche Zufallszahlen
beschrieben, so daß
É ςi Á t Â ς j Á t á}ÂRË ¹ 2δi jδ Á t Ä t áIÂ (5.3)
gilt. Fu¨r kleine Rauschintensita¨ten σ in Gl. (5.1), gelten na¨herungsweise die
Gleichungen τ » 1
à
v, ∆τ » 2σ
à
v3 und ξ » 2σ
à
v (siehe Gl. (3.33) - (3.35)
(S. 60). Zusa¨tzlich zu Gl. (5.2) muß noch die Dynamik der Phasenvariablen an
den Ra¨ndern φ
¹
0 und φ
¹
1 sowie am Punkt φ
¹
kp spezifiziert werden. Falls
aufgrund von Fluktuationen zum Zeitpunkt t
Å
∆t die Phasenvariable φi Á t
Å
∆t Â
von Gl. (5.2) negativ ist, wird diese durch φi Á t
Å
∆t Â
¹
v∆t ersetzt. Analog wird am
Punkt kp der Reaktionskoordinate verfahren, bei dessen Passieren ein Reaktions-
produkt freigesetzt wird. Im Intervall der Reaktionskoordinaten 0 É φi É kp bilden
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Enzym und Substratmoleku¨l einen Enzym-Substrat-Komplex, wa¨hrend innerhalb
des Phasenintervalls kp É φi É 1 das Reaktionsprodukt vom Enzym getrennt vor-
liegt und das Enzym nach und nach in den Grundzustand zuru¨ckkehrt. Um zu
verhindern, daß, bedingt durch Zufallsschwankungen der Phasenvariablen φi um
kp, mehrmals im selben Turnover-Zyklus Reaktionsprodukte freigesetzt werden,
darf nach Erreichen des Punktes kp kein Phasenpunkt φi É kp eingenommen wer-
den. Falls zu einem spa¨teren Zeitpunkt t
Å
∆t die Phasenvariable φi kleiner ist als
kp, dann wird φi Á t
Å
∆t Â
¹
kp
Å
v∆t gesetzt. Der Zyklus ist nach Erreichen des
Punktes φ
¹
1 beendet.
Die zeitliche Entwicklung der Zustandsvariablen ui und ri wird durch folgende
Algorithmen determiniert:
ri Á t
Å
∆t Â
¹
1, falls ri Á t Â ¹ 0, mit WS µi∆t
0, falls ri Á t Â ¹ 0, mit WS 1 Ä µi∆t
0, falls ri Á t Â ¹ 1, mit WS κ∆t
1, falls ri Á t Â ¹ 1, mit WS 1 Ä κ∆t
(5.4)
und
ui Á t
Å
∆t Â
¹
1, falls ui Á t Â ¹ 0, mit WS νi∆t
0, falls ui Á t Â ¹ 0, mit WS 1 Ä νi∆t
0, falls ui Á t Â ¹ 1, und φi Á t Â ¹ 1
1, falls ui Á t Â ¹ 1, und φi Á t Â~É 1 º
(5.5)
Die Bindungsrate fu¨r die Substratmoleku¨le ist ν
¹
ν0, falls ri ¹ 0 und ν ¹
ν1 ¹ ν0 à χ, falls ri ¹ 1. Die Wahrscheinlichkeitsrate µi fu¨r die Bindung der regu-
latorischen Produktmoleku¨le ist durch
µi ¹ m Á t Â β Á ui Ã φi Â (5.6)
gegeben. Dabei ist β Á ui Ã φi Â eine Ratenkonstante, die abha¨ngig von den Zustands-
variablen ui und φi ist.
Die zeitliche Entwicklung der Zahl der freien Reaktionsprodukte m wird durch
den folgenden stochastischen Algorithmus beschrieben:
m Á t
Å
∆t Â
¹
m Á t Â
Å
N
∑
i Î 1
Θ Á φi Á t Â Ä kp Â Θ Á kp Ä φi Á t Ä ∆t Â+Â Ä
m  t 
∑
j Î 1
Ψ j (5.7)
Å
N
∑
i Î 1
Á ri Á t Â Ä ri Á t
Å
∆t Â+Â(º
Dabei ist Ψ j eine bina¨re Zufallszahl, die die Werte 1 oder 0 mit der Wahr-
scheinlichkeit γ∆t annehmen kann. Die Stufenfunktion Θ Á x Â ist so definiert, daß
Θ Á x Â
¹
1 ist, falls x  0 und Θ Á x Â
¹
0 falls x É 0. Der zweite Term in Gl. (5.7) be-
schreibt die Erho¨hung der Zahl der freien Produktmoleku¨le durch die Freisetzung
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eines Reaktionsprodukts, wenn ein Enzym den Phasenpunkt kp erreicht. Der dritte
Term beschreibt den stochastischen Abbau der Produktmoleku¨le. Jedes der m Pro-
duktmoleku¨le kann mit der kleinen Wahrscheinlichkeit γ∆t innerhalb des Zeitin-
tervalls ∆t verschwinden und dadurch die Zahl der freien Moleku¨le m vermindern.
Der letzte Term in dieser Gleichung beschreibt die Erho¨hung bzw. Verminderung
der freien Produktmoleku¨le um 1, wenn ein Produktmoleku¨l von der regulatori-
schen Bindungsstelle eines Enzyms dissoziiert bzw. dort bindet. Die Schrittweite
∆t muß klein genug gewa¨hlt werden, so daß die Bedingungen µi∆t  1, γ∆t  1,
κ∆t  1, und νi∆t  1 erfu¨llt sind und die numerische Lo¨sung unabha¨ngig von
∆t ist.
5.2 Synchrone und asynchrone Enzymaktivita¨t
In diesem Abschnitt stelle ich die Resultate der numerischen Simulationen des in
Kapitel 5.1 eingefu¨hrten stochastischen Modells vor. Die Gesamtzahl der Enzyme
ist, wenn nicht ausdru¨cklich darauf hingewiesen wird, in allen Simulationen N
¹
400. Der Paramater χ (ν1 ¹ ν0 à χ), der die Sta¨rke der allosterischen Inhibierung
angibt, ist χ
¹
104. Die Driftgeschwindigkeit v in Gl. (3.11) bzw. (5.2) ist 1 und
damit die charakteristische Zeit τ
¹
1
à
v. Falls nicht ausdru¨cklich betont wird, sind
als Anfangsbedingung die Enzyme zufa¨llig entlang des Phasenzyklus verteilt.
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Abb. 5.2: Phasenverteilung (a) und Zeitabha¨ngigkeit der Zahl der Produktmoleku¨le (b)
im nichtsynchronen Systemzustand fu¨r N ¾ 400 Enzyme. Die Reaktionsparameter sind
βτ ¾ 0 ¿ 03, ν0τ ¾ 10, χ ¾ 104, γτ ¾ 15, κτ ¾ 20, τ1 ¾ 0 ¿ 55τ, vτ ¾ 1 und σ ¾ 0.
Simulationen des stochastischen Modells zeigen die Existenz von zwei qua-
litativ verschiedenen Verhaltensmodi. Unterhalb einer bestimmten Schwelle der
Ratenkonstante β, die die Bindung der regulatorischen Produktmoleku¨le an die
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Enzyme kontrolliert, finden katalytische Turnover der Enzyme unabha¨ngig von-
einander statt. In Abb. 5.2a ist die Verteilung der Enzyme entlang der Reaktions-
koordinaten φ fu¨r diesen Fall dargestellt. Um diese Verteilung zu erhalten, wird
der Phasenzustand eines jeden Enzyms zu einem festen Zeitpunkt bestimmt, das
Intervall 0 Ê φ Ê 1 in 100 Unterintervalle zerlegt und die Zahl der Enzyme in je-
dem dieser Unterintervalle abgeza¨hlt. Falls die Enzyme unabha¨ngig voneinander
operieren, ergibt sich eine Gleichverteilung der Phasenzusta¨nde. Das bedeutet,
daß alle Phasenzusta¨nde gleichwahrscheinlich sind und zwischen den Zusta¨nden
unterschiedlicher Enzyme keinerlei Korrelationen existieren. Die Zahl der frei-
en Produktmoleku¨le als Funktion der Zeit, dargestellt in Abb. 5.2b, schwankt in
diesem Fall um einen bestimmten Mittelwert (asynchroner Reaktionsmodus).
Wird der Parameter β und damit die Bindungsrate der regulatorischen Pro-
duktmoleku¨le erho¨ht, erfolgt eine drastische Vera¨nderung im Systemverhalten.
Diese ist durch einen ¨Ubergang von asynchroner zu synchroner Enzymaktivita¨t
gekennzeichnet. Abb. 5.3a zeigt eine typische Phasenverteilung der Enzyme bei
synchronem Verhalten. Im Vergleich zum asynchronen Modus bei kleinen Werten
von β ist diese Verteilung keine Gleichverteilung mehr, sondern zeigt ein deutli-
ches Maximum. Das bedeutet, daß Korrelationen zwischen unterschiedlichen En-
zymen existieren und deren Phasenzusta¨nde synchronisiert sind. In Abb. 5.3b be-
obachtet man als Ergebnis der synchronen enzymatischen Aktivita¨t periodisches
Spiking in der Zahl der freien Reaktionsprodukte. Die Periode des Auftretens
dieser Spikes ist vergleichbar mit der mittleren Turnover-Zeit der Enzyme. Die
Enzyme befinden sich also in einer Enzymgruppe entlang der Phasenkoordinate.
Im Gegensatz zu dem in Kapitel 3 untersuchten Enzymmodell mit Produktakti-
vierung kann sich, wie noch gezeigt wird, bei Produktinhibierung immer nur eine
Enzymgruppe bilden.
Der ¨Ubergang zur synchronen Enzymaktivita¨t verla¨uft selbsta¨ndig. Als An-
fangsbedingungen zum Zeitpunkt t
¹
0 sind die Enzyme entlang der Reaktions-
koordinate φ zufa¨llig und gleichverteilt. Nach einem transienten Zeitabschnitt
erfolgt eine spontane Synchronisation der Enzymzusta¨nde, die von dem charak-
teristischen Spiking in der Zahl der freien Reaktionsprodukte begleitet ist. Die
Zeitdauer des Transienten ha¨ngt stark von den Simulationsparametern, vor allem
von der relativen Schwankungsbreite ξ der Turnover-Zeit und der Bindungsrate β
fu¨r die regulatorischen Produktmoleku¨le ab. Fu¨r kleine Werte von ξ und β, wie
in Abb. 5.3, dauert der Transient hunderte Turnover-Zyklen. Fu¨r gro¨ßere Werte
von ξ und β wie z.B. in Abb. 5.4 bildet sich das Spiking bereits nach wenigen
Enzymzyklen heraus.
Im Fall unkorrelierter Phasenzusta¨nde sind alle Phasendifferenzen gleich
wahrscheinlich. In diesem Fall ist die Wahrscheinlichkeitsdichteverteilung P Á ∆φ Â
zwischen zwei Enzymen die Phasendifferenz ∆φ vorzufinden, wie in Abb. 5.5a
gezeigt, eine Gleichverteilung. Falls die Enzymzusta¨nde jedoch in einer Enzym-
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Abb. 5.3: Phasenverteilung (a) und Zeitabha¨ngigkeit der Zahl der Produktmoleku¨le (b)
im synchronisierten Systemzustand fu¨r N ¾ 400 Enzyme. Die Reaktionsparameter sind
βτ ¾ 0 ¿ 1, ν0τ ¾ 100, χ ¾ 104, γτ ¾ 15, κτ ¾ 20, τ1 ¾ 0 ¿ 55τ, vτ ¾ 1 und σ ¾ 0.
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Abb. 5.4: Transientes Verhalten der Enzyme mit zufa¨lliger Phasenverteilung der Enzy-
me als Anfangsbedingung und Herausbildung korrelierter Phasenzusta¨nde der gesamten
Enzympopulation. N ¾ 400. Die Reaktionsparameter sind βτ ¾ 5, ν0τ ¾ 100, χ ¾ 104,
γτ ¾ 15, κτ ¾ 20, τ1 ¾ 0 ¿ 55τ, vτ ¾ 1, und σ ¾ 0 ¿ 00125 À τ2.
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gruppe synchron operieren, zeigt die Verteilung der Phasendifferenzen P Á ∆φ Â ein
Maximum in der Umgebung von ∆φ
¹
0 (siehe Abb. 5.5).
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Abb. 5.5: Wahrscheinlichkeitsdichteverteilungen der Phasendifferenzen (a) ohne Syn-
chronisation (Parameter wie in Abb. 5.2), (b) mit einer Enzymgruppe (Parameter wie in
Abb. 5.3).
Im Kapitel 3 wurde zur Charakterisierung der Synchronisationssta¨rke der Ord-
nungsparameter θ eingefu¨hrt (siehe Gl. (3.38), S. 62). Dieser Ordnungsparameter
soll im Folgenden wieder dazu verwendet werden, die Synchronisationssta¨rke der
Enzymzusta¨nde als Funktion der Systemparameter zu bestimmen. Zuerst wird
der Einfluß der Fluktuationen innerhalb des Zyklus auf die Synchronisation un-
tersucht. Dazu variiert man die Rauschintensita¨t σ im stochastischen Modell
bei Konstanthaltung der restlichen Parameter. Abb. 5.6a zeigt ein Beispiel der
Abha¨ngigkeit des Ordnungsparameters θ von der relativen Schwankungsbreite ξ
der Turnover-Zeit τ (siehe Gl. (3.35)). Mit wachsendem ξ verkleinert sich θ und
verschwindet fu¨r ξ Ë 0 º 1. Als na¨chstes wird die Rauschintensita¨t σ fixiert und der
Parameter β, der die Bindungsrate der regulatorischen Produktmoleku¨le festlegt,
erho¨ht. Wie in Abb. 5.6b erkennbar ist, findet sich oberhalb eines bestimmten
Schwellenwertes synchrones Verhalten. Die weitere Erho¨hung von β fu¨hrt zu ei-
ner Versta¨rkung der Synchronisationsintensita¨t, charakterisiert durch ein Anwach-
sen des Ordnungsparameters θ. Interessanterweise existiert ein zweiter Schwel-
lenwert fu¨r β, oberhalb dessen das System wieder desynchronisiert. Das bedeutet,
daß nur in einem bestimmten “Parameterfenster” das System synchrones Verhal-
ten aufweist.
Desweiteren wird θ fu¨r verschiedene Werte des Parameters ν0, der die Bin-
dungsrate der Substratmoleku¨le festlegt, berechnet. Wie man in Abb. 5.6c sieht,
existiert auch fu¨r diesen Parameter ein a¨hnliches Fenster, innerhalb dessen die En-
zymzusta¨nde synchronisieren. Nur innerhalb des Intervalls 20 É ν0 É 300 zeigen
die Enzyme synchrone Aktivita¨t.
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Abb. 5.6: Der Ordnungsparameter θ als Funktion der (a) relativen Schwankungsbreite ξ
der Turnover-Zeit, (b) Bindungsrate β der regulatorischen Moleku¨le, (c) Bindungsrate ν0
der Substratmoleku¨le und (d) die Dissoziationsrate κ der regulatorischen Moleku¨le. Die
jeweils festgehaltenen Parameter sind σ ¾ 0 ¿ 00125 À τ2 (ξ ¾ 0 ¿ 05), βτ ¾ 5, ν0τ ¾ 100,
χ ¾ 104 und κτ ¾ 20. Weitere Parameter sind γτ ¾ 15, τ1 ¾ 0 ¿ 55τ, vτ ¾ 1 und N ¾ 400.
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Abschließend ist in Abb. 5.6d der Ordnungsparameter θ als Funktion von κ
der Dissoziationsrate der regulatorischen Produktmoleku¨le dargestellt. Oberhalb
von κτ » 4 beginnt θ anzuwachsen und erreicht sein Maximum etwa bei κτ » 20.
Fu¨r noch ho¨herere Werte von κ verkleinert sich der Ordnungsparameter wieder,
und die Synchronisationsintensita¨t wird schwa¨cher. Selbst fu¨r κτ
¹
100 (nicht in
Abb. 5.6d dargestellt) ist die Synchronisation der Enzymzusta¨nde noch deutlich
nachweisbar.
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Abb. 5.7: Zeitabha¨ngigkeit der Zahl der Produktmoleku¨le fu¨r vier verschiedene Werte der
Bindungsrate fu¨r die regulatorischen Moleku¨le (a) βτ ¾ 1, (b) βτ ¾ 5, (c) βτ ¾ 15τ und
(d) βτ ¾ 20. Weitere Parameter wie in Abb. 5.5.
Typische Beispiele der Zahl der freien Produktmoleku¨le als Funktion der Zeit
fu¨r verschiedene Werte von β sind in Abb. 5.7a-d gezeigt. Fu¨r sehr kleine Wer-
te von β ist keine Synchronisation vorhanden (Abb. 5.7a, βτ
¹
1). Oberhalb
des Synchronisationsschwellwertes (Abb. 5.7b, βτ
¹
5) entwickelt sich Spiking
in der Zahl der freien Reaktionsprodukte. Die Amplitude des Spiking verrin-
gert sich jedoch fu¨r noch ho¨here Werte von β erneut (Abb. 5.7c, βτ
¹
15), bis
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es nur schwer von den natu¨rlich auftretenden Zufallsschwankungen unterscheid-
bar ist (Abb. 5.7d, βτ
¹
20). Obwohl Simulationen des stochastischen Modells
der Gl. (5.4)-(5.7) bereits viele Informationen zu dem betrachteten System lie-
fern, sind analytische Untersuchungen no¨tig, um die Synchronisationsparameter
vorauszusagen, fu¨r die das System instabil wird. Solche analytischen Untersu-
chungen werden im folgenden Abschnitt durchgefu¨hrt.
5.3 Meanfield-Na¨herung des produktinhibierten
Enzymsystems
Die Gleichungen der Meanfield-Na¨herung
Nun werden fu¨r das in Abschnitt 5.1 beschriebene stochastische Modell einer allo-
sterischen Enzymreaktion die Mastergleichungen aufgestellt. Die Herangehens-
weise erfolgt analog wie in Kapitel 4 fu¨r das einfache Modell einer Enzymre-
aktion mit Produktaktivierung. Im Gegensatz zum einfachen Enzymsystem aus
Kapitel 3, fu¨r das in Kapitel 4 die Mastergleichung aufgestellt und daraus die
Meanfield-Gleichung hergeleitet wurde, wird jetzt die Bindung und Dissoziation
der regulatorischen Produktmoleku¨le explizit beru¨cksichtigt.
Der enzymatische Prozeß besteht wieder aus zwei Teilen. Einerseits aus dem
Diffusions-Drift-Prozeß entlang der Reaktionskoordinate φ und andererseits im
Aufenthalt des Enzyms im Grundzustand, der durch die Bindung eines Substrat-
moleku¨ls beendet wird.
Der Abbau der freien Produktmoleku¨le (Umwandlung in Moleku¨le vom Typ
C) erfolgt wieder mit der Rate γ. Die Bindung der regulatorischen Produktmo-
leku¨le mit der Rate β an die regulatorische Bindungsstelle des Enzyms kann nur
im Grundzustand erfolgen, d.h. wenn noch kein Enzym-Substrat-Komplex gebil-
det wurde. Diese Annahme entspricht dem Modell aus Abschnitt 5.2 1.
Hat ein regulatorisches Produktmoleku¨l gebunden, so ist der Wert der bina¨ren
Zustandsvariablen r
¹
1, ansonsten 0. Bindung und Dissoziation der Produkt-
moleku¨le a¨ndern jeweils die Anzahl der freien Produktmoleku¨le um 1. Die Dis-
soziation des regulatorischen Produktmoleku¨ls von dieser Bindungsstelle erfolgt
mit der Dissoziationsrate κ Á r Â . Da ein regulatorisches Produktmoleku¨l nur dann
dissoziieren kann, falls es vorher gebunden war, also r
¹
1 erfu¨llt ist, gilt κ Á 1 Â
¹
κ
und κ Á 0 Â
¹
0.
Die Bindung eines Substratmoleku¨ls durch das Enzym im Grundzustand er-
folgt mit der Rate ν Á r Â (siehe Fußnote S. 71). Diese ha¨ngt also davon ab, ob
ein regulatorisches Produktmoleku¨l an das Enzym gebunden hat oder nicht. Falls
1In den Modifikationen des Abschnitts 5.4 wird diese Annahme vera¨ndert.
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nicht (d.h. r
¹
0), so ist ν Á 0 Â
¹
ν0, andernfalls (d.h. r ¹ 1) ist ν Á 1 Â ¹ ν1. Daraus
ergibt sich folgende Mastergleichung fu¨r die Wahrscheinlichkeitsdichte P Á φ Ã rÃ m Â
∂P Á φ Ã rÃ m Â
∂t ¹ Ä v
∂P Á φ Ã rÃ m Â
∂φ Å σ
∂2P Á φ Ã rÃ m Â
∂φ2
Å
κ Á r
Å
1 Â P Á φ Ã r
Å
1 Ã m
Ä
1 Â
Ä
κ Á r Â P Á φ Ã rÃ m Â (5.8)
Å
γ ÆIÁ m
Å
1 Â P Á φ Ã rÃ m
Å
1 Â
Ä
mP Á φ Ã rÃ m Â+ÇÈº
Die ersten beiden Terme auf der rechten Seite von Gl. (5.8) beschreiben den
Diffusions-Drift-Prozeß mit der Diffusionskonstante σ und der Geschwindigkeit
v. Der dritte und vierte Term geben den Einfluß der ¨Anderung der Anzahl der
freien Produktmoleku¨le durch die Dissoziation eines Produktmoleku¨ls von der re-
gulatorischen Bindungsstelle wieder. Der letzte Term charakterisiert den Abbau
der Produkte.
Die Freisetzung des Produktmoleku¨ls und damit die Dissoziation des ES-
Komplexes im Verlauf des Enzymzyklus erfolgt am Phasenpunkt φ
¹
kp. Da
dieser Prozeß irreversibel ist, wird das gesamte Intervall 0 É φ Ê 1 der Reakti-
onskoordinate in zwei Segmente Á 0 Ã kp Ä ε Ç und Á kp Ã 1 Ç eingeteilt. Fu¨r beide Teil-
intervalle werden die Randbedingungen an den Enden getrennt formuliert (siehe
Abschnitt 4.1, S. 71). Die Bezeichnung kp Ä ε soll wieder den rechten Randpunkt
des linken Intervalls Á 0 Ã kp Ä ε Ç beschreiben. Die Zahl der freien Produktmoleku¨le
m erho¨ht sich um 1, sobald der Punkt kp im Zyklus durch das Enzym erreicht
wird. Wegen der Irreversibilita¨t der Produktentstehung stellt kp Ä ε einen absor-
bierenden rechten Rand des Teilintervalls Á 0 Ã kp Ä ε Ç dar. Daraus ergibt sich, falls
σ Ë 0 ist, die Randbedingung
P Á kp Ä ε Ã rÃ m Â ¹ 0 º (5.9)
Im Spezialfall σ
¹
0 liegt nur ein Driftprozeß mit der Geschwindigkeit v vor. Dann
gilt diese Randbedingung nicht. Innerhalb des Teilintervalls Á kp Ã 1 Ç befindet sich
das Enzym in der Relaxationsphase, um danach in den Grundzustand zuru¨ckzu-
kehren. Der Fluß durch den linken Rand φ
¹
kp Ä ε muß gleich dem Fluß durch
den rechten Rand des Intervalls Á 0 Ã kp Ä ε Ç sein. Man erha¨lt deshalb unter Verwen-
dung von Gl. (4.4) fu¨r den Fluß
F Á φ Ã rÃ m Â
¹
vP Á φ Ã rÃ m Â
Ä
σ
∂P Á φ Ã rÃ m Â
∂φ
als Randbedingung an der Intervallgrenze kp der Teilintervalle Á 0 Ã kp Ä ε Ç und
Á kp Ã 1 Ç
F Á kp Ã rÃ m
Å
1 Â
¹
F Á kp Ä ε Ã rÃ m Â(º (5.10)
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Daru¨berhinaus wird noch die Mastergleichung fu¨r die Aufenthaltswahrschein-
lichkeit Q Á rÃ m Ã t Â des Enzyms im Grundzustand und im Zustand r bei gleichzeitig
vorhandenen m Produktmoleku¨len beno¨tigt. Diese lautet
∂Q Á rÃ m Â
∂t ¹ F Á 1 Ã rÃ m Â Ä ν Á r Â Q Á rÃ m Â Å γ Æ Á m Å 1 Â Q Á rÃ m Å 1 Â Ä mQ Á rÃ m ÂÇ
Å
β Á r
Ä
1 ÂÖÁ m
Å
1 Â Q Á r
Ä
1 Ã m
Å
1 Â
Ä
β Á r Â mQ Á rÃ m Â (5.11)
Å
κ Á r
Å
1 Â Q Á r
Å
1 Ã m
Ä
1 Â
Ä
κ Á r Â Q Á rÃ m Â(º
Der erste Term gibt den Fluß an, mit dem das Enzym nach Beenden des Zyklus in
den Grundzustand zuru¨ckkehrt. ν Á r Â Q Á rÃ m Â beschreibt das Verlassen des Grund-
zustandes, falls das Enzym ein Substratmoleku¨l mit der Rate ν bindet. Der dritte
Term beschreibt den Abbau der Produkte mit der Rate γ. Der vierte Term erfaßt
die ¨Anderung der Anzahl freier Produktmoleku¨le durch Bindung eines Produkt-
moleku¨ls an die regulatorische Bindungsstelle des Enzyms mit der Rate β und der
letzte Term durch dessen Dissoziation mit der Rate κ.
Zusa¨tzlich mu¨ssen die Randbedingungen an den Punkten φ
¹
0 und φ
¹
1 fu¨r
die Wahrscheinlichkeitsdichte P Á φ Ã rÃ m Â beru¨cksichtigt werden. Die Randbedin-
gungen lauten
F Á 0 Ã rÃ m Â
¹
vP Á φ Ã rÃ m Â
Ä
σ
∂P Á φ Ã rÃ m Â
∂φ φ Î 0 ¹
ν Á m Â Q Á rÃ m Â (5.12)
und
P Á 1 Ã m Â
¹
0 º (5.13)
Die genaue Begru¨ndung und Diskussion dieser Randbedingungen erfolgte in Ab-
schnitt 4.1 und ist auch fu¨r dieses System gu¨ltig.
Mit denselben Argumenten2 wie in Abschnitt 4, (S. 70) ist es mo¨glich, be-
reits aus der Ein-Enzym-Mastergleichung die Meanfield-Gleichungen herzulei-
ten. Diese Herleitung erfolgt in Anhang A.3 aus den Mastergleichungen (5.8)
und (5.11) mit den Randbedingungen (5.9), (5.10), (5.12) und (5.13). Im Folgen-
den werden nun die Struktur und Eigenschaften dieser Meanfield-Gleichungen
diskutiert.
Wie bereits betont wurde, beschreiben die makroskopischen Gleichungen die
Kinetik chemischer Reaktionen unter Vernachla¨ssigung von Konzentrationsfluk-
tuationen der Reaktanten. Im Grenzfall großer Enzymzahlen kann unser System
durch die Einfu¨hrung der Dichtefunktionen n˜0 Á φ Ã t Â und n˜1 Á φ Ã t Â beschrieben wer-
den. Dabei gibt n˜0 Á φ Ã t Â ∆φ den Mittelwert von Enzymen an, die kein regulato-
risches Produktmoleku¨l gebunden haben und sich zum Zeitpunkt t im Phasenin-
tervall φ
Å
∆φ innerhalb des Enzymzyklus befinden. Hingegen gibt die Funktion
2Die Enzyme sind identisch, und es existieren keine direkten Wechselwirkungen zwischen den
Enzymzusta¨nden verschiedener Enzyme. Es gibt nur Wechselwirkungen zwischen den Enzym-
zusta¨nden und der Zahl der freien regulatorischen Moleku¨le.
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n˜1 Á φ Ã t Â ∆φ jene Enzyme desselben Intervalls an, die ein Produktmoleku¨l gebunden
haben. Zusa¨tzlich wird die Konzentration n0 Á t Â der Enzyme im Grundzustand ein-
gefu¨hrt, die kein regulatorisches Produktmoleku¨l gebunden haben. Analog wird
die Konzentration n1 Á t Â der Enzyme mit gebundenem Produktmoleku¨l eingefu¨hrt.
Schließlich wird die Konzentration m der freien Reaktionsprodukte definiert, die
den Mittelwert der Produkte zur Zeit t darstellt.
Die makroskopischen Gleichungen fu¨r n˜0 Á φ Ã t Â und n˜1 Á φ Ã t Â sind
∂n˜1 Á φ Ã t Â
∂t ¹zÄ v
∂n˜1 Á φ Ã t Â
∂φ Ä κn˜1 Á φ Ã t Â Å σ
∂2n˜1 Á φ Ã t Â
∂φ2 (5.14)
und
∂n˜0 Á φ Ã t Â
∂t ¹zÄ v
∂n˜0 Á φ Ã t Â
∂φ Å κn˜1 Á φ Ã t Â Å σ
∂2n˜0 Á φ Ã t Â
∂φ2 º (5.15)
Die Zeitentwicklung der Dichtefunktionen n˜0 Á φ Ã t Â und n˜1 Á φ Ã t Â setzt sich aus
einer Drift mit konstanter Geschwindigkeit v, begleitet von Diffusion entlang der
Reaktionskoordinate φ, zusammen. Zusa¨tzlich wird in diesen Gleichungen die
Abnahme der Konzentrationsdichte n˜1 Á φ Ã t Â der inhibierten Enzyme innerhalb des
Zyklus durch Dissoziation der regulatorischen Reaktionsprodukte mit der Ra-
te κ und die dadurch bedingte gleichzeitige Zunahme der Konzentrationsdichte
n˜0 Á φ Ã t Â der aktiven Enzyme beru¨cksichtigt. Bei allen weiteren Untersuchungen
in diesem Abschnitt werden Fluktuationen innerhalb des Enzymzyklus als ver-
nachla¨ssigbar klein angenommen. Deshalb wird in Gl. (5.14) und (5.15) σ
¹
0
gesetzt.
Die Randbedingungen der Gl. (5.14) und (5.15) am Punkt φ
¹
0 sind unter
dieser Voraussetzung durch
vn˜1 Á 0 Ã t Â ¹ ν1n1 Á t Â(Ã (5.16)
vn˜0 Á 0 Ã t Â ¹ ν0n0 Á t Â (5.17)
gegeben. Das bedeutet, daß die ein Substratmoleku¨l bindenden Enzyme im
Grundzustand einen Fluß fu¨r die Konzentrationsdichte n˜1 Á φ Ã t Â an der Stelle φ ¹ 0
erzeugen. Weitere Randbedingungen werden im Spezialfall σ
¹
0 nicht beno¨tigt.
Insbesondere ist eine Separation des Intervalls Á 0 Ã 1 Ç der Reaktionskoordinate in
Teilintervalle Á 0 Ã kp Ä ε Ç , Á kp Ã 1 Ç unno¨tig. Da die Dynamik der Reaktionskoordina-
te nur durch die Drift mit der Geschwindigkeit v bestimmt ist, verla¨uft die Bewe-
gung irreversibel. Die Freisetzung des Produktmoleku¨ls an der Stelle φ
¹
kp und
die Beendigung des Enzymzyklus an der Stelle φ
¹
1 sind somit unumkehrbar.
Die Gleichung zur Beschreibung der Konzentrationsa¨nderung der inhibierten
Enzyme im Grundzustand hat die Form
dn1
dt ¹ βm Á t Â n0 Á t Â Ä κn1 Á t Â Ä ν1n1 Á t Â Å vn˜1 Á 1 Ã t Â(º (5.18)
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Der erste Term auf der rechten Seite dieser Gleichung beru¨cksichtigt, daß die
Zahl n1 Á t Â der inhibierten Enzyme durch die Bindung eines regulatorischen Pro-
duktmoleku¨ls durch ein nichtinhibiertes Enzym anwa¨chst. Analog beschreibt der
zweite Term die Konzentrationsabnahme der inhibierten Enzyme durch den Dis-
soziationsprozeß der regulatorischen Produktmoleku¨le. Der letzte Term der Glei-
chung beschreibt das Anwachsen der Konzentration n1 Á t Â durch Enzyme, die den
Enzymzyklus gerade beendet haben und in den Grundzustand zuru¨ckkehren. Eine
a¨hnliche Gleichung gilt fu¨r die Konzentration n0 der nichtinhibierten Enzyme im
Grundzustand:
dn0
dt ¹zÄ βm Á t Â n0 Á t Â Å κn1 Á t Â Ä ν0n0 Á t Â Å vn˜0 Á 1 Ã t Â(º (5.19)
Nun wird noch die Gleichung zur Beschreibung der Konzentrationsa¨nderung der
freien Reaktionsprodukte im Reaktionsvolumen beno¨tigt:
dm
dt ¹ Ä γm Á t Â Å vn˜1 Á kp Ã t Â Å vn˜0 Á kp Ã t Â Å κn1 Á t Â
Ä
βm Á t Â n0 Á t Â
Å
κ
Õ
1
0
n˜1 Á φ Ã t Â dφ º (5.20)
Der erste Term auf der rechten Seite dieser Gleichung beschreibt den Abbau der
Produktmoleku¨le durch weitere nicht na¨her spezifizierte chemische Reaktionen.
Der zweite und dritte Term gibt die Konzentrationserho¨hung der freien Produkt-
moleku¨le durch Freisetzung von Reaktionsprodukten am Phasenpunkt φ
¹
kp in-
nerhalb des Zyklus an. Der vierte und fu¨nfte Term erfaßt die Vera¨nderung der
Reaktionsprodukte durch Dissoziation und Bindung dieser Moleku¨le an der regu-
latorischen Bindungsstelle der Enzyme im Grundzustand. Der letzte Term gibt
die Konzentrationserho¨hung der freien Produkte durch Dissoziation von den En-
zymen im Zyklus an.
Die Gesamtzahl
N
¹
n1 Á t Â
Å
n0 Á t Â
Å
Õ
1
0
n˜1 Á φ Ã t Â dφ
Å
Õ
1
0
n˜0 Á φ Ã t Â dφ (5.21)
der Enzyme im System ist eine Erhaltungsgro¨ße. Diese konstante Zahl N setzt
sich aus der Zahl der Enzyme im Grundzustand und der Enzyme im katalytischen
Zyklus zusammen .
Die Gleichungen (5.14)-(5.21) bilden die Meanfield-Na¨herung und wurden in
Anhang A.3 aus den Mastergleichungen 5.8 und 5.11 hergeleitet. Diese Gleichun-
gen ko¨nnen noch weiter zu drei Delay-Differentialgleichungen reduziert werden.
Die analytische Lo¨sung von Gl. (5.14) und (5.15) lautet fu¨r σ
¹
0
n˜1 Á φ Ã t Â ¹ ν1
v
e Ï κ
φ
v n1 Á t Ä
φ
v
Â(Ã (5.22)
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Abb. 5.8: Zeitabha¨ngigkeit der Zahl der Produktmoleku¨le aus der numerischen Integration
der makroskopischen Gleichungen: (a) fu¨r dieselben Parameter wie in Abb. 5.2 und (b)
fu¨r dieselben Parameter wie in Abb. 5.3.
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n˜0 Á φ Ã t Â ¹ ν1
v
Á 1
Ä
e Ï κ
φ
v
Â n1 Á t Ä
φ
v
Â
Å
ν0
v
n0 Á t Ä
φ
v
Â(º (5.23)
Durch Einsetzen der Lo¨sungen (5.22) und (5.23) in Gl. (5.19)-(5.20) ergeben sich
folgende Gleichungen:
dn1
dt ¹ βm Á t Â n0 Á t Â Ä κn1 Á t Â Ä ν1n1 Á t Â (5.24)
Å
ν1n1 Á t Ä τ Â e Ï
κτ
Ã
dn0
dt ¹ Ä βm Á t Â n0 Á t Â Å κn1 Á t Â Ä ν0n0 Á t Â Å ν1n1 Á t Ä τ Â 1 Ä e
Ï
κτ (5.25)
Å
ν0n0 Á t Ä τ Â|Ã
dm Á t Â
dt ¹ Ä γm Á t Â Å ν1n1 Á t Ä τ1 Â Å ν0n0 Á t Ä τ1 Â Å κn1 Á t Â (5.26)
Ä
βm Á t Â n0 Á t Â
Å
κ
Õ
τ
0
ν1n1 Á t Ä t áIÂ e Ï
κt 0 dt áâº
Weiter unten in diesem Abschnitt werden diese Gleichungen numerisch inte-
griert und diese Ergebnisse mit den Resultaten der Untersuchungen des stocha-
stischen Modells verglichen. Zur Integration wurde der Algorithmus aus Ab-
schnitt 4.2 entsprechend angepaßt. Fu¨r die Gl. (5.24)-(5.26) wird ebenfalls ei-
ne lineare Stabilita¨tsanalyse durchgefu¨hrt, die fu¨r dieses dynamische System die
Erstellung von Bifurkationsdiagrammen erlaubt, um dadurch die Synchronisati-
onsbedingungen zu bestimmen.
Abb. 5.8 zeigt die Zeitabhabha¨ngigkeit der Anzahl der Produktmoleku¨le in
der makroskopischen Na¨herung. Fu¨r kleine Bindungsraten β der regulatorischen
Produktmoleku¨le wie in Abb. 5.8a ist kein Spiking vorhanden, und nach einer
Sto¨rung wird innerhalb einer kurzen Transientzeit ein konstantes Niveau in der
Produktmoleku¨lkonzentration erreicht. Fu¨r ho¨here Werte der Bindungsrate β
ko¨nnen besta¨ndige Oszillationen in der Produktmoleku¨lzahl beobachtet werden
(Abb. 5.8b).
Lineare Stabilita¨tsanalyse
Wie bereits betont, wurden in der makroskopischen Na¨herung Fluktuationen ver-
nachla¨ssigt. Es muß daher erwartet werden, daß diese Na¨herung nur gu¨ltig ist,
wenn die Zahl der beteiligten Moleku¨le sehr groß ist. Interessanterweise haben
wir jedoch gefunden, daß bereits fu¨r relativ geringe Moleku¨lzahlen und den damit
verbundenen starken Fluktuationen die makroskopischen Gleichungen das mittle-
re Konzentrationsniveau und die charakteristischen Frequenzen und Amplituden
des Spiking zuverla¨ssig beschreiben.
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Die Bereiche im Parameterraum, in denen Spiking auftritt, werden im Folgen-
den durch eine lineare Stabilita¨tsanalyse bestimmt. Die Gesamtzahl der Enzyme
ist durch Gl. (5.21) gegeben. Falls sich das System im stationa¨ren Zustand befin-
det, beschrieben durch n¯0, n¯1, und m¯, vereinfacht sich Gl. (5.21) zu
N
¹
n¯1
Å
n¯0
Å
ν1n¯1
Å
ν0n¯0 (5.27)
oder
n¯0 ¹
N
Ä
n¯1 Ä ν1n¯1
1
Å
ν0
º (5.28)
Setzt man diese Gleichung in Gl. (5.24) ein, ergibt sich mit n˙1 Á t Â ¹ 0
n¯1 ¹
βm¯N
βm¯ Á 1
Å
ν1 Â
Å
Á κ
Å
ν1 Á 1 Ä e Ï κ ÂÂÁ 1
Å
ν0 Â
º (5.29)
Durch Eliminierung von n¯0 und n¯1 im stationa¨ren Fall in Gl. (5.26) findet man
m¯2
Å
m¯
1
1
Å
ν1
1
β κ Å ν1 1 Ä e
Ï
κ
Á 1
Å
ν0 Â (5.30)
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βγ Á 1
Å
ν1 Â
¹
0 º
Diese quadratische Gleichung hat zwei Wurzeln, die leicht berechnet werden
ko¨nnen. Ihre Lo¨sungen repra¨sentieren die Produktkonzentration im stationa¨ren
Fall. Daher wird nur die positive Wurzel von Gl. (5.30) benutzt. Die Lo¨sung m¯,
n¯0, und n¯1 der Gl. (5.28)-(5.30) definieren den positiven Fixpunkt der zum stati-
ona¨ren Zustand der makroskopischen Gleichungen geho¨rt, in dem die Enzympha-
sen nicht korreliert sind und keine Synchronisation auftritt.
Nun kann die Stabilita¨t dieses Fixpunktes hinsichtlich kleiner Sto¨rungen
m
¹
m¯
Å
δm, n0 ¹ n¯0
Å
δn0, n1 ¹ n¯1
Å
δn1 untersucht werden. Diese werden
in Gl. (5.24)-(5.26) eingesetzt, und nach der Linearisierung dieser Gleichungen
erha¨lt man
dδn1
dt ¹ βm¯δn0 Á t Â Å βn¯0δm Á t Â Ä κδn1 Á t Â Ä ν1δn1 Á t Â (5.31)
Å
ν1δn1 Á t Ä 1 Â e Ï κ Ã
dδn0
dt ¹ Ä βm¯δn0 Á t Â Ä βn¯0δm Á t Â Å κδn1 Á t Â Ä ν0δn0 Á t Â (5.32)
Å
ν1δn1 Á t Ä 1 Â 1 Ä e Ï κ
Å
ν0δn0 Á t Ä 1 Â(Ã
dδm
dt ¹ Ä γδm Á t Â Å ν1δn1 Á t Ä τ1 Â Å ν0δn0 Á t Ä τ1 Â Å κδn1 Á t Â (5.33)
Ä
βm¯δn0 Á t Â Ä βn¯0δm Á t Â
Å
κ
Õ
1
0
ν1δn1 Á t Ä t áIÂ e Ï κt 0 dt á º
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Die Lo¨sungen dieser linearen Differential-Delay-Gleichungen werden in der Form
δn1 Á t Â ¹ Aexp Á λt Â , δn0 Á t Â ¹ Bexp Á λt Â und δn1 Á t Â ¹ C exp Á λt Â angenommen.
Geht man mit diesen Lo¨sungen in Gl. (5.31)-(5.33) ein, erha¨lt man ein lineares
homogenes Gleichungssystem
ˆD
A
B
C
¹
λ
A
B
C
(5.34)
mit der Koeffizientenmatrix
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Die Lo¨sbarkeitsbedingung dieses linearen homogenen Gleichungssystems ist ge-
geben durch die charakteristische Gleichung
det Á ˆD
Ä
λI Â
¹
0 º (5.36)
Diese quasipolynomiale charakteristische Gleichung hat eine unendliche An-
zahl von komplexwertigen Lo¨sungen λ j ¹ Γ j
Å
iω j. Falls fu¨r eine gewa¨hlte Pa-
rametermenge die Realteile Γ j aller Eigenwerte λ j kleiner Null sind, ist der stati-
ona¨re Zustand linear stabil. Falls hingegen mindestens ein Eigenwert Γ j Ë 0 ist,
wird der stationa¨re Zustand instabil und Oszillationen mit der Frequenz ω j treten
auf. Die Instabilita¨tsgrenze wird durch die Bedingung Γi ¹ 0 bestimmt. Numeri-
sche Untersuchungen von Gl. (5.36) zeigen, daß nur fu¨r die kleinste Mode j
¹
1
mit ω » 2pi
à
τ der Realteil Γi Null werden kann.
Abb. 5.9 zeigt die Bifurkationslinien in der Parameterebene Á τ1 Ã β Â , die durch
numerische Lo¨sung von Gl. (5.36) fu¨r zwei verschiedene Substratbindungsraten
ν0 erhalten wurden. Innerhalb der durch die durchgehenden und gestrichelten
Linien gelegenen Gebiete wird der stationa¨re Zustand instabil und Spiking ent-
wickelt sich. Die große Instabilita¨tsregion in Abb. 5.9a geho¨rt zur ho¨heren Bin-
dungsrate ν0τ ¹ 100, wohingegen die kleinere Region zu ν0τ ¹ 20 geho¨rt. Falls
man daher τ1 konstant ha¨lt und den Parameter β erho¨ht, bis die untere (durch-
gezogene) Bifurkationsline gekreuzt wird, verliert das System seine Stabilita¨t und
beginnt zu oszillieren. Falls man jedoch β solange erho¨ht, bis die obere gestrichel-
te Line u¨berschritten wird, werden die Oszillationen ausgeda¨mpft und das System
kehrt in den stationa¨ren Zustand zuru¨ck. Daraus folgt in ¨Ubereinstimmung mit
den Ergebnissen des stochastischen Modells (siehe Abb. 5.9b), daß Synchronisa-
tion nur innerhalb eines bestimmten “Fensters” des Parameters β auftritt. Dabei
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ist dieses Fenster um so schmaler (du¨nne Linie in Abb. 5.9a), je kleiner die Sub-
stratbindungsrate ν0 ist. Daru¨berhinaus ist die Synchronisation nur in einem klei-
neren Intervall der Parameters τ1 zu finden, d.h. nur dann, wenn das entstehende
Reaktionsprodukt etwa in der Mitte des Enzymzyklus freigesetzt wird.
Der Realteil von λ verschwindet auf der Bifurkationslinie, wohingegen der
Imagina¨rteil endlich bleibt. Dieser Wert des Imagina¨rteils bestimmt die Oszillati-
onsfrequenz des Systems, wenn der stationa¨re Zustand verloren geht.
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Abb. 5.9: Bifurkationsdiagramm (a) in der Parameterebene ( τ1, β) fu¨r zwei verschiedene
Werte der Substratbindungsrate ν0. Die dickeren Kurven geho¨ren zu ν0τ ¾ 100 und die
du¨nneren Kurven zu ν0τ ¾ 20. (b) die dazugeho¨rigen Spikingfrequenzen an der Bifurka-
tionslinie. Weitere Parameter sind γτ ¾ 15, χ ¾ 104, κτ ¾ 20 und N ¾ 400.
In Abb. 5.9b ist der Imagina¨rteil von λ entlang der Bifurkationslinien von
Abb. 5.9a als Funktion von τ1 dargestellt. Die durchgezogene (gestrichelte) Linie
in Abb. 5.9b geho¨rt zu den durchgezogen (gestrichelt) gezeichneten Bifurkations-
linien in Abb. 5.9a. Man sieht, daß fu¨r die untere Bifurkationslinie in Abb. 5.9a,
die zur ho¨heren Substratbindungsrate ν0 geho¨rt, die Frequenz der Oszillationen
nahe bei ω0 » 2pi à τ liegt und damit dessen zeitliche Periode ungefa¨hr mit der
Turnover-Zeit τ u¨bereinstimmt. Bevor die Oszillation beim ¨Uberschreiten der
oberen gestrichelten Bifurkationslinie verschwinden, weisen sie jedoch eine et-
was la¨ngere Periode auf. Das kann durch die la¨ngere mittlere Wartezeit der Enzy-
me im Grundzustand erkla¨rt werden, die durch die sta¨rke Produktinhibierung bei
ho¨herer Produktbindungsrate β hervorgerufen wird.
Abb. 5.10a zeigt die Bifurkationslinien in der Parameterebene (κ Ã β) fu¨r die
gleichen beiden Werte der Substratbindungsrate ν0 wie in Abb. 5.9. Es wer-
den hier dieselben Bezeichnungen wie oben benutzt. Man kann erkennen, daß
in Aba¨ngigkeit von ν0 und β die Instabilita¨t, die zu Spiking fu¨hrt, nur oberhalb
eines bestimmten Schwellenwertes der Dissoziationskonstante κ auftritt.
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Obwohl in Abb. 5.10a die Bifurkationslinien nur fu¨r κ Ê 60 dargestellt sind,
kann man diese Bifurkationslinien auch noch fu¨r viel ho¨here Werte von κ finden.
Synchronisation existiert auch noch fu¨r extrem hohe Dissoziationsraten (vergli-
chen mit der Wechselzahl τ Ï 1 der Enzyme). Das stimmt mit den numerischen Si-
mulationen des stochastischen Modells u¨berein, das eine Abschwa¨chung der Syn-
chronisationssta¨rke fu¨r ho¨here Dissoziationsraten κ aufweist, jedoch kein vo¨lliges
Verschwinden der Synchronisation zeigt (siehe z.B. Abb. 5.6d). In Abb. 5.10b ist
der Imagina¨rteil entlang der Bifurkationslinien von Abb. 5.10a dargestellt.
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Abb. 5.10: Bifurkationsdiagramm (a) in der Parameterebene (κ, β) fu¨r zwei verschiedene
Werte der Substratbindungsrate ν0. Die dickeren Kurven geho¨ren zu ν0τ ¾ 100 und die
du¨nneren Kurven zu ν0τ ¾ 20. (b) zeigt die dazugeho¨rigen Spikingfrequenzen an der
Bifurkationslinie. Weitere Parameter sind γτ ¾ 15τ, χ ¾ 104, kp ¾ 0 ¿ 55 und N ¾ 400.
Abschließend wird noch an einem Beispiel der Verlauf der Instabilita¨tsgrenzen
in der Parameterebene Á β Ã ν0 Â dargestellt. Unterhalb von ν0 ¹ 19τ Ï 1 ist das Sy-
stem fu¨r alle Werte des Bifurkationsparameters β stabil. Fu¨r ho¨here Werte von ν0
wird das System bei Erho¨hung von β zuerst instabil. Das geschieht beim Kreuzen
der unteren Linie in Abb. 5.11 in vertikaler Richtung von unten nach oben. Eine
weitere Erho¨hung von β fu¨r konstantes ν0 fu¨hrt zum ¨Uberschreiten einer zweiten
Linie, oberhalb derer das System wieder stabil wird. Mit wachsender Bindungsra-
te ν0 erho¨ht sich der Parameterbereich, fu¨r den das Reaktionssystem Oszillationen
zeigt, immer weiter.
Die numerischen Lo¨sungen der nichtlinearen Evolutionsgleichungen (5.24)-
(5.26) der makroskopischen Na¨herung zeigen, daß, wenn der Parameter β, der die
Bindungsrate der Produktmoleku¨le bestimmt, leicht erho¨ht wird, der stationa¨re
Zustand tatsa¨chlich seine Stabilita¨t an dem durch die lineare Stabilita¨tsanalyse
vorausgesagten Punkt verliert. Das fu¨hrt zu Oszillationen mit kleiner Amplitude
∆m. Die Amplitude dieser Oszillationen erho¨ht sich mit wachsendem β stetig.
Die Bifurkation ist superkritisch (Abb. 5.12).
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Abb. 5.11: Bifurkationsdiagramm in der Parameterebene (β, ν0) fu¨r γτ ¾ 20, κτ ¾ 20,
χ ¾ 104, kp ¾ 0 ¿ 55 und N ¾ 200.
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Abb. 5.12: Oszillationsamplitude ∆m als Funktion von β in der makroskopischen Na¨he-
rung ν0τ ¾ 100, χ ¾ 104, γτ ¾ 15, τ1 ¾ 0 ¿ 55τ, κτ ¾ 20τ und N ¾ 400.
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Fu¨r die Abha¨ngigkeit des Verlaufs der Bifurkationslinien von der Gesamtzahl
der Enzyme N im Reaktionsvolumen gilt dasselbe, was am Ende des Kapitels 4
gesagt wurde. Die Meanfield-Gleichungen (5.14)-(5.21) sind wieder unter der
Skalentransformation β

β
à
c, m

cm, n

cn usw. fu¨r irgendeine Konstan-
te c invariant. Falls die Gesamtzahl N der Enzyme um einen Faktor c vera¨ndert
wird, a¨ndert sich die Zahl der Reaktionsprodukte und Substratmoleku¨le propor-
tional dazu. Die Existenz dieser Skalentransformation kann zur Bestimmung der
Bifurkationsdiagramme fu¨r beliebige N benutzt werden. In Abb. 5.9 sind die Bi-
furkationslinien z.B. fu¨r N
¹
400 Enzyme bestimmt worden. Falls man das Bifur-
kationsdiagramm fu¨r N
¹
4000 Enzyme bestimmen mo¨chten, muß β durch β
à
10
im urspru¨nglichen Diagramm ersetzt werden.
5.4 Modifikationen des Inhibitionsmechanismus
In diesem Abschnitt werden zwei Modifikationen des stochastischen Modells hin-
sichtlich des Mechanismus der Bindung der regulatorischen Produktmoleku¨le un-
tersucht. Im stochastischen Modell, daß in Abschnitt 5.2 numerisch untersucht
wurde, war die Bindung der regulatorischen Produktmoleku¨le durch die Enzyme
nur dann mo¨glich, wenn sich diese im Grundzustand befanden. Im Allgemeinen
wird die Fa¨higkeit der Enzyme, ein regulatorisches Moleku¨l zu binden, von des-
sen Zustand abha¨ngen. Fu¨r reale Enzyme ist diese Abha¨ngigkeit zur Zeit noch
nicht bekannt und mo¨glicherweise sehr kompliziert. Im Folgenden werden zwei
mo¨gliche Modifikationen betrachtet und durch numerische Simulationen gezeigt,
daß der Effekt gegenseitiger Synchronisation der Enzymzusta¨nde in beiden vor-
kommt.
Modifikation 1
In der ersten Modifikation des urspru¨nglichen stochastischen Modells wird da-
von ausgegangen, daß ein Enzym ein regulatorisches Produktmoleku¨l unabha¨ngig
von seinem Zustand, sowohl im Grundzustand, als auch wenn es sich innerhalb
des katalytischen Zyklus befindet, mit konstanter Bindungsrate binden kann. Das
bedeutet, die Bindung des regulatorischen Moleku¨ls durch das Enzym i ist nun
mit konstanter Rate β unabha¨ngig von den Zustandsvariablen ui und φi mo¨glich.
Wie auch im urspru¨nglichen stochastischen Modell ha¨ngt die Dissoziation der re-
gulatorischen Moleku¨le nicht vom Enzymzustand ab. Mit diesem modifizierten
Modell wurden numerische Simulationen durchgefu¨hrt, deren Ergebnisse im Fol-
genden dargestellt sind. Wie in Abschnitt 5.1 ist N
¹
400 die Gesamtzahl der
Enzyme, vτ
¹
1 die Drift-Geschwindigkeit in der Langevin-Gleichung (3.11) und
χ
¹
104 die Inhibitionssta¨rke. Zur Bestimmung der parameterabha¨ngigen Syn-
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chronisationssta¨rke benutzt man wieder den Parameter θ, der in Gl. (3.38) ein-
gefu¨hrt wurde. Es wird immer solange gewartet, bis der Transient vorbei ist. Da-
nach wird durch Mittelwertbildung zur Eliminierung statistischer Fluktuationen
u¨ber ein Zeitintervall 4000τ der Wert dieses Parameters berechnet.
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Abb. 5.13: Der Ordnungsparameter θ als Funktion der (a) relativen Schwankungsbreite ξ
der Turnover-Zeit, (b) Bindungsrate β der regulatorischen Moleku¨le, (c) Bindungsrate ν0
der Substratmoleku¨le und (d) Dissoziationsrate κ der regulatorischen Moleku¨le in Modifi-
kation 1. Die jeweils festgehaltenen Parameter sind σ ¾ 0 ¿ 00125 À τ2 (ξ ¾ 0 ¿ 05), βτ ¾ 20τ,
ν0τ ¾ 100, χ ¾ 104 und κτ ¾ 20. Weitere Parameter sind γτ ¾ 25, τ1 ¾ 0 ¿ 55τ, vτ ¾ 1 und
N ¾ 400.
Zuerst wird der Einfluß von Fluktuationen innerhalb des enzymatischen Zy-
klus untersucht. Wa¨hrend alle anderen Parameter festgehalten werden, wird
der Ordnungsparameter θ fu¨r verschiedene Rauschintensita¨ten σ (Gl. (3.11)
und (3.9)), die nach Gl. (3.33)-(3.35) die relative Schwankungsbreite ξ der
Turnover-Zeiten bestimmen, berechnet. Das Ergebnis ist in Abb. 5.13a darge-
stellt. Wie darin erkennbar, ist Synchronisation auch in diesem modifizierten Mo-
dell vorhanden. Die Abha¨ngigkeit des Parameters θ von ξ ist qualitativ a¨hnlich zu
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jener, die in Abb. 5.6a gezeigt ist. Synchronisation existiert bis zu einem Niveau
von ξ » 0 º 1.
Als na¨chstes ha¨lt man die Rauschintensita¨t σ (und damit ξ) fest und variiert
den Parameter β, der die Bindungsrate der regulatorischen Produktmoleku¨le fest-
legt. Abb. 5.13b zeigt die Abha¨ngigkeit von θ als Funktion von β. Unterhalb von
β
¹
5τ Ï 1 ist praktisch keine Synchronisation vorhanden. Der Ordnungsparameter
θ wa¨chst monoton mit wachsendem β, auch noch fu¨r sehr hohe Bindungsraten
β, im Gegensatz zum urspru¨nglichen Modell, wo Synchronisation nur innerhalb
eines bestimmten Intervalls von β gefunden wurde (Abb. 5.6b).
In einer weiteren Reihe von Simulationen, variieren die Bindungsrate ν0, die
die Bindung eines Substratmoleku¨ls an das Enzym beschreibt. Die Synchronisa-
tionssta¨rke θ als Funktion von ν0 ist in Abb. 5.13c gezeigt. Es stellt sich heraus,
daß fu¨r sehr kleine Bindungsraten ν0 É 30τ Ï 10 keine Synchronisation vorhanden
ist. Innerhalb des Intervalls 30 É ν0τ Ï 1 É 350 existiert Spiking, wohingegen fu¨r
noch ho¨here Werte von ν0 das Synchronisationsphenomen erneut verschwindet.
Solch ein Synchronisationsfenster als Funktion der Substratbindungsrate wurde
bereits in Abb. 5.6c des urspru¨nglichen Modells gefunden.
Abschließend wird in Abb. 5.13d der Ordnungsparameter θ als Funktion der
Produktmoleku¨ldissoziationsrate κ dargestellt. Die Synchronisation beginnt bei
etwa κ » 13τ Ï 1. Der Parameter θ wa¨chst monoton mit wachsendem κ, bis er bei
κ » 35τ Ï 1 nahezu unvera¨ndert bleibt. Diese Parameterabha¨ngigkeit unterscheidet
sich von dem klaren Maximum, das im urspru¨nglichen Modell gefunden wurde
(Abb. 5.6d).
Modifikation 2
In der zweiten untersuchten Modifikation des stochastischen Modells wird an-
genommen, daß die Bindung eines regulatorischen Moleku¨ls an das Enzym in
jedem Moleku¨lzustand mo¨glich ist außer in der Phase, die nach Freisetzung des
Reaktionsprodukts beginnt und bis zur Ru¨ckkehr in den Grundzustand andauert.
Daher ist β Á ui Ã φi Â ¹ β, falls ui ¹ 0. Wenn hingegen ui ¹ 1 und φi Ë kp, so ist
β Á ui Ã φi Â =0. Numerische Simulationen dieses modifizierten stochastischen Mo-
dells wurden wieder mit N
¹
400 Enzymen und χ
¹
104 durchgefu¨hrt.
Die Simulationsergebnisse zeigen, daß Synchronisation auch in diesem modi-
fizierten Modell mo¨glich ist und dessen Eigenschaften denen a¨hneln, die bereits in
den anderen beiden Modellen gefunden wurden. Jedoch existiert Synchronisation
jetzt auch noch fu¨r viel ho¨here Rauschintensita¨ten der intramolekularen Dynamik.
Abb. 5.14a zeigt die berechnete Abha¨ngigkeit des Ordnungsparameters θ von der
relativen Schwankungsbreite ξ der Turnover-Zeiten in diesem Fall. Man sieht, daß
der Ordnungsparameter erst fu¨r Werte der relativen Schwankungsbreite gro¨ßer als
ξ
¹
0 º 3 verschwindet. Bemerkenswerterweise findet man fu¨r andere Parameter-
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Abb. 5.14: Der Ordnungsparameter θ als Funktion der (a) relativen Schwankungsbreite ξ
der Turnover-Zeit, (b) Bindungsrate β der regulatorischen Moleku¨le, (c) Bindungsrate ν0
der Substratmoleku¨le und (d) Dissoziationrate κ der regulatorischen Moleku¨le in Modifi-
kation 2. Die jeweils festgehaltenen Parameter sind σ ¾ 0 ¿ 03125 À τ2 (ξ ¾ 0 ¿ 2), βτ ¾ 20,
ν0τ ¾ 100, χ ¾ 104 und κτ ¾ 20. Weitere Parameter sind γτ ¾ 25, τ1 ¾ 0 ¿ 55τ, vτ ¾ 1 und
N ¾ 400.
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werte dieses modifizierten Modells Spiking in der Zahl der Reaktionsprodukte
noch fu¨r = 40%. Ein Beispiel, wie die Zeitserie der Zahl Produktmoleku¨le unter
diesen Bedingungen aussieht, ist in Abb. 5.15 dargestellt.
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Abb. 5.15: Spiking in der Zahl der Produktmoleku¨le im Fall einer hohen Rauschintensita¨t
σ ¾ 0 ¿ 08 À τ2 (ξ ¾ 0 ¿ 4) der intramolekularen Fluktuationen in Modifikation 2. Weitere
Parameter sind ν0τ ¾ 30, χ ¾ 104, βτ ¾ 30, γτ ¾ 25, κτ ¾ 20, τ1 ¾ 0 ¿ 55τ und N ¾ 400.
Trotz der vorhandenen Fluktuationen ist das Spiking deutlich erkennbar. Die-
se Modifikation des stochastischen Modells erho¨ht also drastisch die Robustheit
des Synchronisationseffekts in Hinsicht auf Fluktuationen in der Turnover-Zeit.
Abb. 5.14b, c und d zeigen den Ordnungsparameter θ als Funktion von β Ã ν0 und
κ. Diese sind a¨hnlich zu den entsprechenden Funktionen in den anderen beiden
Modellen. Es ist jedoch zu beachten, daß diese Abha¨ngigkeiten jetzt fu¨r viel
ho¨here Intensita¨ten (ξ
¹
0 º 2) der relativen Schwankungsbreite der Turnover-Zeit
erhalten wurden.
5.5 Vergleich zwischen den Meanfield-Modellen fu¨r
das produktinhibierte und produktaktivierte
Reaktionssystem
In Kapitel 3, 4 und 5 wurde die Kinetik chemischer Reaktionen untersucht, die
durch allosterische Enzyme in Mikroreaktoren katalysiert werden. Durch die Ein-
beziehung der dynamischen Prozesse wie z.B. Konformationsa¨nderungen in die
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Modellbildung entstanden kinetische Modelle, die, zur Beschreibung der Kinetik
von Enzymreaktionen von Scheinbein und Gruler [41] in a¨hnlicher Form verwen-
det wurden. Dabei handelte es sich um die Erkla¨rung der in Abschnitt 2.2 vor-
gestellten Experimente mit dem P-450 Enzymsystem. Beim zuerst untersuchten
zeitdiskreten stochastischen Modell wurde die interne Dynamik durch stochasti-
sche ¨Uberga¨nge zwischen diskreten Zusta¨nden beschrieben. Um das betrachte-
te Modell einer allosterischen Enzymreaktion mit Produktaktivierung einfach zu
halten, war die Substratbindungsrate der Enzyme einfach eine Funktion der frei-
en Produktmoleku¨le. Das na¨chste untersuchte Enzymmodell benutzte diese stark
vereinfachte Sichtweise ebenfalls und beschrieb die Dynamik im Verlauf des En-
zymzyklus durch eine stochastische Differentialgleichung fu¨r die Phasenkoordi-
nate.
Im na¨chsten Schritt wurde in diesem Kapitel der Regulationsmechanismus ge-
nauer modelliert. Dieses Modell ist schematisch in Abb 5.1 dargestellt und wurde
eingehend fu¨r den Fall der Produktinhibition sowohl als stochastisches Modell
als auch in der Meanfield-Na¨herung studiert. Die wichtigste Erweiterung zu den
vorher betrachteten einfachen Modellen der Produktaktivierung war die Einbezie-
hung der Bindung und Dissoziation der regulatorischen Produktmoleku¨le. Falls
ein Produktmoleku¨l an der regulatorischen Bindungsstelle des Enzyms gebunden
hat, a¨ndert sich die Substratbindungsrate zu ν1, um nach der Dissoziation des
Produktmoleku¨ls wieder den Ausgangswert ν0 anzunehmen.
Im Fall von Inhibierung gilt ν1  ν0. Soll das Modell hingegen den Fall allo-
sterischer Produktaktivierung beschreiben, gilt ν1

ν0. Das in Abschnitt 5.1 ent-
wickelte stochastische Modell einer allosterischen Enzymreaktion beschreibt bei
Verwendung der entsprechenden Parameter also auch den Fall der Produktaktivie-
rung. Das gilt ebenfalls fu¨r die in Abschnitt 5.3 hergeleitete Meanfield-Na¨herung
und die Ergebnisse der linearen Stabilita¨tsanalyse. Es ist deshalb mo¨glich, oh-
ne großen Aufwand die Ergebnisse der linearen Stabilita¨tsanalyse zu benutzen,
um das Verhalten des stark vereinfachten Modells der allosterischen Produkt-
aktivierung aus Kapitel 3 mit dem detaillierten Modell dieses Kapitels fu¨r den
Fall der Produktaktivierung zu vergleichen. Gleichzeitig sollen die Ergebnisse
der linearen Stabilita¨tsanalyse des detaillierten Modells fu¨r den Fall der Produk-
tinhibierung mit einbezogen werden 3.
Zuerst wird die Abha¨ngigkeit der Bifurkationsgrenzen (im detaillierten Mo-
dell mit Produktaktivierung) vom Punkt kp, an dem die Reaktionsprodukte frei-
gesetzt werden, in Abb. 5.16 dargestellt. Diese Abbildung kann direkt mit dem
Bifurkationsdiagramm 4.2 in Kapitel 4 fu¨r das stark vereinfachte Modell mit allo-
sterischer Produktaktivierung verglichen werden.
Der Vergleich zeigt, daß in beiden Modellen Synchronisation in ein, zwei, drei
3Die Modifikationen des Bindungsmechanismus aus dem letzten Abschnitt bleiben unberu¨ck-
sichtigt.
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oder noch mehr Enzymgruppen mo¨glich ist. Der wichtigste Unterschied ist jedoch
die zweite obere Bifurkationslinie in Abb. 5.16 des komplexeren Modells. Diese
ist im einfachen Modell nicht vorhanden. Dort ist fu¨r beliebig hohe Werte von
ν1 das System der linearen Stabilita¨tsanalyse zufolge instabil. Im Gegensatz da-
zu wird das komplexere Reaktionssystem beim vertikalen Kreuzen dieser oberen
Bifurkationslinie von unten nach oben wieder stabil.
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Abb. 5.16: Das Bifurkationsdiagramm fu¨r Produktaktivierung in der Parameterebene
(β
ì
τ1). Der stabile Fixpunkt wird instabil und Oszillationen, hervorgerufen durch k En-
zymguppen, setzten ein, wenn eine der durch “k” bezeichneten Kurve in der vertikalen
Richtung von unten nach oben gekreuzt wird. Die Reaktionsparameter sind ν0τ ¾ 0 ¿ 01,
χ ¾ 104, γτ ¾ 20, κτ ¾ 20 und N ¾ 200. Nur die ersten vier Instabilita¨tsgrenzen, die zu
ω ¾ 1 G 2pi À τ
ì
¿Ý¿Ý¿ 4 G 2pi À τ geho¨ren, sind eingezeichnet.
¨Ahnliche Ergebnisse ergibt der Vergleich der Abha¨ngigkeit beider allosteri-
scher Modelle mit Produktaktivierung bei Variation der Produktmoleku¨labbau-
rate γ. Wa¨hrend im einfachen Modell Abb. 4.6 nur eine Bifurkationslinie exi-
stiert, oberhalb der das System instabil wird und zu oszillieren beginnt, gibt es
in Abb. 5.17 eine Zone, in der Oszillationen mo¨glich sind. Oberhalb und unter-
halb der diesen Bereich einschließenden Linien ist das Reaktionssystem stabil.
In Abb. 5.17 wurde dieser Bereich einmal fu¨r kp ¹ 0 º 2 d.h. eine Enzymgruppe
(durchgezogene Linie) und fu¨r kp ¹ 0 º 55 d.h. zwei Enzymgruppen (gepunktete
Linie) bestimmt. Im Fall von zwei Enzymgruppen ist die Instabilita¨tsregion deut-
lich kleiner als fu¨r eine Enzymgruppe. Die Tendenz, daß Synchronisation in zwei
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Abb. 5.17: Bifurkationsdiagramm fu¨r Produktaktivierung in der Parameterebene (β, γ).
Die durchgezogene Linie ist die Bifurkationsgrenze fu¨r eine Enzymgruppe (kp ¾ 0 ¿ 2), die
gepunktete fu¨r zwei Enzymgruppen (kp ¾ 0 ¿ 55), die anderen Parameter sind ν0τ ¾ 0 ¿ 01,
χ ¾ 104, κτ ¾ 20 und N ¾ 200.
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Abb. 5.18: Bifurkationsdiagramm fu¨r Produktaktivierung in der Parameterebene (β, ν0).
Die durchgezogene Linie ist die Bifurkationsgrenze fu¨r eine Enzymgruppe (τ1 O 0 P 2τ),
die gepunktete fu¨r zwei Enzymgruppen (τ
O
0 P 55τ), die anderen Parameter sind γτ
O
20,
κτ
O
20, ν0τ O 0 P 01, χ O 104 und N O 200.
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oder noch gro¨ßerer Zahl von Enzymgruppen nur in kleineren Parameterbereichen
mo¨glich ist, gilt also auch hier.
Zum Abschluß soll in Abb. 5.18 die Abha¨ngigkeit der Bifurkationslinien von
der Bindungsrate ν0 betrachtet werden. Deren Verlauf weist eine ¨Ahnlichkeit mit
dem Bifurkationsdiagramm in Abb. 5.11 fu¨r den Fall der Produktinhibierung auf.
Vergleicht man jedoch ein typisches Beispiel fu¨r den Verlauf der Bifurkationsli-
nien im Fall des einfachen Modells allosterischer Produktaktivierung in Abb. 4.5,
so sind nur geringe ¨Ahnlichkeiten erkennbar.
Kapitel 6
Reaktionsketten chemischer
Reaktionen und synchronisierte
Enzymzyklen
In allen bisherigen Untersuchungen wurde die katalytische Aktivita¨t der Enzyme
durch die Reaktionsprodukte beeinflußt. Es wurden Enzymreaktionen betrach-
tet, bei denen die allosterische Bindung eines Produktmoleku¨ls entweder zu einer
starken Erho¨hung (siehe Kap. 3) oder Verringerung der Aktivita¨t fu¨hrte (Kap. 5).
Wie in Kapitel 2.1 diskutiert wurde, gibt es in der Natur jedoch viele Enzyme, die
keine allosterische Produktregulationsmechanismen besitzen. Es stellt sich nun
die Frage, ob in kleinen Reaktionsvolumina, bei denen wieder die Bedingungen
fu¨r die Existenz eines molekularen Netzwerkes gegeben ist, auch dann Synchro-
nisationseffekte der enzymatischen Zyklen beobachtet werden ko¨nnen [191].
Die Untersuchungsergebnisse eines Modells gekoppelter chemischer Reaktio-
nen, bei denen mindestens ein Reaktionsschritt enzymatisch katalysiert wird, be-
antworten diese Frage positiv. Im na¨chsten Abschnitt beschreibe ich zuna¨chst ein
stochastisches Modell, bestehend aus einer Folge chemischer Reaktionen, die in
ein gro¨ßeres Netzwerk von Reaktionsschritten eingebunden sind. Die Ergebnisse
dieses Modells werden im Abschnitt 6.2 diskutiert. Um die wesentlichen Mecha-
nismen, die zu den beobachteten Synchronisationseffekten fu¨hren, zu verstehen,
wird das Modell vereinfacht.
Fu¨r dieses vereinfachte Modell analysieren wir im dritten Teil dieses Kapitels
die Meanfield-Gleichungen und fu¨hren eine lineare Stabilita¨tsanalyse durch.
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6.1 Stochastisches Modell
Metabolische Wege in lebenden Zellen bestehen aus einer großen Zahl von nach-
einander ablaufenden chemischen Reaktionen, die durch Enzyme katalysiert wer-
den. Ein einzelner Reaktionsschritt ist direkt mit der vorherigen und nachfolgen-
den Reaktion verbunden. Die Reaktionsprodukte der vorherigen Reaktion die-
nen als Ausgangsstoff, und die entstehenden Reaktionsprodukte werden von der
nachfolgenden Reaktion als Substrate verwendet. Zusa¨tzlich ko¨nnen zwischen
verschiedenen Stoffwechselzyklen Verbindungen durch die Verwendung gemein-
samer Zwischenprodukte bestehen. Die Struktur solcher Reaktionsketten und
Wechselwirkungen zwischen diesen weist eine enorme Vielfalt auf.
Es wird die folgende einfache Reaktionskette betrachtet
S Q E νRTS ES S P Q E
P ιRTS S, P γ1RTS C (6.1)
A ζRTS S, S γRUS B V
um die wesentlichen Aspekte einer Kette von chemischen Reaktionen zu erfassen.
In Abb. 6.1 werden diese Prozesse noch einmal schematisch dargestellt.
Die Bindung eines Substratmoleku¨ls S startet den molekularen Enzymzyklus,
in dessen Verlauf ein Reaktionsprodukt entsteht. In einer zweiten Reaktion, die
nicht notwendigerweise enzymatisch katalysiert sein muß, wird ein Teil der freien
Produktmoleku¨le wieder in Substratmoleku¨le umgewandelt. Sowohl die Substrat-
als auch Produktmoleku¨le werden zusa¨tzlich von anderen Reaktionen benutzt, die
neue Moleku¨le vom Typ B und C erzeugen. Die Ausgangsstoffe S werden dauernd
durch chemische Umwandlung aus einem Reservoir A von anderen Moleku¨len er-
zeugt. Die Konzentrationen der verschiedenen Stoffe A, B und C werden konstant
gehalten. Nach der Dissoziation der Reaktionsprodukte kehrt das Enzym wieder
in den Grundzustand zuru¨ck. Es soll betont werden, daß die an dem Reaktions-
system vorhandenen Moleku¨le keinerlei regulatorischen Einfluß auf die Enzyme
ausu¨ben. Daru¨berhinaus zeigt der Reaktionsmechanismus (6.1) keine klassischen
kinetischen Oszillationen.
Wie fu¨r die vorangegangenen Modelle wird wieder angenommen, daß die Re-
aktion in kleinen Raumbereichen ablaufen und die Bedingungen fu¨r die Existenz
eines “molekularen Netzwerkes” erfu¨llt sind. ¨Ahnlich wie in Abschnitt 3.3 wird
die Dynamik eines einzelnen Enzyms wa¨hrend des katalytischen Prozesses als
diffusive Bewegung entlang einer Reaktionskoordinate modelliert. Zusa¨tzlich zu
diesem Diffusionsprozeß beinhaltet der katalytische Zyklus auch stochastische Er-
eignisse wie die Bindung und Dissoziation der Substrat- und Produktmoleku¨le
(siehe Abb. 6.1).
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Fu¨r jedes Enzym i wird eine bina¨re Zustandsvariable ui definiert, so daß ui W 0
ist, falls sich das Enzym im Grundzustand, bereit zur Bindung eines Substratmo-
leku¨ls, befindet. Die Bildung eines Enzym-Substrat-Komplexes ES mit der Rate
ν wird dann als ¨Ubergang in den Zustand ui W 1 beschrieben. Dieser ¨Ubergang
initiiert den Turnover-Zyklus, in dessen Verlauf das Substratmoleku¨l in ein Re-
aktionsprodukt umgewandelt wird. Nach der Freisetzung des Reaktionsproduktes
kehrt das Enzym im Verlauf eines Relaxationsprozesses wieder in den Grundzu-
stand zuru¨ck.
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Abb. 6.1: Schematische Darstellung des molekularen Enzymzyklus, des Enzyms i entlang
der Reaktionskoodinate φi. Der Enzymzyklus startet durch die Bindung eines Substrat-
moleku¨ls mit der Rate ν. Innerhalb des Enzymzyklus wird am Phasenpunkt φ
O
kp ein
Produktmoleku¨l freigesetzt, das anschließend mit der Rate γ1 in ein Moleku¨l von Typ C
umgewandelt oder mit der Rate ι zuru¨ck in ein Substratmoleku¨l transformiert wird. Die
Substratmoleku¨le werden dauernd durch Umwandlung von Moleku¨len A mit der Rate ζ
zugefu¨hrt. Die Substratmoleku¨le werden zusa¨tzlich mit der Rate γ in Moleku¨le vom Typ
B umgewandelt.
Dieser Prozeß wird wie bereits in den Modellen der beiden vorherigen Kapitel
als Diffusions-Drift-Prozeß entlang der Reaktionskoordinaten φi modelliert. Ana-
log wie dort bezeichnet der Punkt φi W 0 den Beginn des enzymatischen Zyklus
und φi W 1 das Ende, nach dessen Erreichen das Enzym wieder in den Grundzu-
stand mit ui W 0 zuru¨ckkehrt. Am Punkt φi W kp wird das Reaktionsprodukt frei-
gesetzt. Daher trennt dieser Punkt kp zwei verschiedene Prozesse. Im Intervall
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0 X φi X kp besteht der Enzym-Substrat-Komplex, wa¨hrend zwischen kp X φi X 1
Relaxationsprozesse ablaufen, die das Enzym in den Grundzustand bringen. Hin-
sichtlich der mathematischen Beschreibung des Diffusionsprozesses gibt es keine
Unterschiede zu dem Modell, das in Abschnitt 3.3 untersucht wurde. Die Wahr-
scheinlichkeitsverteilung p Y φi V t Z der Aufenthaltswahrscheinlichkeit des Enzyms
entlang der Reaktionskoordinaten erfu¨llt die Fokker-Planck-Gleichung
∂p
∂t W
R v
∂p
∂φi Q σ
∂2 p
∂φ2i [
Die zugeho¨rige stochastische Differentialgleichung
dφi
dt W v Q ηi Y t Z
mit der Driftgeschwindigkeit v und Gaußschem weißen Rauschen ηi Y t Z , fu¨r das
die Korrelationsfunktion
X ηi Y t Z η j Y t \Z^] W 2σδi jδ Y t R t \_Z (6.2)
gilt, bestimmt diesen Prozeß fu¨r jedes einzelne Enzym.
Der Parameter σ bestimmt die Rauschintensita¨t. Die Geschwindigkeit v ha¨ngt
vom Potential des Energieprofils der freien Energie ab. Dieses Profil ist eine spezi-
fische Eigenschaft des jeweiligen Enzymtyps und kann mo¨glicherweise eine kom-
plizierte Form besitzen.
Mit dieser Driftgeschwindigkeit ko¨nnen die beiden charakteristischen Zeiten
τ1 W kp ` v und τ W 1 ` v definiert werden. Deren Bedeutung ist dieselbe wie in den
beiden letzten Kapiteln. τ˜1 ist die Zeit zwischen Beginn des Zyklus und Freiset-
zung des Reaktionsprodukts und τ˜ ist die Dauer des gesamten Enzymzyklus. Die
statistischen Eigenschaften wie z.B. der Mittelwert τ und die relative Schwan-
kungsbreite ξ wurden in Abschnitt 3.3 hergeleitet. Fu¨r kleine Werte der Rau-
schintensita¨t σ gelten (siehe Gl. (3.33), (3.3) und (3.35), S. 60) die Na¨herungen
a
τ bTc 1
`
v, ∆τ c 2σ
`
v3 und ξ c 2σ
`
v.
Der erste Schritt der enzymatischen Reaktion (6.1) ist die Bildung des Enzym-
Substrat-Komplexes ES mit der Ratenkonstante ν. Wenn das Enzym den Phasen-
zustand kp erreicht, wird ein Produktmoleku¨l freigesetzt, wodurch sich die Zahl
der freien Reaktionsprodukte um 1 erho¨ht. Nachfolgende Relaxationsprozesse
fu¨hren das Enzym i wieder in den Grundzustand, charakterisiert durch ui W 0,
zuru¨ck.
Die Zahl der freien Reaktionsprodukte verringert sich mit der Ratenkonstante
ι durch deren Umwandlung in Ausgangsstoffe. Zusa¨tzlich werden die Produkt-
moleku¨le mit der Rate γ1 in Moleku¨le vom Typ C umgewandelt, die nicht wei-
ter an der Reaktion beteiligt sind (siehe Abb. 6.1). Es wird angenommen, daß
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ι d γ1 e τ f 1, so daß die Lebensdauer der freien Reaktionsprodukte kurz im Ver-
gleich zur Turnover-Zeit ist.
Neben der Abnahme der Zahl der Substratmoleku¨le mit der Rate ν durch die
Bildung des Enzym-Substrat-Komplexes gibt es einen zweiten Prozeß, der mit der
Rate γ Substratmoleku¨le in Moleku¨le vom Typ B umwandelt, die nicht weiter an
der Reaktion teilnehmen. Die Zahl der Substrate wird durch die Umwandlung mit
der Rate ζ von Moleku¨len A aus einem Reservoir erho¨ht.
Zusammenfassend wird nun fu¨r die oben bereits verbal beschriebenen Prozes-
se der numerische Algorithmus des stochastischen Modells des Reaktionsmecha-
nismus (6.1) angegeben. Die Zeit wird in kleine gleich große Zeitintervalle ∆t
unterteilt. Die stochastische Differentialgleichung (3.11) wird durch
φi Y t Q ∆t Z W φi Y t ZgQ v∆t Q σςi h ∆t (6.3)
dargestellt. Dabei sind ςi unabha¨ngige Gaussche Zufallszahlen, so daß
X ςiς j ] W 2δi j
[
Falls nach dem Beginn des Enzymzyklus der rechte Teil von Gl. (6.27) kleiner als
0 wird, wird dieser durch v∆t ersetzt. Das heißt, das Enzym kann im Grundzustand
nur durch den rechten und nicht durch den linken Rand der Reaktionskoordinate
zuru¨ckkehren.
Wenn φi ] kp gilt, darf der Phasenzustand φi nicht mehr kleiner als kp wer-
den. Ein mehrfaches ¨Uberquehren des Phasenpunktes kp wu¨rde jedesmal zur
Freisetzung eines Produktmoleku¨ls fu¨hren. Falls durch Zufall die rechte Seite
von Gl. (6.3) kleiner als kp ist, wird diese deshalb durch kp Q v∆t ersetzt. Diese
Bedingung ist notwendig, um nacheinanderfolgende Freisetzungen von Reakti-
onsprodukten, verursacht durch statistische Fluktuationen, zu verhindern. Der
Algorithmus fu¨r die Dynamik der bina¨ren Zustandsvariablen ui, die angibt, ob ein
ES-Kompolex vorliegt oder nicht, ist
ui Y t Q ∆t Z W
1, falls ui Y t Z W 0, mit WS νs∆t
0, falls ui Y t Z W 0, mit WS 1 R νs∆t
0, falls ui Y t Z W 1, und φi Y t Zid 1
1, fallsui Y t Z W 1, undφi Y t ZjX 1
[
(6.4)
Die Zahl m der Produktmoleku¨le im Reaktionssystem ergibt sich durch fol-
genden Algorithmus
m Y t Q ∆t Z
W
m Y t ZgQ
N
∑
i k 1
Θ Y φi Y t Z R kp Z Θ Y kp R φi Y t R ∆t ZlZ R
m
∑
j k 1
Ψ j R
m
∑
k k 1
ϒk V (6.5)
wobei Ψ j und ϒk bina¨re Zufallszahlen sind, die die Werte 1 und 0 mit den Wahr-
scheinlichkeiten γ1∆t, 1 R γ1∆t und ι∆t, 1 R ι∆t annehmen ko¨nnen. Die Stufen-
funktion Θ Y x Z ist definiert durch Θ Y x Z
W
1, falls x m 0 und Θ Y x Z
W
0, falls x X 0
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ist. Der zweite Term auf der rechten Seite von Gl. (6.5) beschreibt die Freiset-
zung eines neuen Reaktionsproduktes, wenn das Enzym durch den Punkt kp geht.
Der dritte Term gibt den stochastischen Abbau der freien Reaktionsprodukte mit
der kleinen Wahrscheinlichkeit γ∆t innerhalb des Zeitintervalls ∆t an. Der letzte
Term der Gleichung beschreibt die Abnahme der freien Reaktionsprodukte durch
die Umwandlung dieser in die Ausgangsstoffe mit der Wahrscheinlichkeit ι∆t.
Die Zahl der Substratmoleku¨le im Modell der Reaktion (6.1) ist durch
s Y t Q ∆t Z
W
s Y t Z R
N
∑
i k 1
Y 1 R ui Y t ZnZ ui Y t Q ∆t Z R
s
∑
j k 1
Ψ j Q
m
∑
k k 1
ϒk Q Z (6.6)
gegeben. Dabei sind Ψ j und ϒk bina¨re Zufallszahlen, die die Werte 1 und 0 mit
der Wahrscheinlichkeit γ∆t, ι∆t, ζ∆t und 1 R γ∆t, 1 R ι∆t, 1 R ζ∆t annehmen.
Der zweite Term beschreibt die Abnahme der freien Substratmoleku¨le durch die
Bindung an ein Enzym. Der dritte und vierte Term erfaßt den Abbau der Reak-
tionsprodukte mit der Rate γ und die Zunahme der Substratmoleku¨le durch die
umgewandelten Produktmoleku¨le. Der letzte Term bestimmt die permante Zufuhr
von Substrat mit der Rate ζ. Die Variable Z kann dabei Null oder eine positive
ganze Zahl sein und unterliegt der Poissonverteilung mit dem Mittelwert ζ∆t.
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Im Folgenden werden die Resultate der numerischen Untersuchungen des im letz-
ten Abschnitt vorgestellten Modells pra¨sentiert. Die Gesamtzahl der Enzyme ist
N
W
1000. Es wird angenommen, daß die Driftgeschwindigkeit in Gl. (3.11)
vτ
W
1 ist. Als Anfangsbedingung sind die Enzyme hinsichtlich ihrer Zusta¨nde
zufa¨llig entlang des Phasenzyklus verteilt. Simulationen des stochastischen Mo-
dells zeigen in Abha¨ngigkeit von den Parametern ν, γ1, γ, ξ, kp, ι und ζ die
Existenz von zwei qualitativ verschiedenen Verhaltensweisen. Ha¨lt man alle Pa-
rameter außer die Bindungsrate ν der Substratmoleku¨le und die relative statisti-
sche Schwankungsbreite ξ der Turnover-Zeit fest, so findet man fu¨r kleine Wer-
te des Parameters ν und große Werte der relativen Schwankungsbreite ξ keine
Synchronisationseffekte im Reaktionssystem (asynchroner Reaktionsmodus). Die
Substrat- und Produktmoleku¨le sowie die Zahl der Enzyme im Grundzustand sind
vielmehr zeitlich unkorelliert und fluktuieren um einen bestimmten Mittelwert.
Dieses Verhalten ist in Abb. 6.2a fu¨r die Zahl s der Substratmoleku¨le (schwarz)
und die Zahl n der Enzyme im Grundzustand (grau) dargestellt.
Falls die relative Schwankungsbreite ξ der Turnover-Zeit ausreichend klein
und die Bindungsrate der Substratmoleku¨le groß genug ist, zeigt das System
schnelle Oszillationen in der Zahl der Substratmoleku¨le und der Zahl der Enzyme
im Grundzustand. Dieses Verhalten ist in Abb. 6.2b gezeigt. Es ist deutlich zu
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erkennen, daß zwischen beiden Gro¨ßen eine Phasenverschiebung existiert. Immer
dann, wenn die Zahl der Substratmoleku¨le ihr Minimum erreicht, ist die Zahl der
Enzyme im Grundzustand am gro¨ßten. Fu¨r andere Parameter als in Abb. 6.2b
kann die Spikingfrequenz ho¨here Werte als ω c 2pi
`
τ besitzen. In Abha¨ngigkeit
von Parameter kp findet man Spiking mit doppelter (Abb. 6.2c bei kp W 0
[
55) oder
dreimal so hoher Frequenz (Abb. 6.2d bei kp W 0
[
36) wie in Abb. 6.2b.
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Abb. 6.2: Zeitabha¨ngigkeit der Zahl der Substratmoleku¨le (schwarz) und Enzyme im
Grundzustand (grau) in Abwesenheit von Spiking (a) fu¨r ντ
O
3, kp O 0 P 2 und σ O 0 P 08 { τ2
(ξ
O
0 P 4), (b) Spiking mit ω | 2pi { τ ντ
O
10, kp O 0 P 2 und σ O 0 P 01125 { τ2 (ξ O 0 P 15),
(c) Spiking mit ω | 4pi { τ fu¨r ντ
O
10, kp O 0 P 55 und σ O 0 P 0002 { τ2 (ξ O 0 P 02) sowie
(d) Spiking mit ω | 6pi { τ fu¨r ντ
O
10, kp O 0 P 72 und σ O 0 P 00005 { τ2 (ξ O 0 P 01). Die
anderen Parameter sind N
O
1000, ιτ
O
200, ζτ
O
200, γτ
O
25, γ1τ O 5.
Es soll an dieser Stelle noch einmal betont werden, daß alle Ratenkonstan-
ten der betrachteten Prozesse insbesondere auch die enzymatische Aktivita¨t1 un-
abha¨ngig von den Konzentrationen der beteiligten Moleku¨le sind. Es existieren
keine aktivierenden oder inhibierenden Prozesse der enzymatischen Aktivita¨t, die
fu¨r diese Oszillationen verantwortlich sind. Das oszillatorische Verhalten wird
1Diese ist im wesentlichen durch die Substratbindungsrate ν und die Turnover-Zeit festgelegt.
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ausschließlich durch die parallel ablaufenden unterschiedlichen Reaktionen ver-
ursacht. Der Effekt des Spiking ist direkt auf die Existenz eines langsamen enzy-
matischen Reaktionsschritts in die Vorwa¨rtsrichtung und einer schnellen Ru¨ckre-
aktion zuru¨ckzufu¨hren.
Um diesen Punkt besser zu verdeutlichen, kann man das Modell ohne Verlust
des qualitativen Verhaltens weiter vereinfachen. Als erstes wird der Abbauprozeß
der freien Reaktionsprodukte, der mit Ratenkonstante γ1 abla¨uft, vernachla¨ssigt.
Zweitens wird angenommen, daß die Ratenkonstante ι der Ru¨ckreaktion viel
ho¨her als das Inverse τ f 1 der Turnover-Zeit ist. Die Freisetzung eines Produktmo-
leku¨ls durch das Enzym i fu¨hrt unter diesen Bedingungen sofort zur Erho¨hung der
Zahl der Substratmoleku¨le um 1. In diesem Fall ist die Zahl der freien Produkt-
moleku¨le sehr klein und geht gegen 0 fu¨r ι S ∞. Es ist unter diesen Bedingungen
deshalb ausreichend, nur die Zahl der Substratmoleku¨le zu betrachten und die Pro-
duktmoleku¨le nicht explizit in die Systembeschreibung einzubeziehen. Mit diesen
Annahmen a¨ndern sich die Reaktionsgleichungen (6.1) zu
S Q E νRTS ES S S Q E
A zRTS S, S γRTS B
[
(6.7)
Die Substratmoleku¨le werden enzymatisch wieder direkt in Substratmoleku¨le um-
gewandelt. Substrat wird mit der Ratenkonstante ζ permanent dem Reaktionssy-
stem zugefu¨hrt. Die Substratmoleku¨le werden parallel durch eine weitere Reak-
tion mit der Ratenkonstante γ in die nicht weiter an der Reaktion teilnehmenden
Moleku¨le vom Typ B umgewandelt.
Der numerische Algorithmus, gegeben in den Gl. (6.3) und (6.6), bleibt bis
auf Gl. (6.6) unvera¨ndert. Die Gl. (6.5), die die Dynamik der freien Reaktionspro-
dukte angibt, wird nicht weiter beno¨tigt. Die Gl. (6.6), die die zeitliche ¨Anderung
der Substrate beschreibt, wird nun durch
s Y t Q ∆t Z
W
s Y t Z}Q
N
∑
i k 1
Θ Y φi Y t Z R kp Z Θ Y kp R φi Y t R ∆t ZlZ R
s
∑
j k 1
Ψ j (6.8)
R
N
∑
i k 1
Y 1 R ui Y t ZlZ ui Y t Q ∆t Z}Q Z
ersetzt. Dabei haben Θ und Ψ j dieselbe Bedeutung wie in Gl. (6.5) und (6.6).
Der zweite Term beschreibt a¨hnlich wie in Gl. (6.5) fu¨r die Reaktionsprodukte die
Freisetzung der Substratmoleku¨le durch ein Enzym, wenn dieses durch den Pha-
senpunkt kp geht. Der dritte Term bestimmt die Abnahme der Substratmoleku¨le
durch den Umwandlungsprozeß in Moleku¨le vom Typ B mit der Rate γ. Der vier-
te Term beschreibt die Abnahme durch Bindung an Enzyme im Grundzustand.
Der letzte Term definiert die permanente Substratzufuhr mit der Ratenkonstante
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ζ. Dabei ist Z eine positive ganze Zahl oder Null, die der Poissonverteilung mit
dem Mittelwert ζ∆t unterliegt. Zusammen mit den Gl. (6.3) und (6.4) beschreibt
die Gl. (6.8) das Reaktionsschema (6.7).
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Abb. 6.3: Zeitabha¨ngigkeit der Zahl der Substratmoleku¨le (schwarz) und Enzyme im
Grundzustand (grau) im reduzierten Modell, beschrieben durch Reaktionsgleichung (6.7),
(a) fu¨r Spiking mit der Frequenz ω | 2pi { τ fu¨r kp O 0 P 2 und σ O 0 P 0002 { τ2 (ξ O 0 P 02), (b)
Spiking mit ω | 4pi { τ, fu¨r kp O 0 P 55 und σ O 0 P 0002 { τ2 (ξ O 0 P 02), (c) kein Spiking fu¨r
kp O 0 P 55 und σ O 0 P 00125 { τ2 (ξ O 0 P 05) und (d) Spiking mit ω | 2pi { τ, fu¨r kp O 0 P 55
und σ
O
0 P 018 { τ2 (ξ
O
0 P 019). Die anderen Parameter sind N
O
1000, ζτ
O
200, γτ
O
15
und ντ
O
10.
Ergebnisse der numerischen Simulationen dieses vereinfachten Modells sind
in Abb. 6.3 dargestellt. Es zeigt sich, daß sowohl Spiking als auch Zufallsfluk-
tuationen in der Zahl der Substratmoleku¨le und Enzyme im Grundzustand um
einen bestimmten Mittelwert mo¨glich sind. In ihren Eigenschaften a¨hnelt das Sy-
stemverhalten stark dem in Abb. 6.2 gezeigten fu¨r das erweiterte System. In den
vier Beispielen der Abb. 6.3 sind die Bindungsrate, Abbaurate und Substratzufuhr
durch ν
W
10
`
τ, γ
W
15
`
τ und z
W
200
`
τ festgelegt. Die Gesamtzahl der Enzyme
ist wieder in allen Simulationen N
W
1000.
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In Abb. 6.3a ist die zeitabha¨ngige Zahl der Substratmoleku¨le (schwarz) und
Enzyme im Grundzustand (grau) im Fall von Spiking dargestellt. Fu¨r die gewa¨hl-
ten Parameter kp W 0
[
2 und ξ
W
0
[
02 ist die Periode des Spiking mit der Turnover-
Zeit vergleichbar. Dieser Fall ist also a¨hnlich zu dem Verhalten des erweiterten
Reaktionssystems, das in Abb. 6.3b gezeigt wurde. Genauso wie im erweiterten
System kann durch Variation des Parameters kp, der den Punkt der Freisetzung des
Substratmoleku¨ls innerhalb des Enzymzyklus festlegt, Spiking mit ku¨rzeren Peri-
oden gefunden werden. Wie aus Abb. 6.3b erkennbar ist, liegt die Spiking Periode
fu¨r kp W 0
[
55 und ξ
W
0
[
02 ungefa¨hr bei 0
[
5τ der Turnover-Zeit. Detaillierte Un-
tersuchungen dieses reduzierten Modells ergaben, daß ebenfalls ho¨here Spiking
Frequenzen mo¨glich sind. Der ¨Ubergang des Systemverhaltens zum Spiking wird
in diesen Fa¨llen jedoch nur fu¨r extrem kleine Werte der relativen Schwankungs-
breite ξ der Turnover-Zeit erreicht. In den weiteren Untersuchungen konzentriere
ich mich jedoch hauptsa¨chlich auf Spiking mit Perioden, die nahe bei τ und 0
[
5τ
liegen und robuster gegen Fluktuationen in der Turnover-Zeit sind.
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Abb. 6.4: Abha¨ngigkeit des Ordnungsparameters θ von der relativen statistischen
Schwankungsbreite ξ fu¨r N
O
1000, ντ
O
10, γτ
O
15, ζτ
O
200 und kp O 0 P 55 (Para-
meter wie in Abb. 6.3b-d).
Wenn man den Parameter kp W 0
[
55 wa¨hlt und die relative statistische Schwan-
kungsbreite ξ der Turnover-Zeit erho¨ht, wird das synchrone Spiking mit der Pe-
riode 0
[
5τ schwa¨cher und verrauschter und verschwindet fu¨r ausreichend große
Werte von ξ. Diese Situation ist in Abb. 6.3c fu¨r ξ
W
0
[
05 dargestellt. ¨Uberra-
schenderweise fu¨hrt eine weitere Erho¨hung von ξ erneut zu Spiking, jedoch mit
der doppelt so großen Periode τ, die mit der Turnover-Zeit vergleichbar ist. Spi-
king mit dieser Frequenz wurde bisher nur fu¨r Werte des Parameters kp c 0
[
3
gefunden. Ein Beispiel fu¨r diese Art von Synchronisation ist in Abb. 6.3d gezeigt.
Die Auswertung von Abb. 6.3 ergibt somit, daß fu¨r kp W 0
[
55 das Reaktionssystem
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drei verschiedene dynamische Verhaltensweisen zeigt. Fu¨r kleine Fluktuationen
in der Turnover-Zeit findet man Spiking mit der Periode 0
[
5τ. Innerhalb eines
Zwischenbereichs des Parameters ξ ist Spiking nahezu nicht nachweisbar, um fu¨r
ho¨here Werte von ξ mit der Periode τ wieder zu entstehen.
Bei der Untersuchung des Verhaltens der stochastischen Modelle in Kapitel 3
und 5 wurde der Ordnungsparameter θ zur Charakterisierung der Phasensynchro-
nisation eingefu¨hrt (siehe Gl. (3.38), S. 62). Es wird nun zuerst θ als Funktion der
relativen Schwankungsbreite ξ der Turnover-Zeit fu¨r kp W 0
[
55 untersucht, d.h.,
falls die Enzyme zwei Gruppen entlang der Phasenkoordinate bilden. Wie bereits
im Fall der Modelle mit allosterischer Produktaktivierung und -inhibierung ist θ
fu¨r kleine Werte von ξ maximal und verringert sich sukzessive mit wachsendem ξ
(Abb. 6.4). Es ist interessant, daß bereits fu¨r ξ c 0
[
04 praktisch keine Synchroni-
sation der Enzymzusta¨nde vorhanden ist. Das ist deshalb u¨berraschend, weil unter
sonst gleichen Bedingungen in Abb. 6.3d noch deutlich periodisches Spiking in
der Zahl der Substratmoleku¨le erkennbar ist.
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Abb. 6.5: Autokorrelationsfunktion fu¨r (a) σ
O
0 P 0002 { τ2 (ξ
O
0 P 02), (b) σ
O
0 P 0006125 { τ2 (ξ
O
0 P 035), (c) σ
O
0 P 00125 { τ2 (ξ
O
0 P 05) und (d) σ
O
0 P 018 { τ2 (ξ
O
0 P 19)
fu¨r kp O 0 P 55, sonstige Parameter wie in Abb. 6.3.
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Der Effekt der Frequenza¨nderung bei Erho¨hung der relativen Schwankungs-
breite ξ der Turnover-Zeit la¨ßt sich sehr gut anhand der Autokorrelationsfunktion
c Y t \Z
W
a
y Y t Z y Y t Q t
\
Zb
a
y2 Y t Zb
, y
W
s Y t Z R X s Y t Zi] (6.9)
fu¨r Zeitserien der Substratmoleku¨le zeigen. In Abb. 6.5 sind die Autokorrelati-
onsfunktionen der Zeitserien s Y t Z fu¨r vier verschiedene Werte von ξ gezeigt. Im
Fall von Spiking (ξ
W
0
[
02) ist die Autokorrelationsfunktion in Abb. 6.5a darge-
stellt. Diese zeigt geda¨mpfte periodische Oszillationen mit der Periode τ
`
2. Fu¨r
ξ
W
0
[
035 ergibt sich bereits eine deutliche Verringerung der Amplitude dieser Os-
zillationen bei gleichzeitig gestiegener Da¨mpfungsrate. Eine weitere Erho¨hung
von ξ fu¨hrt zu einer Autokorrelationsfunktion mit mehreren Frequenzanteilen.
Dieser Fall ist in Abb. 6.5c fu¨r ξ
W
0
[
05 abgebildet. Fu¨r noch ho¨here Werte von ξ
wie in Abb 6.5d fu¨r ξ
W
0
[
19, fu¨hrt die Korrelationsfunktion geda¨mpfte Oszilla-
tionen mit der Periode τ aus.
Obwohl Simulationen des stochastischen Modells, gegeben durch Gl. (6.3),
(6.4) und (6.8), bereits viele Informationen u¨ber das Verhalten des betrachteten
Systems liefern, sind weitere analytische Untersuchungen angebracht, um die Pa-
rameterbereiche zu bestimmen, innerhalb derer Oszillationen gefunden werden
ko¨nnen. Außerdem liefern tiefergehende Untersuchungen ein besseres Versta¨nd-
nis der gefundenen Synchronisationseffekte und deren Abha¨ngigkeit von der re-
lativen Schwankungsbreite der Turnover-Zeit.
6.3 Die Untersuchung der Gleichungen der
Meanfield-Na¨herung
Wie bereits in Kapitel 3 und 5 werden nun fu¨r das Modell enzymatischer Reakti-
onsketten unter den im letzten Abschnitt getroffenen Vereinfachungen die Master-
gleichungen untersucht. Wie bereits in den vorhergehenden Kapiteln ausfu¨hrlich
diskutiert wurde, kann der Enzymzyklus in zwei Bereiche unterteilt werden. Ein-
mal in den Bereich, der nach der ES-Bildung beginnt und durch einen Diffusions-
Driftprozeß entlang der Reaktionskoordinate φ beschrieben wird, und zum ande-
ren im Aufenthalt des Enzyms im Grundzustand, der durch die Bindung eines
Substratmoleku¨ls mit der Rate ν beendet wird. Durch die Bindung des Substrat-
moleku¨ls verringert sich die Zahl der freien Substratmoleku¨le um 1.
Die Substratmoleku¨le werden aus Moleku¨len vom Typ A (siehe Abb. 6.1,
S. 126), deren Zahl als konstant angenommen wird und im Vergleich zur Zahl
N der Enzyme sehr groß ist, mit der Rate ζ permanent erzeugt. Gleichzeitig er-
folgt ein Abbau der Substratmoleku¨le mit der Rate γ in Moleku¨le vom Typ B.
Die Moleku¨le A und B nehmen nicht weiter an der Reaktion teil. Entsprechend
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gilt fu¨r die Wahrscheinlichkeitsdichteverteilung P Y φ V s V t Z der Enzyme entlang der
Reaktionskoordinate die folgende Mastergleichung
∂P Y φ V s Z
∂t W
R v
∂P Y φ V s Z
∂φ Q σ
∂2P Y φ V s Z
∂φ2 Q γ Y s Q 1 Z P Y φ V s Q 1 Z
R sP Y φ V s ZlŁQ ζ  P Y φ V s R 1 Z R P Y φ V s ZlŁ
[
(6.10)
Zur Vereinfachung der Schreibweise wurde der Fluß der Wahrscheinlichkeitsdich-
te durch einen beliebigen Phasenpunkt φ wie bereits in den vorherigen Kapiteln
mit
F Y φ V s Z
W
vP Y φ V s Z R σ∂P Y φ V s Z∂φ
abgeku¨rzt.
Am Phasenpunkt kp wird ein Produktmoleku¨l freigesetzt, das sofort in ein
Substratmoleku¨l umgewandelt wird. Da angenommen wird, daß die Umwand-
lungsrate ι der Produkte in Substrate sehr hoch ist im Vergleich zu allen anderen
Reaktionsraten in diesem Reaktionsschema, wird das System so behandelt, als
wenn am Phasenpunkt kp direkt ein Substratmoleku¨l freigesetzt wird, wodurch
sich die Zahl der freien Substratmoleku¨le um 1 erho¨ht. Eine Umkehrung dieses
Prozesses ist nicht mo¨glich. Sobald φ m kp erreicht wird, kann die Phase wa¨hrend
dieses enzymatischen Zyklus nicht mehr kleiner als kp werden. Der Punkt kp R ε
stellt daher einen absorbierenden Rand fu¨r Gl. (6.10) im Interval Y 0 V kp R ε Ł und
einen reflektierenden Rand innerhalb des Intervalls Y kp V 1 Ł dar. Zusammenfassend
kann man feststellen: die linken Ra¨nder in beiden Intervallen Y 0 V kp R ε Ł und Y kp V 1 Ł
sind reflektierend, die rechten Ra¨nder hingegen absorbierend. Damit ergeben sich
folgende Randbedingungen
F Y kp V s Q 1 Z W F Y kp R ε V s Z (6.11)
P Y kp R ε V s Z W 0 (6.12)
P Y 1 V s Z
W
0
[
(6.13)
Zusa¨tzlich wird zur vollsta¨ndigen Beschreibung des Gesamtsystems noch die
Gleichung fu¨r die zeitliche ¨Anderung der Wahrscheinlichkeit Q Y s V t Z beno¨tigt.
Diese gibt die Wahrscheinlichkeit an, das Enzym im Grundzustand, bei gleichzei-
tiger Anwesenheit von s freien Substratmoleku¨len vorzufinden. Die Wahrschein-
lichkeit Q Y s Z definiert demnach den ersten Teil des enzymatischen Prozesses (die
Wartezeit im Grundzustand), wa¨hrend P Y φ V s Z den zweiten Teil, den eigentlichen
enzymatischen Zyklus, beschreibt. Die Wahrscheinlichkeit Q Y s Z erho¨ht sich durch
den Wahrscheinlichkeitsfluß F Y 1 V s Z , der die Ru¨ckkehr des Enzyms zum Zeitpunkt
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t in den Grundzustand beschreibt und verringert sich mit der Rate ν durch die Bin-
dung eines Substratmoleku¨ls. Die Mastergleichung fu¨r Q Y s V t Z lautet demnach
∂Q Y s Z
∂t W F Y φ V 1 Z
R νQ Y s Z}Q γ Y s Q 1 Z Q Y s Q 1 Z R sQ Y s ZnŁ (6.14)
Q ζ  Q Y s R 1 Z R Q Y s ZnŁ
[
Vergleicht man diese Mastergleichungen (6.10) und (6.14) mit den Masterglei-
chungen (4.1) und (4.7) fu¨r das einfache Reaktionssystem mit allosterischer
Produktaktivierung in Kapitel 4, so fa¨llt die große ¨Ahnlichkeit dieser Glei-
chungen auf. In den Mastergleichungen (6.10) und (6.14) ist nur der Term
ζ  P Y φ V s R 1 Z R P Y φ V s ZlŁ hinzugekommen, der die permanente Zufuhr der Substrat-
moleku¨le beschreibt. Die freien Produktmoleku¨le m in den Gl. (4.1) und (4.7)
wurden durch freie Substratmoleku¨le ersetzt. Allerdings ist die Bindungsrate ν in
den Gl. (6.10) und (6.14) nun unabha¨ngig von der Zahl der Substratmoleku¨le, da
die Enzyme keinerlei regulatorische Eigenschaften besitzen.
Befindet sich die Phasenvariable φ eines Enzyms innerhalb des Intervalls
 0 V kp R ε Ł , so hat dieses Enzym durch Bindung eines Substratmoleku¨ls einen
Enzym-Substrat-Komplex ES gebildet. Dieses Ereignis erfolgt mit der Wahr-
scheinlichkeitsrate ν Y s Z Q Y s Z . Da angenommen wird, daß die Bildung eines ES-
Komplexes nicht ru¨ckga¨ngig gemacht werden kann, darf die Phasenvariable φ
nicht kleiner als 0 werden. Der Punkt φ
W
0 bildet deshalb einen reflektieren-
den Rand. Daraus ergibt sich folgende Randbedingung fu¨r die Mastergleichun-
gen (6.10) und (6.14)
vP Y φ V s Z R σ∂P Y φ V s Z∂φ φ k 0 W
ν Y s Z Q Y s Z
[
(6.15)
Wegen der großen ¨Ahnlichkeit zwischen den Mastergleichungen in Kapi-
tel 4 und den Gl. (6.10) und (6.14) wird auf die Beschreibung der Herleitung
der Meanfield-Gleichungen aus diesen beiden Mastergleichungen verzichtet und
auf die hinsichtlich der Herangehensweise a¨hnliche Herleitung in Abschnitt 4.1
verwiesen. Im Folgenden wird die Struktur und Bedeutung der Meanfield-
Gleichungen, die aus den Mastergleichungen (6.10) und (6.14) hergeleitet wur-
den, eingehend diskutiert.
Im Limit N S ∞ kann das System durch die Einfu¨hrung von Dichtefunktio-
nen n˜ Y φ V t Z beschrieben werden, so daß n˜ Y φ V t Z ∆φ den Mittelwert der Enzyme im
Phasenzustand zwischen φ und φ Q ∆φ zur Zeit t ergibt. Weiterhin ist s Y t Z der Mit-
telwert der freien Substratmoleku¨le zur Zeit t. Die Gleichung zur Beschreibung
der Zeitentwicklung von n˜ Y φ V t Z ist
∂n˜
∂t W
R v
∂n˜
∂φ Q σ
∂2n˜
∂φ2
[
(6.16)
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Die zeitliche Entwicklung der Dichtefunktion n˜ Y φ V t Z besteht aus der Drift mit
konstanter Geschwindigkeit v und gleichzeitiger Diffusion entlang der Reaktions-
koordinate φ. Diese Diffusion wird durch intramolekulare Fluktuationen der In-
tensita¨t σ verursacht.
Am Phasenpunkt φ
W
kp innerhalb des Enzymzyklus wird ein Substratmoleku¨l
irreversibel freigesetzt. Eine Umkehrung dieses Prozesses ist nicht mo¨glich. So-
bald φ m kp erreicht wird, kann die Phase wa¨hrend dieses enzymatischen Zyklus
nicht mehr kleiner als kp werden. Innerhalb des Intervalls Y kp V 1 Ł befindet sich das
Enzym in der Relaxationsphase, um danach in den Grundzustand zuru¨ckzukeh-
ren. Der Fluß durch den linken Rand φ
W
kp des Intervalls Y kp V 1 Ł muß gleich dem
Fluß durch den rechten Rand des Intervalls Y 0 V kp R ε Ł sein. Die Gl. (6.16) wird
deshalb mit den Randbedingungen
vn˜ Y 0 Z R σ∂n˜∂φ

φ k 0 W νsn V (6.17)
n˜ Y kp R ε Z W 0 V (6.18)
vn˜ Y kp Z R σ
∂n˜
∂φ

φ k kp W σ
∂n˜
∂φ

φ k kp
f
ε (6.19)
und
n˜ Y 1 Z
W
0 (6.20)
fu¨r beide Teilintervalle gelo¨st.
Die Gleichung fu¨r die zeitliche Entwicklung des Mittelwerts der freien Enzy-
me hat die Form
dn
dt W
R νsn Q vn˜ R σ
∂n˜
∂φ φ k 1
[
(6.21)
Der erste Term auf der rechten Seite dieser Gleichung gibt an, daß die Konzentra-
tion n von Enzymen im Grundzustand durch die Bindung eines Substratmoleku¨ls
und die damit verbundene Bildung eines ES-Komplexes abnimmt. Der zweite
Term beschreibt die Zunahme von n durch Enzyme, die ihren Zyklus beendet ha-
ben und in den Grundzustand zuru¨ckgekehrt sind.
Die nun noch beno¨tigte Gleichung fu¨r die zeitliche Entwicklung des Mittel-
werts der Substratmoleku¨le ist durch
ds
dt W
R νsn Q vn˜ R σ
∂n˜
∂φ φ k kp
R γs Q ζ (6.22)
gegeben. Der erste Term auf der rechten Seite beschreibt die Abnahme der Sub-
stratkonzentration durch die Bindung an Enzyme im Grundzustand. Der zweite
Term beschreibt die Erho¨hung der Substratkonzentration durch die Freisetzung
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von Substratmoleku¨len, wenn Enzyme den Phasenpunkt φ
W
kp passieren. Der
dritte und vierte Term erfassen den Abbau und die Zufuhr von Substrat.
Die Gesamtzahl N aller Enzyme im System ist zeitunabha¨ngig und bleibt kon-
stant. Sie ist durch
N
W
n Y t ZgQ
1
0
n˜ Y φ V t Z dφ (6.23)
gegeben und kann als eine Erhaltungsgro¨ße der Entwicklung des Reaktionssy-
stems betrachtet werden. Dabei ist N zu jedem Zeitpunkt gleich der Summe aller
Enzyme im Grundzustand plus der Enzyme, die sich innerhalb des Phasenzyklus
befinden.
Die Gl. (6.16)-(6.23) bilden die makroskopische Na¨herung, die aus der Ma-
stergleichung hergeleitet wurde. Nun werden diese Gleichungen numerisch inte-
griert und deren Lo¨sungen mit den Ergebnissen des stochastischen Modells ver-
glichen. Anschließend wird die lineare Stabilita¨tsanalyse fu¨r dieses dynamische
System durchgefu¨hrt.
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Abb. 6.6: Zeitabha¨ngigkeit der Substratkonzentration (durchgezogen) und Konzentration
der Enzyme im Grundzustand (gestrichelt) aus der numerischen Lo¨sung des makroskopi-
schen Modells. Die Parameter stimmen mit den Parametern aus Abb 6.3a-d u¨berein.
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Abb. 6.6a zeigt die Zeitabha¨ngigkeit der Substratmoleku¨lkonzentration
(schwarz) und der Enzymkonzentration im Grundzustand (grau) der numerischen
Lo¨sung der makroskopischen Gleichungen (6.16)-(6.23) fu¨r die gleichen Para-
meterwerte wie in Abb. 6.3a. In diesem Fall zeigt das Reaktionssystem bei
kp W 0
[
2 Oszillation mit der Frequenz ω c 2pi
`
τ. Der Vergleich von Abb. 6.6a
mit Abb. 6.3a offenbart die hohe ¨Ubereinstimmung sowohl in Hinsicht auf die
Oszillationsfrequenz als auch bezu¨glich der Amplitude fu¨r beide mathematische
Beschreibungsweisen.
Wa¨hlt man als Parameter kp W 0
[
55, zeigt das System Spiking mit der Fre-
quenz ω c 2pi
`
tau. Wie ein Vergleich von Abb. 6.6b mit Abb. 6.3b erweist, ist
die ¨Ubereinstimmung zwischen dem stochastischen Modell und den makrosko-
pischen Gleichungen wieder sehr hoch. Erho¨ht man die Diffusionskonstante σ
und damit die relative statistische Schwankungsbreite ξ der Turnover-Zeit, ver-
schwinden die stabilen Oszillationen. Bei Festhalten aller anderen Parameter zeigt
Abb. 6.6 die Zeitentwicklung der Substratkonzentration und der Enzymkonzentra-
tion im Grundzustand fu¨r ξ
W
0
[
05 nach einer kleinen Sto¨rung des Systems von
seinem Fixpunkt. Die beiden Konzentrationen zeigen geda¨mpfte Oszillationen
mit der Frequenz ω c 4pi
`
τ und kehren in den stabilen Fixpunkt zuru¨ck. Un-
ter entsprechenden Parameterbedingungen ergaben sich im stochastischen Modell
(siehe Abb. 6.3c) unkorrelierte Fluktuationen um den Fixpunkt.
Wenn man den Parameter σ und damit die relative Schwankungsbreite ξ
der Turnover-Zeit weiter erho¨ht, zeigt das Reaktionssystem nach einer kleinen
Sto¨rung um den Fixpunkt ebenfalls geda¨mpfte Oszillationen. Jedoch ist die Fre-
quenz nun ω c 2pi
`
τ. Ein Beispiel dafu¨r ist in Abb. 6.6d fu¨r ξ
W
0
[
19 gege-
ben. Diese Frequenza¨nderung wurde ebenfalls im stochastischen Modell gefun-
den (siehe Abb 6.3d).
In den Gleichungen der Meanfield-Na¨herung entspricht das im stochastischen
Modell gefundene Spiking einer Hopf-Bifurkation des stationa¨ren Zustands (Fix-
punkt) und fu¨hrt zu einem stabilen Grenzzyklus. Die Grenzen des oszillatorischen
Bereichs im Parameterraum ko¨nnen durch eine lineare Stabilita¨tsanalyse bestimmt
werden. In Abwesenheit von Oszillationen in der makroskopischen Na¨herung be-
findet sich das System in einem stationa¨ren Zustand, dem Fixpunkt des Systems.
Durch die Analyse der Auswirkung kleiner Sto¨rungen auf diesen Zustand ko¨nnen
die Synchronisationsgrenzen herausgefunden werden.
Zuerst wird der Fixpunkt der Gl. (6.16)-(6.23) bestimmt. Der stationa¨re Zu-
stand ist durch die stationa¨re Lo¨sung der Diffusionsgleichung (6.16) mit den
Randbedingungen (6.17)-(6.20) und den Gl. (6.21), (6.22) gegeben. Der Mittel-
wert der Substratmoleku¨le s¯ im stationa¨ren Zustand ist
s¯
W
ζ
γ
[
(6.24)
Die Gesamtzahl der Enzyme wird durch Gl. (6.23) festgelegt. Unter Verwendung
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der Lo¨sung von Gl. (6.16) im stationa¨ren Zustand, bei dem sich das System im
Fixpunkt befindet, ergibt sich n¯ aus Gl. (6.23)
N
W
n¯ Q
νs¯n¯
v
1 R 2σ
v
1 R exp R
vkp
σ
R exp R
v Y 1 R kp Z
σ
(6.25)
oder umgestellt nach n¯
n¯
W
N
1 Q νs¯v 1 R
2σ
v 1 R exp R
vkp
σ
R exp R v  1 f kp σ [
(6.26)
Die Stabilita¨t dieser stationa¨ren Lo¨sung kann durch die Untersuchung des Effekts
kleiner Sto¨rungen s
W
s¯ Q δs Y t Z , n
W
n¯ Q δn Y t Z und n˜
W
¯n˜ Q δn˜ Y φ V t Z bestimmt wer-
den. Setzt man diese Sto¨rungen in die Gl. (6.21), (6.22) und die Randbedingun-
gen (6.17) von (6.16) ein und linearisiert dieses Gleichungssystem, erha¨lt man
dδn
dt W
R νs¯δn R νn¯δs Q vδn˜ Y 1 V t Z R σ∂δn˜ Y 1 V t Z∂φ V (6.27)
dδs
dt W
R νs¯δn R νn¯δs Q vδn˜ Y kp V t Z R σ
∂δn˜ Y kp V t Z
∂φ
R γδs V (6.28)
∂δn˜
∂t W
R v
∂δn˜
∂φ Q σ
∂2δn˜
∂φ2
[
(6.29)
Die Lo¨sungen dieser Gleichungen mu¨ssen die linearisierten Randbedingungen
vn˜ R σ
∂n˜
∂φ φ k 0  ε W
νs¯δn Q νn¯δs V (6.30)
vn˜ R σ
∂n˜
∂φ φ k kp  ε
W
σ
∂n˜
∂φ

φ k kp (6.31)
und
δn˜ Y kp Z W 0, δn˜ Y 1 Z W 0 (6.32)
erfu¨llen.
Die Suche nach der Lo¨sung von Gl. (6.27)-(6.32) kann stark vereinfacht wer-
den, wenn man die Untersuchungen auf kleine Werte der Diffusionskonstante
σ beschra¨nkt. Die charakteristische Zeit der ersten instabilen Mode liegt in der
Gro¨ßenordnung von τ. Fu¨r derartige Prozesse erstreckt sich der Einfluß der Rand-
bedingung (6.32) auf ein kleines Intervall der La¨nge
h
στ nach links von dem
entsprechenden Rand entfernt. Außerhalb dieses schmalen Bereichs hat die Dif-
fusionsgleichung (6.29) dieselbe Lo¨sung wie ohne diese Randbedingung.
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Betrachtet man Gl. (6.27) und (6.28), so ist erkennbar, daß die Flu¨sse vδn˜ R
σ∂φδn˜ bei φ W kp und φ W 1 beno¨tigt werden. Man erha¨lt nur eine kleine Ab-
weichung, falls die Flu¨sse nicht an den Punkten φ
W
kp und φ W 1, sondern links
von diesen Punkten im Abstand
h
στ verwendet werden. Um diese Flu¨sse zu be-
stimmen, kann die Lo¨sung des vereinfachten Problems, bei dem die Ra¨nder an
den Punkten φ
W
kp und φ W 1 eliminiert sind, verwendet werden. In diesem Fall
ist die Diffusions-Drift-Gleichung (6.29) formal fu¨r das Intervall von φ
W
0 bis
unendlich definiert und nur die Randbedingungen (6.30) gefordert. Diese Rand-
bedingung gibt den Fluß in das betrachtete Intervall an. Der geringe Einfluß der
absorbierenden Randbedingungen (6.32) kann leicht numerisch gezeigt werden.
Die Lo¨sung der linearen Differentialgleichungen (6.16) und (6.28)-(6.30) wird
in der Form δn˜ Y φ V t Z
W
Aexp Y λt Q kφ Z , δs
W
Bexp Y λt Z und δn
W
C exp Y λt Z ange-
nommen. Setzt man diesen Ansatz in Gl. (6.16) und (6.28)-(6.30) ein, erha¨lt man
die Dispersionsrelation
k
W
v
2σ
R
v2
4σ
Q
λ
σ
(6.33)
und ein homogenes System linearer Gleichungen
ˆD
A
B
C
W
λ
A
B
C
(6.34)
mit der Koeffizientenmatrix
ˆD
W
v R σk Y λ Z R νn¯ R νs¯
Y σk Y λ Z R v Z ek  λ  λ Q γ Q νn¯ νs¯
Y σk Y λ Z R v Z ek  λ  kp νn¯ λ Q νs¯ [
(6.35)
Die Lo¨sbarkeitsbedingung dieses linearen Gleichungssystems ist durch die cha-
rakteristische Gleichung
det Y ˆD R λI Z
W
0 (6.36)
gegeben.
Die Wurzeln dieses Quasi-Polynoms bilden im allgemeinen eine unendliche
Menge von komplexen Zahlen λ j W Γ j Q iω j. Falls fu¨r einen gewa¨hlten Satz von
Parametern die Realteile Γ aller Eigenwerte λ j kleiner sind, so ist der Fixpunkt
stabil. Falls jedoch wenigstens ein Eigenwert einen positiven Realteil besitzt, so
wird das Gleichungssystem instabil und beginnt mit der Frequenz ω j des Ima-
gina¨rteils dieses Eigenwertes zu oszillieren. Die Instabilita¨tsgrenze ist deshalb
durch Γi W 0 fu¨r wenigstens eine Eigenmode bestimmt. Um die kritischen Para-
meterwerte zu finden, fu¨r die eine Bifurkation existiert, setzt man Γ j W 0 bei j W 1
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und berechenet in der Umgebung von ω1 c 2pi ` τ durch Variieren des entsprechen-
den Bifurkationsparameters das absolute Minimum von

det Y ˆD R λI Z 
[
(6.37)
Falls dieses Minimum kleiner als 10 f 7 ist, wird angenommen, daß der entspre-
chende Bifurkationsparameter eine Bifurkationsgrenze angibt. Als na¨chstes wird
diese Methode fu¨r j
W
2, 3 und so weiter angewendet. Es ergibt sich, daß bei
σ ] 10 f 4 nur fu¨r j
W
1, 2 und 3 Bifurkationen mo¨glich sind.
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Abb. 6.7: Bifurkationsdiagramme (a) in der Parameterebene (ν, kp), (b) in der Parameter-
ebene (ν, ξ), (c) in der Parameterebene (ν, γ), (d) in der Parameterebene (ν, ζ) als Ergebnis
der Stabilita¨tsanalyse des Fixpunktes in der makroskopischen Na¨herung fu¨r jeweils zwei
verschiedene Werte von ω. Die durchgezogenen Linien bezeichenen die Bifurkations-
grenzen fu¨r ω | 2pi { τ und die gestrichelte Kurve fu¨r ω | 4pi { τ. Die anderen Parameter
sind σ
O
0 P 0008 { τ2 (ξ
O
0 P 04), kp O 0 P 55, γτ O 20, ζτ O 100 und N O 1000.
Abb. 6.7 zeigt das Bifurkationsdiagramm in der Parameterebene Y kp V ν Z aus
der numerischen Lo¨sung von Gl. (6.36). Innerhalb der geschlossenen Bereiche ist
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das Reaktionssystem instabil, und es entwickelt sich spontan Spiking. Auf den
Bifurkationsgrenzen verschwindet der Realteil von λ, der Imagina¨rteil hingegen
ist ungleich 0. Der Wert dieses Imagina¨rteils bestimmt die Frequenz der Oszilla-
tionen, die sich nach dem Verlust der Stabilita¨t herausbilden. Fu¨r die gewa¨hlten
Parameter in Abb. 6.7 geschieht das mit den Frequenzen ω c 2pi
`
τ und ω c 4pi
`
τ,
dargestellt durch die durchgezogene und gestrichelte Linie der zugeho¨rigen Bi-
furkationsgrenze. Ha¨lt man deshalb kp fest und erho¨ht die Ratenkonstante ν, die
die Bindung der Substratmoleku¨le bestimmt, wird der stationa¨re Zustand instabil
und Oszillationen entwickeln sich. Erho¨ht man ν noch weiter und u¨berschreitet
die obere Bifurkationsgrenze, verschwinden die Oszillationen wieder und das Sy-
stem wird stabil. Das bedeutet, daß oszillatorisches Verhalten nur innerhalb eines
bestimmten “Fensters” des Parameters ν erwartet werden kann.
In Abb. 6.7b werden die Bifurkationsgrenzen in der Parameterebene Y ν V kp Z
fu¨r zwei verschiedene Werte von kp fu¨r ansonsten dieselben Parameter wie in
Abb. 6.7a gezeigt. Die durchgezogene Linie in Abb. 6.7 ist die Instabilita¨tsgren-
ze. Innerhalb des Bereichs, der durch diese Grenze eingeschlossen wird, oszilliert
das Reaktionssystem mit der Frequenz ω c 2pi
`
τ. Die gestrichelte Linie begrenzt
den Bereich, innerhalb dessen Oszillationen mit ho¨herer Frequenz ω c 4pi
`
τ vor-
gefunden werden. Es ergibt sich fu¨r die Frequenz ω c 4pi
`
τ, daß der gro¨ßte Wert
ξ der relativen Schwankungsbreite kleiner ist als bei ω c 2pi
`
τ. Das bedeutet, daß
das System fu¨r Parameterwerte kp, bei denen Spiking mit ho¨heren Frequenzen ge-
funden wird, stabiler zu sein scheint als bei niedrigen Frequenzen. Andererseits
verla¨uft bei ξ X 0
[
025 die Bifurkationsgrenze fu¨r ω c 4pi
`
τ unterhalb der Bifur-
kationsgrenze fu¨r ω c 2pi
`
τ. Am Punkt ξ c 0
[
025 schneiden sich beide Grenzen.
Unter Benutzung derselben Bezeichnungen fu¨r die Bifurkationsgrenzen wie in
Abb. 6.7a und b ist in Abb. 6.7c das Bifurkationsdiagramm in der Parameterebene
Y ν V γ Z fu¨r ω c 2pi
`
τ und ω c 4pi
`
τ dargestellt. Unterhalb von γτ
W
7 ist das System
stabil. Zwischen 7 d γτ d 15
[
5 kann das System nur Oszillationen mit der Fre-
quenz ω c 2pi
`
τ zeigen. Oberhalb von γτ
W
15
[
5τ ko¨nnen sich in Abha¨ngigkeit
von kp auch Oszillationen mit ω c 2pi ` τ und ω c 4pi ` τ entwickeln.
Im letzten Bifurkationsdiagramm in Abb. 6.7d ist die Abha¨ngigkeit der Syn-
chronisationsgrenze vom Paremeter ζ, der die permanente Produktion von Sub-
strat festlegt, dargestellt. Wieder bezeichnet die durchgezogene Linie die Bifur-
kationsgrenze fu¨r Spiking mit der Frequenz ω c 2pi
`
τ und die gestrichelte Linie
fu¨r ω c 4pi
`
τ. Wie bereits in den vorherigen Bifurkationsdiagrammen ist der In-
stabilita¨tsbereich im zweiten Fall kleiner. Fu¨r ω c 4pi
`
τ erstreckt sich dieser Be-
reich u¨ber drei und fu¨r ω c 2pi
`
τ u¨ber vier Gro¨ßenordnungen. In beiden Fa¨llen
liegt dieser instabile Bereich fu¨r kleine Werte von ζ, bei ho¨heren Werten von ν.
Eine Erho¨hung von ζ senkt die Synchronisationsschwelle hinsichtlich des Bifur-
kationsparameters ν.
Zusammenfassung
Ziel dieser Arbeit war die theoretische Untersuchung von Synchronisationspha¨-
nomenen molekularer Enzymzyklen in mikroskopischen Raumbereichen. Wie im
ersten Kapitel diskutiert wurde, ko¨nnen diese Synchronisationsprozesse als mi-
kroskopische Selbstorganisationseffekte verstanden werden, bei denen sich das
Reaktionssystem auch lokal fernab vom thermodynamischen Gleichgewicht be-
findet. Sie haben deshalb ¨Ahnlichkeit mit dem Laser, der ebenfalls ein Pha¨nomen
mikroskopischer Selbstorganisation ist.
Eine wesentliche Bedingung fu¨r das Auftreten dieser Synchronisationseffekte
ist die Existenz von Wechselwirkungsmechanismen zwischen den Enzymen. In
Kapitel 2 wurden deshalb die verschiedenen Regulationsmechanismen der Akti-
vierung und Inhibierung diskutiert. Oftmals ko¨nnen die an der Reaktion beteilig-
ten Reaktanden die enzymatische Aktivita¨t a¨ndern, so daß sich Ru¨ckkopplungs-
mechanismen herausbilden.
Die Ergebnisse der in Abschnitt 2.2 diskutierten Experimente zeigen, daß
es Enzyme gibt, bei denen die Dauer eines enzymatischen Zyklus nur gerin-
gen Schwankungen unterliegt. Wie die Abscha¨tzungen in Abschnitt 2.3 erga-
ben, kann die diffusionsbestimmte Durchmischungs- und Transitzeit in mikro-
skopischen Raumbereichen viel kleiner sein als die Dauer eines enzymatischen
Zyklus. Diese Situation unterscheidet sich grundsa¨tzlich von der in makroskopi-
schen Reaktionssystemen und wurde als molekulares Netzwerk bezeichnet. Beide
Eigenschaften, die relativ geringe Schwankungsbreite der Enzymzyklen und die
Verha¨ltnisse der charakteristischen Zeiten, bilden die wesentlichen Annahmen fu¨r
die in dieser Arbeit untersuchten Modelle.
Im Kapitel 3 wurde unter den oben genannten Bedingungen der Effekt der al-
losterischen Produktaktivierung anhand einer einfachen Enzymreaktion betrach-
tet. Fu¨r diese Reaktion wurde ein stochastisches Modell mit diskreter Phasendy-
namik entwickelt und untersucht. Fu¨r geringe allosterische Aktivierung der En-
zyme durch die Reaktionsprodukte folgte deren Verteilung entlang der Reaktions-
koordinate und die der Enzyme im Grundzustand einer Poissonverteilung. Eine
Erho¨hung der allosterischen Aktivierung fu¨hrte zur Bildung von Enzymgruppen
entlang des Phasenzyklus. Infolgedessen ergaben sich schnelle zeitliche ¨Ande-
rungen in der Anzahl der Reaktionsprodukte, die als Spiking bezeichnet wurden.
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Die Zahl dieser Enzymgruppen ist von der Lage des Phasenpunktes im Reaktions-
zyklus, an dem die Reaktionsprodukte freigesetzt werden, abha¨ngig.
Um von der Zahl der diskreten Phasenzusta¨nde unabha¨ngig zu werden, wur-
de in Abschnitt 3.3 ein Modell mit kontinuierlichen Phasenvariablen entwickelt.
In diesem Modell wird die Dynamik der Phase eines jeden Enzyms durch eine
Langevin-Gleichung beschrieben. Unter Verwendung der zugeho¨rigen Fokker-
Planck-Gleichung wurde anschließend die mittlere Turnover-Zeit und relative sta-
tistische Schwankungsbreite der Turnover-Zeit bestimmt. Aus den Simulationser-
gebnissen des kontinuierlichen Enzymmodells wurden zur Beschreibung der Pha-
sensynchronisation die Wahrscheinlichkeitsdichte der Verteilung der Phasendif-
ferenzen fu¨r verschiedene Enzymgruppen berechnet. Aus der Wahrscheinlich-
keitsdichte wiederum kann ein Ordnungsparameter θ zur Charakterisierung der
Synchronisationssta¨rke abgeleitet werden. Unter Verwendung dieses Ordnungs-
parameters wurden anschließend in numerischen Simulationen die Bereiche, in
denen Phasensynchronisation auftritt, bestimmt. Es zeigte sich, daß mit wachsen-
der Intensita¨t der Fluktuationen der molekularen Turnover-Zeit die Synchronisa-
tionssta¨rke, charakterisiert durch den Ordnungsparameter θ, stetig abnimmt. Fu¨r
Werte gro¨ßer als ª 20% der Schwankungsbreite konnte kein synchrones Verhal-
ten der Enzyme gefunden werden. Ein wichtiges Resultat dieser Untersuchungen
war die Entdeckung der Existenz eines bestimmten Bereichs des Parameters ν1,
der die Bindung der regulatorischen Moleku¨le beschreibt, innerhalb dessen Syn-
chronisation der Enzymzyklen auftritt. Ist dieser Parameter zu klein oder zu groß,
operieren die Enzyme im Reaktionssystem asynchron.
Fu¨r das in Kapitel 3 untersuchte Modellsystem wurde in Kapitel 4 die Ma-
stergleichung aufgestellt, um daraus die Differentialgleichungen fu¨r die Mittel-
werte der Konzentration der Reaktionsprodukte und Phasenzusta¨nde der Enzy-
me herzuleiten. Aus den Gleichungen fu¨r die zeitliche Entwicklung der Auf-
enthaltswahrscheinlichkeit im Grundzustand und die Aufenthaltswahrscheinlich-
keitsdichte der Enzyme im Phasenzyklus, sowie den dazugeho¨rigen Randbedin-
gungen ergaben sich durch Mittelwertbildung drei Gleichungen. Diese beschrei-
ben die Dynamik der Mittelwerte der Produktmoleku¨le, Enzyme im Grundzustand
und wa¨hrend des Enzymzyklus. Im Spezialfall verschwindender Fluktuationen in-
nerhalb des Enzymzyklus folgten daraus zwei einfache Funktionaldifferentialglei-
chungen (Delay-Gleichungen), fu¨r die eine lineare Stabilita¨tsanalyse durchgefu¨hrt
wurde. Unter Verwendung dieser Ergebnisse wurden die Bifurkationsdiagramme
fu¨r die Parameter des Enzymmodells berechnet. Sowohl die numerischen Lo¨sun-
gen der zwei Delay-Gleichungen als auch die Ergebnisse der Stabilita¨tsanalyse
besta¨tigten eindrucksvoll die Resultate des stochastischen Modells.
In Kapitel 5 wurde, aufbauend auf dem einfachen stochastischen Modell von
Kapitel 3, ein komplexeres Modell der allosterischen Produktinhibierung ein-
gefu¨hrt. Darin wurden explizit die Bindungs- und Dissoziationsprozesse der regu-
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latorischen Moleku¨le betrachtet und deren Einfluß auf die Reaktionskinetik stu-
diert. ¨Ahnlich wie im Fall der Produktaktivierung wurden zwei prinzipiell ver-
schiedene Zusta¨nde des Reaktionssystems gefunden. Je nach Wahl der Parameter
fanden sich Bereiche asynchronen und synchronen Verhaltens der Enzyme. Eben-
so hat die Lage des Punktes im Enzymzyklus, an dem die Reaktionsprodukte frei-
gesetzt werden, einen großen Einfluß auf das Synchronisationsverhalten. Wurden
die Reaktionsprodukte etwa in der Mitte des Enzymzyklus freigesetzt, so bildeten
die Enzyme eine einzige Gruppe. Die Absta¨nde zwischen den Phasenzusta¨nden
der Enzyme waren also klein. Falls hingegen die Produktmoleku¨le bereits zu
Beginn oder erst am Ende des Enzymzyklus freigesetzt wurden, synchronisier-
ten die Enzymzusta¨nde nicht. Im Gegensatz zum Modell mit Produktaktivierung
zeigte das Reaktionssystem mit Produktinhibierung nur Synchronisation der En-
zymzusta¨nde in einer Gruppe. Das Studium der Abha¨ngigkeit des Ordnungspara-
meters θ von den Systemparametern ermo¨glichte die Bestimmung der Bereiche,
innerhalb derer Synchronisation im stochastischen Modell auftrat. ¨Ahnlich wie
bereits im Enzymmodell mit Produktaktivierung ergaben sich “Parameterfenster”
mit synchronem Systemverhalten.
Die numerische Analyse wurde wieder durch die Untersuchung der Mean-
field-Gleichungen, die aus der zugeho¨rigen Mastergleichung hergeleitet wurden,
erga¨nzt. Sowohl die numerische Lo¨sung der Meanfield-Gleichungen als auch die
Ergebnisse der linearen Stabilita¨tsanalyse ergaben eine gute ¨Ubereinstimmung mit
den Resultaten des stochastischen Modells. In Abschnitt 5.4 wurde der Einfluß
von Modifikationen in der Bindungsfa¨higkeit der regulatorischen Produkte an das
Enzym untersucht. Konnten bisher diese Moleku¨le nur im Grundzustand an das
Enzym binden, so wurde nun der Fall betrachtet, bei dem die regulatorischen Mo-
leku¨le unabha¨ngig vom Enzymzustand (Modifikation 1) oder im Grundzustand
und solange ein ES-Komplex vorliegt, binden ko¨nnen (Modifikation 2). Es erga-
ben sich keine qualitativen ¨Anderungen im Systemverhalten im Vergleich zum ur-
spru¨nglichen Modell. Allerdings fiel auf, daß die Toleranz des Spiking gegenu¨ber
Fluktuationen der Turnover-Zeit in der Modifikation 2 stark zunahm. So wurden
noch fu¨r die relative Schwankungsbreite der Turnover-Zeit von mehr als ª 40%
starke Korrelationen in den Phasenzusta¨nden der Enzyme festgestellt.
Zum Abschluß der Arbeit wurde in Kapitel 6 untersucht, ob Phasensynchro-
nisation der Enzymzyklen nur fu¨r regulatorische Enzyme auftreten kann. Es wur-
de dazu eine Kette, bestehend aus fu¨nf chemischen Reaktionen, betrachtet. Fu¨r
dieses Reaktionssystem wurden wieder ein stochastisches Modell gebildet und
numerische Simulationen durchgefu¨hrt. Interessanterweise ergaben diese Unter-
suchungen, daß selbst im Fall nichtregulatorischer Enzyme Wechselwirkungen
durch solche Parallelreaktionen stark genug sein ko¨nnen, um a¨hnliche Synchroni-
sationseffekte wie im Fall allosterischer Produktaktivierung hervorzurufen. ¨Ahn-
lich wie dort ko¨nnen sich Enzymgruppen entlang des Enzymzyklus bilden, deren
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Zahl von der Lage des Phasenpunktes, an dem die Reaktionsprodukte gebildet
werden, abha¨ngt. Selbst fu¨r Schwankungen der Turnover-Zeit von mehr als ª 20%
fanden sich noch Korrelationen zwischen den Enzymzusta¨nden verschiedener En-
zyme.
Daru¨berhinaus zeigte sich eine Verringerung der Zahl der Enzymgruppen
unter sonst gleichen Bedinungen fu¨r ho¨here Werte der Schwankungsbreite der
Turnover-Zeit. Um diesen Effekt besser zu verstehen, wurden aus der Master-
gleichung fu¨r dieses Reaktionssystem wieder Meanfield-Gleichungen hergelei-
tet. In diesen Gleichungen wurde dann der Einfluß der Diffusion der Enzym-
zusta¨nde entlang der Phase untersucht. Starke Diffusion korrespondiert mit einer
hohen Schwankungsbreite der enzymatischen Turnover-Zeit. In den numerischen
Lo¨sungen der Meanfield-Gleichungen zeigte sich, daß fu¨r ho¨here Werte der Dif-
fusion der Phasenzusta¨nde, geda¨mpfte Oszillationen mit der halben Frequenz wie
im Fall schwacher Diffusion auftraten. Allerdings ergaben sich fu¨r große Werte
der Phasendiffusion keine stabilen sondern ausschließlich geda¨mpfte Oszillatio-
nen.
Die in der Einleitung aufgeworfene Frage, ob es theoretisch mo¨glich ist, Syn-
chronisation molekularer Enzymzyklen, hervorgerufen durch interne Wechselwir-
kungen zwischen Enzymen, vorzufinden, wurde durch die Analyse der drei Mo-
delle positiv beantwortet. Sowohl bei den allosterisch regulierten Enzymreaktio-
nen als auch fu¨r das nichtregulatorische Enzymsystem kam es zur spontanen Her-
ausbildung einer synchronen, intramolekularen Dynamik, gekennzeichnet durch
starke Korrelationen zwischen der zeitlichen Abfolge unterschiedlicher Enzym-
zyklen.
Anhang A
A.1 Wahrscheinlichkeitsverteilung der Produktmo-
leku¨le ohne Kopplung
In diesem Abschnitt soll die stationa¨re Wahrscheinlichkeitsverteilung der Pro-
duktmoleku¨le fu¨r das in Kapitel 3 untersuchte Modell einer Enzymreaktion im
Fall vernachla¨ssigbar schwacher Kopplung zwischen den Enzymzusta¨nden be-
rechnet werden. Gleichzeitig werden anhand dieses einfachen Beispiels wichtige
Grundbegriffe stochastischer Prozesse vorgestellt.
In Kapitel 3.1 wurde ein zeitdiskretes Modell einer Enzymreaktion mit alloste-
rischer Produktaktivierung betrachtet. In diesem Modell konnte die Anzahl m der
freien Produktmoleku¨le zu jedem diskreten Zeitpunkt t j W j∆t mit j W 0 V 1 V 2 V 3 V
[«[_[eine natu¨rliche Zahl gro¨ßer gleich Null sein1. Betrachtet man eine konkrete Simu-
lation des stochastischen diskreten Modells, so ergibt sich eine Sequenz von Zu-
fallsvariablen m1, m2, ..., m j zu den Zeitpunkten t1, t2, ..., t j2. Die Wahrscheinlich-
keit p Y m j V t j Z , zum Zeitpunkt t j, m j Produktmoleku¨le zu finden, ist eine Funktion
des Zeitpunktes. Eine solche Folge zeitabha¨ngiger Zufallszahlen m j heißt stocha-
stischer Prozeß [178, 49, 180, 181]. Jedoch ist im allgemeinen m j  1 nicht vo¨llig
von m j unabha¨ngig, sondern wird durch die Dynamik des Systems beeinflußt.
Betrachtet man die bedingte Wahrscheinlichkeit p Y m j V t j

m j
f
1 V t j
f
1;
[«[«[
;m1 V t1 Z , so
kann man zur Beschreibung realer Systeme meist Modelle finden, die die Eigen-
schaft
p Y m j V t j

m j
f
1 V t j
f
1;
[«[_[
;m1 V t1 Z W p Y m j V t j

m j
f
1 V t j
f
1 Z (A.1)
erfu¨llen. In diesem Fall ist die Zufallsvariable m j zum Zeitpunkt t j nur von m j
f
1,
also vom Wert der Variable zum vorhergehenden Zeitpunkt t j
f
1 abha¨ngig. Zu-
fallsprozesse mit dieser Eigenschaft heißen Markovprozesse. Die rechte Seite in
Gl. (A.1) wird auch als ¨Ubergangswahrscheinlichkeit bezeichnet.
1Dieser Wertebereich wird auch als Grundmenge bezeichnet.
2Analog ist das Ergebnis einer solchen Realisierung im kontinuierlichen Modell (Ab-
schnitt 3.3) eine Trajektorie m ¬ t ­ .
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Die Wahrscheinlichkeit p Y m3 V t3;m2 V t2;m1 V t1 Z , eine bestimmte Realisierung
m1 V m2 V m3 zu drei beliebigen Zeiten t1 V t2 V t3 vorzufinden, ist fu¨r einen Markov-
prozeß durch die bedingten Wahrscheinlichkeiten
p Y m3 V t3

m2 V t2 Z , p Y m2 V t2

m1 V t1 Z
bestimmt. Es gilt offensichtlich
p Y m3 V t3;m2 V t2;m1 V t1 Z W p Y m3 V t3

m2 V t2;m1 V t1 Z p Y m2 V t2;m1 V t1 Z (A.2)
W
p Y m3 V t3

m2 V t2 Z p Y m2 V t2

m1 V t1 Z p Y m1 V t1 Z
[
Summiert3 man in Gl. (A.2) u¨ber m2, ergibt sich
p Y m3 V t3;m1 V t1 Z W
∞
∑
m2 k 0
p Y m3 V t3;m2 V t2;m1 V t1 Z (A.3)
W
∞
∑
m2 k 0
p Y m3 V t3

m2 V t2 Z p Y m2 V t2

m1 V t1 Z p Y m1 V t1 Z
[
Aus der Eigenschaft der bedingten Wahrscheinlichkeit
p Y m3 V t3;m1 V t1 Z W p Y m3 V t3

m1 V t1 Z p Y m1 V t1 Z (A.4)
ergibt sich fu¨r die ¨Ubergangswahrscheinlichkeit sodann
p Y m3 V t3

m1 V t1 Z W
∞
∑
m2 k 0
p Y m3 V t3

m2 V t2 Z p Y m2 V t2

m1 V t1 Z
[
(A.5)
Die ¨Ubergangswahrscheinlichkeiten eines Markovprozesses mu¨ssen Gl. (A.5)
erfu¨llen, die auch als Chapman-Kolmogorov-Gleichung bezeichnet wird.
Man kann aus Gl. (A.3) eine zur Chapman-Kolmogorov-Gleichung analoge
Beziehung gewinnen. Dazu wird wieder die Beziehung (A.4) ausgenutzt und in
Gl. (A.3) u¨ber m1 summiert:
∞
∑
m1 k 0
p Y m3 V t3;m1 V t1 Z W
∞
∑
m2 k 0
p Y m3 V t3

m2 V t2 Z
∞
∑
m1 k 0
p Y m2 V t2;m1 V t1 Z (A.6)
Fu¨hrt man die Summation durch und wird, um die Allgemeingu¨ltigkeit zu beto-
nen, die Indizierung gea¨ndert, erha¨lt man
p Y m V t Z
W
∞
∑
m®¯k 0
p Y m V t

m
\
V t
\
Z p Y m
\
V t
\
Z
[
(A.7)
3Falls die Zufallsvariable kontinuierlich ist, muß man integrieren.
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Aus dieser Gleichung soll im Folgenden eine Differentialgleichung als Bilanz-
gleichung fu¨r die Zeitentwicklung der Wahrscheinlichkeit p Y m V t Z hergeleitet wer-
den [50].
Fu¨r Zeitintervalle ∆t
W
t R t
\
wird in realen Systemen die ¨Ubergangswahr-
scheinlickeit p Y m V t

m
\
V t
\
Z von m
\
S m fu¨r ∆t S 0 verschwinden. Man kann nun
die ¨Ubergangsraten w Y m V m
\
Z durch
p Y m V t

m\ V t \ Z
W
w Y m V m\ Z ∆t Q
[_[«[
, m °
W
m\ (A.8)
einfu¨hren. Die ¨Ubergangswahrscheinlichkeiten beinhalten auch die Wahrschein-
lichkeit p Y m
\
V t

m
\
V t
\
Z , daß im System kein ¨Ubergang stattfindet. Fu¨r ∆t S 0 muß
diese Wahrscheinlichkeit 1 werden. Es gilt dann
p Y m\±V t

m\²V t \Z
W
1 Q w Y m\³V m\_Z ∆t Q
[«[«[_[
(A.9)
Da das System innerhalb des Intervalls ∆t entweder in einen anderen Zustand
u¨bergeht oder im urspru¨nglichen Zustand bleibt, gilt die Bedingung
∞
∑
m k 0
p Y m V t

m
\
V t
\
Z
W
1
[
(A.10)
Daraus folgt
p Y m\ V t

m\ V t \ Z
W
1 R
∞
∑
m ´k m®
p Y m V t

m\ V t \ Z
[
(A.11)
Setzt man Gl. (A.8) und (A.9) in diese Gleichung ein, erha¨lt man
w Y m
\
V m
\
Z
W
R
∞
∑
m ´k m®
w Y m V m
\
Z
[
(A.12)
Aus Gleichung (A.7) folgt fu¨r ein kleines Zeitintervall  t V t Q ∆t Ł
p Y m V t Q ∆t Z
W
∞
∑
m® k 0
p Y m V t Q ∆t

m\«V t Z p Y m\²V t Z
[
(A.13)
Unter Verwendung von Gl. (A.8) und (A.9) findet man unter Vernachla¨ssigung
der Terme ho¨herer Ordnung als ∆t
p Y m V t Q ∆t Z R p Y m V t Z
W
∞
∑
m®¯k 0
w Y m V m\_Z p Y m\³V t Z ∆t
[
(A.14)
Dividiert man Gl. (A.14) durch ∆t und fu¨hrt den Grenzu¨bergang ∆t S 0 aus, folgt
p˙ Y m V t Z
W
∞
∑
m® k 0
w Y m V m\ Z p Y m\ V t Z
[
(A.15)
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Unter Benutzung von Gl. (A.12) ergibt sich daraus
p˙ Y m V t Z
W
∞
∑
m ´k m
®
w Y m V m\ Z p Y m\ V t Z R w Y m\ V m Z p Y m V t Z V (A.16)
die als Mastergleichung bezeichnet wird und die zeitliche Entwicklung der Wahr-
scheinlichkeitsverteilung p Y m V t Z beschreibt. Um fu¨r ein konkretes System diese
Gleichung aufzustellen, mu¨ssen die ¨Ubergangsraten w Y m
\
V m Z und w Y m V m
\
Z be-
kannt sein. Die hier vorgestellten Herleitungen ko¨nnen leicht auf mehrdimensio-
nale und kontinuierliche Zufallsvariablen u¨bertragen werden.
Es wird nun die Mastergleichung fu¨r eine einfache chemische Reaktion auf-
gestellt. Mit der Rate ρ werden pro Zeiteinheit ∆t Produktmoleku¨le erzeugt und
mit der Rate γ wieder abgebaut. Gesucht ist die Gleichung fu¨r die zeitliche ¨Ande-
rung der Wahrscheinlichkeit q Y m Z , m Produktmoleku¨le vorzufinden. Diese lautet
offensichtlich
q˙ Y m V t Z
W
γ YlY m Q 1 Z q Y m Q 1 V t Z R mq Y m V t ZnZ
Q ρ Y q Y m R 1 V t Z R q Y m V t ZlZ
[
(A.17)
Der erste Term auf der rechten Seite von Gl. (A.17) gibt die ¨Anderung der Wahr-
scheinlichkeit q Y m Z durch den Abbau der Produktmoleku¨le mit der Rate γ an,
wa¨hrend der zweite Term die ¨Anderung von q Y m Z durch die Erzeugung der Pro-
duktmoleku¨le mit der Rate ρ erfaßt.
Gl. (A.17) beschreibt auch die Verha¨ltnisse fu¨r das enzymatische Reaktions-
system aus Kapitel 3. Die Rate ρ ist die Anzahl der je Zeiteinheit ∆t durch die En-
zyme freigesetzten Produktmoleku¨le. Die stationa¨re Lo¨sung dieses Gleichungs-
systems kann leicht bestimmt werden. Schreibt man Gl. (A.17) fu¨r q˙ Y m V t Z
W
0
explizit aus, so lauten die ersten Gleichungen
0
W
γq Y 1 Z R ρq Y 0 ZV (A.18)
0
W
γ Y 2q Y 2 Z R q Y 1 ZlZµQ ρ Y q Y 0 Z R q Y 1 ZlZ (A.19)
:
0
W
γ YnY m Q 1 Z q Y m Q 1 Z R mq Y m ZlZ¶Q ρ Y q Y m R 1 Z R q Y m ZlZ (A.20)
usw. Setzt man Gl. (A.18) in Gl. (A.19) ein und fu¨hrt diese Prozedur immer weiter
durch, ergibt sich schließlich
q Y m Z
W
Y m Q 1 Z γρq Y m Q 1 Z
[
(A.21)
Unter Benutzung der ersten m R 1 Gleichungen (A.21) folgt daraus
q Y m Z
W
ρ
γ
m 1
m!
q Y 0 Z
[
(A.22)
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Um q Y 0 Z zu bestimmen, benutzt man die Normalisierungsbedingung
1
W
q Y 0 Z
∞
∑
m k 0
1
m!
ρ
γ
m
W
q Y 0 Z exp ργ
[
(A.23)
Somit ergibt sich q Y 0 Z
W
exp Y R ρ
`
γ Z und daraus unter Verwendung von Gl. (A.22)
die Verteilung der Produktmoleku¨le
q Y m Z
W
1
m!
ρ
γ
m
exp R
ρ
γ V (A.24)
die eine Poissonverteilung darstellt.
A.2 Zusammenhang zwischen Modellen mit diskre-
ter und kontinuierlicher Phasenvariable
Die Phasendynamik von Φi Y j Z , die durch den Algorithmus (3.2) festgelegt wird,
stellt einen Zufallsweg, charakterisiert durch die ¨Ubergangswahrscheinlichkeiten
ν

∆t und ν
f
∆t, dar. Diese definieren zu jedem Zeitschritt die Wahrscheinlichkeit
der Erho¨hung oder Verringerung des Phasenzustandes Φi Y j Z um ª 1. Fu¨r die Zeit-
entwicklung der Wahrscheinlichkeitsverteilung P Y Φ V j Z eines einzelnen Enzyms
dieses diskreten Markovprozesses gilt die diskrete Mastergleichung
P Y Φ V j Q 1 Z
W
ν
f
Y Φ Z ∆tP Y Φ Q 1 V j Z}Q ν

Y Φ Z ∆tP Y Φ R 1 V j Z (A.25)
Q·Y 1 R ν

Y Φ Z ∆t R ν
f
Y Φ Z ∆t Z P Y Φ V j Z
[
Unter bestimmten weiter unten diskutierten Annahmen kann diese diskrete Ma-
stergleichung durch die Fokker-Planck-Gleichung (3.12) angena¨hert werden.
Nach der Transformation der ganzzahligen Phasenkoordinate Φ und der Zeit
j zur reellen Phase φ und Zeit t, definiert durch die Beziehungen φ
W
Φ
`
Ke und
t
W
j∆t, wird aus der Mastergleichung (A.25)
P Y φ V t Q ∆t Z
W
ν
f
Y Φ Q ∆φ Z ∆tP Y φ Q ∆φ V t Z (A.26)
Q ν

Y φ R ∆φ Z ∆tP Y φ R ∆φ V t Z
Q Y 1 R ν

Y φ Z ∆t R ν
f
Y φ Z ∆t Z P Y φ V t Z
[
Durch Ausfu¨hren des Grenzu¨bergangs ∆t S 0 nimmt die Mastergleichung (A.26)
die Differentialform
∂P Y φ V t Z
∂t W
R
Y ν

Y φ ZgQ ν
f
Y φ ZnZ P Y φ V t Z}Q ν

Y φ R ∆φ Z P Y φ R ∆φ V t Z (A.27)
Q ν
f
Y φ Q ∆φ Z P Y φ Q ∆φ V t Z
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an. Im Limit ∆φ S 0 kann eine Taylorentwicklung fu¨r
P Y φ ª ∆φ V t Z
W
P Y φ V t Z¸ª ∂P Y φ V t Z∂φ ∆φ Q
1
2
∂2P Y φ V t Z
∂φ2 Y ∆φ Z
2
Q
[_[«[
(A.28)
und
ν ¹ºY φ » ∆φ Z
W
ν ¹¼Y φ Z¸» ∂ν ¹ºY φ Z∂φ ∆φ Q
1
2
∂2ν ¹½Y φ V t Z
∂φ2 Y ∆φ Z
2
Q
[«[_[
(A.29)
durchgefu¨hrt werden. Nun werden Gl. (A.28) und (A.29) in die Masterglei-
chung (A.27) eingesetzt, und man erha¨lt eine unendliche Reihe in ∆φ. Die-
se Reihenentwicklung wird Kramers-Moyal-Entwicklung genannt [179]. Ver-
nachla¨ssigt man alle Glieder von ho¨herer Ordnung als zwei, so erha¨lt man nach
einigen Umformungen
∂P Y φ V t Z
∂t W
R
∂ Y ν

Y φ Z R ν
f
Y φ ZlZ P Y φ V t Z
∂φ ∆φ Q
1
2
∂2 Y ν

Y φ ZgQ ν
f
Y φ ZlZ P Y φ V t Z
∂φ2 Y ∆φ Z
2
[(A.30)
Benutzt man die folgenden Notationen
v Y φ Z
W
Y ν

Y φ Z R ν
f
Y φ ZlZ ∆φ
und
σ Y φ Z
W
1
2
Y ν

Y φ Z}Q ν
f
Y φ ZlZ¾Y ∆φ Z 2
und setzt diese in Gl. (A.30) ein, ergibt sich
∂P Y φ V t Z
∂t W
R
∂v Y φ Z P Y φ V t Z
∂φ Q
1
2
∂2σP Y φ V t Z
∂φ2
[
(A.31)
Diese Fokker-Planck-Gleichung beschreibt die Zeitentwicklung der Wahrschein-
lichkeitsdichte fu¨r ein einzelnes Enzym. Im Spezialfall, daß v und σ unabha¨ngig
von φ sind, ergibt sich daraus Gl. (3.12). Ist die Zahl K der diskreten Zusta¨nde
des Automatenmodells in Gl. (3.2) sehr groß, kann diese durch die kontinuierliche
Beschreibungsweise der Gl. (3.11) ersetzt werden.
A.3 Herleitung der Meanfield-Gleichungen fu¨r das
Modell mit Produktinhibierung
Aus der in Abschnitt 5.3 aufgestellten Mastergleichungen (5.8) und (5.11) sollen
in diesem Teil des Anhangs die Meanfield-Gleichungen hergeleitet werden4.
4Die Herleitung der Meanfield-Gleichungen fu¨r das Enzymmodell mit Produktinhibierung er-
folgt hier in sehr knapper Form. Eine ausfu¨hrliche Erkla¨rung der Herleitung ist fu¨r das Modell mit
Produktaktivierung in Kapitel 4 zu finden.
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Die Mastergleichung
Die Mastergleichung fu¨r die Wahrscheinlichkeitsdichte P Y φ V rV m Z lautet
∂P Y φ V rV m Z
∂t W
R v
∂P Y φ V rV m Z
∂φ Q σ
∂2P Y φ V rV m Z
∂φ2
Q κ Y r Q 1 Z P Y φ V r Q 1 V m R 1 Z R κ Y r Z P Y φ V rV m Z (A.32)
Q γ _Y m Q 1 Z P Y φ V rV m Q 1 Z R mP Y φ V rV m ZlŁ
[
Die Mastergleichung fu¨r die Aufenthaltswahrscheinlichkeit Q Y rV m Z des Enzyms
im Grundzustand, im Zustand r und bei gleichzeitig m vorhandenen Produktmo-
leku¨len wurde in Abschnitt 5.3 begru¨ndet und ist
∂Q Y rV m Z
∂t W F Y 1 V rV m Z
R ν Y r Z Q Y rV m Z
Q γ _Y m Q 1 Z Q Y rV m Q 1 Z R mQ Y rV m ZlŁ (A.33)
Q β Y r R 1 Z¿Y m Q 1 Z Q Y r R 1 V m Q 1 Z R β Y r Z mQ Y rV m Z
Q κ Y r Q 1 Z Q Y r Q 1 V m R 1 Z R κ Y r Z Q Y rV m Z
[
Zusa¨tzlich mu¨ssen wieder die Randbedingungen an den Punkten φ
W
0 φ
W
kp
und φ
W
1 fu¨r die Wahrscheinlichkeitsdichte P Y φ V rV m Z beru¨cksichtigt werden. Die
Reaktionskoordinate, entlang derer P Y φ V m Z definiert ist, erstreckt sich von φ
W
0
bis φ
W
1. Daru¨berhinaus gibt es den besonderen Punkt φ
W
kp innerhalb des
Enzymzyklus, an dem die Reaktionsprodukte irreversibel freigesetzt werden. Das
gesamte Intervall der Reaktionskoordinate wird in zwei Segmente  0 V kp R ε Ł und
 kp V 1 Ł eingeteilt, und fu¨r beide Teilintervalle werden die Randbedingungen an den
Enden beno¨tigt. Diese Randbedingungen lauten
F Y 0 V rV m Z
W
vP Y φ V rV m Z R σ∂P Y φ V rV m Z∂φ φ k 0 W
ν Y r Z Q Y rV m ZV (A.34)
P Y kp R ε V rV m Z W 0 V (A.35)
F Y kp V rV m Q 1 Z W F Y kp R ε V rV m Z (A.36)
und
P Y 1 V rV m Z
W
0
[
(A.37)
Zur Vereinfachung der Schreibweise wurde der Fluß der Wahrscheinlichkeitsdich-
te durch einen beliebigen Phasenpunkt φ wieder mit
F Y φ V rV m Z
W
vP Y φ V rV m Z R σ∂P Y φ V rV m Z∂φ
abgeku¨rzt. Die genaue Begru¨ndung dieser Randbedingungen erfolgte in Ab-
schnitt 4.1 und ist auch fu¨r dieses System gu¨ltig.
156 A Anhang
Herleitung der Meanfield-Gleichung aus der Mastergleichung
Aus den beiden Mastergleichungen (A.32) und (A.33) werden nun die Meanfield-
Gleichungen hergeleitet. Die Dichteverteilungsfunktionen n˜0 Y φ Z W n˜ Y φ V r W 0 Z und
n˜1 Y φ Z W n˜ Y φ V r W 1 Z der Enzyme ohne bzw. mit gebundenem regulatorischen Mo-
leku¨l sind durch
n˜0 W n˜ Y φ V r W 0 Z W N
∞
∑
m
P Y φ V r
W
0 V m Z (A.38)
und
n˜1 W n˜ Y φ V r W 1 Z W N
∞
∑
m
P Y φ V r
W
1 V m Z (A.39)
gegeben. Aus Gl. (A.32) folgt sofort
∂n˜0 Y φ Z
∂t W
R N
∞
∑
m
v
∂P Y φ V 0 V m Z
∂φ Q σ
∂2P Y φ V 0 V m Z
∂φ2
Q κ Y 1 Z P Y φ V 1 V m R 1 Z R κ Y 0 Z P Y φ V 0 V m Z
Q γ «Y m Q 1 Z P Y φ V 0 V m Q 1 Z R mP Y φ V 0 V m ZlŁ
und
∂n˜1 Y φ Z
∂t W
R N
∞
∑
m
v
∂P Y φ V 1 V m Z
∂φ Q σ
∂2P Y φ V 1 V m Z
∂φ2
Q κ Y 2 Z P Y φ V 2 V m R 1 Z R κ Y 1 Z P Y φ V 1 V m Z
Q γ «Y m Q 1 Z P Y φ V 1 V m Q 1 Z R mP Y φ V 1 V m ZnŁ
[
Wie bereits betont wurde, gilt fu¨r die Dissoziationskonstante κ Y r Z der Produktmo-
leku¨le von der regulatorischen Bindungsstelle κ Y r °
W
1 Z
W
0 und κ Y 1 Z
W
1. Weiter-
hin gilt
∞
∑
m k 0
_Y m Q 1 Z P Y φ V rV m Q 1 Z R mP Y φ V rV m ZlŁ
W
∞
∑
m k 1
 mP Y φ V rV m Z R mP Y φ V rV m ZnŁ
W
0
und
∞
∑
m k 0
 P Y φ V rV m R 1 Z R P Y φ V rV m ZnŁ
W
∞
∑
m k 1
P Y φ V rV m R 1 Z R
∞
∑
m k 0
P Y φ V rV m Z
W
∞
∑
m k 0
P Y φ V rV m Z R
∞
∑
m k 0
P Y φ V rV m Z
W
0
[
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Unter Beru¨cksichtigung dieser Beziehungen ergeben sich somit
∂n˜0 Y φ Z
∂t W
R v
∂n˜0 Y φ Z
∂φ Q σ
∂2n˜0 Y φ Z
∂φ2 Q κn˜1 Y φ Z (A.40)
sowie
∂n˜1 Y φ Z
∂t W
R v
∂n˜1 Y φ Z
∂φ Q σ
∂2n˜1 Y φ Z
∂φ2
R κn˜1 Y φ Z (A.41)
als Gleichungen fu¨r die Zeitentwicklung der Verteilung der Mittelwerte n˜0, n˜1 der
Enzymzusta¨nde im Zyklus.
Bei Bezeichnung des Flusses der Enzymkonzentrationsdichte mit
f0 Y φ Z W vn˜0 Y φ Z R σ∂n˜0 Y φ Z∂φ , f1 Y φ Z W vn˜1 Y φ Z
R σ
∂n˜1 Y φ Z
∂φ
folgen als Randbedingungen fu¨r die Gl. (A.40) und (A.41) aus den Randbedin-
gungen der Mastergleichung (A.34)-(A.37)
f0 Y 0 Z W ν Y r Z n0 Y m ZV f1 Y 0 Z W ν Y r Z n1 Y m Z (A.42)
n˜0 Y kp R ε Z W 0 V n˜1 Y kp R ε Z W 0 V falls σ ] 0 V (A.43)
f0 Y kp Z W f0 Y kp R ε ZV f1 Y kp Z W f1 Y kp R ε Z (A.44)
und
n˜0 Y 1 Z W 0 V n˜1 Y 1 Z W 0
[
(A.45)
Die Meanfield-Gleichungen fu¨r die zeitliche Entwicklung der Mittelwerte
n0 Y t Z W N
∞
∑
m
Q Y r
W
0 V m Y t ZlZ und n1 Y t Z W N
∞
∑
m
Q Y r
W
1 V m Y t ZlZ
der Enzyme im Grundzustand, die kein (r
W
0) bzw. ein (r
W
1) regulatorisches
Moleku¨l gebunden haben, erha¨lt man aus Gl. (A.33) durch Summation u¨ber m:
∂n0
∂t W N
∞
∑
m À
F Y 1 V 0 V m Z R ν Y 0 Z Q Y 0 V m Z}Q γ ¯Y m Q 1 Z Q Y 0 V m Q 1 Z R mQ Y 0 V m ZlŁ
Q β Y R 1 Z¿Y m Q 1 Z Q Y R 1 V m Q 1 Z R β Y 0 Z mQ Y 0 V m Z (A.46)
Q κ Y 1 Z Q Y 1 V m R 1 Z R κ Y 0 Z Q Y 0 V m ZÁ
und
∂n1
∂t W N
∞
∑
m À
F Y 1 V 1 V m Z R ν Y 1 Z Q Y 1 V m Z}Q γ ¯Y m Q 1 Z Q Y 1 V m Q 1 Z R mQ Y 1 V m ZlŁ
Q β Y 0 Z¿Y m Q 1 Z Q Y 0 V m Q 1 Z R β Y 1 Z mQ Y 1 V m Z (A.47)
Q κ Y 2 Z Q Y 2 V m R 1 Z R κ Y 1 Z Q Y 1 V m ZÁ
[
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Fu¨r die Dissoziationsrate gilt wieder κ Y 1 Z
W
κ und κ Y r °
W
1 Z
W
0. Die Bindung
der regulatorischen Produktmoleku¨le ist nur mo¨glich, wenn noch kein Produkt-
moleku¨l an die entsprechende Bindungsstelle des Enzyms gebunden hat, also fu¨r
r
W
0. Daher ist β Y 0 Z
W
β und β Y r °
W
0 Z
W
0. Mit
∞
∑
m k 0
Y m Q 1 Z Q Y rV m Q 1 Z R mQ Y rV m ZlŁ
W
∞
∑
m k 1
 mQ Y rV m Z R mQ Y rV m ZnŁ
W
0
folgen dann aus den Gl. (A.46) und (A.47) mit f0 Y φ Z und f1 Y φ Z , als dem Fluß der
Enzymdichte der Enzyme ohne bzw. mit regulatorischem Produktmoleku¨l, die
gesuchten Gleichungen
∂n0
∂t W f0 Y 1 Z
R ν0n0 R β X m ] n0 Q κn1 (A.48)
und
∂n1
∂t W f1 Y 1 Z
R ν1n1 Q β X m ] n0 R κn1 (A.49)
fu¨r die zeitliche ¨Anderung der Mittelwerte der Enzyme im Grundzustand.
Jetzt muß noch die Gleichung fu¨r die Mittelwerte der Reaktionsprodukte be-
rechnet werden. Die Wahrscheinlichkeit G Y m Z , m freie Produktmoleku¨le vorzu-
finden, ist gleich
G Y m Z
W
1
∑
r k 0

kp
f
ε
0
P Y φ V rV m Z dφ Q 
1
kp
P Y φ V rV m Z dφ Q Q Y rV m Z
[
(A.50)
Die Zeitableitung ist dann
dG Y m Z
dt W
1
∑
r k 0

kp
f
ε
0
∂tP Y φ V rV m Z dφ Q 
1
kp
∂tP Y φ V rV m Z dφ Q ∂tQ Y rV m Z
[
Unter Verwendung der Mastergleichungen (A.32) und (A.33) ergibt sich daraus
dG Y m Z
dt W
1
∑
r k 0
R v  P Y kp R ε V rV m Z R P Y 0 V rV m ZlŁ
Q σ
∂P Y φ V rV m Z
∂φ

φ k kp
f
ε
R
∂P Y φ V rV m Z
∂φ

φ k 0
R v  P Y 1 V rV m Z R P Y kp V rV m ZlŁ
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Q σ
∂P Y φ V rV m Z
∂φ

φ k 1 R
∂P Y φ V rV m Z
∂φ

φ k kp
Q F Y 1 V rV m Z R ν Y r Z Q Y rV m Z (A.51)
Q β Y r R 1 Z¿Y m Q 1 Z Q Y r R 1 V m Q 1 Z R β Y r Z mQ Y rV m Z
Q γ _Y m Q 1 Z G Y rV m Q 1 Z R mG Y rV m ZlŁ
Q 
1
0
 κ Y r Q 1 Z P Y φ V r Q 1 V m R 1 Z R κ Y r Z P Y φ V rV m ZlŁ dφ
Q κ Y r Q 1 Z Q Y r Q 1 V m R 1 Z R κ Y r Z Q Y rV m ZÁ
[
Wegen der Randbedingungen (A.36) kann P Y kp R ε V rV m Z durch P Y kp V rV m Q 1 Z er-
setzt werden. Daru¨berhinaus erlaubt die Ausnutzung der Randbedingung (A.34)
die Eliminierung von ν Y r Z Q Y m Z durch F Y 0 V rV m Z in Gl. (A.51). Mit
F Y φ V rV m Z
W
vP Y φ V rV m Z R σ∂P Y φ V rV m Z∂φ
ergibt sich somit
dG Y m Z
dt W
1
∑
r k 0
F Y 0 V rV m Z R F Y kp V rV m Q 1 Z}Q F Y kp V rV m Z R F Y 1 V rV m Z
Q F Y 1 V rV m Z R F Y 0 V rV m Z
Q β Y r R 1 Z¿Y m Q 1 Z Q Y r R 1 V m Q 1 Z R β Y r Z mQ Y rV m Z (A.52)
Q γ «Y m Q 1 Z G Y rV m Q 1 Z R mG Y rV m ZlŁ
Q

1
0
 κ Y r Q 1 Z P Y φ V r Q 1 V m R 1 Z R κ Y r Z P Y φ V rV m ZlŁ dφ
Q κ Y r Q 1 Z Q Y r Q 1 V m R 1 Z R κ Y r Z Q Y rV m ZÁ
oder
dG Y m Z
dt W
1
∑
r k 0
F Y kp V rV m Z R F Y kp V rV m Q 1 Z
Q β Y r R 1 Z¿Y m Q 1 Z Q Y r R 1 V m Q 1 Z R β Y r Z mQ Y rV m Z
Q γ _Y m Q 1 Z G Y m Q 1 Z R mG Y m ZlŁ (A.53)
Q

1
0
 κ Y r Q 1 Z P Y φ V r Q 1 V m R 1 Z R κ Y r Z P Y φ V rV m ZlŁ dφ
Q κ Y r Q 1 Z Q Y r Q 1 V m R 1 Z R κ Y r Z Q Y rV m ZÁ
[
Der Mittelwert der freien Produktmoleku¨le ist durch
X m ]
W
∞
∑
m
mG Y m Z (A.54)
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gegeben. Multipliziert man Gl. (A.53) mit m und summiert u¨ber alle m, erha¨lt
man aus Gl. (A.53)
d X m ]
dt W
1
∑
r k 0
∞
∑
m k 0
 mF Y kp V rV m Z R Y m R 1 Z F Y kp V rV m ZnŁ
Q
1
∑
r k 0
∞
∑
m k 0
β Y r R 1 Z m Y m R 1 Z Q Y r R 1 V m Z R β Y r Z m2Q Y rV m Z
Q γ
∞
∑
m k 0
m Y m R 1 Z G Y m Z R m2G Y m Z
Q
1
∑
r k 0

1
0
∞
∑
m k 0
 mκ Y r Q 1 Z P Y φ V r Q 1 V m R 1 Z R mκ Y r Z P Y φ V rV m ZlŁ dφ
Q
1
∑
r k 0
∞
∑
m k 0 À
mκ Y r Q 1 Z Q Y r Q 1 V m R 1 Z R mκ Y r Z Q Y rV m ZÂÁ
[
Nun wird die Summation u¨ber r von r
W
0 bis r
W
1 ausgefu¨hrt. Zur Erinnerung
sei bemerkt, daß die Variable den Wert r
W
1 hat, falls ein regulatorisches Produkt-
moleku¨l an das Enzym gebunden ist und r
W
0, falls das nicht gilt. Deshalb ist die
Dissoziationsrate κ Y r Z nur fu¨r r
W
1 von Null verschieden. Umgekehrt kann ein
regulatorisches Produktmoleku¨l nur dann an das Enzym binden, falls noch keins
gebunden ist, also r
W
0 gilt. Weiterhin wird im Folgenden noch die Schreib-
weise F0 Y φ V m Z W F Y φ V r W 0 V m Z bzw. F1 Y φ V m Z W F Y φ V r W 1 V m Z verwendet. Aus
Gl. (A.53) ergibt sich dann
d X m ]
dt W
∞
∑
m k 0
 mF0 Y kp V m Z R Y m R 1 Z F0 Y kp V m ZlŁ
Q
∞
∑
m k 0
 mF1 Y kp V m Z R Y m R 1 Z F1 Y kp V m ZlŁ
Q β
∞
∑
m k 0
m Y m R 1 Z Q Y 0 V m Z R m2Q Y 0 V m Z
Q γ
∞
∑
m k 0
m Y m R 1 Z G Y m Z R m2G Y m Z
Q κ 
1
0
∞
∑
m k 0
 mP Y φ V r Q 1 V m R 1 Z R mP Y φ V rV m ZlŁ dφ
Q κ
∞
∑
m k 0 À
mQ Y r Q 1 V m R 1 Z R mQ Y rV m ZÁ
[
Nach der Mittelwertbildung folgt daraus bei Bezeichnung des Flusses
f0 Y φ Z W vn˜0 Y φ Z R σ∂n˜0 Y φ Z∂φ , f1 Y φ Z W vn˜1 Y φ Z
R σ
∂n˜1 Y φ Z
∂φ
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der Konzentrationsdichten n˜0 und n˜1 der Enzyme ohne bzw. mit gebundenem
Produktmoleku¨l die folgende Gleichung
d X m ]
dt W f0 Y kp ZgQ f1 Y kp Z
R β X m ] n0 R γ X m ]ÃQ κ 
1
0
n˜1dφ Q κn1
[
(A.55)
Die Gleichungen (A.40), (A.41), (A.48), (A.49) und (A.55) bilden zusammen
mit den zugeho¨rigen Randbedingungen (A.42)-(A.45) die gesuchte Meanfield-
Na¨herung.
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