Approximation of Markov decision processes with general state space  by Dufour, F. & Prieto-Rumeau, T.
J. Math. Anal. Appl. 388 (2012) 1254–1267Contents lists available at SciVerse ScienceDirect
Journal of Mathematical Analysis and
Applications
www.elsevier.com/locate/jmaa
Approximation of Markov decision processes with general state space
F. Dufour a,1, T. Prieto-Rumeau b,∗
a Université de Bordeaux, IMB, Institut de Mathématiques de Bordeaux, INRIA Bordeaux Sud Ouest, Team: CQFD, 351 cours de la Libération, 33405 Talence Cedex, France
b Department of Statistics and Operations Research, UNED, Calle Senda del Rey 9, 28040 Madrid, Spain
a r t i c l e i n f o a b s t r a c t
Article history:
Received 21 June 2011
Available online 15 November 2011
Submitted by J.A. Filar
Keywords:
Markov decision processes (MDPs)
Discretization procedures
Numerical methods for MDPs
We deal with a discrete-time ﬁnite horizon Markov decision process with locally compact
Borel state and action spaces, and possibly unbounded cost function. Based on Lipschitz
continuity of the elements of the control model, we propose a state and action discretiza-
tion procedure for approximating the optimal value function and an optimal policy of the
original control model. We provide explicit bounds on the approximation errors. Our re-
sults are illustrated by a numerical application to a ﬁsheries management problem.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Markov decision processes (MDPs) constitute a general family of controlled stochastic processes suitable for the modeling
of sequential decision-making problems. They appear in many ﬁelds such as, for instance, engineering, computer science,
economics, operations research, etc. A signiﬁcant list of references on discrete-time MDPs may be found in the survey [3]
and the books [1,5,9,11,12,18,21]. The analysis of MDPs leads to a large variety of interesting mathematical and computa-
tional problems. The corresponding theory has reached a rather high degree of maturity although the classical tools, such as
value iteration, policy iteration, linear programming, and their various extensions, are generally hardly applicable in practice.
Hence, solving MDPs numerically is an awkward and important problem mainly because MDPs are generally very large due
to their inherent structure, and so, solving the associated dynamic programming equation leads to the well known curse of
dimensionality.
In order to meet this challenge, different approaches have emerged, which can be roughly classiﬁed in two main families
of techniques:
(i) Numerical approximation techniques, which give actual bounds or approximations. To ﬁx ideas, suppose that V ∗ is the
optimal value that we want to approximate. In a numerical approximation scheme, given some ε > 0, we ﬁnd some
(number) V̂ such that |V ∗ − V̂ | < ε. Such techniques can be found in, e.g., [10,13–15,24].
(ii) Probabilistic approximation techniques, which provide approximations that converge in a suitable probabilistic sense,
or bounds that are satisﬁed with probability “close” to 1. They are usually based on simulating sample paths of the
controlled process. In this setting, for given ε > 0 we ﬁnd a random variable V such that E|V ∗ − V | < ε (convergence
in L1), or such that P {|V ∗ − V | > ε} < δ for some small δ (convergence in probability). We note that, in practice, we do
not observe V but, rather, a realization of the random variable V .
There exists a huge literature related to these approaches, e.g., reinforcement learning, neuro-dynamic programming,
approximate dynamic programs, and simulation-based techniques, to name just a few. Without attempting to present
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[6,7,17,22], and the references therein, to get a rather complete view of this research ﬁeld.
The probabilistic techniques in (ii) are usually more eﬃcient — in computational terms — than the numerical methods
in (i), and they even succeed to break the curse of dimensionality [20]. The price to pay, however, is that we approximate
a given value, say V ∗ , by a random observation V . Depending on the application under consideration, the fact that the
methods in (i) provide a deterministic estimate with guaranteed bounds can be more attractive than stochastic estimates
with bounds valid in mean given by the approaches (ii). Clearly, the techniques in (i) and (ii) are of a different nature and
so, hard to compare, mainly because the approximation is deterministic in case (i) and stochastic in (ii).
Our approach herein in concerned with a numerical approximation scheme as in (i) above. Our objective is to present
an approximation procedure which transforms a ﬁnite horizon MDP with general state and action spaces, and possibly un-
bounded cost function, into a simpler model (with ﬁnite state and action spaces, and, consequently, bounded cost function).
We show that the optimal value function and the optimal policies of the MDP under consideration can be approximated
by the corresponding optimal value function and the optimal policies of the ﬁnite MDP. Most interestingly, explicit a priori
bounds on the approximation errors are derived.
Among the main features of our approach, let us mention that we deal with an MDP with fairly general state space
(namely, a locally compact Borel space, not necessarily compact), compact action sets, and possibly unbounded cost function,
whereas, usually, approximation methods are concerned with MDPs with compact state space, or with ﬁnite state and/or
action spaces, and bounded cost function; see, e.g., [2,6,7,17,22].
The discretization (or state aggregation) procedure to convert an MDP into a simpler optimization problem can be traced
back to the middle of the 70’s; see [16, Section 2.3] for a rather complete account of the works developed at that time. In
particular, the discretization procedure has been analyzed in a general context in [13,15,24], and for speciﬁc MDPs in [4,10].
It is important to point out the differences between the results obtained in our work and those presented in the literature.
• In [15], the author studies the approximation of the original decision model by means of a sequence of MDPs. Under
mild hypotheses, such as continuous convergence of the data, a convergence result is established. However, as pointed
in [15, p. 494], no rates of convergence are given mainly due to the fact that problem under study is fairly general.
• The approximation of dynamic programs in the general framework of monotone contraction operator models is devel-
oped in [13,24]; the analysis is then particularized to the classical MDP model. In [24], the author focuses on inﬁnite
horizon problems, while in [13] the author addresses the problem of ﬁnite-stage models. This approach is based on the
construction of partitions of the state and action spaces. The corresponding convergence results and the error bounds
are established under general hypotheses. As mentioned in [24, p. 236], however, this approach is “of limited practical
value because the optimal return function is used” for the corresponding construction. Moreover, and more importantly,
the convergence of the optimal value functions associated to the approximating models depends heavily on an appro-
priate and relevant choice of the partitions. In [13], the problem of how to construct the approximating decision model
(and, therefore, the associated partitions) is not discussed. Nevertheless, it is mentioned that this is an important prob-
lem and that a theoretical guideline should be provided (see the introduction of [13, Section 4]). In [24], this problem
is emphasized too and, under continuity and compactness assumptions, a convergence result is obtained (Theorem 5.2).
• In [4,10], the discretization procedure of the classical MDP model is addressed under the hypothesis that the state and
action spaces are compact, and the cost function is bounded. Their approaches are constructive in the sense that they
are applicable in practice.
Our framework here is clearly more general than the one studied in [4,10]. Indeed, we deal with an MDP with general
state space (namely, a locally compact Borel space) and compact action sets, while the cost function is allowed to be
unbounded. Such extensions are clearly not straightforward to obtain and they need a careful and sharp analysis of the
partitioning of the state and action spaces.
Compared to [13,15,24], we impose stronger conditions though, as opposed to [15], we are able to derive explicit error
bounds for our approximation scheme. Furthermore, rather than embedding our MDP into the general theory of monotone
contraction operators as in [13,24], our idea is to take into account the characteristic features of the MDP under consid-
eration so as to provide a more constructive solution (with the important property that it is applicable in practice). In
particular, our approach provides an explicit construction of the partitions of the state and action spaces. As mentioned
before, this important problem is not discussed in [13] and it is just brieﬂy studied in [24] for a very speciﬁc model (with
compact state and action spaces). Consequently, our results are different, and complementary, to those obtained in [13,24].
Moreover, the analysis in [13,24] is done by assuming that the cost function is bounded, whereas it is brieﬂy explained
how the results could be extended to the unbounded case. We claim, however, that these extensions are not straightforward
and they depend again on an appropriate and relevant choice of the partitions of the state and action spaces, as can be seen
in our Lemma 2.9 below.
The rest of the paper is organized as follows. In Section 2 we introduce the MDP model we are interested in, state our
main assumptions, and prove some useful preliminary results. In Section 3 we give our main results on the approximation
of the optimal value function and an optimal policy of the MDP. Our theoretical results are illustrated, in Section 4 with a
numerical application to a ﬁsheries management control problem. Finally, we state our conclusions in Section 5.
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2.1. The control model
In this section, we introduce the discrete-time ﬁnite horizon Markov control model we are concerned with, and state
our main assumptions. We follow closely notation of Chapter 2 in [11]. Let us consider the ﬁve-tuple for a Markov control
model
M := (X, A,{A(x) ∣∣ x ∈ X}, P , (c,h))
consisting of:
(a) A locally compact Borel space X , which is the state space. Let B(X) be the family of Borel subsets of X . The metric on
X will be denoted by dX .
(b) A locally compact Borel space A, representing the control or action set. By B(A) we will denote the set of Borel subsets
of A, while the metric on A will be denoted by dA . In the family of closed subsets of A we will consider the Hausdorff
metric, which is deﬁned as
dH (C1,C2) := sup
a∈C1
inf
b∈C2
{
dA(a,b)
}∨ sup
b∈C2
inf
a∈C1
{
dA(a,b)
}= sup
a∈C1
{
dA(a,C2)
}∨ sup
b∈C2
{
dA(C1,b)
}
(2.1)
for closed C1,C2 ⊆ A (here, ∨ stands for “maximum”). It is well known that dH is indeed a metric, except that it might
not be ﬁnite.
(c) A family {A(x) | x ∈ X} of nonempty measurable subsets of A, where A(x) is the set of feasible controls or actions when
the system is in state x ∈ X . We suppose that
K := {(x,a) ∈ X × A ∣∣ a ∈ A(x)}
is a measurable subset of X × A.
(d) A stochastic kernel P on X given K, which stands for the transition probability function. This means that B → P (B|x,a)
is a probability measure on (X,B(X)) for every (x,a) ∈ K and, in addition, (x,a) → P (B|x,a) is measurable on K for
every B ∈ B(X).
(e) Finally, c : K → R is a measurable function representing the cost-per-stage, and h : X → R is a measurable function
deﬁning the terminal cost.
Deﬁnition 2.1. The set of stochastic kernels ϕ on A given X such that ϕ(A(x)|x) = 1 for all x ∈ X is denoted by Φ . Also,
F stands for the family of measurable functions f : X → A satisfying that f (x) ∈ A(x) for all x ∈ X . It is assumed that the
set F is nonempty.
To introduce the optimal control problem we are concerned with, it is necessary to deﬁne different classes of control
policies.
Deﬁnition 2.2. Let H0 := X and Hn := K × Hn−1 for n  1. A control policy is a sequence π = {πn} of stochastic kernels
πn on A given Hn satisfying πn(A(xn)|hn) = 1 for all hn ∈ Hn and n ∈ N, where hn := (x0,a0, . . . , xn−1,an−1, xn) (note that,
on Hn , we are considering the product σ -algebra). Let Π be the class of all policies.
A policy π = {πn} is said to be a relaxed policy if there exists a sequence {ϕn} in Φ such that πn(·|hn) = ϕn(·|xn) for
all n ∈ N and h ∈ Hn . A policy π = {πn} is said to be a deterministic policy if there exists a sequence { fn} in F such that
πn(·|hn) = δ fn(xn)(·) for all n ∈ N and hn ∈ Hn , where δa denotes the Dirac probability measure supported on a ∈ A.
Let (Ω,F) be the canonical space consisting of the set of sample paths Ω = (X × A)∞ = {(xt ,at)}t∈N and the associated
product σ -algebra F . Here, {xt}t∈N is the state process and {at}t∈N is the control process. For every policy π ∈ Π and any
initial distribution ν on X , there exists a unique probability measure Pπν on (Ω,F) such that, for any B ∈ B(X), C ∈ B(A),
and ht ∈ Ht with t ∈ N,
Pπν (x0 ∈ B) = ν(B), Pπν (at ∈ C |ht) = πt(C |ht), and Pπν (xt+1 ∈ B|ht,at) = P (B|xt ,at);
see, e.g., [11, Chapter 2] for such a construction. The expectation with respect to Pπν is denoted by E
π
ν . If ν = δx for some
x ∈ X , then we will respectively write Pπx and Eπx in lieu of Pπν and Eπν .
Next, we deﬁne our Markov control problem. Suppose that we are given a ﬁnite horizon N  1 and an initial state x ∈ X .
The total expected cost of a policy π ∈ Π is deﬁned as
J (x,π) := Eπx
[
N−1∑
c(xt ,at)+ h(xN)
]
t=0
F. Dufour, T. Prieto-Rumeau / J. Math. Anal. Appl. 388 (2012) 1254–1267 1257(in the sequel we will impose conditions ensuring that the above expectation is ﬁnite). Note that, when restricting ourselves
to the ﬁnite horizon control problem, the policies {πn} in Deﬁnition 2.2 are reduced to the decision epochs 0 t < N . The
optimal total expected cost function is then deﬁned as
J∗(x) := inf
π∈Π J (x,π) for x ∈ X , (2.2)
and we say that π∗ ∈ Π is an optimal policy if J (x,π∗) = J∗(x) for every initial state x ∈ X .
2.2. Assumptions
We recall the deﬁnition of Lipschitz continuity. Given two metric spaces (X1,1) and (X2,2), and a function g :
X1 → X2, we say that g is L-Lipschitz continuous on X1 (for some so-called Lipschitz constant L > 0) if
2
(
g(x), g(y)
)
 L · 1(x, y) for every x and y in X1.
The Lipschitz constant of a Lipschitz continuous function g will be usually denoted by Lg . If X1 is the product of, say,
two metric spaces (X11,11) and (X12,12) then, when referring to Lipschitz continuity on X1 := X11 × X12, the metric
considered in X1 is the sum of 11 and 12.
Now we are ready to state our assumptions on the control model.
Assumption A.
(A1) For each x ∈ X , the action set A(x) is compact.
(A2) The multifunction Ψ from X to A deﬁned by Ψ (x) := A(x) is LΨ -Lipschitz continuous with respect to the Hausdorff
metric. That is, for some constant LΨ > 0 and every x, y ∈ X ,
dH
(
A(x), A(y)
)
 LΨ · dX (x, y). (2.3)
At this point note that the sets A(x) being closed (by Assumption (A1), they are compact), the Hausdorff metric is
indeed well deﬁned.
(A3) There exists a positive lower semicontinuous function w : X → R and a positive constant c such that, for all x ∈ X ,∣∣h(x)∣∣+ sup
a∈A(x)
∣∣c(x,a)∣∣ cw(x). (2.4)
Moreover, c is Lc-Lipschitz continuous on K, while h is Lh-Lipschitz continuous on X .
Before proceeding with our assumptions, we introduce some more notation. Given a function v : X → R, we deﬁne
P v : K → R as
P v(x,a) :=
∫
X
v(y)P (dy|x,a),
provided that the corresponding integrals are well deﬁned and ﬁnite. The class of measurable functions v : X → R such that
‖v‖w := sup
x∈X
{∣∣v(x)∣∣/w(x)}
is ﬁnite, with w as in Assumption (A3), is a Banach space and || · ||w is indeed a norm (called the w-norm). Let Lw(X) be
the family of real-valued measurable functions on X with ﬁnite w-norm which, in addition, are Lipschitz continuous.
(A4.i) The function Pw is upper semicontinuous on K. In addition, there exists d > 0 such that Pw(x,a) dw(x) for all
(x,a) ∈ K.
(A4.ii) The stochastic kernel P is weakly continuous, meaning that P v is continuous on K for every bounded and continu-
ous function v on X .
(A4.iii) There exists a constant LP > 0 such that for every (x,a) and (y,b) in K, and v ∈ Lw(X), with Lipschitz constant Lv ,∣∣P v(x,a)− P v(y,b)∣∣ LP Lv[dX (x, y)+ dA(a,b)].
The kernel P is said to be LP -Lipschitz continuous.
Remark 2.3. If the cost functions c and h are bounded then we can choose w ≡ 1. In this case, the condition (2.4) in
Assumption (A3), as well as Assumption (A4.i), are trivially satisﬁed.
Let us also mention that, since the stochastic kernel P is weakly continuous — Assumption (A4.ii) — and the func-
tion w is lower semicontinuous — Assumption (A3), it can be easily proved (see [11, Proposition A.2]) that Pw is lower
semicontinuous on K. Hence, Assumption (A4.i) implicitly imposes that Pw is continuous on K.
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Deﬁnition 2.4. Let { Jt}t∈NN be the functions on X deﬁned by J N := h and, for t ∈ NN−1,
Jt(x) := inf
a∈A(x)
[
c(x,a)+
∫
X
Jt+1(y)P (dy|x,a)
]
. (2.5)
Lemma 2.5. Suppose that the control model M satisﬁes Assumption A. The functions { Jt}t∈NN are in Lw(X), and their Lipschitz
constants are L JN = Lh and
L Jt = [Lc + LP L Jt+1 ][1+ LΨ ],
for all t ∈ NN−1 .
Proof. The result is shown by backward induction. Clearly, by using Assumption (A3) and the deﬁnition of J N , the stated
result is true for t = N . Assume now that Jt+1 ∈ Lw(X) for some t ∈ NN−1. Then, for all x and y in X ,∣∣ Jt(x)− Jt(y)∣∣ sup
a∈A(x)
inf
b∈A(y)
{
 Jt+1(x, y,a,b)
}∨ sup
b∈A(y)
inf
a∈A(x)
{
 Jt+1(x, y,a,b)
}
, (2.6)
where
 Jt+1(x, y,a,b) :=
∣∣c(x,a)− c(y,b)∣∣+ ∣∣∣∣ ∫
X
Jt+1(z)P (dz|x,a)−
∫
X
Jt+1(z)P (dz|y,b)
∣∣∣∣
for (x,a) and (y,b) in K. On the other hand, from Assumptions (A3) and (A4.iii) we have
 Jt+1(x, y,a,b) [Lc + LP L Jt+1 ]
[
dX (x, y)+ dA(a,b)
]
. (2.7)
Combining the inequalities (2.6) and (2.7) yields∣∣ Jt(x)− Jt(y)∣∣ [Lc + L Jt+1 LP ][dX (x, y)+ sup
a∈A(x)
inf
b∈A(y)
{
dA(a,b)
}∨ sup
b∈A(y)
inf
a∈A(x)
{
dA(a,b)
}]
.
Recalling the deﬁnition of the Hausdorff metric in (2.1) and Assumption (A2),
sup
a∈A(x)
inf
b∈A(y)
{
dA(a,b)
}∨ sup
b∈A(y)
inf
a∈A(x)
{
dA(a,b)
}= dH(A(x), A(y)) LΨ d(x, y).
Finally, we obtain that, for all x and y in X ,∣∣ Jt(x)− Jt(y)∣∣ [Lc + LP L Jt+1 ][1+ LΨ ]dX (x, y),
which establishes Lipschitz continuity of Jt .
Since Jt+1 ∈ Lw(X), then, as a direct consequence of Assumptions (A3) and (A4.i), it follows that Jt has ﬁnite w-norm.
Hence, Jt ∈ Lw(X). 
We deduce from Theorem 3.2.1 in [11] that J0 equals J∗ , the optimal total expected cost (recall (2.2)). It is also well
known that Jt(x) is the optimal value function for the control problem on the time horizon t, . . . ,N when the initial state
is xt = x ∈ X . In addition, observe that the inﬁmum in (2.5) is indeed attained. Consequently, for each t ∈ NN−1, there exists
f ∗t ∈ F such that
Jt(x) = c
(
x, f ∗t (x)
)+ ∫
X
Jt+1(y)P
(
dy|x, f ∗t (x)
)
for all x ∈ X;
see [11, Proposition D.5]. Hence, π∗ := { f ∗, f ∗, . . . , f ∗ } is an optimal deterministic policy.0 1 N−1
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In this subsection we state some technical lemmas that will be useful in the rest of the paper. We note that Lemmas 2.6
and 2.8 below are stated in their more general form; in particular, Assumption A, as well as the conditions at the beginning
of Section 2.1, are not required. In our next result we explore the relation between, on the one hand, Lipschitz continuity
and, on the other hand, upper and lower semicontinuity for multifunctions.
Lemma 2.6. Suppose that X and A are Borel spaces, and let Ψ be a closed-valued multifunction from X to A which is Lipschitz
continuous with respect to the Hausdorff metric (cf. (2.3)). Then Ψ is lower semicontinuous. If, in addition, Ψ is compact-valued, then
it is also upper semicontinuous.
Proof. To prove that Ψ is lower semicontinuous we will show that, given an open subset G of A, the set Ψ−1[G] := {x ∈ X |
Ψ (x)∩G = ∅} is open in X . Suppose that x ∈ Ψ−1[G] and let a ∈ Ψ (x)∩G . There exists some ε > 0 such that the open ball (in
the metric of A) centered in a with radius ε, denoted by B A(a, ε), is contained in G . For every y ∈ X with dX (x, y) < ε/LΨ
we have
dH
(
Ψ (x),Ψ (y)
)
< LΨ · dX (x, y) < ε.
In particular, dA(a, A(y)) < ε, and thus there exists b ∈ A(y) such that dA(a,b) < ε, that is, b ∈ BA(a, ε). This implies that
b ∈ G , and so b ∈ Ψ−1[G]. This completes the proof that Ψ is lower semicontinuous.
To prove the upper semicontinuity statement, we will show that given an open subset G of A, the set G := {x ∈ X |
Ψ (x) ⊆ G} is open in X . To this end, ﬁx x ∈ G and observe that
∃ε > 0, ∀a ∈ A, dA
(
a,Ψ (x)
)
< ε ⇒ a ∈ G. (2.8)
The proof of the above implication can be made by contradiction. Hence, suppose that for all n 1 there exists an ∈ A such
that dA(an,Ψ (x)) < 1/n and an /∈ G . For each n  1, let bn ∈ Ψ (x) be such that dA(an,bn) < 1/n. Since Ψ (x) is compact,
there is a subsequence {bnk } with bnk → b for some b ∈ Ψ (x). Consequently, we also have ank → b. On the other hand,
the sequence {an} is contained in the closed subset Gc , and so, necessarily, we must have b /∈ G , which is a contradiction
because Ψ (x) ⊆ G .
To proceed with the proof, suppose that y ∈ X is such that dX (y, x) < ε/LΨ , with ε > 0 as in (2.8). Then, by Lipschitz
continuity of Ψ , we have dH (Ψ (y),Ψ (x)) < ε, and thus for every a ∈ Ψ (y) we obtain dA(a,Ψ (x)) < ε. Hence, by (2.8), we
have a ∈ G which shows that Ψ (y) ⊆ G or, equivalently, y ∈ G . This completes the proof that G is open. 
Remark 2.7. An interesting fact is that a closed-valued Lipschitz continuous multifunction is not necessarily upper semicon-
tinuous. As an illustration, let
X := R, A := (0,∞)×R, and Ψ (x) :=
{
(a,b) ∈ A
∣∣∣ b 1
a
+ x
}
.
We have that Ψ is closed-valued and Lipschitz continuous (indeed, dH (Ψ (x),Ψ (y))  |x − y| for every x and y in X ). On
the other hand, if G = (0,∞)× (0,∞), then it is easily seen that G := {x ∈ X | Ψ (x) ⊆ G} = [0,∞), which is not open in X .
Our next result shows that, when the state of the system lies in a compact subset of X , then the corresponding feasible
state-actions pairs form a compact subset of X × A.
Lemma 2.8. Suppose that X is a Borel space and that A is a locally compact Borel space. Let Ψ be a compact-valued upper semicon-
tinuous multifunction from X to A. For any compact subset C of X , the set
C := {(x,a) ∈ X × A ∣∣ x ∈ C, a ∈ Ψ (x)}
is compact in X × A.
Proof. It suﬃces to prove that C is sequentially compact. Let {(xn,an)}n1 be a sequence in C. We must prove that there
exists a subsequence {(xnk ,ank )}k1 of {(xn,an)}n1 and (x¯, a¯) ∈ C such that (xnk ,ank ) → (x¯, a¯). Since C is compact, we will
assume without loss of generality that {xn} converges to some x¯ ∈ C . For each a ∈ Ψ (x¯), let Oa and Ka be open and compact
neighborhoods of a, respectively, such that
a ∈ Oa ⊆ Ka.
The set Ψ (x¯) being compact, it follows that there exists a ﬁnite set {a1, . . . ,ak} ⊆ Ψ (x¯) such that
Ψ (x¯) ⊆ O ⊆ K ,
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O := Oa1 ∪ · · · ∪ Oak and K := Ka1 ∪ · · · ∪ Kak .
By upper semicontinuity of the multifunction Ψ and item (a) of Proposition D.2 in [11], the set
G := {x ∈ X ∣∣ Ψ (x) ⊆ O}
is open and nonempty (indeed, x¯ ∈ G). Therefore, for large n, we have xn ∈ G and thus an ∈ O ⊆ K . The set K is the ﬁnite
union of compact sets, and so it is itself compact. Hence, for some subsequence {ank }k1 of {an}n1 there exists a¯ ∈ K ⊆ A
such that ank → a¯.
So far we have shown that there exists a subsequence {(xnk ,ank )}k1 of {(xn,an)}n1 and points x¯ ∈ C and a¯ ∈ A such
that (xnk ,ank ) → (x¯, a¯). Recall now that the graph of the multifunction Ψ is closed (this is because Ψ is upper semicontin-
uous and closed-valued; see [11, Proposition D.3]). We conclude that a¯ ∈ Ψ (x¯), that is, (x¯, a¯) ∈ C. This proves compactness
of C. 
We will now show that, when the initial state of the system lies in a compact set K0 ⊆ X , then there exist compact
sets K1, . . . , KN such that the controlled process {xt}n∈NN remains in the compact sets Kt , except for some small “loss of
w-weight”, for whatever actions {at}t∈NN−1 are chosen.
Lemma 2.9. Suppose that the control model M satisﬁes Assumption A. Let K0 be a compact subset of X and ﬁx arbitrary ε > 0. Then
there exists a family of compact sets {Kt}t∈N∗N in X such that for all t ∈ N∗N
sup
(x,a)∈Kt−1
∫
Kct
w(y)P (dy|x,a) ε, (2.9)
with Kt−1 := {(x,a) ∈ X × A | x ∈ Kt−1, a ∈ A(x)} for t ∈ N∗N .
Proof. From Assumption (A3) and Proposition 12.7.8 in [8], it follows that there exists an increasing sequence {gn}n∈N of
non-negative continuous functions with compact support such that limn→∞ gn(x) = w(x) for all x ∈ X . Thus, let {Cn}n∈N be
a sequence of compact subsets of X such that gn vanishes outside Cn for every n ∈ N.
By Assumption (A4.ii), the mappings P gn are continuous on K for all n ∈ N and, in addition, P gn(x,a) ↑ Pw(x,a) for
every (x,a) ∈ K. Consequently, fn := Pw − P gn is upper semicontinuous on K and, besides, it decreases monotonically
to zero on K. Consequently, from Dini’s Theorem in [19, p. 195], it follows that for any compact set D in K we have
limn→∞ sup(x,a)∈D fn(x,a) = 0, which implies that
lim
n→∞ sup(x,a)∈D
∫
Ccn
w(y)P (dy|x,a) = 0. (2.10)
By Lemma 2.8, K0 is a compact set in K. As a consequence of (2.10), there exists n0 ∈ N such that
sup
(x,a)∈K0
∫
Ccn0
w(y)P (dy|x,a) ε.
Deﬁne K1 := Cn0 . From Lemma 2.8 again, it follows that K1 is compact in K. Consequently, by letting D = K1 in (2.10)
we can repeat the same arguments to construct inductively a sequence of compact sets {Kt}t∈NN in X satisfying (2.9). This
completes the proof. 
3. Approximation results
We introduce some terminology. Suppose that (Z ,) is a compact metric space and let η > 0. We say that a ﬁnite subset
Γ := {z1, . . . , zr} of Z is associated to an η-partition of Z if there exists a ﬁnite measurable partition {Z1, . . . , Zr} of Z with
the following properties:
• zi ∈ Zi for each 1  i  r. The (measurable) projection operator pΓ : Z → Γ is then deﬁned as pΓ (z) := zi whenever
z ∈ Zi ;
• For each z ∈ Z we have (z, pΓ (z)) η.
Such a construction is possible for every η > 0 precisely because Z is a compact metric space.
In what follows, we suppose that ε, β , and δ are ﬁxed positive constants. Therefore, they will not be explicit in the notation that we
shall now introduce. We also assume that the control model M satisﬁes Assumption A.
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Consider the family of compact sets {Kt}t∈NN deﬁned in Lemma 2.9 that satisﬁes the condition (2.9) for ε > 0, and ﬁx
t ∈ NN . Let Γt be a ﬁnite subset of Kt associated to a β-partition of Kt . Now, given x ∈ Γt for t ∈ NN−1, let Θt(x) be a ﬁnite
subset of A(x) associated to a δ-partition of the compact metric space A(x). Summarizing, for each t ∈ NN , we have a ﬁnite
grid of states Γt (that is, loosely speaking, “tight” in Kt ⊆ X ) and, for each point x in this grid, we have a further grid Θt(x)
of actions, which is “tight” in A(x).
The idea is to approximate the control model M by means of a ﬁnite state and action control model M̂, which is
deﬁned as follows.
(a) The state space of the system at time t ∈ NN is Γt . Thus, this is a nonstationary control model.
(b) For t ∈ NN−1 and x ∈ Γt , the ﬁnite set Θt(x) is the set of available controls.
(c) The transition probability from the state x ∈ Γt to the state y ∈ Γt+1, when the action a ∈ Θt(x) is chosen, is
P (p−1Γt+1 {y}|x,a).
(d) The cost-per-stage function is c(x,a) for x ∈ Γt , a ∈ Θt(x), and t ∈ NN−1. The ﬁnal cost function is h(x), for x ∈ ΓN .
Let {̂ Jt}t∈NN be the value functions of the control model M̂ for the minimal total expected cost criterion; that is, Ĵ N (x) =
h(x) for x ∈ ΓN , and
Ĵ t(x) := min
a∈Θt (x)
[
c(x,a)+
∑
y∈Γt+1
Ĵ t+1(y)P
(
p−1Γt+1{y}
∣∣x,a)] for 0 t < N and x ∈ Γt . (3.1)
Remark 3.1. Note that M̂ is in fact a defective control model because the transition probabilities are substochastic. To
overcome this, we can add a state  with a single available control A() := {a} such that
c(,a) = h() = 0, P (|,a) = 1, and P (|x,a) = P
(
Kct+1
∣∣x,a).
Then we would have Ĵ t() = 0 for all t ∈ NN , and the Ĵ t deﬁned above (see (3.1)) would remain unchanged.
The so-deﬁned control model M̂ can be explicitly solved and the corresponding value functions Ĵ t are used as approxi-
mations of the value functions Jt of M on the compact sets Kt .
Deﬁnition 3.2. Given t ∈ NN , we deﬁne the extension of the functions Ĵ t on Kt (still denoted by Ĵ t ) as
Ĵ t(x) := Ĵ t
(
pΓt (x)
)
for x ∈ Kt .
Therefore, the function Ĵ t is constant on the sets p
−1
Γt
{x}, for x ∈ Γt . In particular, we can write (cf. (3.1))∑
y∈Γt+1
Ĵ t+1(y)P
(
p−1Γt+1{y}
∣∣x,a)= ∫
Kt+1
Ĵ t+1(y)P (dy|x,a) for x ∈ Γt and a ∈ Θt(x).
Lemma 3.3. For all t ∈ NN−1 and z ∈ Γt , we have∣∣ Jt(z)− Ĵ t(z)∣∣ ‖ Jt+1‖wε + [Lc + L Jt+1 LP ]δ + sup
y∈Kt+1
∣∣ Jt+1(y)− Ĵ t+1(y)∣∣.
Proof. Recalling Deﬁnition 2.4 and (3.1) we have that, for all z ∈ Γt ,∣∣ Jt(z)− Ĵ t(z)∣∣ sup
a∈A(z)
inf
b∈Θt (z)
∣∣∣∣c(z,a)− c(z,b)+ P Jt+1(z,a)− ∫
Kt+1
Ĵ t+1(y)P (dy|z,b)
∣∣∣∣.
Now, on the one hand, for a ∈ A(z) and b ∈ Θt(z),∣∣c(z,a)− c(z,b)∣∣ LcdA(a,b)
and, on the other hand, P Jt+1(z,a)−
∫
Kt+1 Ĵ t+1(y)P (dy|z,b) equals
P Jt+1(z,a)− P Jt+1(z,b)+
∫
Kc
Jt+1(y)P (dy|z,b)+
∫
Kt+1
( Jt+1 − Ĵ t+1)(y)P (dy|z,b).
t+1
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while, as a consequence of Lemma 2.9,∣∣∣∣ ∫
Kct+1
Jt+1(y)P (dy|z,b)
∣∣∣∣ ‖ Jt+1‖w ∫
Kct+1
w(y)P (dy|z,b) ‖ Jt+1‖wε,
and, ﬁnally,∣∣∣∣ ∫
Kt+1
( Jt+1 − Ĵ t+1)(y)P (dy|z,b)
∣∣∣∣ sup
y∈Kt+1
∣∣ Jt+1(y)− Ĵ t+1(y)∣∣.
Summarizing, we have shown that∣∣ Jt(z)− Ĵ t(z)∣∣ ‖ Jt+1‖wε + sup
y∈Kt+1
∣∣ Jt+1(y)− Ĵ t+1(y)∣∣+ [Lc + LP L Jt+1 ] sup
a∈A(z)
inf
b∈Θt (z)
dA(a,b)
 ‖ Jt+1‖wε + sup
y∈Kt+1
∣∣ Jt+1(y)− Ĵ t+1(y)∣∣+ [Lc + LP L Jt+1 ]δ,
because Θt(z) is related to a δ-partition of A(z). The proof of the lemma is now complete. 
Theorem 3.4. Suppose that the control model M satisﬁes Assumption A, and consider the ﬁnite control model M̂. The functions
{ Jt}t∈NN and {̂ Jt}t∈NN satisfy
sup
x∈KN
∣∣ J N(x)− Ĵ N(x)∣∣ Lhβ
and
sup
x∈Kt
∣∣ Jt(x)− Ĵ t(x)∣∣ ‖ Jt+1‖wε + [Lc + LP L Jt+1 ]δ + sup
y∈Kt+1
∣∣ Jt+1(y)− Ĵ t+1(y)∣∣+ L Jtβ
for t ∈ NN−1 .
Proof. The ﬁrst inequality is easy to obtain from the fact that h = J N is Lh-Lipschitz continuous, and the deﬁnition of Ĵ N
and ΓN . Now, for all t ∈ NN−1 and x ∈ Kt , we have∣∣ Jt(x)− Ĵ t(x)∣∣ ∣∣ Jt(x)− Jt(y)∣∣+ ∣∣ Jt(y)− Ĵ t(y)∣∣,
where y := pΓt (x). By deﬁnition of Γt , we have that dX (x, y) β . Therefore, Lemmas 2.5 and 3.3 yield the stated result. 
It follows from Theorem 3.4 that there exist constants At , Bt , and Ct , for t ∈ NN , such that
sup
x∈Kt
∣∣ Jt(x)− Ĵ t(x)∣∣ Atε + Btδ + Ctβ.
Besides, the constants At , Bt , and Ct can be explicitly computed. Indeed, they depend on the initial data of the control
model M, namely, the Lipschitz constants Lc , Lh , LP , and LΨ on the one hand, and the bounding constants c and d, on the
other hand.
3.2. Approximation of an optimal policy
Our goal is now to deﬁne an approximation of an optimal policy of the control model M starting from the optimal
policy of the ﬁnite state and action approximation M̂.
For every t ∈ NN−1 and z ∈ Γt , let a˜t(z) be the action a ∈ Θt(z) that attains the minimum in the deﬁnition of Ĵ t(z); see
(3.1). Fix an arbitrary f ∈ F. We introduce for any t ∈ NN−1 the mapping f˜t : X → A by
f˜t(x) =
{
argmina∈A(x) dA(a, a˜t(pΓt (x))) if x ∈ Kt,
f(x) otherwise.
(3.2)
As a consequence of [11, Proposition D.5], such f˜t ∈ F exists (in particular, it is measurable). Note that we have a˜t(z) = f˜t(z)
for z ∈ Γt . For the control model M, deﬁne the deterministic policy π˜ := { f˜0, . . . , f˜ N−1}.
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It is easily seen that J˜ t : X → R has ﬁnite w-norm for every t . Also, from the backward induction principle, we have, for
every x ∈ X ,
J˜ N(x) = h(x)
and
J˜ t(x) = c
(
x, f˜t(x)
)+ ∫
X
J˜t+1(y)P
(
dy|x, f˜t(x)
)
.
Theorem 3.5. Suppose that the control model M satisﬁes Assumption A. For every t ∈ NN−1 and x ∈ Kt we have that
0 J˜ t(x)− Jt(x) 2L Jtβ + [‖ J˜ t+1 − Jt+1‖w + 2‖ Jt+1‖w ]ε + (Lc + LP L Jt+1)δ
+ 2 sup
y∈Kt+1
∣∣ Jt+1(y)− Ĵ t+1(y)∣∣+ sup
y∈Kt+1
[˜
Jt+1(y)− Jt+1(y)
]
.
Proof. Fix t ∈ NN−1 and x ∈ Kt such that pΓt (x) = z for some z ∈ Γt . We have that
J˜ t(x) = c
(
x, f˜t(x)
)+ P Jt+1(x, f˜t(x))+ P (˜ Jt+1 − Jt+1)(x, f˜t(x)),
where∣∣P (˜ Jt+1 − Jt+1)(x, f˜t(x))∣∣ ‖ J˜ t+1 − Jt+1‖w ∫
Kct+1
w(y)P
(
dy|x, f˜t(x)
)+ ∫
Kt+1
[˜
Jt+1(y)− Jt+1(y)
]
P
(
dy|x, f˜t(x)
)
 ‖ J˜ t+1 − Jt+1‖wε + sup
y∈Kt+1
[˜
Jt+1(y)− Jt+1(y)
]
.
Similarly, Ĵ t(x) equals
c
(
z, f˜t(z)
)+ ∫
Kt+1
(̂ Jt+1 − Jt+1)(y)P
(
dy|z, f˜t(z)
)− ∫
Kct+1
Jt+1(y)P
(
dy|z, f˜t(z)
)+ P Jt+1(z, f˜t(z)),
where∣∣∣∣ ∫
Kt+1
(̂ Jt+1 − Jt+1)(y)P
(
dy|z, f˜t(z)
)∣∣∣∣ sup
y∈Kt+1
∣∣̂ Jt+1(y)− Jt+1(y)∣∣
and ∣∣∣∣ ∫
Kct+1
Jt+1(y)P
(
dy|z, f˜t(z)
)∣∣∣∣ ‖ Jt+1‖w ∫
Kct+1
w(y)P
(
dy|z, f˜t(z)
)
 ‖ Jt+1‖wε.
Observe now that∣∣c(x, f˜t(x))− c(z, f˜t(z))∣∣ Lc[dX (x, z)+ dA( f˜t(x), f˜t(z))].
By (3.2), we have
dA
(
f˜t(x), f˜t(z)
)= min
a∈A(x)dA
(
a, f˜t(z)
)
 dH
(
A(x), A(z)
)
 LΨ dX (x, z),
and, since dX (x, z) β , we obtain∣∣c(x, f˜t(x))− c(z, f˜t(z))∣∣ Lc(1+ LΨ )β.
Also, by Assumption (A4.iii), we have that∣∣P Jt+1(x, f˜t(x))− P Jt+1(z, f˜t(z))∣∣ LP L Jt+1[dX (x, z)+ dA( f˜t(x), f˜t(z))] LP L Jt+1(1+ LΨ )β.
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or equal to
L Jtβ +
(‖ J˜ t+1 − Jt+1‖w + ‖ Jt+1‖w)ε + sup
y∈Kt+1
[˜
Jt+1(y)− Jt+1(y)
]+ sup
y∈Kt+1
∣∣̂ Jt+1(y)− Jt+1(y)∣∣.
Since x ∈ Kt is arbitrary, the previous bound, together with Theorem 3.4, yields the stated result. 
As was the case for Theorem 3.4, it follows that there exist constants A˜t , B˜t , and C˜t , for t ∈ NN−1, such that
sup
x∈Kt
[˜
Jt(x)− Jt(x)
]
 A˜tε + B˜tδ + C˜tβ.
These constants can be explicitly computed. In particular, if the initial state is in a compact subset K0 of X , and we are given
an arbitrary η > 0, we can construct a deterministic policy π˜ which is η-optimal uniformly on K0, that is,
J∗(x) J (x, π˜ ) J∗(x)+ η for all x ∈ K0.
4. Application to a ﬁsheries control problem
In this section, we will consider the ﬁsheries management problem introduced in [11, Section 1.3] and we will make a
numerical application of our approximation results.
4.1. Deﬁnition of the control model
The state space X = [0,∞) stands for the (mass of a) ﬁsh population in a given area. The initial ﬁsh population is x0  0.
A ﬁshing ﬁrm is allowed to ﬁsh in this area during an N years time horizon. If the ﬁsh population is xt at the decision
epoch t = 0,1, . . . ,N − 1, then the ﬁrm chooses the population 0 at  xt which is left for spawning for the next season,
while an amount of xt − at individuals is captured. When taking the action at in the state xt , the ﬁrm earns a reward of
the form u(xt − at), where u is a utility function. The terminal reward function, at time N , is h ≡ 0. If xt is the size of the
population at time 0 t < N and the action at is chosen, we suppose that the ﬁsh population xt+1 at time t + 1 is given by
xt+1 = θ1at exp{−θ2at + ξt}, (4.1)
where θ1, θ2 > 0 are given constants, and {ξt}0t<N are i.i.d. random variables. The dynamics in (4.1) is a stochastic version
of the Ricker model, where log θ1 is the ﬁsh population’s natural growth rate and (log θ1)/θ2 is the carrying capacity of the
environment.
The goal of the ﬁrm is to determine a policy π ∈ Π such that the total aggregated utility
J (x0,π) := Eπx0
[
N−1∑
t=0
u(xt − at)
]
is maximized.
We note that the above deﬁned problem consists in maximizing a reward (rather than minimizing a cost). Our results in
the previous sections are valid with the obvious modiﬁcations to account for the case of maximization. We note also that it
is usual to consider a discount factor αt for the utility earned at time t , for some 0 < α < 1. The discounted problem can
be analyzed as well by means of our approach in this paper.
For our numerical experimentation, we will choose a shifted isoelastic utility function
u(z) = 3((z + 0.1)1/3 − (0.1)1/3) for z 0,
while the ξt are supposed to be i.i.d. random variables with standard normal distribution, denoted by N (0,1), so that xt+1
in (4.1) has a lognormal distribution.
Our next task is to verify that the so-deﬁned control model M indeed veriﬁes our assumptions in Section 2. We let X =
A = [0,∞) and A(x) = [0, x] for x 0. The stochastic kernel is such that P (·|x,a), for (x,a) ∈ K, is a lognormal distribution
LN (−θ2a + log(θ1a),1) if a> 0,
and P (·|x,0) is the Dirac distribution supported at 0. Since P (·|x,a) does not depend on x (provided that x  a  0), the
stochastic kernel will be also denoted by P (·|a).
It should be clear that the conditions (a)–(e) in Section 2.1, as well as Assumption (A1), are satisﬁed. Regarding Lipschitz
continuity of the multifunction x → A(x) in Assumption (A2), note that
dH
(
A(x), A(y)
)= |x− y| for x, y ∈ X ,
so that (2.3) holds with LΨ = 1.
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Assumption (A3) holds. On the other hand,
Pw(x,a) = 1+ θ1ae 12−θ2a  1+ θ1
θ2
√
e
for 0 a x,
and so Assumption (A4.i) holds.
Observe that, to check Assumption (A4.ii), it suﬃces to show that P (·|an) converges weakly (denoted by w−→) to P (·|a)
whenever {an} ⊂ A converges to a ∈ A. To see this note that, for normal distributions, an → a implies
N (−θ2an + log(θ1an),1) w−→ N (−θ2a+ log(θ1a),1).
Weak continuity being preserved by application of continuous functions, take the exponential in the above limit to obtain
the desired result. (To be formal, the case a = 0 must be treated separately, but the result remains valid also in this case.)
It remains only to establish Assumption (A4.iii). We recall that P (·|a) is LN (−θ2a+ log(θ1a),1), whose mean is
m(a) = θ1ae 12−θ2a.
Due to the parametric nature of the transition kernels, it is easily seen that, for a and a′ in A,
m(a)m
(
a′
)
if and only if P (·|a) ≺ P(·∣∣a′),
where ≺ means “stochastically smaller than”. Now, let K (a,a′) be the Kantorovich distance between P (·|a) and P (·|a′); for a
deﬁnition see, e.g., [14, Section 3]. Given a and a′ in A, either P (·|a) ≺ P (·|a′) or P (·|a′) ≺ P (·|a) holds, and so Lemma 3.3(b)
in [14] yields
K
(
a,a′
)= ∣∣m(a)−m(a′)∣∣ θ1√e∣∣a− a′∣∣
(to derive this inequality, apply the mean value theorem to the function m and note that its derivative m′ is bounded by
θ1
√
e ). We conclude that the stochastic kernel P is Lipschitz continuous with LP = θ1√e.
4.2. Numerical results
So far, we have shown that the ﬁsheries control model M satisﬁes our assumptions in this paper. Let us now deﬁne the
ﬁnite state and action approximating control model M̂ as in Section 3.1.
First of all, we give a construction of an η-partition (recall the terminology introduced at the beginning of Section 3) of
a set Z of the form [0, z], for some z > 0 and η > 0.
• If 0 z 2η, put Γ = {η} and let the η-partition be Z = [0, z] itself.
• If there exists an integer k 1 such that 2kη < z < (2k + 1)η, then Γ = {η,3η, . . . , (2k − 1)η, z} and let the η-partition
be [0,2η), . . . , [2(k − 1)η,2kη), [2kη, z].
• Finally, if (2k − 1)η  z  2kη for some integer k > 1, then Γ = {η,3η, . . . , (2k − 1)η}, and let the η-partition be
[0,2η), . . . , [2(k − 2)η,2(k − 1)η), [2(k − 1)η, z].
We ﬁx positive constants ε, β , and δ, and let K0 = [0,k0], for some k0 > 0, be the range of the initial state of the system.
The compact sets Kt ⊂ X , for t = 1, . . . ,N , will be of the form [0,kt ] for some kt > 0 (recall Lemma 2.9). We now explain
how to determine the constants kt , for t = 1, . . . ,N . It can be seen that, for (x,a) ∈ K and z > 0,
∞∫
z
w(y)P (dy|x,a) = Φ(θ2a− log(θ1a/z))+ θ1ae 12−θ2aΦ(θ2a− log(θ1a/z)− 1),
where Φ is the survival function of a N (0,1) distribution. Consequently, after some calculations and noting that the above
expression is maximized at a = 1/θ2, we obtain that
sup
0axkt
∞∫
z
w(y)P (dy|x,a)Φ(1+ log(zθ2/θ1))+ θ1
θ2
e−
1
2 Φ
(
log(zθ2/θ1)
)
, (4.2)
for t = 0,1, . . . ,N − 1 and z > 0 (this bound does not depend on kt ). It follows that, given ε > 0, the right-hand side term
of (4.2) can be made arbitrarily small provided that z is large enough. So, we choose kt+1 such that
Φ
(
1+ log(kt+1θ2/θ1)
)+ θ1
θ2
e−
1
2 Φ
(
log(kt+1θ2/θ1)
)
< ε.
It is worth mentioning that, for given θ1 and θ2, such kt+1 can be explicitly determined.
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For 0 t  N , let Γt be associated to a β-partition of [0,kt ], where the kt are obtained as before. For every 0 t < N
and x ∈ Γt , let Θt(x) ⊆ A(x) be associated to a δ-partition of A(x) = [0, x].
As in Section 3.1, let Ĵ N(x) = 0 for x ∈ ΓN . For 0 t < N and x ∈ Γt , let
Ĵ t(x) = max
a∈Θt (x)
[
u(x− a)+
∑
y∈Γt+1
Ĵ t+1(y)P
(
p−1Γt+1{y}
∣∣a)]= u(x− a˜t(x))+ ∑
y∈Γt+1
Ĵ t+1(y)P
(
p−1Γt+1{y}
∣∣˜at(x))
for some a˜t(x) ∈ Θt(x). The functions Ĵ t are then extended to Kt , as in Deﬁnition 3.2, while the actions a˜t are extended to
a deterministic policy π˜ for the control model M, as in (3.2).
Once again, we note that the functions Ĵ t and the actions a˜t can be explicitly determined because the transition proba-
bilities P (p−1Γt+1 {y}|a) can be explicitly computed.
By Theorems 3.4 and 3.5 we know that, given an arbitrary constant η > 0, we can determine ε, β , and δ such that the
ﬁnite control model M̂ constructed above satisﬁes
sup
0xk0
∣∣ J∗(x)− Ĵ0(x)∣∣< η and sup
0xk0
[
J∗(x)− J (x, π˜ )]< η.
In addition, since the constants involved in the computation of ε, β , and δ are all known, for a given precision η > 0
we can explicitly determine beforehand the corresponding constants ε, β , and δ. In practice, however, such constants will
be smaller than those really needed to achieve a given accuracy. This is because the bounds given throughout the proofs of
Section 3 are, in fact, “large” upper bounds.
For the numerical experimentation, we ﬁx the following values of the parameters:
N = 10, k0 = 2, β = 0.01, δ = 0.001, θ1 = 1.1, and θ2 = 0.1.
Our numerical experience shows that the optimal value function Ĵ0 is not sensitive to the value of kt . This is because the
bound (4.2) is not a sharp estimator of the expected utility earned outside Kt . Hence, in order to have tractable computa-
tional problems, and without loss of precision, we have chosen kt = 2+ 0.2t , for 0 t  N .
Fig. 1 displays the optimal rewards Ĵ t(x) restricted to x ∈ Γ0 for the ﬁrst three decision epochs t = 0,1,2. In Fig. 2,
we show the optimal actions a˜t(x) restricted to x ∈ Γ0 for the decision epochs t = 0,1,2. It is interesting to note that the
optimal actions in Fig. 2 seem to be linear up to x = 0.17, approximately, and then follow a “square-root-like” curve. This
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action is x. The interpretation is that, if the ﬁsh population is small, then the optimal action (which is rather sensible, by
the way) is “not to ﬁsh”, and then wait until the population grows above, say, x = 0.17.
5. Conclusions
In this paper, we have analyzed a numerical approximation procedure for a discrete-time ﬁnite horizon MDP. Our main
hypotheses on the control model include the usual ones (such as compactness of the action sets, weak continuity of the
transition kernel, etc.). On the other hand, it is worth mentioning that our setting allows for an unbounded cost function,
while the state space is fairly general (namely, a locally compact Borel space, not necessarily compact). In addition, we impose
that the data of the control model (e.g., the cost function, the action set multifunction, the transition kernel) are Lipschitz
continuous.
Under these conditions, we propose a general construction of a ﬁnite state and action control model whose optimal value
function and optimal policies are approximations of those of the original control model. Among the main features of our
approach we should mention that, given an a priori error bound, we can construct a ﬁnite MDP model to reach the corresponding
accuracy. In addition, the ﬁnite state and action MDP is deﬁned in a constructive way, which is specially well suited for
applications, as seen in the ﬁsheries control problem studied in Section 4.
Summarizing, the main contribution of this paper is to give a theoretical background to a fairly intuitive approach to
solve numerically an MDP such as discretizing the state and action spaces. Our numerical results are encouraging as well.
There remain, however, some interesting open issues. For instance, our discretization of the state and actions spaces is
somehow naïve because it is uniform with respect to the corresponding metrics. It would be interesting to combine our
technique with an adequate choice of the partitions (according to, e.g., the properties of the value function) in order to
improve computational eﬃciency. In addition, extending the techniques herein to inﬁnite horizon MDPs, under either the
discounted or the average cost criterion, is also a challenging open issue.
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