This research proposes a generic methodology for dimensionality reduction upon time-frequency representations applied to the classification of different types of biosignals. The methodology directly deals with the highly redundant and irrelevant data contained in these representations, combining a first stage of irrelevant data removal by variable selection, with a second stage of redundancy reduction using methods based on linear transformations. The study addresses two techniques that provided a similar performance: the first one is based on the selection of a set of the most relevant time-frequency points, whereas the second one selects the most relevant frequency bands. The first methodology needs a lower quantity of components, leading to a lower feature space; but the second improves the capture of the time-varying dynamics of the signal, and therefore provides a more stable performance. In order to evaluate the generalization capabilities of the methodology proposed it has been applied to two types of biosignals with different kinds of non-stationary behaviors: electroencephalographic and phonocardiographic biosignals. Even when these two databases contain samples with different degrees of complexity and a wide variety of characterizing patterns, the results demonstrate a good accuracy for the detection of pathologies, over 98%. The results open the possibility to extrapolate the methodology to the study of other biosignals.
Introduction
Biosignal recordings are useful to extract information about the functional state of the human organism. For this reason, such recordings are widely used to support the diagnosis, making automatic decision systems important tools to improve the pathology detection and its evaluation. Nonetheless, since the underlying biological systems use to have a time dependent response to environmental excitations, non-stationarity can be considered as an inherent property of biosignals [1, 2] . Moreover, changes in physiological or pathological conditions may produce significant variations along time. For instance, the normal blood flow inside the heart is mainly laminar and therefore silent; but when the flow becomes turbulent it causes vibration of surrounding tissues and hence is noisy, giving rise to murmurs, which can be detected analyzing the phonocardiographic (PCG) recordings. So, PCG recordings are non-stationary signals that exhibit sudden frequency changes and transients [3] . In another example, http://asp.eurasipjournals.com/content/2012/1/219 adequate choice of those features that accurately parameterize the non-stationary behaviors that are present. Thus, a current challenging problem is to detect a variety of non-stationary biosignal activities with a low computational complexity, to provide tools for efficient biosignal databases management and annotation.
As commented before, it is well known that nonstationarity conditions give rise to temporal changes in the spectral content of the biosignals [2] . In this sense, the literature reports different features for examining the dynamic properties during transient physiological or pathological episodes. These features are usually extracted from the time-frequency (t-f ) representations [1, 3, 4] of the signals under analysis. In order to estimate such t-f representations, both parametric and nonparametric estimations are generally employed. Among the most popular nonparametric approaches are: short time fourier transform (STFT), wavelet transform (WT); matching pursuit (MP); Choi-Williams distribution (CWD), Wigner-Ville distribution (WVD) [2, 6] ; and among the parametric models: time-variant autoregressive models, and adaptive filtering [3, 4] .
The features that are extracted from t-f representations are expected to characterize abnormal behaviors [7] . Previous studies about EEG or PCG have shown that techniques such as matching pursuit are efficient for describing the t-f representations with a reduced number of atoms [8, 9] . Nonetheless, a signal decomposition grounded on matching pursuit does not necessarily provide the same number of t-f atoms for each recording, hence the multidimensional reduction arises as an additional issue to handle dynamic features of different lengths. Additionally, two-dimensional timefrequency/scale approaches, such as the t-f distributions (linear or quadratic) or even the Wavelet analysis, have also been widely used in biosignal processing, in particular for EEG [5, 10] and PCG [6, 11] . In this sense, an approach to create optimized quadratic t-f representations is proposed in [12] by designing kernels that lead to the maximum separability among classes. Moreover, recent approaches allow an EEG data representation with adaptive and sparse decompositions [13] .
However, despite the flexibility provided by twodimensional t-f representations, and regarding their use for classification purposes, some issues still remain open. For instance, the intrinsic dimensionality of t-f representations is huge, and thus, the extraction of relevant and non-redundant features becomes essential for classification. For this purpose, [5] proposes a straightforward approach to compute a set of t-f tiles that represent the fractional energy of the biosignal in a specific frequency band and time window; thus the energy can be evaluated by a simple measure, like the mean energy in each tile. Nonetheless, there is a noteworthy unsolved issue associated with local-based analysis in the tiling approach, namely the selection of the size of the local relevant regions [2] . As a result, the choice of features over the t-f representations is highly dependent on the final application. In this sense, linear decomposition methods have been also considered to extract features over t-f planes [1, 14] , by arranging the t-f matrix in a single feature vector; however, in this case, it is strongly convenient to fix previously a confined area of relevance over the t-f representations [3] . Thus, in [15] , a t-f region is selected by a two-dimensional weighting function based on a mutual information criterion developed to obtain the maximum separability among classes, so the weighted space is mapped to a set of one-dimensional features, although the methodology is restricted to a specific class of t-f representations.
Therefore, the extraction of relevant information from bi-dimensional t-f features have been discussed in the past as a means to improve performance during and after training in the learning process. Namely, as pointed out in [16] , two main issues have to be solved to obtain an effective feature selection algorithm: the estimation of the measure associated with a given relevance function (i.e., a measure of distance among t-f planes), and the calculation of the multivariate transformation, which may maximize the differences among classes pointed out by the measures of relevance projecting the features onto a new space [1] .
This research proposes a new methodology for dimensionality reduction of t-f based representations. The proposed methodology carries out consecutively a stage of feature selection with a stage of the linear decomposition of the time-frequency planes. At the beginning, the most relevant features (best localized points, or frequency bands over the t-f representations) are selected by means of some kind of relevance measure. As a result, both the irrelevant information and the computational burden of a later transformation and/or classification stage are significantly decreased. Then, data are projected into a lower dimensional subspace using orthogonal transformations. For the sake of comparison, techniques based on principal component analysis (PCA) and partial least squares (PLS) were considered throughout this study as non-supervised and supervised transformations, respectively.
In order to evaluate the generalization capabilities of the proposed methodology, it has been evaluated using two different databases under different classification scenarios: the first uses a database of PCG recordings to detect heart murmurs; the second uses EEG recordings to detect epilepsy; and the third differentiates between five different types of EEG segments.
The article is organized as follows: The first section is dedicated to an overview of linear decomposition methods with extension to matrix data; second, the concepts http://asp.eurasipjournals.com/content/2012/1/219 of relevance in terms of relevant mappings and the selection of t-f based features by means of relevance measures, are described. Then, comparative results against other t-f based methods are provided [3, 5, 6] .
Methods
The methodology introduced throughout this article stands on a prior segmentation of the different signals with a further characterization by means of a t-f representation. Later, the (t-f ) planes are significantly reduced by means of a feature selection procedure followed by a linear decomposition. Considered stages are described next.
For the sake of simplicity, the time-frequency analysis carried out in this study has estimated using spectrograms based on the classical STFT [5] . A t-f representation of a segment of a non-stationary signal can be seen as a matrix set of features with column and row wise relationships, holding discriminant information about the underlying process.
In this sense, consider a set of t-f representations, X = {X (k) : k = 1, . . . , K} (comprising K observations), where each X (k) is associated with one and only one class label c (k) ∈ N, belonging to the class label set C . The kth t-f representation is described by its corresponding feature matrix, X (k) ∈ R F×T , defined as follows:
. . .
where each column vector x (k) cj represents the power content at F frequencies in the time instants j = 1, . . . , T, while each row vector x (k) ri represents the power change along T time instants, given the frequency bands i = 1, . . . , F. The real-valued x (k) ij is the power content at frequency i and time j.
Nonetheless, the main drawbacks of these arranged features are their large size and huge quantity of redundant data. Thereby, data reduction methods are required to accurately parameterize the activity of time-varying features, but preserving the information contained in the column and row-wise relationships of the matrix data [14] .
Dimensionality reduction of t-f representations using linear decomposition approaches
A straightforward dimensionality reduction approach on input matrix data by means of orthogonal transformations can be carried out by stacking matrix columns into a single vector, as follows:
Thus, to reduce the dimensionality of the input data, a transformation matrix W ∈ R FT×p , with p FT, can be defined to map the original feature space R 1×FT into a reduced feature space R 1×p , by means of the linear operation z (k) = χ (k) W , where z (k) is the transformed feature vector. The transformation matrix W can be obtained using a non-supervised approach such as PCA, or using a supervised approach such as PLS [17] . The vectorization approach in Equation (1) will be referred next as vectorized PCA/PLS, depending on the specific transformation used.
On the other hand, given the input feature matrix X (k) , a transformation matrix U ∈ R q×F can also be used to reduce the number of rows in the data matrix, i.e., Z
Likewise, a transformation matrix V ∈ R T×p can be used to reduce the number of columns of the data matrix, Z
c ∈ R F×p . If both transforms are combined, a further dimensionality reduction can be achieved as:
where Z (k) ∈ R q×p is the matrix of features with a reduced dimensionality. The estimation of the transformation matrices U and V is carried out from the data matrices X (c) and X (r) , respectively, which are defined as:
X (k)
Finally, the feature vector z (k) is obtained by stacking the columns of Z (k) into a new single feature vector. As described in [3] , these approaches are termed 2D-PCA or 2D-PLS [18, 19] , depending on the orthogonal transformation used to compute the matrices U and V in Equation (2) .
Relevance analysis over t-f based features
According to some measure of evaluation, a relevance analysis distinguishes those variables which effectively represent the subjacent physiological phenomena. Such http://asp.eurasipjournals.com/content/2012/1/219 variables are named relevant features, whereas the measure of evaluation is known as relevance measure. In this sense, a variable selection tries to reject those variables whose contribution for representing a target is none or negligible (irrelevant features), as well as those that have repeated information (redundant features).
The notion of relevance can be cast into a supervised framework by considering that for each one of the x ij features belonging to the feature subset, the relevance function ρ is defined as follows [1] :
where the relevance function ρ should satisfy the following properties:
-Nullity: the function ρ(X , C , x ij ) is null if the feature x ij has not relevance at all. -Non-redundancy: if x ij = αx ij + ς, where the real-valued α = 0 and ς is some noise with mean zero and unit variance, then
The evaluation of ρ(X , C , x ij ) is called relevance weight, and the main assumption is that the largest weight is associated with the most relevant feature. So, when the whole set of features is considered, a relevance matrix R =[ ρ ij ∈ R + ] can be built. Also, to measure the contribution of each frequency band, a simple average can be accomplished as, i.e.,
Then, the variable selection process is carried out by selecting those x ij features or those x rF frequency bands whose relevance values, ρ ij or ρ rF , are over a certain threshold η ∈ R + . For this purpose, the following measures of relevance can be assessed as evaluation criteria [20] : a. Linear correlation, given by:
where x ij = E{x (k) ij : ∀k} is the value measured for x ij averaged for the k th object, k = 1, . . . , K, and c = E{c (k) : ∀k}. Likewise, c (k) is the label of the k th object given to X (k) . The notation E{· : ∀λ} stands for the expectation operator over the variable λ. b. Symmetrical uncertainty, which is a measure of uncertainty of a random variable, based on the information-theoretical concept of entropy, given by:
being H{· : ∀λ} the entropy operator over the variable λ, defined as:
Likewise, the conditional entropy operator is given by:
where P(x (k) ij ) and P(c (k) ) are the probability distribution functions (PDF) of the features of interest and the labels, respectively; and P(x (k) ij |c (k) ) is the conditional PDF. For computing these functions, histogram-driven estimators were used, and the sums on Equations (6) and (7) were carried out along the histogram bins. However, if the number of recordings is lower of certain threshold, another kind of estimators, as kernel based could be used.
Selection of the most informative areas from t-f representations
Once the relevance measure is properly determined, the selection of the features (t-f points or frequency bands), is carried out by choosing those variables with a relevance that exceeds a given threshold η, termed asX (k) orχ (k) in its vectorized form. Due to the large size of the vectors, the threshold is varied as a function of the total number of features in hand, i.e., the higher the number of selected features, the lower the relevance threshold η. Nonetheless, handling the t-f representations requires special attention since the features considered are no longer organized as vectors. With this restriction in mind, two different approaches are proposed:
i) The first one consists on the evaluation of the relevance for each point of the t-f representation, and then selecting the set of the most relevant to appraise a reduced feature vector that later will be transformed by conventional one dimensional (1-D) linear decomposition methods. This approach is described in Algorithm 1 and will be referred later as http://asp.eurasipjournals.com/content/2012/1/219
1D-PCA and 1D-PLS (depending on the transformation technique used). ii) The second consists on evaluating the relevance of the time-varying spectral components of the t-f representation, and then selecting the most relevant frequency bands to appraise a t-f based feature matrix, which will be further reduced using a two dimensional (2-D) matrix-based approach. This approach is described in Algorithm 2 and will be referred later as 2D-PCA and 2D-PLS (depending on the transformation technique used).
Algorithm 1 Selection of t-f based features using relevance measures and dimensionality reduction (1-D approach)
Output: Reduced feature vector set {z (1) , z (2) , . . . , z (K) }.
1. Estimate the relevance measure ρ(x ij |c) of the t-f points, using some of the relevance measures defined in Equations (4) or (5).
Select the most relevant t-f variables
for k = 1 to K dô X (k) = x (k) ij ∀i, j : ρ(x ij |c) ≥ η end for
Convert t-f matrices into vectors
4. Compute the transformation matrix V of 1D-PCA or 1D-PLS using the relevant feature vector set {χ (1) , χ (2) , . . . , χ (K) }. 5. Transform the feature vectors χ (k) into the reduced feature vector z (k) , as
Algorithm 2 Frequency band selection from t-f representations using relevance measures and dimensionality reduction by matricial approach (2-D approach)
Estimate the relevance measure ρ(x ij |c) of the t-f
points, building the relevance map R:
Compute the average relevance value on the frequency range, as
Select the most relevant frequency bands
Compute the transformation matrices U and V of 2D-PCA (or 2D-PLS, respectively), using the reduced t-f matrices set {X (1) ,X
, . . . ,X (K) }.
Transform the reduced t-f matricesX
into the reduced feature vector z (k) , as
A schematic representation of each approach for the selection of relevant t-f features is shown in Figure 1 . The approach described in Algorithm 1 is described in Figure 1A , while Figure 1B explains the procedure described in Algorithm 2. Table 1 summarizes the eight different combinations accomplished for the proposed approaches, including the algorithm, the transformation and the relevance measure used in each case.
Experimental set-up
The approach used to adjust the proposed feature extraction method for the discrimination of non-stationary biosignals is shown in Figure 2 . The methodology is divided into three consecutive steps: (i) Estimation of the t-f representation; (ii) Feature selection, which encloses the selection of the relevant variables and a data transformation by linear decomposition methods; and, (iii) Classification, where a simpleǩ-nearest neighbors (ǩ-NN) classifier was used.
Database acquisition and preprocessing
The method proposed was tested using two nonstationary databases of biosignal recordings, each comprising pathologies with different degrees of complexity and a wide variety of characterizing patterns. These two databases hold separately EEG and PCG recordings. For the PCG database the unit used for classification is a http://asp.eurasipjournals.com/content/2012/1/219 Figure 1 Proposed approaches. Graphical representation of both approaches considered for the selection of the relevant variables from matricial data.
heart beat, whereas for the EGG database the unit is a segment of 23.6 s. Their main characteristics are summarized in Table 2 , where K stands for the number of segments stored in each database, K C is the number of segments per class, f s is the sampling frequency, N bits is the number of bits of quantization and l is the length of each recording. For the PCG database, because the difference of the heart beats longitude after the segmentation step, a zero-padding length-normalization process was done, according to the length of the longest recording. For the EEG database, since discontinuities between the end and the beginning of a time series are known to cause spurious spectral frequency components, segments of 4396 samples were at first cut out of the recordings. Within these longer intervals, the beginning of each of the final segments of l = 4096 samples was the chosen in such a way that the amplitude differences of consecutive data points, and the slopes at the end and the beginning of the time series had the same sign [21] . Finally, for both databases, after the segmentation step, an amplitude normalization process was carried out. Some additional details of each database are given next.
PCG database
This collection is made up of 45 adult subjects, who gave their informed consent approved by an ethical committee, and underwent a medical examination. lesion was evaluated by cardiologists according to clinical routine. A set of 26 patients were labeled as normal, while 19 were tagged as pathological with evidence of systolic and diastolic murmurs caused by valve disorders. Furthermore, eight phonocardiographic recordings corresponding to the four traditional focuses of auscultation were taken per patient in the phase of postexpiratory and postinspiratory apnea. Every recording lasted 12 s approximately, and was obtained from the patient standing in dorsal decubitus position. Next, after visual and audio inspection by cardiologists, some of the eight signals were removed because of artifacts and undesired noise.
An electronic stethoscope (WelchAllyn Meditron model) was used to acquire the PCG simultaneously with a standard 3-lead electrocardiographic (EKG) (since the QRS complex is clearly determined, DII derivation is synchronized as a time reference). Both signals were sampled with 44.1 kHz rate and amplitude resolution of 16 bits. Preprocessing was carried out including downsampling at 4000 Hz, amplitude normalization and inter-beat segmentation, as described in [3] . Finally, after the segmentation process, the database holds 548 heartbeats in total: 274 with murmurs, and 274 that were labeled as normal. The selection of the 548 beats used 
EEG database
The EEG signals correspond to 29 patients with medically intractable focal epilepsies. They were recorded by the Department of Epileptology of the University of Bonn, by means of intracranially implanted electrodes [21] . All EEG signals were recorded with an acquisition system of 128 channels, using average common reference. Data were digitized at 173.61 Hz, with 12 bits of resolution. The database comprises five sets (denoted as Z, O, N, F, S) composed of 100 single channel EEG segments of 23.6 s and 4096 time-points, which were selected and extracted after visual inspection from continuous multichannel EEG to avoid artifacts (e.g., muscular activity or eye movements). Datasets Z and O consist of segments taken from scalp EEG recordings of five healthy subjects using the standard 10-20 electrode placement. Volunteers were awake, relaxed with their eyes open (Z) and eyes closed (O), respectively. Datasets N, F, and S were selected from presurgical diagnosed EEG recordings. The signals were selected from five patients who achieved a complete control of the epileptic episodes after the dissection of one of the hippocampal formations, which was correctly diagnosed as the epileptogenic zone. Segments of set F were recorded in the epileptogenic zone, and segments of Nx in the hippocampal zone on the opposite side of the brain. While sets N and F only contain activity measured on inter-ictal intervals, set S only contains recordings with ictal activity. In this set, all segments were selected from every recording place exhibiting ictal activity.
Estimation of the t-f representations
According to [5, 6] and for the sake of simplicity, the timefrequency analysis has been carried out by a quadratic t-f representation, such as the spectrogram. This representation, based on a classical Fourier Transform, introduces a time localization concept by using a tapering window function of short duration going along the signal, and adding a time dimension. Particularly, the analysis is performed within a range of 0 to 83 Hz and 0 to 2 kHz for EEG and PCG recordings, respectively. Therefore, the spectrogram is computed by using, as tapering function, Gaussian windows with lengths of 2.9 and 0.05 s for EEG and PCG recordings, respectively, with 50% of overlapping. For both databases, the spectrograms are computed by using a resolution of 512 points. To illustrate the difficulty of the problems addressed, Figures 3 and 4 show some EEG and PCG recordings belonging to normal and pathological classes, along with their respective spectrograms. It can be seen that there are some normal segments whose patterns resemble like pathological ones, and vice-versa.
Evaluation of the classification performance
In order to test the aforementioned approaches, three different scenarios of the evaluation were proposed:
i. Scenario 1. Murmur detection of PCG signals. The PCG recordings were arranged into two classes (normal and pathological). ii. Scenario 2. Classification of EEG signals into three categories. The EEG segments were sorted into three different classes. Z and O types of EEG segments were combined into a single class; N and F types were also combined into a single class; and type S was the third class. This scenario with only three categories is close to the real medical applications. Following this The evaluation of the classification accuracy of each method was carried out using a simpleǩ-NN classifier evaluated following a cross-validation scheme [22] . Several reasons justify the use of this classifier: it is straightforward to implement; it generally leads to good recognition performance thanks to the nonlinearity of its decision boundaries; and its complexity is assumed to be independent of the number of classes. The crossvalidation approach used to evaluate the performance of the methodology consists of the division of each dataset into 10 folds containing different recordings, and an even quantity of records from each class. Nine of these folds were used for training and the remaining one for validation purposes. The methods enumerated in Table 1 were applied to the training folds, and the resulting feature spaces were used to train theǩ-NN classifier. Then, the relevant measures, the transformation matrices, and the classifier obtained during the training phase were used to categorize the recordings of the validation fold. This procedure was repeated changing the training and validation folds, until the 10 folds were used.
For the scenario 1, with only two classes, the classification performance was measured by means of the accuracy, sensitivity and specificity figures of merit, defined by:
Sensitivity (%) = n TP n TP + n FN × 100;
where n C is the number of correctly classified patterns, n T is the total number of patterns used to feed the classifier, n TP is the number of true positives (objective class accurately classified), n FN is the number of false negatives (objective class classified as control class), n TN is the number of true negatives (control class accurately classified), and n FP is the number of false positives (control class classified as objective class). In this study, the pathological classes correspond to the objective class, while the normal classes correspond to the control class. The accuracy, sensitivity and specificity are calculated for each validation fold and the mean and standard deviation were used as figures of merit. For the multi-class classification problems (scenarios 2 and 3), the sensitivity and specificity were computed taking each class as the target and the remaining ones as the control classes.
Results
This section analyzes the tuning of the parameters that characterize the methods proposed: the number of neighbors of theǩ-NN classifier, the number of components used by the linear decomposition approaches, and the relevance threshold. For the sake of comparison the mean and the standard deviation of the accuracy obtained for the different methods were computed. For those configurations that provided the best accuracy, the sensitivity and the specificity were also computed.
The tuning of the proposed methods was carried out for the PCG database using the scenario 1, whereas for the EEG database the procedure was carried out using the scenario 2; finally, with the best configurations obtained for the scenario 2, the scenario 3 was tested.
Tuning of theǩ-NN based classifier
By stepwise increasing the number of neighbors,ǩ, the optimal value was determined as the one which provided the highest accuracy. The procedure was done for each algorithm, by using all the t-f representations available in each scenario, and the relevance threshold was selected as η = 100% (i.e., no relevance criterion was introduced). Additionally, the number of components for PCA/PLS (n for the 1D methods, n r and n c for the 2D methods) were selected based on the number of components that describes the 90% of the total variability of the dataset.
Figures 5A,B show the accuracy using the point selection methods described in Algorithm 1, while Figures 5C,D show the results for the methods based on the selection of frequency bands described in Algorithm 2.
In the framework of the scenario 1, Figure 5A shows that applying Algorithm 2 to the PCG data, the accuracy of the classifier decreases as the number of neighbors increases. Moreover, the standard deviation is lower for intermediate values and becomes larger as the number of neighbors increases. In the context of the scenario 2, Figure 5B shows similar conclusions for EEG signals.
Similar trends appear using the method based on the selection of frequency bands (Algorithm 2). Figures 5C,D show that the performance decreases as the number of neighbors increases for the PCG and EEG databases (scenarios 1 and 2). Note that the results using Algorithm 2 are more stable than with Algorithm 1. These results reflect the overall structure of the feature spaces obtained. Accordingly, for both Algorithms, the optimal number of neighbors was fixed asǩ = 1 for the PCG database, andǩ = 3 for the EEG database. After the feature selection stage, the decision boundary among classes is expected to be clearer than when no relevance measures are used. Thus, after the relevance analysis, the number of neighborsǩ of the classifier could be tuned in a higher value, however, the initial estimation (no relevance) is an admissible approximation.
Selection of the relevant features
The variable selection was carried out choosing the most relevant features according to the proposed measures of relevance: linear correlation, ρ lc , and symmetrical uncertainty, ρ su . The training sets of the t-f representations for the PCG and EEG signals were used to compute point-wise relevance measures, yielding to a relevance matrix, which is a dependence measure of each t-f point with its respective label. As a result, a global measure of the degree of dependence is accomplished. Therefore, the amount of features is selected according to a universal threshold fixed a priori over the relevance map, which shows the t-f areas or frequency bands with higher relation to the phenomena under study. Additionally, as explained above, the threshold is varied as a function of the total number of features in hand, i.e., the higher the number of selected features, the lower the relevance threshold. Figure 6 shows the results of each relevance measure for the scenarios 1 and 2. In particular, the relevance measures, shown in Figures 6A,B for the PCG database (scenario 1), demonstrate that a large span of the time-frequency range is poorly relevant. Only some small areas that are clearly defined can be regarded as highly relevant. The relevance measures based on linear correlation and symmetrical uncertainty select those time instants in the systole and diastole, where normal heart . This result is more comprehensible for the symmetrical uncertainty relevance measure, and stands in the fact that epilepsy is directly related with low frequency components [5] . In order to find the most relevant features, the relevance measures estimated were reshaped as vectors and later sorted from highest to lowest values. For both databases, the relevance vectors sorted using the relevance measures considered are shown at the bottom of each subfigure in Figure 6 . In the case of the t-f point selection, and using the methodology described in Algorithm 1, the variables were selected according to their relevance, selecting those with a value over a certain threshold η. Such threshold should be adjusted to optimize the accuracy of the classifier.
Regarding to the selection of the frequency bands described in Algorithm 2, the relevance measures were averaged over the time axis. As a result, a vector corresponding to the relevance of the frequency axis is calculated. The values of relevance, ρ rF lc and ρ rF su , corresponding to the frequency axis for both databases are shown in the left plots of each subfigure in Figure 6 . Thus, the frequency bands were selected according to their relevance.
In order to assess the effectiveness of each relevance measure, and using the accuracy of the classifier as a figure of merit, the number of relevant features selected was increased as a percentage of the total number of variables. The percentages were varied from 5 to 100% with steps of 5%. This test was carried out for both relevance measures (linear correlation and symmetrical uncertainty), both methods of dimensionality reduction (PCA and PLS), and for scenarios 1 and 2 (PCG: Figures 7A,B ; EEG: Figures 7C,D) using Algorithm 1. For both scenarios, the most stable measure is based on the symmetrical uncertainty, demonstrating that it is possible to accurately classify the PCG and EEG signals using around the 15% of the information given by each t-f representation.
A similar test was carried out for the Algorithm 2, varying the threshold of the relevance of the frequency axis and selecting the most relevant frequency bands. The percentages were varied from 5 to 100% with steps of 5%. The results are shown in Figure 8 : Figures 8A,B correspond to the scenario 1, whereas Figures 8C,D correspond to the scenario 2. For both scenarios, there is a small and constant performance drop as the number of relevant features diminishes. Once again, symmetrical uncertainty provided more stable and selective results, giving high accuracy rates using a very small portion of the t-f representation.
Data transformation by linear decomposition methods
After selecting the most relevant variables, the data set obtained (comprising the most relevant variables) was further reduced using the linear transformation methods commented before. The amount of latent components n for 1D-PCA (methods 1 and 2) and 1D-PLS (methods 3 and 4), as well as the number of time n c and frequency n r components for 2D-PCA (methods 5 and 6) and 2D-PLS (methods 7 and 8), was selected according to the maximum classification rate obtained. For the point-wise approach given in Algorithm 1, Figures 9A,D illustrate the classifier accuracy when the number of components of the linear decomposition methods (PCA and PLS) changes. In the framework of the scenario 1, for the case of PCG signals, Figure 9A shows that using PCA, a good accuracy is achieved with a number of components over n = 12, whereas n = 21 for PLS. In the context of the scenario 2, for the EEG signals, the results shown in Figure 9D demonstrate that, in both approaches, the performance tends to be steady for a relatively small number of components around n = 13, for PLS, and n = 25 for PCA.
Figures 9B,C,E,F show the performance of the classifier vs. the number of column and row components of the 2D methods used in Algorithm 2. Figures 9B,E show the classifier outcomes using the 2D-PCA methods, while Figures 9C,D show the results using the 2D-PLS methods proposed.
In the scenario 1, the number of row and column components of the t-f representation of PCG signals must be augmented to achieve a stable behavior. In the case of EEG signals used in the scenario 2, both methods provided a stable behavior as the number of components in rows and columns increased. Furthermore, the accuracy increased with a small number of column components, whereas it got stable as the number of row components augmented. Since the column components are related to the temporal activity, and the row components are associated with the spectral variability, the behavior exhibited by the EEG signals can be interpreted as a smooth temporal activity with a higher spectral variability, while in PCG both temporal and spectral activities present a large variability.
Summary of results
For the scenarios 1 and 2, Tables 3 and 4 summarize the values of the parameters that provided the best performance for the methods under study. Both tables show the sizes of the original datasets, the number of neighbors of theǩ-NN classifier, the relevance threshold ρ min , the number of relevant variables selected n rel , the dimension of the feature space obtained n, the number of row and column components of the 2D linear decomposition methods, n r and n c , and the figures of merit of the classification. The results are presented with the mean and standard deviation of the accuracy, sensitivity and specificity. The tables allow to directly compare the approaches used to reduce the dimensionality (PCA, PLS, 2D-PCA, and 2D-PLS) and the relevance measures (linear correlation, and symmetrical uncertainty) for each kind of signal and for the eight methods presented in this article (Table 1) . Besides, for the sake of comparison, as proposed in [14] , the performance is also presented using no relevance analysis, as well as for the tiling approach of the t-f based feature extraction method described in [5] , where n r and n c stand for the number of time and frequency partitions, respectively. In the case of the EEG database (scenarios 2 and 3), the splitting in the frequency domain was carried out according to the δ (0.4-4 Hz), θ number of splits in both time and frequency axes was fixed empirically. Finally, the scenario 3 was tested for the methods 4 and 5, since they demonstrated to be the best approaches under study. This scenario presents a more complex classification task involving five different classes. The results obtained are summarized in Table 5 in comparison with the approach found in [5] .
Discussion
Several tests were carried out to assess the behavior of the proposed methodologies described in Algorithms 1 and 2. Two different kinds of signals with different stochastic behaviors were tested: PCG signals, with a well defined temporal structure and well localized events; and EEG signals, whose stochastic structure is unfixed. The relevance measures clearly reflected the particular stochastic behavior of each kind of signal. Figure 6 demonstrates that, for EEG signals, the information content is distributed along the time axis, whereas it is well localized in the case of PCG signals. The relevance analysis also demonstrates the presence of informative and non informative frequency bands. The selectivity of each relevance measure is different and also depends on the specific signal, as it is shown in Figure 6 .
In the scenario 1, for PCG signals, the symmetrical uncertainty is the most selective relevance measure; linear correlation provided some peaks of relevance, but in general is very disperse. This is also reflected as a faster decrease of the performance ( Figure 7A ) for the linear correlation measure, and a more sustained performance with the symmetrical uncertainty ( Figure 7B ). Since the values of the relevance measures are very low in a large span of the time-frequency plane of PCG signals, a large amount of points can be interpreted as uninformative. Moreover, there is a zone with a lower accuracy after a peak of performance around 20 to 30% of the relevant features. Regarding the 2D methodology, the symmetrical uncertainty is the most stable measure, since its drop of performance is very low. Nevertheless, the method based on linear correlation reveals a similar performance. The larger stability of the symmetrical uncertainty can be explained because it spans larger time-frequency areas, including high frequency components. Therefore, http://asp.eurasipjournals.com/content/2012/1/219 according to the previous results using the Algorithms 1 and 2, the best relevance measure is the symmetrical uncertainty, given its selectivity and effectiveness for provided feature selection, and its stability in the accuracy. In the scenario 2, for EEG signals, the behavior for both relevance measures is quite similar. The relevance measure based on the symmetrical uncertainty is the most selective, which is reflected in a more sustained accuracy rate ( Figure 7D ), compared with the fast declination of the performance shown in Figure 7C , where the linear correlation relevance measure is considered. Regarding to the 2D methods, the linear correlation and the symmetrical uncertainty showed the highest values of relevance for the lower frequency bands. Regarding the linear decomposition methods, 1D-PLS and 2D-PLS methods demonstrate, in general, the best performance, exhibiting a difference with respect to PCA around 2 or 3 points of accuracy. However, PCA tends to stabilize the performance of the classifier with a lower quantity of components, both in the 1D and 2D versions. In any case, the performance of the 1D-PLS and 2D-PLS methods converges with a few amount of components and remains stable.
For the scenario 2, using the 1D methodology (methods 1 to 4), the EEG data needed a small amount of features to achieve high performance rates. Also, the number of temporal components of the 2D methodology is very low, which means that the stochastic activity is easier to parameterize using the 2D approaches. On the other hand, PCG signals need more components in both 1D and 2D approaches, given that local events and specific stochastic behaviors that these signals exhibit must be modeled.
Additionally, as shown in Tables 3 and 4 , it can be seen that the proposed methodologies perform better (about 3-4 points, in terms of accuracy) than recent approaches discussed in the literature [5, 14] . These results were expected due to the capabilities of both approaches to capture the most informative relevant points or bands over the t-f planes, which additionally brings computational stability to the dimensionality reduction process. The Algorithm 2 with no relevance criterion (η = 100%) provide similar performance to the best approaches (methods 7 and 8), however the feature selection stage based on relevance measures (linear correlation and symmetrical uncertainty) allows to reduce the computational burden http://asp.eurasipjournals.com/content/2012/1/219 of the process, because the size of the matrices is further reduced before the dimensionality reduction process. Regarding the scenario 3, the results obtained with methods 4 and 8 outperformed those using the algorithm in [5] (up to 10 classification points). Nevertheless, the band selection methodology described in Algorithm 2 (method 8) is more suitable to discriminate among the different classes.
The values that gave the best accuracy rates for each database and for each methodology (1D and 2D) are summarized in Table 6 (methods 4 and 8). The percentage of reduction is computed as the ratio of features removed with the total number of features. This measure is computed for the first stage of variable selection by relevance analysis (% Reduc. 1) as well as for the second stage of linear transformation by PCA or PLS (% Reduc. 2).
The feature selection stage allows an effective selection of the most relevant features. In accordance with the results shown in Table 6 for the scenario 1, an accuracy of 99.64% was obtained with only 10% of the features extracted from the PCG signals; and for the EEG database, accuracies of 98.80 and 94.40% were obtained for the scenarios 2 and 3, respectively, by using 40% of the t-f features.
On the other hand, the methodology of Algorithm 1 needed a lower quantity of components, which is reflected in a lower feature space dimensionality; but Algorithm 2 allows larger matrices with almost the same performance. In the case of the 1D methodology (methods 1 to 4), and for data matrices of size (F · T) × K, it is necessary to compute transformation matrices of size (F · F) × n, while for the 2D methodology (methods 5 to 8), two transformation matrices of F × n r and T × n c are needed while working with two data matrices of size T × (F · K) and F × (T · K).
Conclusions
This research proposes a new and promising approach for feature selection over t-f based features that can be applied to non-stationary biosignal classification. The results obtained showed a high performance under different scenarios and demonstrated that the accuracy is stable for EEG and PCG signals, giving evidence of the generalization capabilities of the proposed methodology for different signals with diverse non-stationary behaviors. The results open the possibility to extrapolate the methodology to the study of other biosignals.
The method directly deals with highly redundant and irrelevant data contained in the bi-dimensional t-f representations, combining a first stage of irrelevant data removal by variable selection using a relevance measure, with a second stage of redundancy reduction by linear transformation methods. Under these premises, two methodologies have been derived: the first one aimed to find the most relevant t-f points; the second one devised to select the frequency bands with a higher relevance. Each methodology needs a particular linear decomposition approach: in the first case, PCA and PLS methods were used, whereas, in the second approach, a to the matrix-data based generalization these methods was used. Although this work uses the spectrograms, the proposed approaches can be applied to other kind of real-valued t-f representations, such as time-frequency distributions, wavelet transforms, and matching pursuit, among others.
The relevance analysis was evaluated using two supervised measures: linear correlation and symmetrical uncertainty. Under the same premises, the application of these measures demonstrated a significant improvement in comparison with the case when no relevance measure was used. Besides, the relevance measure based on the symmetrical uncertainty provided a better performance, allowing an effective selection of the most relevant variables, thus diminishing the computational burden of the linear decomposition methods and of the classifier. In addition, the relevance analysis serves itself as an interpretation tool, giving information about those t-f patterns closer related to abnormalities and pathological behavior.
On the other hand, it was found that the use of a supervised method (such as PLS) clearly improved the performance of the classifier. Moreover, the performance of the 1D and 2D versions was found almost similar. Although the 1D methodology needs a lower quantity of components, which is reflected in a lower feature space dimensionality, the 2D methodology allows to take into account the dynamic information of each spectral component over the t-f planes, which was reflected in more stable results.
As a future study, the introduction of the relevance measure directly into the linear decomposition method should be evaluated; so a relevance and a redundancy analysis could be carried out in the same step, but probably at the expense of a larger computational burden and memory requirements. Additionally, the use of other linear or nonlinear decomposition techniques, such as linear discriminant analysis or local linear embedding should be evaluated. Moreover, the use of other relevance measures such as mutual information might also be considered, since it is an effective criterion for feature selection algorithms.
