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Abstract of thesis entitled: 
Unified Arbitrage Pricing Theory Revisited: 
A Structural Equation Modelling Approach 
Submitted by Lau Ho Fung 
for the degree of Master of Philosophy in Statistics 
at The Chinese University of Hong Kong in June 2004. 
Abstract 
Arbitrage Pricing Theory (APT) plays a significant role in contemporary fi-
nance. The model attributes the randomness displayed by the returns of a group 
of assets to a smaller number of underlying basic factors. The factors can be 
observable state variables or unobservable latent factors. However, in the past, it 
is difficult to analyze both observable and unobservable factors simultaneously in 
a model due to the limitations of the usual two stages method for analyzing the 
model. In this thesis, we generalize the basic framework of the APT by integrat-
ing both observable and unobservable factors into the return generating process. 
Making use of the Structural Equation Modelling (SEM) approach, we develop 
a single stage procedure to analyze the model. The advantage of the proposed 
method lies in its possibility to incorporate relevant observable factors such as 
market index into the analysis to provide a model that can better explain stock 
behavior. Moreover, the single stage procedure does not suffer from the prevailing 
error-in-variable (EIV) problem in relation to the estimation and testing methods 
in classical APT analysis. We will investigate the performance of our proposed 
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In contemporary finance, the Arbitrage Pricing Theory (APT) plays an im-
portant role in relation to asset pricing. One of the reasons is that people believe 
that except the market factor or market profolio used in the Capital Asset Pricing 
Model (CAPM), there exists other factors that can also explain the variation of 
asset returns. 
In APT classical analysis, a two-stage approach is employed. In the first 
stage, exploratory factor analysis or regression method is used to estimate the 
desire parameters in a factor model. These parameter estimates are then treated 
as the observations of some independent variables in the second stage of regression 
analysis that is used to analyze the pricing equation of APT. However, the merits 
of the APT in this approach have led to long and heated debates, and many 
empirical studies based on the theory have been criticized. The first concern 
about its application is the error-in-variable (EIV) problem in relation to the 
two-pass estimation and testing method. It is because the first-pass estimates are 
used as independent variables in the second stage regression analysis, generating 
serioiis bias in the estimation. Shanken (1992), Kim (1995)，and Kan and Zhang 
(1999) consider adjustments for EIV. However, the method cannot remove the 
bias if the factor model is misspecifiecl. 
Another major concern in empirical APT analysis is that statistical factors 
that are extracted from the data using statistical methods are not identifiable 
1 
in terms of basic economic factors. With regard to this issue, Chan, Karceski 
and Lokonishok (1998) studied the performance of some fundamental factors, 
technical factors, macroeconomic factors, and statistical factors in capturing the 
systematic covariance in asset returns. The main interest lies in studying the co-
efficients for different factors in the pricing equations, and factor is called "priced" 
if the coefficient is significantly different from zero. For example, Antoniou, Gar-
rett and Priestley (1998) studied whether the same factors are priced in a separate 
siibsaniples of assets, and whether the prices of risk for the factors are the same 
in two different samples. 
In order to address the above problems, a single stage procedure is established 
based on the application of Structural Equation Modelling (SEM) approach in 
this thesis. As all parameters in the model are estimated simultaneously for both 
the factor model and the pricing equation, the estimation of the parameters can 
be more efficient and accurate. Moreover, SEM is a confirmatory technique, it is 
possible to interpret the factors and test the model. This addresses a difficulty 
in the exploratory factor analysis approach in which it is difficult to interpret an 
identified factor. 
The proposed procedure can integrate both unobservable and observable fac-
tors into the return generating process in APT. It is predicted that the incor-
poration of observed factors can improve the goodness-of-fit of the model. An 
APT model with its factor model consisting both observable and unobservable 
factors is a type of the Unified Asset Pricing Theory (UAPT) model. The model 
has been studied by McElroy and Burmeister (1988)，Wei (1988)，and Rahman, 
Coggin and Lee (1998). The model unifies the APT and the CAPM that assumes 
returns are linear functions of some unknown factors and the market portfolio, 
usually mimicked by observable market index. McElroy and Burmeister (1988) 
investigate a multifactor model in which there are both macroeconomic factors 
and other unobserved factors. However, clue to the two-pass procedure of APT, it 
is difficult to analyze both observable and unobservable factors simultaneously in 
the classical approach of APT. With the help of SEM, it will be more convenient 
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to incorporate observable major economic factors and unobservable factors into 
a model. 
The basic concepts of CAPM, APT and UAPT are introduced in Chapter 
2. The analysis of a UAPT model with observable and unobservable factors are 
presented in Chapter 3. The use of the SEM approach to analyze both the factor 
model and the pricing equation in a single step is discussed, and the LISREL 
implementation is also presented. Chapter 4 summaries results of simulation 
studies that investigate the performance of the proposed procedure. Chapter 
5 presents some empirical studies on Hong Kong Stock Market based on the 
proposed method. Chapter 6 concludes the thesis with a discussion. 
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Chapter 2 
Comparison between A P T and 
CAPM 
2.1 CAPM, APT and UAPT 
In finance, the simplest and yet commonly used asset pricing model is a one 
factor model called the Capital Asset Pricing Model (CAPM). It is "one factor" 
in the sense that there is only one explanatory variable that determines asset 
returns. On the other hand, Ross and Roll (1980) proposed a multi-factor model 
which they called the Arbitrage Pricing Theory or the APT. Under this theory, 
several factors are used to explain asset pricing. 
Since CAPM and APT have different advantages, Burmeister and McElroy 
(1988) as well as Wei (1988) developed the Unified Asset Pricing Model (UAPT) 
to unify the CAPM and the APT. The UAPT incorporates an observable market 
index used in CAPM into the APT model. Later, Rahman, Coffin and Lee 
(1998) have demonstrated that there are some explanatory improvement for the 
UAPT model over APT and CAPM models. For a cross-sectional regression for 
UAPT model, more F-values have been found to be statistically significant at a 
reasonable level, and there is a moderate increase in adjusted R'^ s for the UAPT 
regression. In this thesis, we focus on the UAPT model and analyze the model 
using the Structural Equation Modelling (SEM) approach. 
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2.2 Introduction of CAPM 
CAPM provides an elegant model of the determinants of the equilibrium 
expected return E{Ri) on any individual risky asset in the market. It states 
that the expected excess return on an individual risky asset E{Ri) — r is directly 
related to the expected excess return on the market portfolio 丑 — r, where 
r is the risk free asset and E{Rm) is the expected return on the market portfolio. 
The relationship is given by the beta of the individual risky asset; that is 
E{B,)-r = pi{E{R,,)-r), (2.1) 
or 
E{Ri) = r + (3i {E{R,n)-r) , (2.2) 
where 
A = cov{Ri, R^,)/var{Rn,). (2.3) 
However, Roll (1980) criticized that since CAPM using a sample of data, 
equation (2.2) will always hold in any dataset. He claimed that if the market 
portfolio is correctly measured, there is an exact linear relationship in any sample 
of data between the mean return on portfolio i and that portfolio's beta. He 
suggested the use of S&P index as an approximation to the market portfolio. 
In this thesis, the Hong Kong Hang Seng Index will be used, which has similar 
properties of the S&P index. 
Since the market portfolio used in CAPM appears to be a significant factor 
to explain the market, it is reasonable to assume that the observable market 
index is one of the factors in our UAPT model. We anticipated that the use of 
observable factor (market index) will improve the goodness-of-fit of a model with 
other market factors. However in the past, it is difficult to analyze both observable 
and unobservable factors simultaneously in an APT model. By using the SEM 
approach, the classical two-stage estimation approach for APT can be improved 
and it is possible to incorporate both observable and unobservable factors in the 
model. 
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2.3 Introduction of APT 
2.3.1 Assumptions and Requirements 
There are some basic assumptions of APT. The fundamental one is that 
security returns are generated by a process similar to the single or multi-index 
models. In other words, it begins with an assumption on the return generating 
process. Each asset return is linearly related to several, say common "global" 
factors plus its own idiosyncratic disturbance. The covariances are assumed to 
be existed between security returns and can be attributed to the factors. 
In general, APT assumes each investor, when given the opportunity to increase 
the return of his or her portfolio without increasing its risk, will proceed to do 
so, and the mechanism for doing so involves the use of arbitrage portfolios. In 
order to fulfill this assumption. The arbitrage portfolio should have a positive 
expected return. Also, it does not require any additional funds from the investors 
and needs to have no sensitivity to any factors. 
In a well-diversified, frictionless, and perfectly competitive economy, no arbi-
trage condition occurs and no restrictions on short-selling are assumed. 
2.3.2 Introduction to the estimation of UAPT 
The estimation of the coefficients in the pricing equation of the classical 
APT is basically a two-stage procedure. The first stage involves the estimation 
of the factor model and the second stage involves the estimation of the pricing 
equation using the results estimated in the first, stage. It is a common practice 
to use exploratory factor analysis in the first stage and regression in the second 
stage. 
The estimation of UAPT discussed in Burmeister and McElroy (1998) is simi-
lar to that of APT parameters are basically estimated with a two-stage procedure. 
However, there is an additional step in the first stage of factor model analysis, 
the beta for the residual market factor is required to be estimated. Assuming N 
eigenvectors are obtained by the standard principal component technique, and 
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these N eigenvectors formed the basis for the N mimicking portfolios for the N 
factors. We regress the observed market index on the N factors and use the 
residuals from this regression as the (iV + 1产 factor which is called the residual 
market factor in the UAPT model. So that, the time series of real stock returns 
can regress on the time series of estimated returns on the N APT factors and the 
residual market factor in order to estimate the (7V +1) factor betas for the UAPT 
model. In additional, it is necessary for the residual market factor be orthogonal 
to the other N factors. After obtaining the market and factor betas, it goes to 
the second stage that is the same as that in APT. That is, the estimation of the 
pricing equation. 
2.3.3 Limitations of classical procedures of APT 
There are some limitations in this two-stage estimation for both APT and 
UAPT: 
1. The Error-In-Variable Problem 
The estimates of the factor loadings found in the first stage are subject to 
sampling error; hence when they are used in the second stage to do the estimation, 
the problem of errors-in-variable (EIV) arises. 
2. Difficulty of the incorporation of observed factor into the model 
It is predicted that the incorporation of observed factor such as the market 
index used in CAPM can improve the gooclness-of-fit of a model. However, it is 
difficult to analyze both observable and unobservable factors simultaneously in a 
classical two-stage APT analysis. 
3. Problems of A P T when using factor analysis 
It is difficult to determine the number of factors in the model. Dhrymes, 
Friend, and Gultekin (1984) found that the number of significant factors increases 
from 3 to 7 when the number of securities included in the factor analysis increases 
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from 15 to 60. For example, we can find a logistics factor if we expand our sample 
to include additional logistics companies. It means that more factors can be found 
if the number of securities in our model increases. 
4. Problems of APT in regression 
In the second stage of classical approach of APT, regression is used to find 
whether the factors that have been identified in the first stage are priced. Dhryiiies, 
Friend, and Gultekin (1984) found that the number of priced factors in the re-
gression depends on the number of observations in the time series. Also, more 
securities factors are being analyzed in the regression, more the priced factors can 
be found. It is hard to confirm the number of significant factors that can explain 
the returns in the model if the classical two-stage procedure is applied. 
5. Non-uniqueness of factors in APT 
When we hypothesize that a given set of specified factors explains the covari-
ance matrix between securities. Large samples are needed to estimate the factor 
betas and the factor prices (A). However, one problem of using this approach 
to test the APT is that the theory itself is completely silent with respect to the 
identity of factors in the factor structure that are priced. Even the same number 
of priced factors are found in two different periods, it cannot be concluded that 
the same factors are identified in these two periods. It shows the non-uniqueness 
of factors in classical approach of APT if exploratory factor analysis is applied. 
Some of the above problems can be solved by the implementation of Struc-
tural Equation Model (SEM) and Confirmatory Factor Analysis (CFA) Method. 
Details will be presented in the next chapter. 
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Chapter 3 
Analysis of UAPT Using 
Structural Equation Model and 
Its Implementation in LISREL 
3.1 Introduction to SEM with LISREL Imple-
mentation 
SEMs with latent variables embody simultaneous equations with multi-
ple exogenous and endogenous variables, along with measurement error models. 
Thus SEMs are the synthesis of methods such as path analysis and confirmatory 
factor analysis developed in econometrics and psychometrics. Many SEMs can 
be analyzed with the help of a program called LISREL (Joreskog and Sorbom, 
1989)s. 
3.1.1 The first stage of APT and the LISREL Model 
The LISREL model consists of two parts, the measurement model and the 
structural model. In the measurement model, each latent construct is modelled 
as a common factor underlying some associated measures, and the covariances 
between measures are consequences of the relations between measures and con-
9 
structs. For the structural model, it includes the relationships among the latent 
constructs and these relationships are linear. In APT, we are interested in the 
relationship between securities and some latent factors, but not the causal effects 
among the latent variables. As a result, only the measurement model will be 
considered. 
As mentioned in the previous chapter, researchers always rely on using ex-
ploratory factor analysis in the first stage and regression in the second stage to 
analyze APT models, limitations exist in this classical approach. The use of 
confirmatory factor analysis and the application of LISREL program can remove 
some of the limitations in the classical approach. 
The first stage of APT postulates that the return generating process follows a 
A'-factors generating model. The random returns ( r i , . . . on the set of assets 
being considered are governed by: 
Vi = bio + biiFi + bi2F2 + ••• + IHKFK + e^  (3.1) 
for i = 1 , . . . where Fi, F2,..., F/c are factors common to the returns of the 
assets, and a is the error. Taking expectation on both sides, we have 
E{ri) 二 6io + bnE{Fi) + � 2 五 + ••• + � 1< 贴 〈 、 + (3.2) 
By assuming E{ei) = 0，we get 
bio = E{r{) - hnE{F,) — 丑(尸2) kK^FK^). (3.3) 
Substituting (3.3) into (3.1), we obtain 
= l . i i + biifi + 6^2/2 + • • • + biKfK + Ci, (3.4) 
where /li = E{ri) which is the expected value of the return of asset i, and 
/ 1， . . .， a r e mean zero factors common to the returns of all assets under con-
sideration. 
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For the set of n assets under consideration, it is assumed that n is much larger 
than the number of factors K. 
In matrix form, (3.4) can be written as: 
/ \ / \ / , , , \ ( \ n 叫 On Oi2 . . . OiK / \ ei 
fi 
,2 "2 hi 622 … h 2 K • €2 
J2 
rs = A^a + 3^1 3^2 . . . h x + £3 (3.5) 
. • • • 
V / � 乂 乂 "rt y 乂 bnl bn2 . . . n^l< 乂 y n^ y 
Classical analysis of APT usually involves the use of exploratory factor anal-
ysis technique to provide estimate of the factor loadings bij in (3.5). However, it 
is also possible to analyze the model in (3.5) using confirmatory factor analysis 
technique. It means that information will be collected to confirm the model struc-
ture. The model in (3.5) can be written as the LISREL measurement equation 
for X, that is 
x = + + (3.6) 
where 丁工 is the vector of intercept term, B is the factor loading matrix, ^ is the 
vector of the latent factors and 6 is the vector of error terms. Usually in LISREL 
model, the mean of factor ^ is equal to zero, i.e. = 0. However, we can 
consider factor that has non-zero mean in some special cases, i.e. = /t 0. 
Taking variance on both sides of (3.6)，we have 
S二B(I^EB' + ^^ (3.7) 
where E,巾^； and 屯 are the covariance matrix of the security returns, the factors 
and the error terms respectively. 
Given a set of observations, Xt that follows a multivariate normal distribution 
N[id, £]; where t = 1, ...,T, = ("1’ ...，"„)『’ and E is given by (3.7)，then we 
can estimate the mean vector /i, the loading matrix B, the factor covariance $ 
and the error covariance 少 using the maximum likelihood method. It is worthy 
of note that some constraints must be imposed to identify the model. 
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3.2 Estimation of APT by SEM 
3.2.1 Combining the two stages in classical method in 
APT by SEM 
The second stage in classical APT involves the analysis of the pricing equation. 
Since the pricing equation is the central conclusion of the APT and the corner-
stone of empirical testings, we first summerize the development of the pricing 
equation. 
The development of the A P T pricing equation 
Now, let r = ( n , r2，... ’ 了’/U = ( " 1， . . . ’ " „ , A =(‘，〜fc’-..Aifc 广 for 
k = 1,..., K, € = ( e i , a n d Xi is the change in the weight of the investor's 
holdings of security i in a current portfolio. 
Let X — (Xi , X2, ...,XnY, by equation (3.4), the additional return obtainable 
from altering the current portfolio is given by: 
XTr = t x . n 
i=l 
n 
= + bilfi + bi2f2 + ... + bixfK + ei) 
1=1 
= E XiiM + jz Xibiifi + E Xibi2f2 + … + E XibiKfK + E XiCi 
1=1 1=1 1=1 1=1 1=1 
= X T ‘ L + + X^h2f2 + . . . + X^hKfK + (3.8) 
From equation (3.8), when n is large, the term X^e converges to zero, which 
means that the unsystematic risk can always be diversified by constructing a 
sufficiently large portfolio. Under this simulation, investors just pay attention 
to the systematic components X'^fi and X'^bk, where k is from 1 to K. The 
additional return as given in (3.8) should be insensitive to any systematic factor 
fk in order to form an arbitrage portfolio without increasing risk. Thus, the 
arbitrage portfolio needs to satisfy 
XTbk = 0 (3.9) 
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for /j = 1 , . . . , K. As a result, the additional return of the arbitrage portfolio 
given in (3.8) becomes 
X'^r = XTJ^ L (3.10) 
When it is assumed that there exists no arbitrage opportunities in an equi-
librium market by the "no-arbitrage" rule, then all arbitrage portfolios which 
satisfy the requirements of using no additional wealth and bearing no additional 
risks should have no return, i.e. X'^r = X'^ji = 0. In other words, any portfolio 
satisfying X'^c = 0 and X'^h^ = 0 for k = 1, ...，/( implies X'^ ji = 0，where 
c = A'l and A' is any constant. Actually, it means that if vector X is orthogonal 
to c and bk, it is also orthogonal to fi. It implies that /i is a linear combination of 
c = A'l and 6 i , . . . , b^. Mathematically, it implies that there exists Aq, Ai, . . . , A^ 
such that 
” = X o l + Ai6i + A262 + . . . + (3.11) 
where 1 is a n x 1 unit vector with all its entries equal to 1. For a particular 
element fii of " ’ we have 
/ij = Ao + Xibii + X2bi2 + .. • + XKhx for all i. (3.12) 
If there exists a risk free asset i 二 f which is insensitive to any systematic 
factors, then bjk = 0 for all k. Let 77 be the return of the risk free asset, from 
(3.1) and (3.4), 77 = 6/0 = M/ can be obtained. Substituting the result into 
(3.12), Ao = 77 can be obtained. That is, (3.12) can be given as 
l_t. = Vf + Xibii + A26i2 + . . . + for all i. (3.13) 
This pricing relationship is the central conclusion of the Arbitrage Pricing 
Theory and empirical works have been focus on testing this relationship. It 
states that the excess expected returns 叫 — 7 7 lie in the space spanned by the 
factor loadings {bn )^. The coefficient A^ .^'s are called the factor risk premia. The 
estimation of the risk premia in the pricing equation is usually involved in the 
second stage analysis of the Arbitrage Pricing Theory. As the estimates of the 
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factor loadings obtained in the first stage are used in the second stage in the 
classical A P T approach to provide estimates for A/^'s, the EIV problem emerges. 
Some initial empirical tests of the APT were conducted by Roll and Ross 
(1980). Assuming the returns are generated by the return generating process 
in stage one, then the basic hypothesis to test is based on the pricing equation 
(3.13), 
Hq : All factors are not priced in the model (A^ = 0 for all 2 = 1,..., k), 
Hi : There exists priced factors in the model (there exists Xi ^ 0 for 
2 — 1 , ••• ’ 丸 
The main interest lies in identifying factors that are priced (i.e. \ ^ 0). 
In order to address the error-in-variable problem generated by the two-stage 
estimate procedure, we use SEM to combine the two-stage analysis of APT into 
one single stage. Combining equations (3.4) and (3.13), an equation on return 
can be given as: 
Vi = IM + biifi + bi2f2 H ^ ki<fi< + 
=Vf + Xibii + X2bi2 + ... + Xi<ki< + kifi + bi2f2 + …+ biKfi< + Cj 
= r / + bn{Xi + / i ) + 6i2(A2 + /2) + …+ W ^ k + fi<) + (3.14) 
When putting 
n = Xk + h , (3.15) 
the model in (3.14) becomes 
ri = Tf + bnf'i + hi2f2 + …+ hu<f'K + 已 i- (3.16) 
As fk is zero-mean latent factor, we have 五(/(.) 二 Afc. As a result, can be 
considered as a latent factor with mean \k for k = 1 , . . . , / ( . Treating (3.16) 
as the measurement model (3.6) with + 0，the factor loading and the risk 
premium can be estimated simultaneously using SEM and can be implemented 
in LISREL. 
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The Maximum Likelihood Estimate (MLE) method is available in the LISREL 
program to estimate the parameters. Each estimate is provided with the standard 
error and the t-value in the result. It provides users a more convenient way to 
check the significance of the estimates. Especially for testing the significancy of 
the factor risk premium in the model. Moreover, chi-square goodness-of-fit of 
the model and some goodness-of-fit indexes are available in the LISREL result. 
These indexes can be used to test the significance of the model. 
3.2.2 Incorporating both observable and imobservable fac-
tors in APT (UAPT) by SEM 
Another prominent advantage of using SEM lies in that a model that incorpo-
rates both observable and other imobservable factors, such as the UAPT model 
can be analyzed easily. It is worthy to note that the use of observable factor 
such as market index in the model is anticipated to improve the goodness-of-fit 
of the model since it can provide additional information. Rahman, Coffin and 
Lee (1998) also stated that the Unified Arbitrage Pricing Theory (UAPT) with 
macroeconomic factors is more appealing than APT or CAPM due to its substan-
tive content. When we analyzed UAPT with both observable and imobservable 
factors, we need to set some factors in equation (3.14) to be observable, and the 
model is given by: 
(3.17) 
where the factor with (*) is an observable factor, bim is the factor loading, and 
A„i is the risk premium of the factor m and m = 1,..., K. The above equation 
contains L observable factors and K — L imobservable factors. 
In this thesis, for the purpose of simplicity and also based on the CAPM 
rationale that the market index mimicking the market portfolio is the factor that 
influences asset return, we incorporate only one observable factor that is the 
market index into our model. The data required are the observable factor and 
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the returns of the stocks. To ensure E { f i ) = 0, the observable factor should be 
shifted accordingly. To estimate the parameters using LISREL, we consider the 
following model: 
/ \ / \ / \ / \ 
[ / r I [ - A i I 1 0 … 0 0 \ 
n r； bn bi2 ... IHK , ei 
J 2 
7�2 = Vf + 621 h i . . . hl< . + €2 ， （3.18) 
. • • . _ ； 
, , , V fi< / 
\ Tn j 乂 Vf y 乂 t>nl On2 ... ()nK / \ � n ) 
where f[* = f* + Ai’ /二 = fm + for m = 2,…,K. As E(f'*) = Ai, a constraint 
must be imposed to ensure that the intercept term (t^；) corresponding to the 
observable factor / f equals to -1 times the mean of f[*. 
3.2.3 LISREL Implementation 
Preparation of data 
In this section, a simple example is used to illustrate how to implement the 
analysis of the model in (3.17) in LISREL. We will illustrate the details with a 
model given as: 
Vi = r / + 6a (Ai + /；) + 6<2(入2 + /2) + (3.19) 
where z = 1,2,3 and 广 is an observable factor. 
In LISREL matrix form, we have: 
P O 卜 A i � 1 � 1 ( � � 
= ” + 、 b u + q ( 3 2 0 ) 
厂2 rf 621 &22 \ f2 + y 
V / V / \ 3^1 h2 y \es ) 
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For the true value of the model, we have: 
' r A ( - 1 \ ( (1) ( 0 ) ) ( ( 0 ) � 
ri (0.8) 0.65 ( 1 ) 广 /i* + l ) 丄 h , … � 
= + + , (o .zi j 
r2 (0.8) 0.70 0.6 ^ + 3 y £2 
、7.3 / V (0.8) ； \ 0.75 0.7 j V j 
where (ci, 62, £3)^  follows a distribution of iV(0’ 屯）and 
( 0 . 5 (0) ( 0 ) � 
屯 = ( 0 ) 0.5 ( 0 ) . 
^ (0) (0) 0.5 ^ 
The parameters with bracket() indicate that they are fixed parameters in the 
model and will not be estimated. 
In Model (3.20), we generate the factors ( / f , ^2) and the errors by the IMSL 
subroutines with the distribution iV(0，/) and •/V(0,少）respectively, where I is 
the identity matrix with dimension 2 by 2. By using the chosen true parameter 
values, the returns ri,7'2, and 7,3 are generated by equation (3.21) and each of 
them with sample size 2000. 
Analysis of data 
After the returns n , � 2 and 73 as well as the observable factor f^ are generated, 
they are input as the raw data into the LISREL program for analysis. The 
LISREL program for analyzing the model is available in Appendix A. 
Since some parameters must be declared to be fixed and some of them be esti-
mated in our model, the LISREL statement with FR is meant to free a parameter 
and with FI is meant to fix a parameter. When a parameter is fixed, it has to be 
assigned with a value by a LISREL statement VA. Also, the statement ST is for 
assigning starting values to the parameters that will be estimated. 
Moreover, a constraint is set up in the model for the intercept term of the 
observable factor (/j*), the statement in the program will be as follow: 
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CO TX 1 = -1 * KA 1. 
Results 
Corresponding to the model in (3.20), the result from LISREL is given as: 
' ( _ 1 ) f (1) (0) \ ( ( 0 ) � 
n (0.8) 0.6284 (1) ( n + 1.2893 ) 丄 
= + + , {o.ZZ) 
T2 (0.8) 0.6628 0.5817 \ f2 + 2.8278 y €2 
�7 .3 ) \ (0.8) / \ 0.7182 0.6803 J \ £3 y 
where (ci, 62, £3)^ follows a distribution of iV(0,屯）and 
‘0.5139 (0) ( 0 ) � 
中 = (0) 0.5143 (0) . 
� ( 0 ) (0) 0.5185 1 
From the above results, the estimates from LISREL are close to the true values 
that are given in equation (3.21). As a consequence, it can be concluded that the 




In the previous chapter, a discussion of the analysis of using a model which 
incorporates both observable and imobservable factors is provided, and the gen-
eral form of the model is given by the equation (3.17). In this chapter, a simulation 
study is conducted to investigate the performance of the proposed procedure. 
4.1 Simulation Procedure 
III the simulation study, a model with eight observable variables (r;) , one 
observable factor and two imobservable factors is considered. The observable 
factor is considered as a universal factor, like the market index. The model is 
given by: 
Ti 二 rf + biiiXi + / n + bi2{X2 + /2) + bisiXs + fs) + eu (4.1) 
where i = 1 ’ . . . ’ 8. 
Let T be the sample size, 7\ be the security returns, be the factor loadings, 
Aj be the risk premia, (f)ij be the correlation between factor i and factor j and rj 
be the risk free rate. There are three sample sizes, T=200, 500 and 2000 in the 
simulation design. For the true parameter values, there are two sets for factor 
loadings, two sets for risk premia, and two sets for correlations between factors. 
As a result, there are a total of twenty four combinations. More details of the 
simulation designs are summarized in Table B.l in Appendix B. 
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The true value of the risk free rate is set to be one fourth of the mean of all 
values of all observable variables, and that observable variables are the return of 
the stocks in the model. The risk free rate will not be estimated in the simulation. 
The two sets of true values of factor loadings are given by: 
(bn {bn) (613) � ( 0.65 (1.0) ( 0 . 0 ) � 
621 622 (623) 0.70 0.6 (0.0) 
631 632 (633) 0.75 0.7 (0.0) 
641 642 (643) 0.80 0.8 (0.0) 
Bti = 二 ， 
651 (652) (653) 0.85 (0.0) (1.0) 
661 (662) hs 0.90 (0.0) 0.2 
bn (672) 673 0.95 (0.0) 0.3 
�bsi {bs2) bs3 ) 1.00 (0.0) 0.4 , 
and 
丨 6ii (612) (613) ) { 0.30 (1.0) ( 0 . 0 ) � 
621 622 ( M 0.35 0.6 (0.0) 
631 &32 (633) 0.40 0.7 (0.0) 
641 642 (643) _ 0.45 0.8 (0.0) 
Bt2 = = , 
hi (652) (653) 0.50 (0.0) (1.0) 
6(31 ( W 知 3 0.55 (0.0) 0.2 
671 (672) 673 0.60 (0.0) 0.3 
� 6 8 1 (682) � 3 ) [ 0.65 (0.0) 0.4 ^ 
where the entries with () are fixed loadings. 
These two sets of loadings are used to find the possible difference between 
the estimations of large loadings and small loadings. For the observable universal 
factors, the loadings are given in the first column of Bti and Bt2- A set of large 
loadings in B n and a set of small loadings is given in Bt2. For the loadings of 
the two latent factors as given in the second and third columns of B t i and Br2, 
large factor loadings are set in the second column and small loadings are set in 
the third colunin in both B n and Bt2-
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The true value of 屯 that is the covariance matrix of the error term is given as 
dzag[0.5,0.5,0.5,0.5，0.5’ 0.5,0.5,0.5] and the two sets of true factor correlations 
are: 
‘ (011) (012) (013) ) { (1.0) (0.0) ( 0 . 0 )、 
二 （021) 022 023 = (0.0) 1.0 0.5 ， 
、 ( 031 )公32 033 ) ( (0.0) 0.5 1.0 > 
and 
( (011) (012) (013) ) { (1.0) (0.0) ( 0 . 0 )、 
= (021) 022 023 = (0-0) 1.0 0.0 , 
� ( 0 3 1 ) 032 033 j ( (0.0) 0.0 1.0 > 
where the entries with () are fixed loadings. 
The two sets of true value of risk premia are (1 3 5)' and (1 3 0)' 
respectively. One of the risk premia is set to be zero in order to examine the 
performance of the proposed procedure when the risk premium is insignificant 
(equal to zero). 
There is 100 replicates for each design in the simulation. The procedure of 
sinmlation for each replicate for a set of specific design is listed as below: 
1. Generate a sample ( / f , /s) of size T from iV[0’$] and the errors e = 
(ei, from iV[0’ 少]by IMSL. It is worthy to note that since all fac-
tors that generated from IMSL are standardized, the variance (^n) of the 
observable factor is known and the parameter of (f)u is fixed to be one. 
2. By using the chosen true parameter values, a sample of size T for the eight 
variables r, based on equation (4.1) is generated. 
3. The sample of the one observable factor and the eight observable variables 
is combined into one data file, and the data file is then used in LISREL 
program to produce parameter estimates with the approach stated in section 
3.2.2. 
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After running 100 replicates, the following statistics will be computed for 
each specific design: 
• The average over the 100 replicates of parameter estimates that computed 
from LISREL. Let 9 be a vector containing all unknown parameters of the 
model, and be the estimate of 6 produced by the ith replicate, we have 
• The bias between the average over the 100 replicates of parameter estimates 
computed from LISREL and the true value. 
Bias = e - e . 
• The root-mean-square error of the estimate of the kth entry of 9. 
八. 八. 
where 6}. and are the kth entries of and 9 respectively. 
• The mean of each parameter's standard deviations in the 100 replicates and 
also the standard deviation of the parameter estimates in the 100 replicated 
samples will be first computed. Then the following ratio of the standard 
deviation of the 100 parameter estimates to the mean of the standard error 
estimate are calculated: 
叩 — t h e standard deviation of the 100 parameter estimates 
— the mean of the 100 standard error estimates . 
If the ratio is close to one, it means that the performance of the estimation 
of standard deviation computed from LISREL is well. 
• For the cases in the simulation design that a risk premium is assigned to be 
zero, the ratio of the estimated risk premium to the standard error of that 
risk premium in each iteration will be calculated. One-Sample Kolmogorov-
Smirnov Test is used to examine whether the distribution of these ratios in 
the 100 replicates follows Normal . 
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• For each combination, 100 replicates are carried out. Only 100 replicates are 
used because results produced by more replicates are similar to those pro-
duced by 100 replicates. Therefore, 100 replicates are used in the simulation 
in order to reduce the computation time. For a comparison of simulation 
results based on 100 replicates and 1000 replicates for Design 1. Please refer 
to Table B.2 and B.3 in Appendix B. 
4.2 Results 
In this simulation study, there are totally 24 cases in the simulation design. 
The performance of the proposed single-stage model is examined with various 
sample sizes and magnitudes of the preassigned true value. The results are listed 
in Table B.2 to Table B. l l in Appendix B. 
Effect of sample size 
Three sample sizes are used in each design in the simulation. They are 2000, 
500 and 200. From the results, as the sample sizes increase, the bias of the 
estimates are smaller. It is reasonable to have a better result with larger sample 
sizes since more information is available in the data. 
Effect of true parameter values of factor loadings and factor 
correlations 
There are two sets of factor loadings and two sets of factor correlations in 
the simulation design. They are Bti and Bt2, and and <1)了2 as given in 
Section 4.1. The true values of factor loadings contains sets of large values and 
sets of small values so that they can be used to examine the performance of the 
procedure in estimating factor loadings with different magnitudes. The two sets 
of chosen factor correlations help to examine the accuracy of the estimation in 
different case: the factors are correlated or iincorrelated. 
From the results of the simulation, the factor loadings and the factor corre-
lations in all the 24 cases have been nicely estimated. Their values of RMSE 
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are reasonably small, the means of standard deviation estimated and the average 
values of the estimated standard deviation are very close. It shows that under 
our proposed method, the models are estimating well and do not have much 
I 
differences among different designs of factor loadings and factor correlations. 
Estimation result of the risk premia 
In the simulation design, the risk premia are estimated as the latent means 
of three factors. One factor is observable and the other two are unobservable. 
From the result of the simulation, the risk premia of the two unobservable vari-
ables and the observable variable are estimated well in most of the cases, and the 
estimation bias are small. 
The values of RMSE are calculated, the standard deviation estimated and 
the average value of the estimated standard errors are very close in the cases 
with sample sizes 2000 and 500. However, for the cases with sample size 200, 
the values of the standard deviation estimated and the average values of the 
estimated standard deviation begin to have a discrepancy. The SD ratios are not 
close to one in some of the cases with sample size 200. For example, in Table B.4 
in Appendix B, The RMSE of the parameters Ai, \<i and 入3 have a SD ratio very 
close to one with sample size 2000 and 500. When the sample size is 200，the 
SD ratio is around 1.2，which shows a discrepancy when comparing with larger 
sample sizes. However, the values of the SD ratio are acceptable in most cases. 
In the simulation design, the risk premium is assigned to be zero in some cases. 
The ratio of the estimated risk premium to the standard deviation of that risk 
premium in each replicate is calculated. One-Sample Kolmogorov-Sinirnov Test 
is used to examine whether these ratios in the 100 iterations follow the Normal 
distribution, and the results are listed in Table B . l l in Appendix B. From the 
simulation, we cannot reject that the ratios follows the Normal distribution by 
the One-Sample Kolmogorov Test for all cases that the risk premium is assigned 
to be zero . 
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Overall Result 
For all cases that are considered in the design, no matter with large factor 
loadings or small factor loadings, with correlated factors or imcorrelated factors; 
most of the parameters are nicely estimated with small bias and a closed to one 
SD ratio. However, the parameters estimated with smaller sample sizes may not 
achieve results as well as those obtained with larger sample sizes. 
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Chapter 5 
Empirical Study on Hong Kong 
Stock Market 
In the previous chapter, the proposed procedure is demonstrated by simu-
lation. In this chapter, an empirical study with a real data set from the Hong 
Kong stock market will be analyzed using the proposed procedure. 
5.1 Description and source of the data 
Some constituent stocks in the list of Hong Kong Hang Seng Index (HSI) 
have been analyzed in this empirical study. There are 33 stocks listed in Hang 
Seng index but not all of them are considered. Some of the companies are new that 
do not have enough data for analysis and some of them have too large variance 
due to some specific reasons. As a result, only 22 stocks in the constituent list 
are considered. 
The 22 stocks are grouped into four main sectors: Utilities, Finance, Proper-
ties, and Commerce and Industry. These four sectors are used because the HSI 
also have these four sub-indexes. Details on the grouping of the 22 stocks are 
given as following: 
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Table 5.1: Stocks List in Empirical Study 
Sector Stock Number Company 
2 CLP Holdings Ltd., 
Utilities 3 Hong Kong and China Gas Co. Ltd., 
6 Hongkong Electric Holdings Ltd. 
5 HSBC Holdings pic, 
Finance 11 Hang Seng Bank, 
23 Bank of East Asia, Ltd. 
1 Cheung Kong (Holdings) Ltd., 
12 Henderson Land Development Co. Ltd., 
16 Sun Hung Kai Properties Ltd., 
Properties 20 Wheelock and Co. Ltd., 
83 Siiio Land Co. Ltd., 
97 Henderson Investment Ltd., 
101 Hang Lung Properties Ltd. 
179 Johnson Electric Holdings Ltd., 
293 Cathay Pacific Airways Ltd., 
511 Television Broadcasts Ltd., 
4 Wharf (Holdings) Ltd, 
Commerce and Industry 13 Hutchison Whampoa Ltd., 
17 New World Development Co. Ltd., 
19 Swire Pacific Ltd. 'A' , 
267 CITIC Pacific Ltd., 
291 China Resources Enterprise, Ltd. 
27 
Weekly data of the stocks are downloaded from the data stream in the library 
of The Chinese University of Hong Kong. The data are from the first of January 
in 1990 to seventh of April in 2003. The downloaded data are the end price of 
each week. Then the stock end price is transformed into return which includes 
dividends. The equation of the transformation is given as: 
_ Pi — Po + Dividend ^ ^ , � 
Return =———^^^ x 100%, (5.1) 
Pi 
where P\ and 尸2 are the new price and the old price respectively. A total of 692 
weekly returns from each stock are available. 
The closing values of the HSI and the four sub-indexes in each week in the 
same period are also downloaded. The return of the HSI in each week is calculated 
with the effect of dividend included. The returns of the observable factor HSI and 
the returns of the 22 stocks will be input into the LISREL program for analysis. 
5.2 The Goodness-of-fit Indexes in LISREL 
It is well known that when sample size is large. The chi-square statistics for 
testing goodness-of-fit of a SEM tends to be large and any hypothesized model 
is easily rejected. As a result, the development of indexes to be used in empir-
ical studies has been motivated. In this study, the three main indexes that are 
provided by the LISREL program will be used to assess the goodness-of-fit of 
the model. They are the Normed Fit Index (NFI), the Non-Norniecl Fit Index 
(NNFI) and the Comparative Fit Index (CFI). 
For the basic idea behind these indexes, there exists a baseline model of com-
plete independence among the observed variables. It is possibly the most restric-
tive model and having a large measure of fit. So that the indexes are designed 
to access how a model is improved relative to the baseline model by comparing 
the fit of a model to the baseline model. With these indexes, we can account the 
degree of misspecification in the model. These indexes are scaled to lie between 
zero and one, with one means perfect fit relative to the baseline model. In general, 
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a value of 0.95 indicates there is a good fit relative to the baseline model. 
5.2.1 The normed fit index (NFI) 
This index is proposed by Bentler and Bonett (1980), and the index is in 
the form: 
NFI = Xb -2》， (5.2) 
Xb 
where xl is the chi-square value for the model of complete independence (or 
baseline model) and Xt is the chi-square value for the target model of interest. 
Between the variables in the population of baseline model, it assumes there do 
not exist any covariances so that a large chi-square value is always find in the 
hypothesis testing in the baseline model. When the value of NFI is closed to one, 
it indicates that the target model fits better than the baseline model. On the 
other hand, when the target model does not fit well, the value of the index will 
be close to zero. 
5.2.2 The non-normed fit index (NNFI) 
The non-normed fit index is an index that is similar to the NFI . It can be 
written as: 
N N F I = � x i l d ! b - x V， , (5.3) 
[Xb/dfb - 1) 
where dfb is the degrees of freedom for the model of complete independence and 
dft is the degrees of freedom for the target model. The value of the index may lie 
outside the range between 0 and 1 . 
5.2.3 The comparative fit index (CFI) 
Instead of the NFI and NNFI, which assume the observed variables are 
completely independent in a baseline model, there exists a better approximation 
for the statistics by using a variable with a non-central chi-square distribution. 
An estimate of the noncentrality parameter can be represented by the difference 
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between the statistics and its associated degrees of freedom. Actually, the ex-
pected value of a central chi-square is equal to its degrees of freedom. The index 
is given by: 
• i = \ b d - ， - 、 f t - d m (5.4) 
Xb - dfb 
Since the value of RNI can fall outside the 0 and 1 range, the comparative fit 
index (CFI) is the adjusted form of the RNI so that it is in the range of 0 and 1. 
5.3 The Structure of our LISREL Model 
The model in equation (3.18) will be used. We assume that there are 
one observable factor (HSI) and 4 latent factors (Utilities, Finance, Properties, 
and Commerce and Industry). The data set consists of 22 stocks with 692 data 
points each. Confirmatory factor analysis has been applied in the study, and 
some of the factor loadings and error covariances have been fixed with the help 
of other publicly available information outside the model. For example, from the 
newspaper or the website of the companies. 
Some factor loadings are fixed with reference to the grouping method of four 
sectors stated before. On the other hand, the error covariance of the stocks that 
are in the same company group will be set free. For our 22 stocks, there are the 
following groups: 
Group 1 (1) the Cheung Kong (Holdings) Ltd, (6) Hongkong Electric Holdings 
Ltd., (13) Hutchison Whampoa Ltd. 
Group 2 (4) Wharf (Holdings) Ltd, (20) Wheelock and Co. Ltd. 
Group 3 (3) Hong Kong and China Gas Co. Ltd., (12) Henderson Land Devel-
opment Co. Ltd., (97) Henderson Investment Ltd. 
Group 4 (19) Swire Pacific Ltd.，A，, (293) Cathay Pacific Airways Ltd, (267) 
CITIC Pacific Ltd. 
Group 5 (5) HSBC Holdings pic, (11) Hang Seng Bank 
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Moreover, modification index and market information are helpful to search 
for a model that better describes the data. For example, the error covariance of 
CLP Holdings Ltd and Hongkong Electric Holdings Ltd can be set free because 
they have the same business nature. 
The assignment of starting value to the parameters is needed. For the factor 
covariance matrix, the real HSI sub-indexes covariance will be used to be their 
starting values. For the starting value of factor loadings and the error covariance 
matrix, a value of 0.5 and 0.2 will be used respectively. The risk free rate in 
our model is fixed to be one fourth of the mean of all values of all observable 
variables, and that observable variables are the return of the stocks in the model. 
5.4 The Five Models in the Empirical Analysis 
5 models are considered in the empirical study, they are as follow: 
Model 1 One observable factor (HSI) and four unobservable factors (Utilities, 
Finance, Properties and Commerce and Industry) 
Model 2 One observable factor (HSI-Utilities) and three unobservable factors 
(Finance, Properties and Commerce and Industry) 
Model 3 One observable factor (HSI-Finance) and three unobservable factors 
(Utilities, Properties and Commerce and Industry) 
Model 4 One observable factor (HSI-Properties) and three unobservable factors 
(Finance, Utilities and Commerce and Industry) 
Model 5 One observable factor (HSI-Commerce and Industry) and three unob-
servable factors (Finance, Properties and Utilities) 
In all five models, the existing of an improvement of the goodness of fit of 
our model with the help of observable factor will be examined. In Model 1, an 
observable universal factor HSI is used. It is predicted that this general factor like 
31 
the market portfolio in CAPM can help better explain the model. In Model 2 to 
Model 5，the observable factor being used are respectively the HSI sub-indexes. 
They are different to Model 1 since the observable factors are not a general factor. 
Their effects are more substantial to some of the securities in the model. It is 
meaningful to compare the estimates of the model with non-general factor and 
those of the model with general factor. 
5.5 Results 
There are five models in the empirical study. The main interest lies in 
the significance of the risk premium of the factors (A) since it is the central 
conclusion of the APT. Moreover, the results of indexes and the factor covariance 
of the models will also be addressed in the following. 
Risk Premium of the models 
From Table C.l in Appendix C. All factors are significant in the five models, 
and all estimates of risk premium have positive value. It means that all factors 
have positive correlations with the return of the securities. Also, the magnitude 
of the estimates are similar, most of them have a value ranging from 0.2 to 0.4. 
Indexes of the models 
Considering the three indexes of the models in Table C.l in Appendix C, all 
are very close to one for Model 1 to Model 5. It means that all five models 
are estimating well. When the indexes between Model 1 and Models 2 to 5 are 
compared, it is easily find that the indexes of Model 1 is more close to one than 
those of Models 2 to 5. Consequently, it can be concluded that Model 1 is a 
better model than Model 2 to Model 5. This result is reasonable and it is certain 
that there should be a general factor in the market. 
32 
Factor Covariance 
From Table C.2 in Appendix C, the variance of the factor Utilities are found 
to be the smallest among the five factors. It is reasonable because Utility securi-
ties usually have small fluctuation on its returns. On the other hand, the factor 
Properties have the largest variance. Although the magnitude of the factor co-
variances have some difference between different models, the differences are not 
substantial. 
Actually, the result coherent with the information from the mass media or 
the market. Since the financial crisis in Asia, the properties prices in Hong Kong 
dropped significantly. Comparing with the prices of the property related stocks 
before and after the crisis, it is not difficult to find that the fluctuations of their 
prices are very large. 
Factor Loadings and Error Covariances 
For the results of factor loading and error covariance of this example. It is 
provided in Appendix C from Table C.3 to Table C.5. For the upper table in 
Table C.3, it is the factor loading of the observable HSI in Model 1. For the 
lower table in Table C.3 and Table C.4, they are the factor loadings of the four 
unobservable factors in Model 1 to Model 5. 
5.6 Conclusion 
From the results, it is certain that there should be a universal factor in the 
market. In the model, the market index HSI is used as the observable factor 
which is similar to the market portfolio in the CAPM. However, the proposed 
model in this thesis also work nicely with real data. 
Actually, Chan, Karceski, and Lakonishok (1998) stated that the development 
of a parsimonious set of observable variables helped to capture the systematic 
components of stock return covariances. French (1993) concluded that three 
to four significant factors are usually enough to explain stock returns. In this 
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empirical study, three to four unobservable factors are found which can nicely 
explain the stock returns. 
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Chapter 6 
Conclusion and Discussion 
In this thesis, a modified APT model is established for analyzing the factors 
that affect the returns of stocks in the market with the help of SEM. In order to 
remove the limitations in the classical estimation method, a one stage procedure 
with confirmatory factor analysis is applied. At the same time, the incorporation 
of the observed factor helps improving the goodness-of-fit of the model. Therefore, 
the proposed procedure is convenient and can produce accurate estimates for the 
parameters in APT. 
Parameters such as risk premia, factor loadings and factor covariances are es-
timated via the SEM approach using the modified APT model. A simulation and 
an empirical study have been conducted to examine the performance of the mod-
ified APT model. The simulation results indicate that the proposed procedure is 
reliable with moderate sample size. However, the performance of the estimation 
of most parameters is satisfactory. For the real data study, parameter estimates 
with reasonable interpretations are obtained. 
For practical applications, the modified APT model can be implemented eas-
ily with the LISREL software package. With the specific LISREL input code, 
practitioners are able to handle the procedure conveniently. 
There are several advantages of the modified APT model. First, the error-in-
variable problem can be removed by the single stage procedure with the help of 
SEM. Second, it is possible to incorporate the observable factor into the model 
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to improve the goodness-of-fit of the model. 
However, there are some limitations of the modified APT model. Firstly, The 
inappropriate assignment of risk free rate will directly influence the accuracy of 
the estimation of factor risk premium. Since the interest rates have a large ani-
plitiide fluctuation in the last ten years and it is hard to calculate the return from 
other risk-free investments in the market, it is difficult to determine a represen-
tative value of risk-free rate in the market for the recent ten years. Secondly, the 
model operates on the assumption that returns are normally distributed. How-
ever, although the normality is a common assumption that has been widely used 
in financial research, in some cases the normality assumption is not tenable. 
In this thesis, we follow the common practice of assuming that stock returns 
are normally distributed. For further researches, it is possible to generalize the 
proposed procedure to non-normal distributions. Also, some seasonal effects or 
factors such as the impact of major political, social or financial events can be 
included in the model for further investigation, and multiple-group approach can 
be used to examine the differences in different markets. Moreover, we can gener-
alize the linear factor model to a nonlinear one in order to widen the horizon of 
asset pricing modelling. 
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Appendix A 
Example of LISREL 
Implementation 
DA NI=4 N0=2000 
LA 
fl_o 1,1 1,2 r3 
RA FILE = sample.dat FO 
(10F8.4) 
MO N X = 4 NK=2 T D = S Y T X = F R K A = F R 
LK 
f l f2 
FR LX 3 2 LX 4 2 
FR LX 2 1 LX 3 1 LX 4 1 
FI LX 1 1 LX 2 2 
VA 1 LX 1 1 LX 2 2 
FI PH 1 1 
VA 1 PH 1 1 
FI PH 2 1 
FI T D 1 1 
CO T X 1 = -1 * KA 1 
ST 0.65 LX 2 1 
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ST 0.70 LX 3 1 
ST 0.75 LX 4 1 
ST 0.6 LX 3 2 
ST 0.7 LX 4 2 
ST 1 KA 1 
ST 3 KA 2 
ST 1 PH 2 2 
FI T X 2 T X 3 T X 4 
VA 0.8 T X 2 T X 3 T X 4 




Simulation Design and 
Simulation Result 
Table B.l: Simulation Design. 
Factor Factor 
Design Risk-Free Rate >2 A3 ^ 
Correlation Loadings 
1 0.8 少 r i 1 3 5 DTI 
2 0.7 1 3 5 Dt2 
3 0.5 少 T i 1 3 0 Bti 
4 0.4 屯 T i 1 3 0 Dt2 
5 0.8 1 3 5 B t i 
6 0.7 屯T2 1 3 5 Bt2 
7 0.5 (5t2 1 3 0 BTI 
8 0.4 少 T2 1 3 0 Bt2 
Note: For each design, simulation will be coiiductcd for sample sizes 200, 500 and 2000 rcspcc-
tivcly. 
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Table B.2: Simulation Results of Parameter Estimates (Design 1 with 1000 repli-
cates) 
Design 1 Parameters 
611 621 631 6<ii 651 6^1 hi bsi 622 632 642 
true value 0.6500 0.7000 0.7500 0.8000 0.8500 0.9000 0.9500 1.0000 0.6000 0.7000 0.8000 
size: 2000 
mean 0.6518 0.7004 0.7502 0.8005 0.8508 0.9010 0.9504 0.9997 0.6004 0.7007 0.8008 
bias 0.0018 0.0004 0.0002 0.0005 0.0008 0.0010 0.0004 -0.0003 0.0004 0.0007 0.0008 
RMSE 0.0270 0.0197 0.0217 0.0230 0.0271 0.0158 0.0174 0.0175 0.0126 0.0119 0.0127 
SD ratio 0.9905 0.9679 0.9904 0.9740 0.9892 0.9680 1.0211 0.9692 1.0265 0.9694 1.0317 
si55e:500 
mean 0.6512 0.7010 0.7496 0.8012 0.8493 0.8986 0.9492 0.9995 0.6007 0.7016 0.8011 
bias 0.0012 0.0010 -0.0004 0.0012 -0.0007 -0.0014 -0.0008 -0.0005 0.0007 0.0016 0.0011 
RMSE 0.0558 0.0408 0.0443 0.0482 0.0574 0.0325 0.0350 0.0379 0.0244 0.0243 0.0235 
SD ratio 1.0250 1.0016 1.0103 1.0228 1.0493 0.9973 1.0283 1.0502 0.9948 0.9951 0.9554 
size:200 
mean 0.6504 0.7029 0.7522 0.8054 0.8487 0.9016 0.9481 0.9982 0.6001 0.7009 0.7990 
bias 0.0004 0.0029 0.0022 0.0054 -0.0013 0.0016 -0.0019 -0.0018 0.0001 0.0009 -0.0010 
RMSE 0.0892 0.0633 0.0702 0.0765 0.0883 0.0512 0.0544 0.0582 0.0397 0.0397 0.0413 
SD ratio 1.0359 0.9841 1.0119 1.0257 1.0207 0.9985 1.0135 1.0234 1.0212 1.0197 1.0503 
Design 1 Parameters • 
6c3 b73 ^ ^ ^ ^ M ^ 
true value 0.2000 0.3000 0.4000 0.5000 1.0000 1.0000 1.0000 3.0000 5.0000 
size:2000 
mean 0.2000 0.3000 0.4002 0.4988 0.9979 0.9987 0.9970 2.9994 5.0007 
biaa 0.0000 0.0000 0.0002 -0.0012 -0.0021 -0.0013 -0.0030 -0.0006 0.0007 
RMSE 0.0146 0.0148 0.0139 0.0327 0.0417 0.0640 0.1020 0.0796 0.0956 
SD ratio 0.9683 1.0099 0.9813 1.0175 0.9791 1.0194 0.9896 0.9939 0.9857 
size:500 
mean 0.2017 0.3011 0.4011 0.4996 0.9955 1,0033 0.984-1 3.0100 5.0145 
bias 0.0017 0.0011 0.0011 -0.0004 -0.0045 0.0033 -0.0156 0.0100 0.0145 
RMSE 0.0296 0.0287 0.0283 0.0660 0.0864 0.1286 0.2058 0.1586 0.1946 
SD ratio 0.9855 0.9849 0.9997 1.0278 1.0159 1.0253 0.9917 0.9822 0.9965 
size: 200 
mean 0.2021 0.3023 0.4020 0.4961 0.9991 1.0036 0.9660 3.0244 5.0325 
bias 0.0021 0.0023 0.0020 -0.0039 -0.0009 0.0036 -0.0340 0.0244 0.0325 
RMSE 0.0497 0.0478 0.0462 0.1038 0.1330 0.2046 0.3455 0.2688 0.3154 
SD ratio 1.0546 1.0498 1.0411 1.0264 0.9873 1.0351 1.0491 1.0417 1.0108 
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Table B.2: Simulation Results of Parameter Estimates (Design 1 with 1000 repli-
cates) 
Design 1 Parameters 
bi i 621 631 641 bsi ''Gi h i &81 ^22 f>32 642 
true value 0.6500 0.7000 0.7500 0.8000 0.8500 0.9000 0.9500 1.0000 0.6000 0.7000 0.8000 
size:2000 
mean 0.6490 0.7019 0.7509 0.8037 0.8446 0.8993 0.9464 0.9991 0.6010 0.7020 0.8004 
bias -0.0010 0.0019 0.0009 0.0037 -0.0054 -0.0007 -0.0036 -0.0009 0.0010 0.0020 0.0004 
RMSE 0.0270 0.0204 0.0218 0.0222 0.0241 0.0155 0.0178 0.0174 0.0126 0.0121 0.0127 
SD ratio 0.9915 1.0003 0.9914 0.9309 0.8612 0.9589 1.0274 0.9693 1.0277 0.9792 1.0361 
size:500 
mean 0.6420 0.7014 0.7479 0.8000 0.8436 0.8976 0.9488 1.0027 0.6015 0.7038 0.8006 
bias -0.0080 0.0014 -0.0021 0.0000 -0.0064 -0.0024 -0.0012 0.0027 0.0015 0.0038 0.0006 
RMSE 0.0535 0.0366 0.0425 0.0430 0.0530 0.0311 0.0350 0.0392 0.0268 0.0252 0.0274 
SD ratio 0.9762 0.9004 0.9673 0.9189 0.9636 0.9516 1.0328 1.0914 1.0896 1.0177 1.1097 
size:200 
mean 0.6596 0.7096 0.7552 0.8036 0.8549 0.8960 0.9468 0.9928 0.5976 0.7013 0.8002 
biaa 0.0096 0.0096 0.0052 0.0036 0.0049 -0.0040 -0.0032 -0.0072 -0.0024 0.0013 0.0002 
RMSE 0.0798 0.0657 0.0685 0.0696 0.0867 0.0530 0.0530 0.0499 0.0387 0.0416 0.0418 
SD ratio 0.9296 1.0191 0.9997 0.9418 0.9959 1.0349 0.9891 0.8702 0.9817 1.0712 1.0677 
Design 1 Parameters 
boa b73 <>83 巾 23 M ^ 入3 
true value 0.2000 0.3000 0.4000 0.5000 1.0000 1.0000 1.0000 3.0000 5.0000 
sis5e:2000 
mean 0.2020 0.3026 0.4021 0.5001 1.0029 0.9903 0.9815 3.0127 5.0188 
bias 0.0020 0.0026 0.0021 0.0001 0.0029 -0.0097 -0.0185 0.0127 0.0188 
RMSE 0.0146 0.0141 0.0141 0.0314 0.0452 0.0665 0.1010 0.0735 0.0968 
SD ratio 0.9595 0.9531 0.9847 0.9781 1.0574 1.0619 0.9634 0.9079 0.9859 
size:500 
mean 0.2028 0.3026 0.4021 0.4959 0.9960 0.9933 0.9713 3.0174 5.0255 
bias 0.0028 0.0026 0.0021 -0.0041 -0.0040 -0.0067 -0.0287 0.0174 0.0255 
RMSE 0.0332 0.0314 0.0304 0.0550 0.0871 0.1230 0.2279 0.1744 0.2073 
SD ratio 1.1069 1.0767 1.0696 0.8599 1.0267 0.9862 1.0936 1.0916 1.0628 
size:200 
mean 0.2020 0.3017 0.4019 0.5006 0.9888 1.0030 0.9848 2.9918 5.0059 
bias 0.0020 0.0017 0.0019 0.0006 -0.0112 0.0030 -0.0152 -0.0082 0.0059 
RMSE 0.0487 0.0468 0.0454 0.1027 0.1230 0.1935 0.3501 0.2859 0.3407 
SD ratio 1.0407 1.0300 1.0348 1.0177 0.9235 0.9774 1.0733 1.1078 1.0943 
41 
Table B.2: Simulation Results of Parameter Estimates (Design 1 with 1000 repli-
cates) 
Design 2 Parameters 
bii 621 3^1 bsi 6^1 hi bsi 622 632 642 
true value 0.3000 0.3500 0.4000 0.4500 0.5000 0.5500 0.6000 0.6500 0.6000 0.7000 0.8000 
size:2000 
mean 0.3031 0.3523 0.4014 0.4522 0.4984 0.5487 0.5987 0.6498 0.6001 0.7003 0.7994 
bias 0.0031 0.0023 0.0014 0.0022 -0.0016 -0.0013 -0.0013 -0.0002 0.0001 0.0003 -0.0006 
RMSE 0.0263 0.0203 0.0209 0.0235 0.0256 0.0144 0.0178 0.0170 0.0109 0.0128 0.0136 
SD ratio 0.9622 0.9949 0.9540 0.9961 0.9392 0.8891 1.0462 0.9479 0.9661 1.0486 1.0251 
size:500 
mean 0.2911 0.3537 0.3937 0.4453 0.5001 0.5479 0.6018 0.6486 0.6016 0.7046 0.8044 
bias -0.0089 0.0037 -0.0063 -0.0047 0.0001 -0.0021 0.0018 -0.0014 0.0016 0.0046 0.0044 
RMSE 0.0627 0.0428 0.0419 0.0509 0.0493 0.0289 0.0339 0.0343 0.0221 0.0274 0.0276 
SD ratio 1.1531 1.0517 0.9524 1.0829 0.9093 0.8914 1.0033 0.9583 0.9490 1.1052 1.0206 
size:200 
mean 0.3246 0.3576 0.4162 0.4598 0.4959 0.5524 0.6100 0.6618 0.6094 0.7080 0.8126 
bias 0.0246 0.0076 0.0162 0.0098 -0.0041 0.0024 0.0100 0.0118 0.0094 0.0080 0.0126 
RMSE 0.0968 0.0662 0.0706 0.0714 0.0806 0.0548 0.0534 0.0522 0.0390 0.0455 0.0486 
SD ratio 1.0942 1.0277 1.0011 0.9496 0.9265 1.0687 0.9864 0.8936 1.0646 1.1505 1.1273 
Design 2 Parameters 
6G3 6 7 3 683 巾 23 (1*22 巾 33 入 1 入2 
true value 0.2000 0.3000 0.4000 0.5000 1.0000 1.0000 1.0000 3.0000 5.0000 
size: 2000 
mean 0.2004 0.2994 0.4002 0.5040 1.0040 1.0037 0.9958 2.9961 5.0019 
bias 0.0004 -0.0006 0.0002 0.0040 0.0040 0.0037 -0.0042 -0.0039 0.0019 
RMSE 0.0140 0.0142 0.0144 0.0306 0.0407 0.0612 0.1563 0.0577 0.0900 
SD ratio 0.9577 0.9597 0.9610 0.9400 0.9482 0.9647 0.9709 0.8897 0.9970 
size:500 
mean 0.2050 0.3042 0.4047 0.4882 0.9853 0.9762 0.9421 3.0199 5.0176 
bias 0.0050 0.0042 0.0047 -0.0118 -0.0147 -0.0238 -0.0579 0.0199 0.0176 
RMSE 0.0289 0.0298 0.0310 0.0679 0.0848 0.1348 0.3410 0.1294 0.1983 
SD ratio 0.9754 0.9914 1.0201 1.0596 0.9941 1.0733 1.0283 1.0010 1.0776 
size:200 
mean 0.2055 0.3017 0.4039 0.5099 0.9867 1.0383 0.9008 3.0075 5.0484 
bias 0.0055 0.0017 0.0039 0.0099 -0.0133 0,0383 -0.0992 0.0075 0.0484 
RMSE 0.0548 0.0570 0.0562 0.1068 0.1506 0.2421 0.6520 0.2845 0.3590 
SD ratio 1.2035 1.2151 1.1702 1.0500 1.1369 1.1676 1.2553 1.2739 1.2094 
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Table B.2: Simulation Results of Parameter Estimates (Design 1 with 1000 repli-
cates) 
Design 3 Parameters 
^ ^ ^ >^41 651 6G1 671 681 622 632 642 
true value 0.6500 0.7000 0.7500 0.8000 0.8500 0.9000 0.9500 1.0000 0.6000 0.7000 0.8000 
size:2000 
mean 0.6524 0.7022 0.7520 0.8031 0.8504 0.9004 0.9511 0.9998 0.6002 0.7004 0.8009 
bias 0.0024 0.0022 0.0020 0.0031 0.0004 0.0004 0.0011 -0.0002 0.0002 0.0004 0.0009 
RMSE 0.0266 0.0213 0.0217 0.0219 0.0275 0.0128 0.0159 0.0143 0.0083 0.0074 0.0094 
SD ratio 0.9792 1.0435 0.9902 0.9238 1.0116 0.9263 1.0980 0.9222 1.0020 0.8569 1.0357 
size:500 
mean 0.6530 0.6982 0.7432 0.7935 0.8462 0.8931 0.9480 1.0025 0.6022 0.7018 0.8028 
bias 0.0030 -0.0018 -0.0068 -0.0065 -0.0038 -0.0069 -0.0020 0.0025 0.0022 0.0018 0.0028 
RMSE 0.0509 0.0388 0.0435 0.0465 0.0564 0.0311 0.0269 0.0299 0.0168 0.0176 0.0198 
SD ratio 0.9396 0.9574 0.9870 0.9813 1.0344 1.1033 0.9270 0.9563 1.0087 1.0133 1.0801 
size:200 
mean 0.6535 0.6864 0.7389 0.7831 0.8437 0.8920 0.9455 0.9964 0.6042 0.7011 0.8061 
bias 0.0035 -0.0136 -0.0111 -0.0169 -0.0063 -0.0080 -0.0045 -0.0036 0.0042 0.0011 0.0061 
RMSE 0.0759 0.0644 0.0678 0.0672 0.0814 0.0463 0.0464 0.0510 0.0282 0.0271 0.0283 
SD ratio 0.8918 0.9837 0.9741 0.8772 0.9473 1.0438 1.0079 1.0331 1.0667 0.9905 0.9647 
Design 3 Parameters 
^ 67^  ^ ^ ^ ^ A3 
true value 0.2000 0.3000 0.4000 0.5000 1.0000 1.0000 1.0000 3.0000 0.0000 
size: 2000 
mean 0.1995 0.3014 0.4014 0.4975 0.9963 0.9944 0.9995 2.9974 -0.0007 
bias -0.0005 0.0014 0.0014 -0.0025 -0.0037 -0.0056 -0.0005 -0.0026 -0.0007 
RMSE 0.0195 0.0235 0.0269 0.0332 0.0384 0.0799 0.0214 0.0400 0.0495 
SD ratio 0.9408 0.9992 0.9792 1.0509 0.9647 1.1116 1.0365 0.9835 1.0752 
size:500 
mean 0.1998 0.2987 0.3980 0.5005 0.9875 1.0181 1.0039 2.9977 -0.0025 
bias -0.0002 -0.0013 -0.0020 0.0005 -0.0125 0.0181 0.0039 -0.0023 -0.0025 
RMSE 0.0452 0.0454 0.0556 0.0565 0.0825 0.1550 0.0469 0.0898 0.0997 
SD ratio 1.0998 0.9731 1.0261 0.8965 1.0359 1.0541 1.1230 1.1040 1.0788 
size:200 
mean 0.2011 0.2978 0.4006 0.4857 0.9824 1.0292 1.0027 2.9947 -0.0083 
bias 0.0011 -0.0022 0.0006 -0.0143 -0.0176 0.0292 0.0027 -0.0053 -0.0083 
RMSE 0.0670 0.0877 0.1012 0.1041 0.1201 0.2907 0.0691 0.1150 0.1479 
SD ratio 1.0055 1.1707 1.1505 1.0475 0.9621 1.1660 1.0267 0.8943 1.0122 
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Table B.2: Simulation Results of Parameter Estimates (Design 1 with 1000 repli-
cates) 
Design 入 Parameters 
611 621 631 b,ii 651 6^1 b7i bsi 622 632 642 
true value 0.3000 0.3500 0.4000 0.4500 0.5000 0.5500 0.6000 0.6500 0.6000 0.7000 0.8000 
size:2000 
mean 0.3007 0.3511 0.4032 0.4507 0.4960 0.5497 0.5990 0.6517 0.5982 0.7004 0.7994 
bias 0.0007 0.0011 0.0032 0.0007 -0.0040 -0.0003 -0.0010 0.0017 -0.0018 0.0004 -0.0006 
RMSE 0.0312 0.0212 0.0276 0.0274 0.0306 0.0141 0.0144 0.0151 0.0091 0.0090 0.0086 
SD ratio 1.1510 1.0465 1.2570 1.1681 1.1167 1.0325 0.9901 0.9573 1.0936 1.0438 0.9493 
size:500 
mean 0.2951 0.3398 0.3923 0.4439 0.5016 0.5493 0.6028 0.6499 0.6031 0.7013 0.7998 
bias -0.0049 -0.0102 -0.0077 -0.0061 0.0016 -0.0007 0.0028 -0.0001 0.0031 0.0013 -0.0002 
RMSE 0.0521 0.0401 0.0399 0.0450 0.0542 0.0272 0.0276 0.0345 0.0161 0.0179 0.0186 
SD ratio 0.9598 0.9599 0.8980 0.9572 0.9980 0.9957 0.9465 1.0969 0.9684 1.0341 1.0235 
size:200 
mean 0.3077 0.3503 0.4067 0.4522 0.5031 0.5532 0.6045 0.6509 0.6006 0.7010 0.7974 
bias 0.0077 0.0003 0.0067 0.0022 0.0031 0.0032 0.0045 0.0009 0.0006 0.0010 -0.0026 
RMSE 0.0886 0.0653 0.0678 0.0710 0.0821 0.0464 0.0497 0.0527 0.0265 0.0306 0.0255 
SD ratio 1.0232 1.0126 0.9674 0.9488 0.9677 1.0657 1.0817 1.0619 1.0152 1.1064 0.8798 
Design 4 Parameters 
6g3 hs 8^3 中 23 办 33 A2 A3 
true value 0.2000 0.3000 0.4000 0.5000 1.0000 1.0000 1.0000 3.0000 0.0000 
size:2000 
mean 0.2014 0.2997 0.4016 0.4962 0.9994 0.9945 0.9943 3.0011 0.0060 
bias 0.0014 -0.0003 0.0016 -0.0038 -0.0006 -0.0055 -0.0057 0.0011 0.0060 
RMSE 0.0210 0.0241 0.0248 0.0316 0.0378 0.0687 0.0313 0.0440 0.0488 
SD ratio 1.0112 1.0256 0.9030 0.9936 0.9511 0.9538 0.9662 1.1192 1.0747 
size;500 
mean 0.1993 0.3004 0.3993 0.4931 0.9852 1.0149 1.0025 3.0090 -0.0087 
bias -0.0007 0.0004 -0.0007 -0.0069 -0.0148 0.0149 0.0025 0.0090 -0.0087 
RMSE 0.0446 0.0487 0.0530 0.0702 0.0779 0.1478 0.0746 0.0809 0.1067 
SD ratio 1.0813 1.0435 0.9694 1.1156 0.9742 1.0047 1.1533 1.0209 1.1727 
size:200 
mean 0.2150 0.3018 0.3966 0.4939 1.0214 0.9935 1.0022 2.9915 -0.0023 
bias 0.0150 0.0018 -0.0034 -0.0061 0.0214 -0.0065 0.0022 -0.0085 -0.0023 
RMSE 0.0733 0.0888 0.0920 0.1036 0.1295 0.2491 0.1122 0.1263 0.1415 
SD ratio 1.0479 1.1665 1.0372 1.0428 0.9973 1.0710 1.0759 0.9947 0.9886 
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Table B.2: Simulation Results of Parameter Estimates (Design 1 with 1000 repli-
cates) 
Design 5 Parameters 
bii 621 631 bii 651 bei bji bsi 622 632 642 
true value 0.6500 0.7000 0.7500 0.8000 0.8500 0.9000 0.9500 1.0000 0.6000 0.7000 0.8000 
size:2000 
mean 0.6541 0.7024 0.7543 0.8035 0.8490 0.8997 0.9483 0.9977 0.6003 0.6992 0.7993 
bias 0.0041 0.0024 0.0043 0.0035 -0.0010 -0.0003 -0.0017 -0.0023 0.0003 -0.0008 -0.0007 
RMSE 0.0299 0.0192 0.0225 0.0224 0.0266 0.0156 0.0175 0.0168 0.0126 0.0127 0.0124 
SD ratio 1.0912 0.9406 1.0104 0.9390 0.9762 0.9633 1.0322 0.9233 0.9410 0.9471 0.9325 
size:500 
mean 0.6541 0.6989 0.7461 0.8038 0.8549 0.9003 0.9559 1.0015 0.5982 0.7006 0.7987 
bifus 0.0041 -0.0011 -0.0039 0.0038 0.0049 0.0003 0.0059 0.0015 -0.0018 0.0006 -0.0013 
RMSE 0.0481 0.0430 0.0448 0.0458 0.0520 0.0350 0.0314 0.0329 0.0291 0.0290 0.0262 
SD ratio 0.8832 1.0651 1.0255 0.9735 0.9478 1.0856 0.9149 0.9156 1.0986 1.1129 0.9846 
si'/e:200 
mean 0.6513 0.6890 0.7421 0.7976 0.8512 0.8999 0.9561 0.9980 0.6033 0.7002 0.7996 
bias 0.0013 -0.0110 -0.0079 -0.0024 0.0012 -0.0001 0.0061 -0.0020 0.0033 0.0002 -0.0004 
RMSE 0.0769 0.0633 0.0669 0.0706 0.0867 0.0543 0.0493 0.0585 0.0432 0.0500 0.0454 
SD ratio 0.9036 0.9813 0.9757 0.9580 1.0060 1.0669 0.9168 1.0190 1.0535 1.2298 1.0900 
Design 5 Parameters 
6g3 673 ^ ^ ^ ^ ^ A3 
true value 0.2000 0.3000 0.4000 0.0000 1.0000 1.0000 1.0000 3.0000 5.0000 
size:2000 
mean 0.2007 0.3001 0.4006 -0.0015 1.0051 0.9946 0.9961 2.9990 5.0012 
bias 0.0007 0.0001 0.0006 -0.0015 0.0051 -0.0054 -0.0039 -0.0010 0.0012 
RMSE 0.0166 0.0170 0.0151 0.0284 0.0437 0.0654 0.1155 0.0894 0.1032 
SD ratio 0.9562 1.0094 0.9261 0.9890 0.9928 0.9312 0.9700 0.9932 0.9478 
sizeiSOO 
mean 0.1977 0.2969 0.3974 0.0029 0.9986 1.0301 1.0090 2.9843 4.9851 
bias -0.0023 -0.0031 -0.0026 0.0029 -0.0014 0.0301 0.0090 -0.0157 -0.0149 
RMSE 0.0364 0.0343 0.0325 0.0644 0.0848 0.1688 0.2338 0.1712 0.1992 
SD ratio 1.0694 1.0238 1.0002 1.1173 0.9796 1.1579 0.9978 0.9523 0.9125 
size:200 
mean 0.1985 0.2976 0.3976 0.0079 0.9806 1.0587 0.9847 3.0067 5.0135 
bias -0.0015 -0.0024 -0.0024 0.0079 -0.0194 0.0587 -0.0153 0.0067 0.0135 
RMSE 0.0648 0.0602 0.0600 0.1097 0.1458 0.2740 0.4518 0.3181 0.4030 
SD ratio 1.2183 1.1391 1.1731 1.2119 1.0815 1.1515 1.1976 1.1004 1.1453 
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Table B.2: Simulation Results of Parameter Estimates (Design 1 with 1000 repli-
cates) 
Design 6 Parameters 
b i i b-21 631 641 651 bai bri bsi b-n 632 642 
true value 0.3000 0.3500 0.4000 0.4500 0.5000 0.5500 0.6000 0.6500 0.6000 0.7000 0.8000 
size:2000 
mean 0.2988 0.3504 0.4013 0.4501 0.4993 0.5538 0.5986 0.6500 0.5988 0.6988 0.7991 
bias -0.0012 0.0004 0.0013 0.0001 -0.0007 0.0038 -0.0014 0.0000 -0.0012 -0.0012 -0.0009 
RMSE 0.0238 0.0196 0.0208 0.0252 0,0266 0.0159 0.0156 0.0189 0.0134 0.0131 0.0151 
SD ratio 0.8777 0.9691 0.9492 1.0734 0.9754 0.9557 0.9182 1.0511 1.0752 0.9621 1.0237 
size:500 
mean 0.3018 0.3509 0.4002 0.4562 0.5017 0.5486 0.6058 0.6491 0.6061 0.7060 0.8076 
bias 0.0018 0.0009 0.0002 0.0062 0.0017 -0.0014 0.0058 -0.0009 0.0061 0.0060 0.0076 
RMSE 0.0572 0.0396 0.0489 0.0512 0.0505 0.0317 0.0351 0.0368 0.0246 0.0256 0.0306 
SD ratio 1.0537 0.9740 1.1249 1.0787 0,9270 0.9776 1.0215 1.0252 0.9772 0.9351 1.0037 
sisie:200 
mean 0.3023 0.3524 0.4007 0.4620 0.5093 0.5476 0.6104 0.6592 0.6038 0.7066 0.8025 
bias 0.0023 0.0024 0.0007 0.0120 0.0093 -0.0024 0.0104 0.0092 0.0038 0.0066 0.0025 
RMSE 0.0809 0.0669 0.0716 0.0725 0.0866 0.0498 0.0505 0.0531 0.0460 0.0490 0.0556 
SD ratio 0.9417 1.0505 1.0464 0.9619 1.0026 0.9777 0.9297 0.9330 1.1740 1.1544 1.1701 
Design 6 Parameters 
6G3 673 � 3 巾 23 巾 22 (1*33 k i 
true value 0.2000 0.3000 0.4000 0,0000 1.0000 1.0000 1.0000 3.0000 5.0000 
size:2000 
mean 0.1980 0.2987 0.3983 -0.0013 1.0006 1.0090 1.0132 2.9979 4.9947 
bias -0.0020 -0.0013 -0.0017 -0.0013 0.0006 0.0090 0.0132 -0.0021 -0.0053 
RMSE 0.0169 0.0167 0.0171 0.0261 0.0413 0.0731 0.1889 0.0657 0.1060 
SD ratio 0.9813 0.9681 0.9679 0.9058 0.9406 0.9994 1.0030 0.9190 1.0334 
size:500 
mean 0.2093 0.3084 0.4088 -0.0002 0.9877 0.9905 0.8893 3.0300 5.0545 
bias 0.0093 0.0084 0.0088 -0.0002 -0.0123 -0.0095 -0.1107 0.0300 0.0545 
RMSE 0.0367 0.0374 0.0350 0.0511 0.0898 0.1527 0.4245 0.1528 0.2200 
SD ratio 1.0618 1.0579 0.9792 0.9003 1.0271 1.0883 1.0740 1.0340 1.0234 
size:200 
mean 0.2073 0.3052 0.4025 -0.0014 0.9907 0.9920 0.8800 3.0262 5.0597 
bias 0.0073 0.0052 0.0025 -0.0014 -0.0093 -0.0080 -0.1200 0.0262 0.0597 
RMSE 0.0574 0.0581 0.0632 0.0987 0.1392 0.2511 0.6697 0.2368 0.3698 
SD ratio 1.0906 1.0542 1.1340 1.1055 1.0130 1.0960 1.0838 0.9850 1.0669 
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Table B.2: Simulation Results of Parameter Estimates (Design 1 with 1000 repli-
cates) 
Design 7 Parameters 
6u 621 631 4^1 bsi bei 6n tgi 622 632 642 
true value 0.6500 0.7000 0.7500 0.8000 0.8500 0.9000 0.9500 1.0000 0.6000 0.7000 0.8000 
size:2000 
mean 0.6545 0.7000 0.7480 0.8004 0.8468 0.8996 0.9486 1.0001 0.6013 0.7008 0.8011 
bias 0.0045 0.0000 -0.0020 0.0004 -0.0032 -0.0004 -0.0014 0.0001 0.0013 0.0008 0.0011 
RMSE 0.0263 0.0186 0.0195 0.0219 0.0245 0.0137 0.0163 0.0136 0.0082 0.0083 0.0093 
SD ratio 0.9578 0.9158 0.8896 0.9298 0.8928 0.9906 1.1221 0.8761 0.9749 0.9563 1.0197 
size:500 
mean 0.6548 0.7030 0.7541 0.8053 0.8487 0.9014 0.9508 1.0013 0.6016 0.6990 0.7986 
bias 0.0048 0.0030 0.0041 0.0053 -0.0013 0.0014 0.0008 0.0013 0.0016 -0.0010 -0.0014 
RMSE 0.0528 0.0437 0.0420 0.0466 0.0513 0.0263 0.0264 0.0278 0.0177 0.0165 0.0172 
SD ratio 0.9725 1.0767 0.9601 0.9867 0.9454 0.9492 0.9112 0.8913 1.0609 0.9499 0.9401 
size:200 
mean 0.6718 0.7101 0.7623 0.8132 0.8490 0.8982 0.9486 0.9975 0.5999 0.7008 0.7999 
biaiJ 0.0218 0.0101 0.0123 0.0132 -0.0010 -0.0018 -0.0014 -0.0025 -0.0001 0.0008 -0.0001 
RMSE 0.0849 0.0616 0.0741 0.0781 0.0889 0.0457 0.0412 0.0475 0.0260 0.0281 0.0308 
SD ratio 0.9642 0.9502 1.0609 1.0406 1.0391 1.0407 0.8914 0.9614 0.9736 1.0077 1.0569 
Design 7 Parameters 
6g3 673 bs3 中 23 (I>22 ^ 入 3 
true value 0.2000 0.3000 0.4000 0.0000 1.0000 1.0000 1.0000 3.0000 0.0000 
size:2000 
mean 0.2026 0.3044 0.4008 0.0016 0.9975 1.0025 1.0002 2.9957 -0.0004 
bias 0.0026 0.0044 0.0008 0.0016 -0.0025 0.0025 0.0002 -0.0043 -0.0004 
RMSE 0.0251 0.0294 0.0383 0.0289 0.0370 0.1014 0.0194 0.0384 0.0407 
SD ratio 1.0657 1.0064 1.0671 1.0083 0.9301 1.0733 0.9345 0.9396 0.8816 
size:500 
mean 0.2101 0.3045 0.4036 -0.0110 0.9972 1.0104 1.0070 2.9925 -0.0094 
bias 0.0101 0.0045 0.0036 -0.0110 -0.0028 0.0104 0.0070 -0.0075 -0.0094 
RMSE 0.0541 0.0556 0.0779 0.0628 0.0783 0.2109 0.0384 0.0859 0.0884 
SD ratio 1.1124 0.9548 1.0768 1.0880 0.9856 1.0685 0.8849 1.0451 0.9433 
size:200 
mean 0.2209 0.3068 0.4100 -0.0144 0.9868 1.0235 1.0139 2.9599 -0.0326 
bias 0.0209 0.0068 0.0100 -0.0144 -0.0132 0.0235 0.0139 -0.0401 -0.0326 
RMSE 0.0897 0.0868 0.1156 0.0953 0.1223 0.3339 0.0555 0.1236 0.1321 
SD ratio 1.1177 0.9271 0.9886 1.0637 0.9774 1.0314 0.7704 0.8963 0.8629 
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Table B . 2 : Simulation Results of Parameter Estimates (Design 1 with 1000 repli-
cates) 
Design 8 Parameters 
bn ^ ^ ^ ^ ^ ^ ^ 622 632 642 
true value 0.3000 0.3500 0.4000 0.4500 0.5000 0.5500 0.6000 0.6500 0.6000 0.7000 0.8000 
size:2000 
mean 0.3034 0.3533 0.4034 0.4493 0.4978 0.5485 0.5996 0.6509 0.5984 0.6995 0.8017 
bias 0.0034 0.0033 0.0034 -0.0007 -0.0022 -0.0015 -0.0004 0.0009 -0.0016 -0.0005 0.0017 
RMSE 0.0269 0.0216 0.0230 0.0269 0.0260 0.0141 0.0147 0.0148 0.0090 0.0074 0.0096 
SD ratio 0.9857 1.0517 1.0393 1.1441 0.9500 1.0357 1.0197 0.9385 1.0724 0.8532 1.0310 
size:500 
mean 0.3014 0.3563 0.3965 0.4544 0.5063 0.5560 0.6015 0.6507 0.5973 0.7001 0.7965 
bias 0.0014 0.0063 -0.0035 0.0044 0.0063 0.0060 0.0015 0.0007 -0.0027 0.0001 -0.0035 
RMSE 0.0621 0.0414 0.0416 0.0479 0.0505 0.0251 0.0286 0.0324 0.0157 0.0173 0.0197 
SD ratio 1.1531 1.0123 0.9501 1.0209 0.9227 0.8957 0.9898 1.0361 0.9404 1.0040 1.0662 
size:200 
mean 0.3077 0.3507 0.4047 0.4430 0.4917 0.5515 0.5972 0.6449 0.5993 0.6955 0.7989 
bias 0.0077 0.0007 0.0047 -0.0070 -0.0083 0.0015 -0.0028 -0.0051 -0.0007 -0.0045 -0.0011 
RMSE 0.0808 0.0643 0.0670 0.0806 0.0843 0.0415 0.0497 0.0584 0.0232 0.0296 0.0286 
SD ratio 0.9368 1.0090 0.9695 1.0836 0.9772 0.9481 1.0840 1.1615 0.8823 1.0503 0.9770 
Design 8 Parameters 
6c3 673 8^3 ^^ ^ A3 
true value 0.2000 0.3000 0.4000 0.0000 1.0000 1.0000 1.0000 3.0000 0.0000 
size:2000 
mean 0.1980 0.2981 0.3991 -0.0045 1.0005 1.0114 1.0030 2.9917 0.0012 
bias -0.0020 -0.0019 -0.0009 -0.0045 0.0005 0.0114 0.0030 -0.0083 0.0012 
RMSE 0.0228 0.0284 0.0340 0.0319 0.0401 0.0909 0.0327 0.0432 0.0440 
SD ratio 0.9800 0.9890 0.9422 1.0989 1.0069 0.9413 1.0177 1.0740 0.9728 
size:500 
mean 0.1995 0.3103 0.4011 -0.0038 0.9881 1.0235 1.0015 3.0090 -0.0040 
biaiJ -0.0005 0.0103 0.0011 -0.0038 -0.0119 0.0235 0.0015 0.0090 -0.0040 
RMSE 0.0512 0.0639 0.0795 0.0558 0.0807 0.2321 0.0653 0.0893 0.0855 
SD ratio 1.1043 1.0824 1.1140 0.9835 1.0137 1.1744 1.0010 1.1290 0.9366 
si2;e:200 
mean 0.2000 0.3041 0.4152 -0.0074 1.0058 1.1313 1.0211 2.9817 0.0008 
bias 0.0000 0.0041 0.0152 -0.0074 0.0058 0.1313 0.0211 -0.0183 0.0008 
RMSE 0.0818 0.1077 0.1385 0.1041 0.1167 0.7317 0.1175 0.1188 0.1534 
SD ratio 1.0778 1.1732 1.1621 1.1638 0.9211 1.5979 1.0504 0.9164 1.0492 
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Table B. l l : Simulation - Test for Normality for the t-ratio 
One-Sample Kolniogorov-Smirnov Test 
CASE 3 4 7 8 3 4 
Sample Size 2000 2000 2000 2000 500 500 
Normal Parameters Mean -0.0024 0.1529 0.0020 0.0384 0.0011 -0.0437 
Std. Dev 1.0773 1.0770 0.8782 0.9708 1.0797 1.1608 
Most Extreme Difference Absolute 0.0556 0.0706 0.0534 0.0731 0.0398 0.0453 
Positive 0.0556 0.0397 0.0534 0.0660 0.0398 0.0453 
Negative -0.0411 -0.0706 -0.0492 -0.0731 -0.0288 -0.0432 
Kolniogorov-Sniirnov Z 0.5562 0.7059 0.5338 0.7310 0.3980 0.4527 
Asymp. Sig. (2-tailed) 0.9164 0.7014 0.9381 0.6591 0.9974 0.9865 
One-Sample Kolniogorov-Sniirnov Test 
CASE 7 8 3 4 7 8 
Sample Size 500 500 200 200 200 200 
Normal Parameters Mean -0.0761 -0.0103 -0.0212 0.0570 -0.2010 0.0856 
Std. Dev 0.9378 0.9486 1.0057 0.9823 0.8713 0.9924 
Most Extreme Difference Absolute 0.0732 0.0818 0.0556 0.0654 0.0618 0.0365 
Positive 0.0700 0.0818 0.0556 0.0654 0.0618 0.0362 
Negative -0.0732 -0.0433 -0.0320 -0.0562 -0.0491 -0.0365 
Kolniogorov-Sniirnov Z 0.7315 0.8181 0.5558 0.6538 0.6180 0.3648 
Asymp. Sig. (2-tailed) 0.6583 0.5149 0.9169 0.7861 0.8396 0.9994 
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Appendix C 
Result of Empirical Study 
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Table C . l : Empirical Study - Premium and Index of models 
Risk Free Premium Index of models 
HSI Utilities Fina. Prop. Comm. & Indus. NFI NNFI CFI 
N'lodel 1 0.0675 0.4402* 0.3927 0.3951 0.3776 0.4921 0.9929 0.9950 0.9964 
Model 2 0.0675 - - - 0.3763* 0.3364 0.2857 0.3794 0.9901 0.9935 0.9944 
Model 3 0.0675 - - - 0.3450 0.4722* 0.3050 0.3982 0.9873 0.9896 0.9914 
Model 4 0.0675 - - - 0.3262 0.3861 0.2618* 0.3169 0.9876 0.9899 0.9916 
Model 5 0.0675 - - - 0.4440 0.3378 0.3147 0.2619* 0.9892 0.9913 0.9931 
Note: the number with (*) indicate that the corresponding factor is observed 
Note: All values are significantly different from zero at 5% significant level 
Table C.2: Empirical Study - Factor covariance 
Covariance of Model 1 Model 2 Model 3 Model 4 Model 5 
HSI and HSI 17.0082 - - - - - - - - -
Utilities and Utilities 10.9654 13.6881 9.7934 9.6923 10.0557 
Fina. and Fina. 12.0645 10.7054 15.4255 10.5588 9.0196 
Prop, and Prop. 26.5278 25.4265 25.5318 28.0763 22.8080 
Comm. & Indus, and Comm. & Indus. 22.4113 18.0649 19.3669 19.4797 23.8166 
HSI and Utilities 11.4603 … - - - - - -
HSI and Fina. 14.1590 —— —— —— —— 
HSI and Prop. 20.3656 —— —— —— —— 
HSI and Comm. & Indus. 19.2380 —— —— —— —— 
Utilities and Fina. 9.9206 9.3397 9.3397 8.9813 7.9748 
Utilities and Prop. 14.2243 13.0753 12.6224 13.0753 11.3056 
Utilities and Comm. & Indus. 13.7237 11.9170 11.7714 11.3369 11.9170 
Fina. and Prop. 17.6372 16.3863 16.3485 16.3485 14.2336 
Fina. and Comm. & Indus. 16.4563 13.7835 14.3339 14.1405 14.3339 
Prop, and Comm. & Indus. 24.0765 21.0148 21.8891 22.5216 22.5216 
Note: The entries with underline arc fixed parameters. 
Note: All values arc significantly different from zero at 5% significant level 
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Table C.3: Empirical Study - Factor Loadings (I) 
Factor loadings of factors observable HSI 
stock 2 3 6 5 11 23 1 12 16 20 
Model 1 - 0 . 1 2 4 1 -0.0472 - 0 . 2 0 1 2 - 0 . 0 6 2 5 -0.4066 - 1 . 7 4 3 2 1.6284 -0.3595 1.7383 -0.6583 
stock 83 97 101 179 293 511 4 13 17 19 
Model 1 -0.8006 0.0291 -1.6850 0.2914 -0.1604 1 .3178 -0.8932 1 . 9 2 5 3 1.4726 -0.4467 
stock 267 291 
Model 1 0.7834 -1.5662 
stock 2 3 6 5 n ^ 1 12 16 20 83 
Utilities (Model 2 is observable) 
Model 1 1.000 1 .0266 1 .1028 … - - - - - - -0.0619 
Model 2 0 . 8 4 0 9 0 . 9 8 7 7 0 . 8 3 6 1 —— —— —— 0.0577 
Model 3 1.000 1 .0883 0 . 9 5 7 0 … … - - - -0.0352 
Model 4 1.000 1 .0865 0 . 9 3 2 6 … - - - - - - -0.0885 
Model 5 1.000 1 .0826 0 . 9 6 1 5 … - - - - - - -0.0754 
Finance (Model 3 is observable) 
Model 1 … - - - - - - 1.000 1 . 4 3 2 7 3 . 1 5 8 0 
Model 2 - - - … … 1.000 1 .8770 1 .1944 -
Model 3 … —— —— 0 . 9 4 7 5 1 . 0 3 7 2 0 . 9 6 9 0 
Model 4 … … —— 1.000 1 .2505 1 .1331 
Model 5 … - - - - - - 1.000 1 . 9 6 8 3 1 .3237 
Note: For stocks 97 to 291, the factor loadings of Utilities and Financc arc fixed to be zero 
Note: The entries in boldfacc arc significantly different from zero at 5% significant level. The 
entries with underline arc fixed parameters. 
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Table C.4: Empirical Study - Factor Loadings (II) 
Properties (Model 4 is observable) Commerce and Industry (Model 5 is observable) 
Stock Model 1 Model 2 Model 3 Model 4 Model 5 Model 1 Model 2 Model 3 Model 4 Model 5 
G 轉垂• - - — — — — - — — — - — — — — — ~ - _ _ _ 
5 -0.0149 —— 0.0054 0 . 0 5 0 1 —— —— —— —— 
11 —— - 0 . 5 6 6 0 —— - 0 . 1 2 2 4 - 0 . 5 3 8 0 —— —— —— —— —— 
23 0.0491 
1 1.000 1.000 1.000 0.0312 1.000 -1.3420 -0.0186 0.0198 1 .2174 0.0551 
12 1 . 2 5 0 9 0 . 9 9 2 1 1 .0083 0 . 9 6 0 2 1 .0648 - - - - - - - - - - - -
16 1 . 8 5 3 2 1 . 3 6 2 4 1 .5050 0 . 3 2 8 8 1 .1796 -2.3706 -0.3723 -0.5049 0 . 8 3 2 7 -0.0504 
20 1 . 4 8 9 3 1 .0058 1 .0206 0 . 9 6 2 9 1 .0785 … … - - - - - - … 
83 1 . 5 6 5 7 0 . 9 6 5 0 0 . 9 7 9 6 0 . 9 3 5 8 1 .0382 —— —— —— 
97 0 . 7 7 2 6 0 . 8 0 8 7 0 . 8 1 8 7 0 . 7 9 2 2 0 . 8 6 0 0 … … - - - - - -
101 0.2100 0.3354 -0.1850 0 . 6 8 5 1 0 . 6 7 8 9 2.0722 0 .5675 0 . 7 3 6 0 -0.1130 0.1880 
179 -0.6929 - 0 . 3 7 8 5 - 0 . 3 9 6 5 - 0 . 3 4 1 7 - 0 . 7 2 7 8 1.000 1.000 1.000 1.000 1 .2112 
293 … - - - … … … 0.7920 0 .7397 0 . 7 2 3 0 0 . 6 9 9 9 0 . 6 5 8 2 
511 —— … - - - - - - - - - -0.5612 0 .6318 0 . 6 2 3 0 0 . 6 2 5 9 0 . 5 7 5 2 
4 1 . 2 2 1 6 0 . 8 3 5 1 0 . 8 1 6 5 0.1005 0 . 9 1 0 8 0.5185 0.2351 0.2690 1 .0451 0.1939 
13 —— - - - … … - - - -0.6674 1 .0622 1 .0517 1 .0847 0 . 9 4 8 8 
17 2 . 8 3 6 2 2 . 2 1 4 9 2 . 4 4 3 4 0 . 5 6 6 5 1 .734 -3.0636 - 1 . 1 9 9 4 - 1 . 4 0 4 1 0 . 7 0 6 8 -0.4439 
19 —— —— —— 1.3440 1 .0804 1 .0767 1 . 0 2 9 2 0 . 9 5 9 6 
267 —— - - - … … - - - 0.2742 1 .0508 1 .0328 1 .0240 0 . 9 4 3 6 
291 —— —— —— —— 2.4002 1 .1967 1 .1864 1 .1544 1 . 0 6 0 4 
Note: The entries in boldfacc arc significantly different from zero at 5% significant level. The 
entries with underline arc fixed parameters. 
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Table C.5: Empirical Study - Error Variance and Error Covariance (I) 
Part of Variance Part of Covariance 
Model 1 Model 2 Model 3 Model 4 Model 5 Model 1 
Parameter Estimate Estimate Estimate Estimate Estimate Parameter Estimate 
Var (2) 5.4022 4.1136 5.8907 5.9089 5.9494 Cov(HSI, 3) -0.1582 
Var (3) 7.8068 4.7837 7.3518 7.5501 7.3664 Cov(HSI, 6) 0.1573 
Var (6) 5.8805 5.2616 6.7041 7.2903 6.6300 Cov{HSI, 5) 1 . 1 1 8 7 
Var (5) 7.5650 7.7186 3.8163 7.5604 7.7774 Cov(HSI, 11) 0 . 4 7 4 2 
Var (11) 7.8364 7.7186 2.5621 7.4182 7.8826 Cov(HSI, 1) 0.2584 
Var (23) 11.1837 12.0520 12.9710 12.4037 12.0952 Cov(HSI, 16) -0.4008 
Var (1) 6.7939 8.6342 8.6043 5.9359 8.2696 Cov(HSI, 97) 0.2423 
Var (12) 11.1854 11.5467 11.5819 10.6838 11.4598 Cov(HSI, 179) 0.0089 
Var (16) 7.2756 8.5009 8.2676 8.2028 8.6021 Cov(HSI, 17) - 0 . 6 1 5 4 
Var (20) 9.8375 10.3523 10.4729 10.0354 10.2804 Cov(HSI, 19) - 0 . 3 9 0 3 
Var (83) 17.0418 18.1935 18.2872 17.5887 17.9886 Cov(HSI, 267) -0.3827 
Var (97) 15.5576 15.7217 15.8679 15.0351 15.8516 Cov(HSI, 291) 0.5318 
Vfvr (101) 12.1395 13.3517 13.4932 13.3618 13.4507 Cov(2, 6) 0.6084 
Var (179) 30.2560 29.4206 30.6222 31.0668 29.2800 Cov{5, 11) 2 . 5 1 7 8 
Var (293) 17.7252 17.4508 17.7064 18.0386 17.2468 Cov(23, 11) 1 .9376 
Var (511) 22.6376 23.5843 23.6460 23.3551 23.0395 Cov(l, 6) 0.4869 
Var (4) 13.2203 13.6204 13.6855 14.6389 13.5939 Cov(3, 12) 0.5085 
Var (13) 7.9304 11.1948 11.3104 9.2305 10.0597 Cov{3, 97) 2 . 6 2 4 2 
Var (17) 10.4003 10.0918 9.7210 12.8864 11.0178 Cov{6, 13) 0.1020 
Var (19) 11.2163 10.9139 10.6562 11.8917 10.6695 Cov(l, 12) 1 .3755 
Var (267) 16.7820 17.2413 17.3534 17.2992 16.4087 Cov(l, 16) 1 .5070 
Var (291) 125.7146 126.0155 126.1295 126.5838 125.7638 Cov(12, 16) 2 . 5 9 2 4 
Cov(12, 97) 1 .8885 
Cov(4, 20) 5 .6019 
Cov(2, 13) 3 . 3 1 3 4 
Gov (13, 16) 0.1396 
Cov(19, 293) 1 .4735 
Cov(267, 293) 0.9079 
Gov (17, 19) 0.5704 
Cov(19, 267) - 1 . 5 5 4 0 
Cov{267, 291) 11 .2188 
Note： All variance arc significant different from zero at 5% significant level. 
For covariancc, the entries in boldfacc arc significantly different from zero at 5% significant 
level. 
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Table C.6: Empirical Study - Error Covariance (II) 
Model 2 Model 3 Model 4 Model 5 
Parameter Estimate Parameter Estimate Parameter Estimate Parameter Estimate 
Cov{HSI, 2) -0.5083 Cov{HSI, 3) - 0 .3702 Cov(HSI, 1) 1 .9688 Cov(HSI, 5) - 1 .0732 
Cov(HSI, 3) - 2 .2251 Cov(HSI, 6) -0 .1929 Cov{HSI, 12) 0 .8059 Cov(HSl, 11) -1 .2566 
Cov(HSI, 6) - 0 .9431 Cov(HSI, 5) 1 .0260 Cov(HSI, 16) 2 .3118 Cov(HSI, 23) -1 .5206 
Cov(2, 3) - 2 .1648 Cov(HSI, 11) -1 .5248 Cov(HSI, 20) - 1 . 1024 Cov(HSI, 1) 0.3599 
Cov(2, 6) -0.3577 Cov(HSI, 23) - 0 .8307 Cov(HSI, 83) - 0 . 9 1 6 7 Cov(HSI, 12) -2 .4502 
Cov(3,6) - 1 . 6923 Cov(HSI, 1) 0.0982 Cov(HSI, 97) -0 .6911 Cov(HSI, 16) -1 .4798 
Cov{l, 6) 0.1090 Cov(HSI, 16) -0.0571 Cov(HSI, 101) - 0 . 4 7 1 5 Cov(HSI, 20) -1 .9322 
Cov(5, 11) 2 .5656 Cov{HSI, 97) -0.0402 Cov(2, 6) 1 .5395 Cov(HSI, 83) . -2 .2638 
Cov{l l , 23) 2 .0820 Cov(HSI, 179) 0.0672 Cov{3, 6) 0.6377 Cov{HSI, 97) -0 .9419 
Cov(3, 12) 0 .8297 Cov(IISI, 17) -0.0508 Cov{5, 11) 2 .3096 Cov(HSI, 101) -1 .8958 
Cov(3, 97) 2 .5951 Cov(HSI, 19) -0.0198 Cov(ll , 23) 1 .9789 Cov(HSI, 179) -0.6110 
Cov(6, 13) -0.1393 Cov(HSI, 267) -0.2513 Cov(l, 6) 0.1721 Cov(HSI, 293) 0 .6618 
Cov(l, 12) 1 .4158 Cov{HSI, 291) 0.2367 Gov(3, 12) 0 .7638 Cov{HSI, 511) -0.0903 
Cov(l, 16) 2 .9569 Cov{2, 6) 1 .2094 Cov{3, 97) 2 .8542 Gov (HSI, 4) -1 .9055 
Cov(12, 16) 2 .6120 Cov(5, 11) -1 .9868 Cov(6, 13) -0.2016 Cov{HSI, 13) 1 .5400 
Cov(12, 97) 2 .0988 Cov(ll , 23) - 1 .2289 Cov(l, 12) 1 .1559 Cov{HSI, 17) - 2 .5233 
Cov(4, 20) 6 .0586 Cov(l, 6) 0.2967 Cov{l, 16) 1 .3556 Cov(HSI, 19) -2 .0132 
Cov(l, 13) 5 .8643 Cov(3, 12) 0.6439 Cov(12, 16) 2 .0949 Gov (HSI, 267) -0 .7622 
Cov(13, 16) 2 .1286 Cov(3, 97) 2 .8254 Cov(12, 97) 1 .4480 Cov{HSI, 291) -1 .4939 
Cov(19, 293) 1.1251 Cov(6, 13) -0.0622 Cov(l, 13) 2 .2923 Cov(2, 6) 1 .2150 
Cov(267, 293) 0.6993 Cov(l’ 12) 1 .4366 Cov(13，16) - 1 . 3 6 2 7 Cov(l, 6) 0.3063 
Cov(17, 19) 0.6676 Cov(l, 16) 2 .8555 Cov{4, 20) 6 .9254 Gov(5, 11) 2 .6782 
Cov(19, 267) - 1 . 8 4 6 5 Cov{12, 16) 2 .5602 Cov(19, 293) 1 .8948 Cov(ll ’ 23) 2 .1588 
Cov(267, 291) 10 .2333 Cov(12, 97) 2 .1773 Cov(267, 293) 1.0809 Cov(3, 12) 0.6577 
Cov(4, 20) 6 .1544 Cov(17, 19) 1 .1572 Cov(3, 97) 3 .1257 
Cov{l, 13) 5 .8381 Cov(19, 267) -1 .4033 Cov(6, 13) 0.1593 
Cov{13, 16) 2 .0682 Cov(267, 291) 10.6492 Cov(l, 12) 1 .2905 
Cov(19, 293) 1 .2478 Cov(l, 16) 2 .8591 
Cov(267, 293) 0.8712 Cov(12’ 16) 2 .6107 
Cov{17, 19) 0.4134 Cov(12’ 97) 2 .1198 
Cov(19, 267) - 1 . 8 9 2 5 Cov(4, 20) 6 .0167 
Cov(267, 291) 10 .3224 Cov(l, 13) 5 .3622 
Cov(13, 16) 1.9066 
Cov(19, 293) 0.9172 
Cov{267, 293) 0.2855 
Cov(17, 19) 0.6003 
Cov{l9, 267) -2 .3444 
Cov(267, 291) 9 .5337 
Note: The entries in bolclfacc arc significantly different from zero at 5% significant level. 
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