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Abstrat
PETER JONATHAN LORENZEN: Multi-Modal Image Registration and
Atlas Formation.
(Under the diretion of Sarang C. Joshi, D.S..)
Medial images of human anatomy an be produed from a wide range of sensor
tehnologies and imaging tehniques resulting in a diverse array of imaging modalities,
suh as magneti resonane and omputed tomography. The physial properties of
the image aquisition proess for dierent modalities eliit dierent tissue strutures.
Images from multiple modalities provide omplementary information about underly-
ing anatomial struture. Understanding anatomial variability is often important in
studying disparate population groups and typially requires robust dense image regis-
tration. Traditional image registration methods involve nding a mapping between two
salar images. Suh methods do not exploit the omplementary information provided
by sets of multi-modal images.
This dissertation presents a Bayesian framework for generating inter-subjet large
deformation transformations between two multi-modal image sets of the brain. The es-
timated transformations are generated using maximal information about the underlying
neuroanatomy present in eah of the dierent modalities. This modality independent
registration framework is ahieved by jointly estimating the posterior probabilities asso-
iated with the multi-modal image sets and the high-dimensional registration transfor-
mations relating these posteriors. To maximally use the information present in all the
modalities for registration, Kullbak-Leibler divergene between the estimated posteri-
ors is minimized. This framework is extended to large deformation multi-lass posterior
atlas estimation. The method generates a representative anatomial template from an
arbitrary number of topologially similar multi-modal image sets. The generated atlas
is the lass posterior that requires the least amount of deformation energy to be trans-
formed into every lass posterior (eah haraterizing a multi-modal image set). This
method is omputationally pratial in that omputation times grows linearly with the
number of image sets.
The multi-lass posterior atlas formation method is applied to a database of multi-
modal images from ninety-ve adult brains as part of a healthy aging study to produe
4D spatiotemporal atlases for the female and male subpopulations. The stability of the
iv
atlases is evaluated based on the entropy of their lass posteriors. Global volumetri
trends and loal volumetri hange are evaluated. This multi-modal framework has
potential appliations in many natural multi-modal imaging environments.
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Chapter 1
Introdution
1.1 Motivation
Medial image analysis assists liniians in many tasks, inluding the following:
evaluating a patient's disease state, evaluating the eay of a presribed treatment,
or studying illness through population studies. In their analyses, liniians draw upon
their knowledge of anatomy and their experiene viewing medial images and tissues
diretly. Historially, anatomists have enoded this prior knowledge of anatomy in
the form of an atlas. Suh an atlas may be a set of drawings rendered by experts,
suh as [75℄, or a photographi study as in [83℄. Digital atlases, the subjet of this
dissertation, naturally require omputers. Several types of digital atlases, inluding
intensity-based, label-based, and probabilisti, are desribed in [99℄. This dissertation
fouses on building atlases from multi-modal images.
Brain atlases are often used to study strutural neuroanatomy: for surgial plan-
ning (e.g., in the planning of tumor resetion where statistial atlases provide prior
probability models to onstrain segmentation to loalize ritial strutures [55℄); for
instrutional purposes [55℄; for group studies where atlases are used to study strutural
dierenes between populations (e.g., shizophrenis and normal ontrols [18, 19, 96℄);
and to study morphologial hange suh as in generative proesses (e.g., neonatal brain
development [78℄) and degenerative proesses (e.g., gray matter loss due to Alzheimer's
[97, 96℄).
The fundamental impetus driving this dissertation is the desire to inorporate as
muh anatomial information as possible into the problems of medial image registra-
tion and atlas formation. Mono-modality images do not apture all the information
representing the underlying tissue struture. The information that is provided by a
2medial image is dependent on the physis and parameterization of the aquisition
proess. For example, in omputed tomographi imaging the attenuation of x-rays is
measured, resulting in exellent delineation of dense bone struture. Magneti reso-
nane imaging relies on the relaxation properties of the dipole moments of hydrogen
atoms under the inuene of magneti elds. The resulting images are, typially, based
on three basi tissue parameters (proton density, T1 relaxation time, and T2 relax-
ation time) as well as ow harateristis. The proess involves orrelating a series of
radio frequeny signal measurements with spatial loation of the various tissue types.
Consequently, magneti resonane images provide good soft tissue segmentation. The
dierent imaging modalities of magneti resonane imaging provide omplementary in-
formation about pathologial strutures. In the ase of ertain tumors, T1-weighted
images present good fat-tumor ontrast whereas T2-weighted images show good tumor-
musle ontrast [59℄. In multiple sleroris, ontrast-enhaned T1-weighted images show
the ative lesions, T2-weighted images show both new and old lesions, and proton den-
sity images highlight lesions near the uid-lled ventriles [25℄. In this dissertation, to
utilize the omplementary information from multi-modal images, a model-based frame-
work is dened in terms of multi-lass posterior probability maps where the lasses
represent underlying tissue strutures.
This dissertation presents a novel framework for multi-lass atlas formation from
sets of multi-modal images. This framework is extended to the unbiased atlas setting
of [49℄. These atlases represent anatomial variation present in populations [69, 32, 94℄.
Many images are mapped into a ommon oordinate system to study intra-population
variability and inter-population dierenes, to provide voxel-wise mapping of funtional
sites, and to failitate tissue and objet segmentation via registration of anatomial
labels. Atlas formation from a population of medial images is an important problem
that is naturally expressed within the subjet of omputational anatomy.
1.2 Computational Anatomy and Atlas Formation
Computational anatomy [32℄ is the study of anatomial shape variability. Relating
anatomial shape to biologial growth and funtion has roots in the seminal work of
D'Ary Thompson in 1917 [93℄. Thompson was interested in the omparison of related
forms through mathematial transformations rather than in the preise denition of
eah form. This notion was extended to deformable templates [31℄ in whih the spae
of anatomial imagery is interpreted as the orbit under the group of transformations.
3Speially, omputational anatomy belongs to the disipline of geometry governed by
pattern theoreti priniples whose kinematis, that haraterize the transformations, is
desribed in terms of onepts borrowed from ontinuum mehanis.
In the framework of omputational anatomy, the atlas represents the ommon in-
variant struture in a population and the transformations relating the oordinate spae
of the atlas to the oordinate spaes of the individual members of the population enode
the variability. This variability represents loal struture under deformation or warp-
ing. An example of this devision into invariane and variability onsider the healthy
human brain: in every suh brain there exist preisely two lateral ventriles with no
two pair the same. Therefore, under the omputational anatomial framework, an
atlas of healthy human brains should represent preisely two lateral ventriles and ap-
ture the variability through mathematial transformations that relate them. The atlas
formation method proposed in this dissertation falls within this framework.
Understanding anatomial variability requires high-dimensional image registration
where the number of parameters used to desribed the transformations are on the or-
der of the number of spatial elements desribing the underlying spae of the images.
There are many hoies in this regard. In terms of ability to apture anatomi variabil-
ity, transformation models an be loosely dihotomized into small deformation models,
whih assoiate energy to distane, and large deformation models, whih assoiate en-
ergy to veloity on uid ows. This dissertation applies the theory of large deformation
dieomorphisms [22, 70, 68℄ to generate transformations. An important property of
dieomorphi transformations is that they preserve topology. That is, these transfor-
mations do not fold or tear spae and hene, preserve loal struture.
An important omponent of image registration and, hene, atlas formation, is the
hoie of image dissimilarity distane funtion. This is typially a salar-valued funtion
dened on the Cartesian produt X × X where X is the feature spae of the image.
The dissimilarity funtion provides a number indiating how far apart two images are
and is hosen based on assumptions about the relationship between the features in the
images. When two images are in perfet registration this distane assumes its smallest
value. The most natural form of a distane funtion is a metri.
Denition 1.1 (Metri). Given a set X, a metri on X is funtion d : X ×X → R.
For all x, y, z ∈ X, this funtion satises the following onditions:
1. Non-negativity: d(x, y) ≥ 0
2. Identity of indisernables: d(x, y) = 0 if and only if x = y.
43. Symmetry: d(x, y) = d(y, x)
4. Triangle inequality: d(x, z) ≤ d(x, y) + d(y, z)
A simple example of a metri is the Eulidean distane between two points.
This dissertation uses multi-modal images where a statistial relationship is assumed
between image features. This suggests the use of information theoreti distanes based
on Shannon entropy. These distanes are typially not true metris, typially failing
property (4) and, often, property (3).
1.3 Thesis and Contributions
Thesis: A sharp unbiased multi-tissue lass atlas an be onstruted from a
population of multi-modal image sets, omprised of an arbitrary number of
images per subjet, using a Bayesian framework and large deformation dif-
feomorphi registration. Multi-modal image set orrespondene an further
be ahieved via omposition of transformations assoiated with the unbiased
atlas.
The ontributions of this dissertation are the following:
1. A theoretial development showing that minimizing sum-of-Kullbak-Leibler di-
vergenes, in either ordering of parameters, maximizes a lower bound on Bayes
probability of error, a measure of indistinguishability between probability distri-
butions.
2. A novel multi-modal image set registration method is presented. To the author's
knowledge this is the only method that inorporates an arbitrary number of multi-
modal images per subjet. An advantageous onsequene of this framework is
inverse-invariant (symmetri) registration.
3. An extension of the above framework to unbiased multi-lass atlas formation
1
.
4. The use of information theory to evaluate atlas stability.
5. An appliation of the atlas formation to an aging study involving multi-modal
brain image data from ninety-ve subjets.
1
The work presented in this hapter was done in ollaboration with Dr. Sarang Joshi and Brad
Davis at the University of North Carolina at Chapel Hill. This work is heavily based on previous
papers [63, 49℄.
51.4 Overview of Chapters
The remainder of this dissertation is organized as follows:
Chapter 2 presents motivates the distanes used to drive the multi-modal image
set registration and the unbiased multi-lass posterior atlas formation. This inludes a
disussion of Bayes probability of error and the bounds thereof in terms of the sum-of-
Kullbak-Leibler divergenes.
Chapter 3 presents the main theoretial ontribution of this dissertation: model-
based multi-modal image set registration. The uid mehanial framework for on-
straining the resulting transformations to the spae of dieomorphisms is desribed.
Existing information theoreti tehniques for image registration will be desribed with
speial attention given to multi-variate interpretations of mutual information.
In Chapter 4, using information theoreti distanes developed in Chapter 2, the
onept of multi-modal image set registration is generalized to unbiased multi-lass
posterior atlas formation. Existing unbiased atlas formation methods are also disussed.
In Chapter 5, atlas stability, with respet to the number of onstituent subjets, is
explored.
In Chapter 6, the method from Chapter 4 is applied to MR images from a database
of 100 healthy subjets.
Chapter 7 onludes with a disussion of the ontributions of this dissertation and
possible future work.
Appendix A presents the information theoreti bakground for Chapter 2.
Appendix B prodives a disussion on the likelihood of the atual optimum in the
multi-modal image set registration ost funtion being ahieved.
Chapter 2
Probability Averages
Central to the image registration and atlas formation framework presented in this
dissertation is the reation of the average or most representative probability from a
given olletion of probabilities. In this framework, the average probability distribution
pˆ is dened in terms of minimizing a dispersion measure Γ for a set of distributions
{pi}
N
i=1,
pˆ = argmin
p
Γ
(
{pi}
N
i=1, p
)
. (2.1)
This dispersion measure takes the form of a sum of individual distanes between p and
eah pi,
Γ
(
{pi}
N
i=1, p
)
=
N∑
i=1
γ ({pi, p}) . (2.2)
The distane γ is hosen to be the Kullbak-Leibler divergene, as there exists a
lower bound on Bayes probability of error Pe between pˆ and the individual pi in terms
of Γ. More speially, minimizing the sum-of-Kullbak-Leibler divergenes between
pˆ and eah pi maximizes a lower bound on indistinguishability between the pi. Sine
Kullbak-Leibler divergene is an asymmetri distane, two sum-of-Kullbak-Leibler
divergenes are onsidered. The two dispersion measures are
D¯
(
{pi}
N
i=1||p
)
=
N∑
i=1
D(pi||p) (2.3)
and
7D¯
(
p||{pi}
N
i=1
)
=
N∑
i=1
D(p||pi). (2.4)
Kullbak-Leibler divergene D(·||·) and other fundamental information theoreti mea-
sures are dened in Appendix A.
This hapter is organized as follows: Setion 2.1 shows that the generalized average
pˆ = argmin
p
D¯
(
{pi}
N
i=1||p
)
is the arithmeti mean and that the generalized average
pˆ = argmin
p
D¯
(
p||{pi}
N
i=1
)
is the normalized geometri mean; Setion 2.2 denes Bayes probability of error; and
Setion 2.3 presents bounds on Bayes probability of error in terms of the dispersion
measures D¯
(
{pi}
N
i=1||pˆ
)
and D¯
(
pˆ||{pi}
N
i=1
)
with their respetive pˆ minimizers.
2.1 Averages from Kullbak-Leibler Divergene Sums
This setion presents the sum-of-Kullbak-Leibler divergene minimizers for the
dispersion measures in Equation 2.3 and Equation 2.4. These minimizers have been
presented in the literature, for example in [45℄ for the N = 2 ase. The derivation for
the general ase via the method of Langrange multipliers is inluded for ompleteness.
2.1.1 Arithmeti Mean from D¯
(
{pi}
N
i=1
||p
)
Theorem 2.1 (D¯({pi}
N
i=1||p) Minimizer). Given a set of probability mass funtions
{pi}
N
i=1, the minimizer
pˆ = argmin
p∈P
D¯
(
{pi}
N
i=1||p
)
,
8where P is spae of probability mass funtions, is the arithmeti mean
pˆ(xj) =
1
N
N∑
i=1
pi(xj).
Proof. This an be shown via the method of Lagrange multipliers. First note that the
minimization desribed an be equivalently expressed as
pˆ = argmin
p∈P
N∑
i=1
∑
x∈X
pi(x) ln
pi(x)
p(x)
subjet to onstraint
∑
xj∈X
pˆ(xj) = 1.
Set up the Lagrange multiplier expression to nd the minimizer pˆ
L(p, λ) =
N∑
i=1
∑
xj∈X
pi(xj) ln
pi(xj)
p(xj)
− λ
(∑
xk∈X
p(xk)− 1
)
. (2.5)
Solving
∂
∂p(xj)
L(p, λ) = 0 for p in terms of λ, yields
∂
∂p(xj)
L(p, λ) =
N∑
i=1
∂
∂p(xj)
[pi(xj) ln pi(xj)− pi(xj) ln p(xj)]−
∂
∂p(xj)
λ(p(xj)− 1)
= −
N∑
i=1
pi(xj)
p(xj)
− λ
⇒
1
p(xj)
N∑
i=1
pi(xj) = −λ
⇒ p(xj) = −
1
λ
N∑
i=1
pi(xj). (2.6)
As λ is hosen to satisfy the onstraint that p(x) is a probability mass funtion, − 1
λ
= 1
N
.
That is,
∑
xj∈X
p(xj) = 1
⇒
∑
xj∈X
N∑
i=1
pi(xj) = N.
9Therefore,
p(xj) =
1
N
N∑
i=1
pi(xj).
With this minimizer the dispersion in Equation 2.3 an be further speied as
D¯
(
{pi}
N
i=1||pˆ
)
=
N∑
i=1
D
(
pi||
1
N
N∑
j=1
pj
)
= N · JSpi({pi}
N
i=1) (2.7)
where JSpi is the generalized Jensen-Shannon divergene with uniform prior pii =
1
N
.
Jensen-Shannon divergene is dened in Appendix A.
2.1.2 Normalized Geometri Mean from D¯
(
p||{pi}
N
i=1
)
Theorem 2.2 (D¯(p||{pi}
N
i=1) Minimizer). Given a set of probability mass funtions
{pi}
N
i=1, the minimizer
pˆ = argmin
p∈P
(
p||{pi}
N
i=1
)
,
where P is spae of probability mass funtions, is the normalized geometri mean
pˆ(xj) =
(∏N
i=1 pi(xj)
) 1
N
∑
xk∈X
(∏N
i=1 pi(xk)
) 1
N
.
Proof. This an also be shown via the method of Lagrange multipliers. First note that
the minimization desribed an be equivalently expressed as
pˆ = argmin
p∈P
N∑
i=1
∑
x∈X
p(x) ln
p(x)
pi(x)
subjet to onstraint
∑
xj∈X
pˆ(xj) = 1. Notie that in this formulation the logarithm
used in the denition of D(·||·) has been hanged from base two to base e. This refor-
mulation plaes the minimization problem in a natural setting for variational analysis.
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Set up the Lagrange multiplier expression to nd minimizer pˆ
L(p, λ) =
N∑
i=1
p ln
p
pi
− λ
(∑
xk∈X
p(xk)− 1
)
=
N∑
i=1
∑
xj∈X
p(xj) ln
p(xj)
pi(xj)
− λ
(∑
xk∈X
p(xk)− 1
)
. (2.8)
Solving
∂
∂p(xj)
L(p, λ) = 0 for p in terms of λ, yields
∂
∂p(xj)
L(p, λ) =
∂
∂p(xj)

 N∑
i=1
∑
xj∈X
p(xj) ln
p(xj)
pi(xj)
− λ
(∑
xk∈X
p(xk)− 1
)
=
N∑
i=1
∂
∂p(xj)
p(xj) ln
p(xj)
pi(xj)
−
∂
∂p(xj)
λ(p(xj)− 1)
=
N∑
i=1
[
ln
p(xj)
pi(xj)
+ p(xj)
pi(xj)
p(xj)
1
pi(xj)
]
− λ
=
N∑
i=1
ln
p(xj)
pi(xj)
+ (N − λ)
= ln
(
N∏
i=1
p(xj)
pi(xj)
)
+ (N − λ)
= 0
⇒ ln
(
N∏
i=1
p(xj)
pi(xj)
)
= (λ−N)
ln
(
N∏
i=1
p(xj)
)
= (λ−N) + ln
(
N∏
i=1
pi(xj)
)
⇒ p(xj)
N = e(λ−N)
N∏
i=1
pi(xj)
⇒ p(xj) = e
( λN−1)
(
N∏
i=1
pi(xj)
) 1
N
. (2.9)
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Continuing with the Lagrange multiplier method, next let
Γj =
(
N∏
i=1
pi(xj)
) 1
N
and, hene, p(xj) = e
( λN−1)Γj . Substituting this expression bak into Equation 2.8,
yields
L(p, λ) =
N∑
i=1
∑
xj∈X
e(
λ
N
−1)Γj ln
e(
λ
N
−1)Γj
pi(xj)
− λ
(∑
xk∈X
e(
λ
N
−1)Γk − 1
)
= e(
λ
N
−1)
N∑
i=1
∑
xj∈X
Γj ln e
( λN−1) + e(
λ
N
−1)
N∑
i=1
∑
xj∈X
Γj ln Γj
− e(
λ
N
−1)
N∑
i=1
∑
xj∈X
Γj ln pi(xj)− λ
∑
xk∈X
e(
λ
N
−1)Γk + λ
=
(
λ
N
− 1
)
e(
λ
N
−1)N
∑
xj∈X
Γj +Ne
( λN−1)
∑
xj∈X
Γj ln Γj
− e(
λ
N
−1)
∑
xj∈X
Γj ln
(
N∏
i=1
pi(xj)
)
− λe(
λ
N
−1)
∑
xk∈X
Γk + λ.
Note that sine
∑
xj∈X
Γj ln
(
N∏
i=1
pi(xj)
)
=
∑
xj∈X
Γj ln Γ
N
j
= N
∑
xj∈X
Γj ln Γj
the above equation simplies to
L(p, λ) =
[(
λ
N
− 1
)
N − λ
]
e(
λ
N
−1)
∑
xj∈X
Γj + λ
= −Ne(
λ
N
−1)
∑
xj∈X
Γj + λ
= −Ne(
λ
N
−1)
∑
xj∈X
(
N∏
i=1
pi(xj)
) 1
N
+ λ
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Taking the variation with respet to λ, note that
∂
∂λ
L(p, λ) =
∂
∂λ

−Ne( λN−1) ∑
xj∈X
(
N∏
i=1
pi(xj)
) 1
N
+ λ


= −e(
λ
N
−1)
∑
xj∈X
(
N∏
i=1
pi(xj)
) 1
N
+ 1.
Setting
∂
∂λ
L(p, λ) = 0 implies
e(
λ
N
−1)
∑
xj∈X
(
N∏
i=1
pi(xj)
) 1
N
= 1
⇒ e(
λ
N
−1) =
1∑
xj∈X
(∏N
i=1 pi(xj)
) 1
N
.
Finally, substituting this expression for e(
λ
N
−1)
bak into Equation 2.9 results in
p(xj) = e
( λN−1)
(
N∏
i=1
pi(xj)
) 1
N
=
(∏N
i=1 pi(xj)
) 1
N
∑
xk∈X
(∏N
i=1 pi(xk)
) 1
N
.
With this minimizer the dispersion in Equation 2.4 an be further speied as
13
D¯
(
pˆ||{pi}
N
i=1
)
=
N∑
i=1
D(pˆ||pi)
=
N∑
i=1
∑
xj∈X
pˆ(xj) log
pˆ(xj)
pi(xj)
=
∑
xj∈X
pˆ(xj)
N∑
i=1
log
pˆ(xj)
pi(xj)
=
∑
xj∈X
pˆ(xj) log
(
N∏
i=1
pˆ(xj)
pi(xj)
)
=
∑
xj∈X
pˆ(xj) log
(
pˆ(xj)
N
N∏
i=1
1
pi(xj)
)
=
∑
xj∈X
pˆ(xj) log


∏N
i=1 pi(xj)(∑
xk∈X
(∏N
i=1 pi(xk)
) 1
N
)N
N∏
i=1
1
pi(xj)


= −N
∑
xj∈X
pˆ(xj) log
∑
xk∈X
(
N∏
i=1
pi(xk)
) 1
N
=

−N log ∑
xk∈X
(
N∏
i=1
pi(xk)
) 1
N



∑
xj∈X
p(xj)


= −N log
∑
xk∈X
(
N∏
i=1
pi(xk)
) 1
N
. (2.10)
2.2 Bayes Probability of Error
This setion denes Bayes probability of error in terms of an N-hypothesis deision-
theory problem. In the probability average estimation setting, the hypotheses are the
individual probabilities of a population and their probability average. In the Setion 2.3,
bounds on Bayes probability of error in terms of the dispersion measures D¯
(
{pi}
N
i=1||pˆ
)
and D¯
(
pˆ||{pi}
N
i=1
)
with their respetive pˆ minimizers is presented.
Consider the N-hypothesis deision-theory problem of lassifying an observation
as oming from one of N possible hypotheses {Hi}
N
i=1. Let {pii}
N
i=1 denote the prior
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probabilities assoiated with these N hypotheses, and let {p(x|Hi)}
N
i=1 denote the event
onditional probability distributions given the hypotheses. Using Bayes' Rule, for an
observed event, x, the posterior probability of Hi is
p(Hi|x) =
p(x|Hi)pii
p(x)
=
p(x|Hi)pii∑N
k=1 p(x|Hk)pik
.
To minimize the probability of seleting the inorret hypothesis, hoose the hy-
pothesis with the largest posterior probability. This has the assoiated onditional
probability of error
Pe(x|Hi) = 1−max
i
{p(Hi|x)}.
With this notion of onditional probability of error the Bayes probability of error (or
indistinguishability) an be dened.
Denition 2.1 (Bayes Probability of Error). Bayes probability of error is the expeted
onditional probability of error
Pe
(
{pi, pii}
N
i=1
)
= Ep [Pe(x|Hi)]
=
∑
x∈X
p(x)
(
1−max
i
{p(Hi|x)}
)
=
∑
x∈X
p(x)−
∑
x∈X
p(x)max
i
{
p(x|Hi)pii
p(x)
}
= 1−
∑
x∈X
max
i
{p(x|Hi)pii}.
This error results when one has omplete knowledge of the probability distributions
with whih to onstrut the optimal deision rule, that is, to selet the hypothesis Hi for
whih the posterior p(Hi|x) is maximal. Figure 2.1 graphially shows Bayes probability
of error for a set of four distributions. In pratie, real distributions are not known so
Pe annot be diretly omputed. Therefore bounds on Pe are desired.
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0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
←{p(x|Hi)pii}i=1...4
P(error)
Event x
Figure 2.1: Bayes Probability of Error Example
Let {pii}i=1...4 be the a priori probabilities of hypotheses {Hi}i=1...4 being
true and {p(x|Hi)}i=1...4 be the hypothesis-onditional likelihoods for event
x. In this example, the distributions are ontinuous and the prior proba-
bilities are taken to be equal. The blue shaded area represents the Bayes
probability of mislassiation error. In the ontext of neuroanatomial
mathing, Hi ould represent individual subjets, and x ould represent
tissue strutures suh as grey matter, white matter, and erebrospinal uid.
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Under the uniform prior pii =
1
N
ondition the Bayes probability of error beomes
Pe
(
{pi, pii}
N
i=1
)
= 1−
∑
x∈X
max
i
{p(x|Hi)
1
N
}
= 1−
1
N
∑
x∈X
max
i
{p(x|Hi)}.
If the p(x|Hi) are idential, then the probability of error assumes its greatest value at
Pe =
N−1
N
. For example, if N = 4, then the probability of seleting p(x|Hj) from the
set of idential probabilities {p(x|Hi)}i=1...4 is Pe =
3
4
. In this ase, as N →∞, Pe → 1.
2.3 Bounds on Pe
2.3.1 D¯
(
{pi}
N
i=1
||pˆ
)
Bounds on Pe
Theorem 2.3 (Jensen Shannon Pe Bounds). Given a set of probability mass funtions
{pi}
N
i=1 and assoiated priors {pii}
N
i=1 with
∑N
i=1 pii = 1,
1
4(N − 1)
J
(
{pi, pii}
N
i=1
)2
≤ Pe
(
{pi, pii}
N
i=1
)
≤
1
2
J
(
{pi, pii}
N
i=1
)
where J
(
{pi, pii}
N
i=1
)
= H(pi)− JSpi
(
{pi}
N
i=1
)
and H(pi) = −
∑N
i=1 pii log pii.
Proof. See [60℄ for an argument involving onditional entropy bounds on Pe [41℄.
It immediately follows from Equation 2.7 and Theorem 2.3 that
1
4(N − 1)
(
H(pi)−
1
N
D¯
(
{pi}
N
i=1||pˆ
))2
≤ Pe
(
{pi, pii}
N
i=1
)
≤
1
2
(
H(pi)−
1
N
D¯
(
{pi}
N
i=1||pˆ
))
where
pˆ(x) =
1
N
N∑
i=1
pi(x).
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Therefore, minimizing the sum-of-Kullbak-Leibler divergene, D¯
(
{pi}
N
i=1||pˆ
)
, maxi-
mizes
(
H(pi)− 1
N
D¯
(
{pi}
N
i=1||pˆ
))2
, and, hene, maximizes the lower bound on Pe, or
indistinguishability between the pi.
Under the uniform prior pii =
1
N
ondition with D¯
(
{pi}
N
i=1||pˆ
)
= 0 the lower bound
beomes
1
4(N − 1)
(
H(pi)−
1
N
D¯
(
{pi}
N
i=1||pˆ
))2
=
(logN)2
4(N − 1)
.
In this ase,
lim
N→∞
(logN)2
4(N − 1)
= lim
N→∞
logN
2N
= lim
N→∞
1
2N
= 0.
Although, for a given N , minimizing D¯
(
{pi}
N
i=1||pˆ
)
maximizes a lower bound on Pe, as
N →∞, that lower bound (logN)
2
4(N−1)
→ 0. A muh tighter, and more meaningful, bound
on Pe an be dened using D¯
(
pˆ||{pi}
N
i=1
)
2.3.2 D¯
(
pˆ||{pi}
N
i=1
)
Bounds on P¯e
To nd a lower bound on Bayes probability of error based on D¯
(
pˆ||{pi}
N
i=1
)
it is
onvenient to onsider the average of pair-wise probability of errors between individual
pi. That is, a bound on
P¯e
(
{pi}
N
i=1
)
=
1
N
N∑
i=1
Pe({pi, p(i mod N)+1})
is desired where Pe({pi, pj}) is the Bayes probability of error when only pi and pj are
involved. From equation 2.10, note that
D¯ (pˆ||{pi, pj}) = D(pˆ, pi) +D(pˆ, pj)
= −2 log
∑
x∈X
√
pi(x)pj(x)
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where
pˆ(x) =
√
pi(x)pj(x)∑
x′∈X
√
pi(x′)pj(x′)
,
the normalized geometri mean of pi and pj.
Dene the sum of pair-wise distanes
D∗
(
{pi}
N
i=1
)
=
N∑
i=1
D¯(pˆ||{pi, p(i mod N)+1})
= −2
N∑
i=1
log
∑
x∈X
√
pi(x)pi( mod )+1(x).
The next setion will show that D∗
(
{pi}
N
i=1
)
is bounded above by D¯
(
pˆ||{pi}
N
i=1
)
. The
impliation is that any optimization problem that minimizes D¯
(
pˆ||{pi}
N
i=1
)
also min-
imizes D∗
(
{pi}
N
i=1
)
. Additionally, it will be shown that D∗
(
{pi}
N
i=1
)
provides bounds
on P¯e.
2.3.2.1 D∗
(
{pi}
N
i=1
)
≤ D¯
(
pˆ||{pi}
N
i=1
)
Theorem 2.4 (Generalized Hölder's Inequality). Let ri ≥ 1 suh that
∑N
i=1
1
ri
= 1.
Then the following inequality holds for fi(x) ≥ 0,
∑
x∈X
N∏
i=1
fi(x)
1
ri ≤
N∏
i=1
(∑
x∈X
fi(x)
) 1
ri
.
Proof. For an argument using generalized arithmeti means see [37℄.
Proposition 2.1. Let {pi(x)}
N
i=1 be a set of probability mass funtions dened on ran-
dom variable X. Then
∑
x∈X
N∏
k=1
pk(x)
1
N ≤
(∑
x∈X
√
pi(x)pj(x)
) 2
N
for any i, j ∈ {1, . . . , N} where i 6= j.
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Proof. By applying Theorem 2.4,
∑
x∈X
N∏
k=1
pk(x)
1
N =
∑
x∈X
(√
pi(x)pj(x)
) 2
N
N∏
k = 1
k 6= i, j
pk(x)
1
N
≤
(∑
x∈X
√
pi(x)pj(x)
) 2
N N∏
k = 1
k 6= i, j
(∑
x∈X
pk(x)
) 1
N
Using the fat that eah pk(x) sum to one,
∑
x∈X
N∏
k=1
pk(x)
1
N =
(∑
x∈X
√
pi(x)pj(x)
) 2
N
.
Using the inequality in Proposition 2.1, one an now show that D∗
(
{pi}
N
i=1
)
≤
D¯
(
pˆ||{pi}
N
i=1
)
.
Theorem 2.5 (D¯(pˆ||{pi}
N
i=1) Lower Bound). Let {pi(x)}
N
i=1 be a set of probability mass
funtions dened on random variable X. Then
D∗
(
{pi}
N
i=1
)
≤ D¯
(
pˆ||{pi}
N
i=1
)
.
Proof. This immediately follows from Proposition 2.1 and the denitions ofD∗
(
{pi}
N
i=1
)
and D¯
(
pˆ||{pi}
N
i=1
)
,
∑
x∈X
N∏
k=1
pk(x)
1
N ≤
(∑
x∈X
√
pi(x)pj(x)
) 2
N
⇒
∑
x∈X
N∏
k=1
pk(x)
1
N ≤
(∑
x∈X
√
pi(x)p(i mod N)+1(x)
) 2
N
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Taking the logarithm of both sides of the above inequality and simplifying yields
N log
∑
x∈X
N∏
k=1
pk(x)
1
N ≤ 2
N∑
i=1
log
∑
x∈X
√
pi(x)p(i mod N)+1(x)
⇒ −2
N∑
i=1
log
∑
x∈X
√
pi(x)p(imodN)+1(x) ≤ −N log
∑
x∈X
N∏
k=1
pk(x)
1
N
⇒
N∑
i=1
D¯(pˆ||pi, p(imodN)+1) ≤ D¯
(
pˆ||{pi}
N
i=1
)
.
2.3.2.2 D¯(pˆ||pi, p(imodN)+1) Bounds on Pe({pi, pj})
Denition 2.2 (Bhattaharyya Coeient). The Bhattaharyya oeient for two
densities p(x) and q(x) is dened by
ρ(p, q) =
∑
x∈X
√
p(x)q(x).
The Bhattaharyya oeient is a divergene-type measure whih an be geomet-
rially interpreted as the osine of the angle between n-dimensional vetors.
Theorem 2.6 (Bhattaharrya Bounds on P (error)). Let p1 and p2 be two probability
distributions and ρ = ρ(p1, p2) be the Bhattaharrya oeient dened by them. Then
the Bayes probability of error for p1 and p2 is bounded as follows:
1
2
(
1−
√
1− ρ2
)
≤ Pe ({p1, p2}) ≤
1
2
ρ.
Proof. See [53℄ for an argument involving Kolmogorov variational distane.
The D¯(pˆ||{pi, pj}) bounds on Pe ({pi, pj}) an now be omputed as
D¯(pˆ||{pi, pj}) = −2 log ρ
⇒ e−
1
2
D¯(pˆ||{pi,pj}) = ρ
and, by Theorem 2.6,
1
2
(
1−
√
1− e−D¯(pˆ||{pi,pj})
)
≤ Pe ({pi, pj}) ≤
1
2
e−
1
2
D¯(pˆ||{pi,pj}).
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When D¯(pˆ||{pi, pj}) = 0, Pe ({pi, pj}) =
1
2
whih is what is expeted, namely pi(x) =
pj(x) for all x.
2.3.2.3 D¯
(
pˆ||{pi}
N
i=1
)
Bounds on P¯e
The following inequality is useful in providing bounds on P¯e based on D¯
(
pˆ||{pi}
N
i=1
)
.
Proposition 2.2 (Bounds on ex). For x ≥ 0,
1− x ≤ e−x ≤ 1− x+
1
2
x2.
Proof. The proof follows from onsidering the Taylor expansion of e−x.
With Proposition 2.2, the following theorem an now be proven.
Theorem 2.7 (D¯(pˆ||{pi}
N
i=1) Bounds on P¯e). Let {pi(x)}
N
i=1 be a set of probability mass
funtions on random variable X. Then
1
2
−
1
2N
√
D¯ (pˆ||{pi}Ni=1) ≤ P¯e
(
{pi}
N
i=1
)
≤
1
2
+
1
16N
D¯
(
pˆ||{pi}
N
i=1
)2
where
P¯e
(
{pi}
N
i=1
)
=
1
N
N∑
i=1
Pe({pi, p(i mod N)+1}),
with Pe ({pi, pj}) the Bayes probability of error between pi and pj, and
D¯
(
pˆ||{pi}
N
i=1
)
= −N log
∑
xk∈X
(
N∏
i=1
pi(xk)
) 1
N
.
Proof. Lower Bounds:
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1
2
(
1−
√
1− e−D¯(pˆ||{pi,pj})
)
≤ Pe ({pi, pj})
⇒
1
N
N∑
i=1
1
2
(
1−
√
1− e−D¯(pˆ||{pi,p(i mod N)+1})
)
≤ P¯e
(
{pi}
N
i=1
)
⇒
1
2
−
1
2N
N∑
i=1
√
1− e−D¯(pˆ||{pi,p(i mod N)+1}) ≤ P¯e
(
{pi}
N
i=1
)
⇒
1
2
−
1
2N
√√√√ N∑
i=1
(
1− e−D¯(pˆ||{pi,p(i mod N)+1})
)
≤ P¯e
(
{pi}
N
i=1
)
⇒
1
2
−
1
2N
√√√√N − N∑
i=1
e−D¯(pˆ||{pi,p(i mod N)+1}) ≤ P¯e
(
{pi}
N
i=1
)
.
Using the seond inequality of Proposition 2.2, note that
1
2
−
1
2N
√√√√N − N∑
i=1
(1− D¯(pˆ||{pi, p(i mod N)+1})) ≤ P¯e
(
{pi}
N
i=1
)
⇒
1
2
−
1
2N
√
D∗ ({pi}Ni=1) ≤ P¯e
(
{pi}
N
i=1
)
⇒
1
2
−
1
2N
√
D¯ (pˆ||{pi}Ni=1) ≤ P¯e
(
{pi}
N
i=1
)
sine D¯
(
pˆ||{pi}
N
i=1
)
≥ D∗
(
{pi}
N
i=1
)
.
The rst inequality of Proposition 2.2 yields an upper bound on P¯e
(
{pi}
N
i=1
)
,
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Pe ({pi, pj}) ≤
1
2
e−
1
2
D¯(pˆ||{pi,pj})
⇒ P¯e
(
{pi}
N
i=1
)
≤
1
N
N∑
i=1
1
2
e−
1
2
D¯(pˆ||{pi,p(i mod N)+1})
=
1
2N
N∑
i=1
e−
1
2
D¯(pˆ||{pi,p(i mod N)+1})
≤
1
2N
N∑
i=1
(
1−
1
2
D¯(pˆ||{pi, p(i mod N)+1}) +
1
2
(
1
2
D¯(pˆ||{pi, p(i mod N)+1})
)2)
=
1
2
−
1
4N
D∗
(
{pi}
N
i=1
)
+
1
16N
N∑
i=1
D¯(pˆ||{pi, p(i mod N)+1})
2
≤
1
2
−
1
4N
D∗
(
{pi}
N
i=1
)
+
1
16N
(
N∑
i=1
D¯(pˆ||{pi, p(i mod N)+1})
)2
=
1
2
−
1
4N
D∗
(
{pi}
N
i=1
)
+
1
16N
D∗
(
{pi}
N
i=1
)2
≤
1
2
+
1
16N
D∗
(
{pi}
N
i=1
)2
≤
1
2
+
1
16N
D¯
(
pˆ||{pi}
N
i=1
)2
sine D∗
(
{pi}
N
i=1
)
≤ D¯
(
pˆ||{pi}
N
i=1
)
.
Therefore, minimizing D¯
(
pˆ||{pi}
N
i=1
)
maximizes the lower bound on P¯e
(
{pi}
N
i=1
)
,
whih, in turn, maximizes the Bhattaharrya lower bound on Pe in Theorem 2.6. When
D¯
(
pˆ||{pi}
N
i=1
)
= 0 the lower bound beomes 1
2
, whih is the Bayes probability of error
between two equally weighted and idential probabilities. Reall that P¯e is an average
of N pair-wise Bayes probability of errors so this lower bound is tight.
Chapter 3
Multi-Modal Image Set Registration
1
In this hapter the main methodologial ontribution of this dissertation is pre-
sented: a framework for the registration of multi-modal image sets. The hapter be-
gins by dening multi-modal image sets and motivating their use. The registration
method is driven by the sum-of-Kullbak-Leibler divergenes, D¯
(
pˆ||{pi}
N
i=1
)
, intro-
dued as Denition 2.10 in Chapter 2. Although D¯
(
pˆ||{pi}
N
i=1
)
was dened for the
general N-observation setting, for larity rst onsider the N = 2 ase for registration
between two sets of multi-modal images. In Chapter 4, this framework is extended to
general N−way registration for atlas formation.
Modern imaging tehniques provide an array of imaging modalities that enable
the aquisition of omplementary information representing an underlying anatomy. To
utilize this information, numerous multi-modal image registration algorithms have been
developed. Most of these algorithms nd a mapping between two salar images. To
utilize multiple salar multi-modal images of a single anatomy, however, dene a multi-
modal image set, I¯, as a olletion of m o-registered multi-modal images where, for a
given spatial loation x, I¯(x) ∈ Rm. Figure 3.1 is a artoon depiting two image sets
eah with a dierent number of onstituent salar multi-modal images. Throughout
this dissertation, it is assumed that, for a given subjet, the multi-modal images of that
subjet are o-registered.
The problem of multi-modal image set registration is dened as follows: nd a
mapping between two subjets for eah of whih is dened a tuple of multi-modal
salar-valued images, I¯1 and I¯2. More speially, nd a mapping that best mathes
struture, subjet to ertain penalties, typially smoothness of the transformations.
Mathematially, nd the mappings f : Ω1 → Ω2 and g : Ω2 → Ω1 where Ω1 and Ω2
1
This hapter is an extension of portions of the reent MedIA paper on the topi [63℄.
25
are the domains of image sets I¯1 and I¯2 respetively. This arrangement is depited in
Figure 3.2. For the registration to be symmetri or inverse-invariant, the transformation
ompositions f ◦ g and g ◦ f must result in the identity map.
The multi-modal image set registration has potential signiane in various appli-
ations in medial image analysis that rely on the measurement of image sets. Multi-
modal MR imaging is standard in the protool for evaluating pathologies suh as tumors
and lesions. In this dissertation, results from T1-weighted, T2-weighted, and MR an-
giography are presented. Other, intrinsially multi-modal modal environments suh as
ombined inter-operative CT/PET aquisitions would provide suh a setting for multi-
modal image set registration. Registration between images of individuals presenting
pathology and images of healthy subjets is a hallenging task sine spae-oupying
lesions have to be treated dierently from inltrating lesions. Speially, the reg-
istration needs to aommodate both loal spatial deformation and loal hange of
image intensity. Existing registration methods involving salar images based on image
brightness do not aommodate pathologies. Another potential appliation for image
set registration is the registration of images aquired from sanners of dierent eld
strength. Image set registration aross dierent sanners beomes an inreasingly im-
portant omponent in multi-enter studies whih investigate developmental hanges
overing multiple years and follow-up studies of diseases with hange of sanner teh-
nology. Images aquired from dierent sanners potentially have dierent ontrasts
and dierent spatial distortions. In funtional studies, it is often desirable to register
funtional data with strutural data. Typially, a time series average is registered to an
anatomial image of the same subjet. However, in produing the average funtional
image, some information is lost. Therefore, a multivariate approah is desired [2℄. The
registration method presented in this dissertation may address these problems as the
registration is based on underlying anatomial struture (e.g., tissue) rather than on
image intensities. These anatomial strutures are modeled as lass-onditional proba-
bility maps where, at eah spatial loation, a lass-onditional probability mass funtion
is dened. In the formation of the lass probabilities, lasses an be expliitly assigned
to the various healthy and pathologial tissues. This allows us to potentially model the
behaviors of the dierent tissues during the registration proess.
Before disussing the problem of multi-modal image set registration, ommon meth-
ods for multi-modal salar image registration in Setion 3.1 are reviewed. Partiular
attention is given to image registration based on mutual information in Setion 3.1.1.
Multi-modal image set registration and the impliations of using multivariate mutual
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Figure 3.1: Two Sample Image Sets
An image set is a olletion of o-registered multi-modal salar images.
information are developed in Setion 3.2. Existing multiple image registration methods
and joint segmentation and registration methods are presented in Setions 3.2.2 and
3.2.3 respetively. In Setion 3.2.4, the multi-modal image set registration framework
is desribed. Finally, in Setion 3.3, results from several 3D multi-modal image set
registration experiments are presented. Next follows a brief overview of information
theoreti image registration algorithms.
3.1 Multi-Modal Image Registration Bakground
Many image registration tehniques for multi-modal images involve information
theoreti distane measures on the spae of probability distribution funtions. Conse-
quently, a probability mass funtion is the typial feature to be mathed during registra-
tion. Mutual information is one method that is typially used to register multi-modal
images and will be disussed in Setion 3.1.1.
A method that minimizes Kullbak-Leibler divergene between expeted and ob-
served joint lass histograms is presented in [13℄. A joint lass histogram between the
image pairs is estimated by assigning eah bin value equal to the total number of our-
renes of the orresponding lass label pairs. This tehnique, however, estimates lass
labels as a preproessing step and is used only for rigid registration between salar
images. Another lass-label approah uses joint voxel lass distribution matries that
represent loal fuzzy orrespondene of objet lass labels for pairs of orresponding
voxels is presented in [20℄. This method also uses Kullbak-Leibler divergene as a dis-
similarity riterion and is presenting in a non-linear uid registration framework with
Gaussian regularization of the estimated transformations. The method presented in
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Figure 3.2: Image Set Registration
Registration of image sets I¯1 and I¯2: nding a forward transformation f that
maps the domain of I¯1 to the domain of I¯2 and a reverse transformation g
that maps the domain of I¯2 to the domain of I¯1.
this dissertation is more general in that registration is performed on sets of images, of
arbitrary number, and is not onstrained by an initial lass labeling.
3.1.1 Mutual Information-Based Image Registration
The appliation of mutual information to image registration involving two salar
images has been well studied. Mutual information, dened in Appendix A, measures
the statistial dependene between two random variables, or the amount of information
one random variable ontains about the other. In the ontext of image registration,
the random variables represent image intensities. Multi-modal images of the same
sene, e.g., a human brain, represent measurements of dierent properties of objets
in that sene, e.g., white matter. These image intensities are not typially statistially
independent observations of the underlying physial reality. When multi-modal images
are aligned, measurements from one modality redue the unertainty in others; at
alignment, the mutual information between two images is onsidered to be maximal.
Rigid image registration by maximizing mutual information was rst proposed in-
dependently by [15℄ and [103℄ and extended to ane image registration by [91℄. Mutual
information-based image registration an generally be dened as nding the transfor-
mation that maximizes the mutual information similarity riterion subjet to some
geometri onstraint on that transformation, typially smoothness. For example, on-
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sider the problem of nding a transformation, h, that maps a moving image Im into
the spae of a xed image If . Let X and Y be the random variables assoiated with
the image intensities in Im and If respetively. Estimates of the joint and marginal
distributions, pfm(if , im), pf(if ), and pm(im), required by mutual information an be
obtained by simply normalizing the joint and marginal histograms of the overlapping
parts of both Im and If . These tehniques are, naturally, sensitive to sampling issues.
The intensities if and im are related by the transformation h. The mutual information
similarity riterion states that If and Im are aligned by the transformation hˆ, for whih
I(X;Y ) is maximal:
hˆ = argmin
h
∑
if
∑
im
pf,m(if , im) log
pf,m(if , im)
pf(if )pm(im)
.
Multi-modal image registration using mutual information is partiularly attrative
in that no image preproessing other than omputing the marginal and joint distri-
butions is required and there are no funtional assumptions regarding the relationship
between the intensities in both modalities. This suggests an automated approah where
neither segmentation nor landmarks are required. The mutual information similarity
riterion does, however, suer from a few weaknesses: no geometri prior information
is inorporated, no assumptions about the data (e.g., known intensity relationships be-
tween modalities for ertain strutures) are inorporated, and there are sampling issues
to be addressed (e.g., probability distributions are derived from disrete histograms,
the smaller the sale the less robust the histograms).
A omprehensive survey of image registration via mutual information maximization
is given in [76℄. The authors over the major onsiderations: preproessing, similarity
measure (entropy denition hoie, normalization, and whether omputed loally or
globally), transformation group (rigid, ane, and non-linear), implementation (proba-
bility distribution estimation and optimization tehniques), image dimensionality (e.g.,
2D/3D and 3D/3D), number of images, modalities (mono-, multi-, and modality to
model), and appliations to various human organs. High-dimensional image registra-
tion in the ontext of mutual information and other dissimilarity measures has also been
studied. A thorough investigation of these dissimilarity measures in high-dimensional
image registration is presented in [42℄.
A number of methods have been developed to rene the mutual information-based
image registration further through generalized versions of Shannon entropy, see [77℄ for
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a review. The most ommon extension is based on Rényi-Entropy [81, 113℄. These
divergene measures are typially parameterized by a single ontinuous variable whose
optimization is believed to provide more aurate registration, through ontrol of the
measurement sensitivity of the joint histogram, and faster onvergene than traditional
mutual information [40, 74, 64, 65℄.
3.2 Multi-Modal Image Set Registration
This subsetion examines two topis diretly related to the multi-modal image set
registration method presented in this dissertation: multiple-image registration methods,
beginning with multivariate mutual information, and joint segmentation and registra-
tion methods. In the nal portion of this subsetion, multi-modal image set registration
is presented.
3.2.1 Multivariate Mutual Information in Image Registration
As traditional mutual information has suessfully been applied to the problem of
salar multi-modal image registration, it is natural to onsider applying multivariate
mutual information, dened in Setion ??, to the problem of multi-modal image set
registration. To that end, onsider the redundany interpretation of multivariate mu-
tual information, dened in Setion A.5.2. The salar multi-modal registration example
of Setion 3.1.1 is extended as follows: onsider the problem of nding a transforma-
tion h that maps a moving image set I¯m into the spae of a xed image set I¯f . Let
X¯ = {Xi}i=1...F and Y¯ = {Yi}i=1...M be the random vetors assoiated with image in-
tensities in I¯f and I¯m respetively. Further let pf (if1, . . . , ifF ), pm (im1 , . . . , imM ), and
pfm (if1 , . . . , ifF , im1 , . . . , imM ) be the probabilities assoiated with X¯ and Y¯ . The image
intensities {if} and {im} are related by the transformation h. The multivariate mutual
information (redundany interpretation) riterion states that I¯f and I¯m are brought
into register by the transformation hˆ for whih the following is maximized:
hˆ = argmin
h
H (pf (if1 , . . . , ifF )) +H (pm (im1 , . . . , imM ))
−H (pfm (if1 , . . . , ifF , im1 , . . . , imM )) .
This image set registration formulation is problemati in that it requires main-
taining enormous sparsely populated joint histograms [9℄. Most entries in the joint
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histogram will be populated with a zero or one, resulting in a very at histogram.
Thus, multivariate mutual information should give a onstant value for many transfor-
mations, leading to many loal minima in the optimization ost funtion. Consider a
multi-modal image set registration involving four twelve-bit DICOM (Digital Imaging
and COmmuniations in Mediine) images, an example of whih is provided in Se-
tion 3.3.2. Using multivariate mutual information would require the onstrution of
a 24·12 ≈ 2.8 × 1014-bin joint histogram, whih is impratial. The number of spatial
elements for eah image is 256× 256× 170 ≈ 1.1× 107 voxels yielding an average bin
ount of
1.1×107 voxels
2.8×1014 bins
≈ 4 × 10−8 voxels/bin. Given these diulties, this dissertation
introdues a model-based approah where the registration is performed using underly-
ing anatomial strutures. These anatomial strutures are inorporated as a prior in a
Bayesian framework. Before desribing the proposed framework, several several related
methods for multiple image registration are onsidered.
3.2.2 Existing Multiple Image Registration Methods
To address the hallenges posed by extending mutual information to multiple image
registration, several groups have developed dierent approahes. An early example of
multivariate mutual information image registration involves o-registration of a time
series of PET images illustrating various stages of a radio traer uptake [2℄. This is an
example of the use of dissimilar images within the same imaging modality. The method
simplies the joint histogram problem through data redution via prinipal omponent
analysis to produe eigen-images. Another approah inorporates loal spatial relation-
ships by extending mutual information to onsider a neighborhood of pixels around eah
point in the image spae [85℄. The idea is to use loal spatial information in a tradition-
ally global statistial approah. The authors make the simplifying assumptions that
the intensity distributions are multivariate Gaussians and are independent. The inde-
pendene assumption allows for entropy to be summed along eah diretion in feature
spae. A reently introdue method uses linear ombinations of onditional entropies
to drive the registration [110, 111℄. Upper bounds on the the onditional entropies are
developed based on joint histograms of lower dimensionality. All of these multivariate
methods have been developed in the linear registration setting. The method presented
in this dissertation is unique among these in that it is the only algorithm that performs
fully 3D non-rigid multi-modal image set registration and does not require omputing
joint histograms.
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3.2.3 Existing Joint Segmentation and Registration Methods
As the proposed multi-modal image set registration framework, desribed in the
next setion 3.2.4, involves the joint estimation of segmentation and registration, sim-
ilar urrent methods are briey reviewed. Central to many of these methods is the
onsideration of loal struture whih leads to more robust registration and, hene,
improved segmentation. A minimax entropy-based registration framework to simulta-
neously and iteratively segment 2D portal images and register them to 3D CT data is
presented in [6℄. This method relaxes the independent and identially distributed image
pixel intensity assumption assoiated with mutual information by inorporating orre-
lation among neighboring pixels. Another approah involves a geometri, variational
framework that uses ative ontours to simultaneously segment and register multiple
features [109℄. Multiple images are segmented by evolving a single ontour as well
as mapping that ontour to eah image. A distintly dierent approah builds upon
the previous method by using logi models while relaxing the requirement that images
be ompletely registered [72℄. Markov random elds have been applied in Bayesian
maximum aposteriori model segmentation estimation and registration [106℄. A Markov
random eld model-based approah that inorporates a pixel attribute vetor based on
a pharmaokineti model is presented in [108, 107℄. This method uses a Gaussian data
likelihood model and provides spatial oherene and smoothness through the use of a
prior. A framework that ombines segmentation, bias eld orretion, and registration
into a generative approah is presented in [3℄. This method also uses a Gaussian data
likelihood model. Iterated onditional modes, introdued by [8℄, is used to minimize
their mixture objetive funtion where eah iteration involves alternating between es-
timating dierent groups of parameters while holding the others xed. The method
most similar to the one proposed in this dissertation inorporates tissue lass infor-
mation into non-rigid registration by using Kullbak-Leibler divergene as a similarity
measure between ideal and atual joint voxel lass distribution matries [20℄. These
matries represent loal fuzzy orrespondene of objet lass labels for pairs of orre-
sponding voxels. The method presented in this dissertation diers from most of these
approahes in that it involves fully 3D non-rigid registration.
3.2.4 Multi-Modal Image Set Registration
Given the aforementioned diulties with using multivariate mutual information
in the image set registration setting, a novel model-based approah is proposed where
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the registration is performed using underlying anatomial strutures. These strutures
are inorporated as a geometri prior in a Bayesian framework. From the theory of
pattern lassiation [21℄, it is known that the use of a Bayesian lassier for deision
making is optimal in that it orresponds to minimizing the average probability of error
assoiated with the deision. Thus, Bayesian lassiation using a geometri prior
provides a goodJos approah for generating lass-onditional densities that desribe
the anatomial strutures.
This framework is based on the assumption that human brain anatomy onsists of
nitely enumerable strutures suh as grey matter, white matter, and erebrospinal
uid. These strutures present with varying radiometri intensity values aross dis-
parate imaging modalities. Given two multi-modal image sets, the underlying stru-
tures are aptured by estimating, for eah image set, the lass-onditional posterior
maps assoiated with eah struture. These lass posteriors are then used to produe a
oordinate-independent average posterior by estimating dense dieomorphi registra-
tion maps relating the domains of the two lass posteriors. The sum-of-Kullbak-Leibler
divergenes D¯
(
pˆ||{pi}
N
i=1
)
withN = 2 distributions is used as a distane funtion on the
spae of probability mass funtions to estimate the transformations. The use of lass
posteriors provides an image intensity-independent approah to image registration.
Speially, onsider the problem of nding a mapping between image sets I¯1 and
I¯2 (Figure 3.3). That is, nd the mappings f : Ω1 → Ω2 and g : Ω2 → Ω1 where Ω1 and
Ω2 are the domains of image sets I¯1 and I¯2 respetively. To failitate the registration, a
new domain Ω, independent of Ω1 and Ω2 is introdued. Let transformations h1 and h2
map Ω to Ω1 and Ω2 respetively. By onstrution, f = h2 ◦h
−1
1 and g = h1 ◦h
−1
2 . This
registration method is inverse onsistent as f ◦ g = g ◦ f = e, the identity map. Having
desribed the transformation framework the Bayesian framework for representing the
anatomial lass strutures is presented next.
3.2.4.1 Bayesian Framework
The underlying neuroanatomy, represented in two aquired sets of multi-modal im-
ages, is assumed to onsist of a set, C, of separate anatomial struture lasses, cj.
From the multi-modal image sets I¯1 and I¯2, for eah lass cj ∈ C jointly estimate the
posterior mass funtions p1(x) = p(cj(h1(x))|I¯1) and p2(x) = p(cj(h2(x))|I¯2) along with
the registration maps h1(x) and h2(x), that map the independent domain Ω ⊂ R
3
,
into the domain of I¯1, Ω1 ⊂ R
3
, and I¯2, Ω2 ⊂ R
3
, respetively. This method is in-
dependent of the number of images omprising eah image set. Optimal inter-subjet
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Figure 3.3: Inverse-Invariant Registration
Registration of image sets I¯1 and I¯2 through the unbiased domain Ω.
multi-modal image set registration is estimated by an alternating iterative algorithm
whih is motivated by an expetation maximization method used in [80, 102℄. The
proposed algorithm interleaves the estimation of the posteriors assoiated with I¯1 and
I¯2 and the estimation of the registration maps h1 : Ω → Ω1 and h2 : Ω → Ω2. Figure
3.4 depits this Bayesian framework.
For eah lass cj, the assoiated data likelihoods p(I¯{1,2}(x)|cj(x), µj ,Σj), are mod-
eled as multivariate normal distributions with means µj , and ovarianes Σj . Given
the transformations h1 and h2 and the urrent estimates µj and Σj for both image sets,
the posteriors of I¯1 and I¯2 are assoiated with the independent oordinate probability
mass funtion pΩ by using Bayes's Rule with pΩ as the prior for both posteriors p1(x)
and p2(x). Having dened the posteriors, the parameters µj and Σj are updated by
their expeted values. An alternative approah is the non-parametri kernel density
estimation desribed in [79℄.
3.2.4.2 Large Deformation Dieomorphi Registration
With the model-based Bayesian framework dened, now onsider the problem of
estimating a lass posterior average, pˆ, from p1 and p2, representing image sets I¯1 and
I¯2 respetively. The average pˆ is neither p1 nor p2. Consider the problem of onstruting
a mapping between pˆ and eah of p1 and p2. That is, estimate the mappings h1 : Ω→ Ω1
and h1 : Ω → Ω2 where Ω ⊂ R
3
, Ω1 ⊂ R
3
and Ω2 ⊂ R
3
are the domains of the lass
posteriors pˆ, p1 and p2 respetively. The domain Ω is hosen to be independent of the
34
E s t i m a t e D a t a
L i k e l i h o o d s C
o m p u t e
C
l a s s P o s t e r i o r s
D e f o r m
I m a g e S e t s
J o i n t l y e s t i m a t e t h e d a t a l i k e l i h o o d
a s s o c i a t e d w i t h e a c h i m a g e s e t a n d
t h e t r a n s f o r m a t i o n s f a n d g
p (
w m | I 1 )
p (
g m | I 1 )
p (
c s f | I 1 )
p (
o t h e r | I 1 )
] 1
] 2
E s t i m a t e T r a n s f o r m a t i o n s f a n d g
b e t w e e n c l a s s p o s t e r i o r s
p (
w m | I 2 )
p (
g m | I 2 )
p (
c s f | I 2 )
p (
o t h e r | I 2 )
g
f
Figure 3.4: Model-Based Image Set Registration
Registration of image sets I¯1 and I¯2 through the unbiased domain Ω.
individual subjet lass posterior domains, Ω1 and Ω2. This framework is depited in
Figure 3.5.
The desired average lass posterior pˆ is the one that requires the minimum amount of
energy to be deformed into both p1 and p2. More preisely, given a transformation group
S with assoiated metri D : S2 → R, along with a probability density dissimilarity
measure E(p, q), to nd the lass posterior map pˆ suh that
{hˆ{1,2}, pˆ} = argmin
h{1,2}∈S,p
[
E(p1 ◦ h1, p) + E(p2 ◦ h2, p) +D(e, h1)
2 +D(e, h2)
2
]
(3.1)
where e(x) = x is the identity transformation.
Within the framework of omputational anatomy a ommonly used transformation
group is the group of dieomorphisms [48℄. Central to this framework, therefore, is the
assumption of homogeneous anatomy between subjets [32℄. As dieomorphi maps
preserve topology they are ideal for the quantitative study of shape sine they neither
bend nor tear spae. The uid image registration method used in this dissertation is
motivated by the image mathing problem formulated via uid ows introdued by [14℄
and posed a ontrol formulation in [22℄. In this formulation, the optimal dieomorphi
math is onstruted to minimize a running smoothness ost on the veloity eld gen-
erating the dieomorphism, further desribed below, while simultaneously minimizing
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Figure 3.5: Image Registration Through Class Posteriors
Assoiated with eah image set I¯i is a lass-onditional probability map pi
and is related to the unbiased domain Ω through the transformation hi.
an image dissimilarity term. A gradient desent approah is taken where a variational
ost is measured in terms of a veloity eld.
In this dissertation, the lass-posterior map mathing involves the partiular trans-
formation h that maps the spae of a lass-posterior representing a subjet, pi, to the
spae of the lass-posterior map representing the average, pˆ, pi(hi(x)) = pˆ(x). In the
large deformation setting, a given h is estimated as the end point point of the ow
assoiated with a smooth time-dependent vetor eld. More speially, the approah
is to onstrut dieomorphisms h : Ω ⊂ R3 ↔ Ω in terms of solutions to the ordinary
dierential equation dened by the nonlinear transport equation
d
dt
h(x, t) = v(h(x, t), t) t ∈ [0, 1] (3.2)
with boundary ondition,
h(x, 0) = x x ∈ Ω
as presented in [70, 48℄. The boundary ondition orresponds to no deformation. The
solution to Equation 3.2 is the funtion h(x, t) that satises
h(x, t) = h(x, 0) +
∫ t
0
v(h(x, τ), τ)dτ. (3.3)
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The nal time dieomorphism h(x, 1) mapping the anatomy is therefore ontrolled via
the veloity eld v(·, t), x ∈ Ω, t ∈ [0, 1],
h(x, 1) = x+
∫ 1
0
v(h(x, τ), τ)dτ.
Before disussing how the dieomorphi transformations are generated, it is impor-
tant to know that they do exist in this setting. In his dissertation, Joshi proves the
following theorem.
Theorem 3.1 (Dieomorphism Existene). Let Ω = [0, 1]3 ⊂ R3 and v : (x, t) ∈
Ω × [0, 1] → v(x, t) ∈ R3 be a ontinuously dierentiable vetor eld with ompat
support ontained in Ω for eah t ∈ [0.1]. Let h be the solution to the system of
ordinary dierential equations
d
dt
h(x, t) = v(h(x, t), t)
with the initial ondition h(0, x) = x. Then for eah t ∈ [0, 1], h(·, t) is a dieomorphism
of Ω↔ Ω.
Proof. See [48℄.
The boundary ondition h(x, 0) = x represents the Lagrangian interpretation of
uid ow. The existene of dieomorphisms under the Eulerian interpretation of uid
ow where h(x, 1) = x is shown in [22℄. Conditions are formulated under whih the
regularity of v(·, t) imposed by niteness of the the norm ||v||2 guarantees that the
assoiated ow, h, is supported on the spae of dieomorphisms. The key issue is the
hoie of norm || · ||2.
Following [7℄, one hoie to ensure existene of solutions in the spae of dieo-
morphisms in Equation 3.2 has been to onstrut V as the ompletion of the spae
of smooth, ompatly-supported vetor elds for the inner-produt dened through a
dierential operator L given by
〈f, g〉V
.
= 〈Lf, Lg〉2 = 〈L
†Lf, g〉2 f, g ∈ V (3.4)
where L† denotes the adjoint of L, and 〈·, ·〉2 is the usual L2-produt for square inte-
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grable vetor-elds on Ω. That is,
∫ 1
0
||v(·, t)||2V dt =
∫ 1
0
||L†Lv(·, t)||22dt.
With V dened in this way, the ow v ∈ L1(V, [0, 1]) generates the sub-group of dieo-
morphisms G
.
= {φ ∈ V |φ(h(x, 1), 1), v ∈ L1(V, [0, 1])} [22℄. From these assumptions
on V , a ompat self-adjoint operator K : L2(Ω,Rd) → V is uniquely dened by
〈x, y〉2 = 〈Kx, y〉V . That is, any smooth vetor eld f ∈ V an be obtained suh that
K(L†L)f = f.
In summary, the norm ||v(·, t)||V generates an inner produt on the spae of ontinuous
vetor elds C∞(Ω)3, and ||v(·, t)||V needs to be nite to ensure regularity in eah
omponent of v. Smoothness in v is indued by adding ||Lv(·, t)||2 as a regularizing
ost penalty term in the optimization.
The hoie of operator L is typially governed by the notion of a prior, in the
Bayesian sense, on the transformations obtained by driving a uid or elasti media or
by a noise proess. In suh a ase L is determined by the statistis of the noise and the
onstitutive laws of the media. Following [14℄, in this dissertation a modied Navier-
Stokes operator L = α∇2 + β∇(∇·) + γ is used where pressure gradient and inertial
terms are negleted and a low Reynold's number is assumed.
A dierential operator L is ompletely haraterized by its Green's funtion G(x, y)
where LG(x, y) = δ(x − y). Under the noise proess model, the indution of prior
through onstant oeient loal (bounded support), positive denite (invertible) dif-
ferential operator L satisfying Lu(x) = e(x) where e(x) is white noise. Then, as shown
in [52℄, u(x) is a zero-mean Gaussian proess with ovariane
K(x, y) =
∫
G(x, u)G(y, u)du.
Throughout assume the ompat setting Ω = [0, 1]3 with the operator and boundary
onditions hosen so that the Green's funtion is non-singular and ontinuous in both
variables so that the matrixK(x, y) = G(x, y)G(x, y)† is positive denite as an operator.
Having hosen a linear dierential operator to dene the inner-produt 〈·, ·〉V and
having established the onditions under whih the solution to Equation 3.2 generates
dieomorphi transformation, the image registration optimization problem in Equation
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v(x, 0)
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Figure 3.6: Veloity Fields
3.1 is further speied. The transformations hi are generated by integrating veloity
elds forward in time, and h−1i are generated by integrating veloity elds bakward
in time. The relationship between spatial loality, veloity elds, and time is shown in
Figure 3.6. The spatial loation y is desribed in terms of the forward integration of
the veloity eld v starting from spatial loation x. That is,
y = h(x, 1) = x+
∫ 1
0
v(h(x, τ), τ)dτ.
Similarly, x an be desribed in terms of integrating the reverse veloity eld v˜ starting
at y. That is,
x = φ(y, 1) = y +
∫ 1
0
v˜(φ(y, τ), τ)dτ.
From Figure 3.6, note that
v(h(x, t), t) = −v˜(φ(y, 1− t), 1− t)
and hene
||Lv(x, t)||2 = ||Lv˜(y, 1− t)||2
where
L = α∇2 + β∇(∇·) + γ
is, again, a modied Navier-Stokes operator.
The metri on the spae of dieomorphisms is indued using a Sobolev norm via
the partial dierential operator L on the veloity elds v. Let h be a dieomorphism
isotopi to the identity transformation e. Dene the squared distane D2(e, h) as
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D2(e, h) = min
v
∫ 1
0
∫
Ω
||Lv(x, t)||2dxdt (3.5)
subjet to
h(x) = x+
∫ 1
0
v(h(x, t), t)dt.
The distane between any two dieomorphisms is dened by
D(h1, h2) = D(e, h
−1
1 ◦ h2).
The onstrution of h and h−1, as well as the properties of D, are desribed in [68, 71℄.
This distane satises all of the properties of a metri. Namely it is non-negative,
symmetri, and satises the triangle inequality. The distane D is trivially non-
negative. Symmetry follows from the fat that h−1 is generated by integrating bak-
wards in time the negative of the veloity eld that generates h. Hene the minimizer is
the same for both h and h−1, implying that D(e, h) = D(e, h−1). A detailed disussion
of D, inluding a demonstration of how it satises the triangle inequality, is given in
[71℄.
Having dened a metri on the spae of dieomorphism and a regularization op-
erator L, the energy minimization problem desribed in Equation 3.1 is formulated
as
{hˆ{1,2}, pˆ} = argmin
h{1,2},p
E(p1 ◦ h1, p) + E(p2 ◦ h2, p)
+
∫ 1
0
∫
Ω
||Lv1(x, t)||
2dxdt+
∫ 1
0
∫
Ω
||Lv2(x, t)||
2dxdt (3.6)
subjet to
hi(x) = x+
∫ 1
0
vi(hi(x, t), t)dt.
3.2.4.3 Registration
At a given spatial loation x ∈ Ω, the dissimilarity between image sets I¯1(x) and
I¯2(x) is measured by the dissimilarity between the posterior mass funtions modeling
them, p1(x) and p2(x). Minimizing the D¯
(
pˆ||{pi}
N
i=1
)
between p1 and p2 maximizes a
lower bound on the Bayes' probability of error and thus renders the probability mass
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funtions more indistinguishable. That is, it brings them loser together. The following
distane, using Equation 2.10 with N = 2, is used to drive the registration at position
x ∈ Ω:
E(p1(x), p2(x)) = D¯ (pˆ(x)||{p1(x), p2(x)})
= −2 log
∑
cj∈C
(
p1(h1(cj(x))|I¯1)p2(h2(cj(x))|I¯2)
) 1
2 .
With this result, the minimization problem stated in Equation 3.1 is rewritten as
follows:
vˆ1, vˆ2 = argmin
v1,v2
∫
Ω
log
∑
cj∈C
(
p1(h1(cj(x))|I¯1)p2(h2(cj(x))|I¯2)
) 1
2 dx
+
∫ 1
0
∫
Ω
||Lv1(x)||
2dxdt+
∫ 1
0
∫
Ω
||Lv2(x)||
2dxdt.
3.2.4.4 Implementation
The method proposed in this dissertation uses Christensen's greedy algorithm for
propagating templates [14℄. The variation for h1 of the average E(p1(x), p2(x)) term is
omputed as
∂
∂h1
1
|Ω|
∫
Ω
D¯ (pˆ(x)||{p1(x), p2(x)}) dx = −
2
|Ω|
∂
∂hi
log
∑
cj∈C
(p1(cj(x))p2(cj(x)))
1
2 dx
= −
2
|Ω|
·
∫
Ω
∑
cj∈C
∂
∂h1
(p1(cj(x))p2(cj(x)))
1
2∑
ck∈C
(p1(ck(x))p2(ck(x)))
1
2
dx
= −
1
|Ω|
∫
Ω
∑
cj∈C
(
p2(cj(x))
p1(cj(x))
) 1
2
∇p1|
T
cj(h1(x))∑
ck∈C
(p1(ck(x))p2(ck(x)))
1
2
dx.
The variation for h2 is omputed in a similar manner. The veloity elds v{1,2} at eah
iteration are updated by solving the partial dierential equations
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Lv{1,2}(x, t) =
∂
∂h{1,2}
1
|Ω|
∫
Ω
D¯ (pˆ(x)||{p1(x), p2(x)}) dx.
The veloity elds vi are omputed at eah iteration by applying the inverse of the dier-
ential operator L to the body fore funtion fi(x) =
∂
∂hi
1
|Ω|
∫
Ω
D¯ (pˆ(x)||{p1(x), p2(x)}) dx,
i.e. vi(x) = L
−1fi(x) . This omputation is performed in the Fourier domain [50℄ using
the Fast Fourier transform.
The forward and inverse integration are desribed as follows. At time t, the trans-
formations hi are desribed as
hi(x, t+ δ) = hi(x, t) +
∫ t+δ
t
vi(hi(x, τ), τ)dτ
≈ hi(x, t) + δvi(hi(x, t), t)
for small δ. At iteration k of the algorithm, the transformations hi beome the tele-
soping ompositions hi = h
k
i ◦ h
k−1
i ◦ · · · ◦ h
1
i . At time t, the inverse transformations
h−1i are desribed as
h−1i (y, t) = h
−1
i (y −
∫ t−δ
t
vi(y, τ)dτ, t− δ)
≈ h−1i (y − δvi(y, t), t− δ)
for small δ. At iteration k of the algorithm, the transformations h−1i beome the
telesoping ompositions h−1i = h
−1,1
i ◦ h
−1,2
i ◦ · · · ◦ h
−1,k
i .
Appendix B disusses the likelihood of the atual optimum in the multi-modal image
set registration ost funtion being ahieved.
3.3 Results
To evaluate the image set registration method, a olletion of image sets of inreasing
omplexity was dened. For eah image subjet, the image sets were reated using 3D
salar images from a population of four imaging modalities: MRA, T1-FLASH MR,
T1-MPRAGE MR, and T2 MR. The omposition of these image sets is desribed in
Setion 3.3.2.1. The individual MR images were aquired at UNC Chapel Hill using
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a Siemens head-only 3-Tesla system (Allegra, Siemens Medial Systems In.) and a
Siemens 1.5-Tesla system (Sonata, Siemens Medial Systems In.) with a head oil.
Imaging parameters for the T1 and T2 image aquisitions are as follows, for the T1
images, a TR of 15mse, a TE of 7mse, a TH of 1mm, and an in-plane resolution of
1×1 mm2 and for the T2 images, a TR of 7730mse, a TE of 80mse, a TH of 1mm, and
an in-plane resolution of 1 × 1 mm2. Additionally, a 3D time-of-ight MRA sequene
was aquired. Veloity ompensation along both the frequeny and the phase enoding
diretion was used to maximize signal de-phasing indued by the owing spins. A
magnetization transfer pulse was used to suppress signal from brain parenhyma while
maintaining signal from owing spins. The aquired voxel spaing for the MRA images
was 0.5134 × 0.5134 × 0.78 mm3 and 1 × 1 × 1mm3 for the T1 and T2 images. The
MRA images were resampled to 1× 1× 1mm3.
3.3.1 Data Preproessing
The tissue exterior to the brain was removed using a mask generated by a brain
segmentation tool based on the statistial lassiation method desribed in [79℄. The
geometri prior used to initialize the algorithm was also produed using this tool. Mid-
axial, mid-oronal, and mid-sagittal slie views for subjets 1 and 2 are presented in
Figures 3.7 and 3.8 respetively. These four modalities provide omplementary informa-
tion. For example, the T1-FLASH and T1-MPRAGE images have ontrast dierenes,
and the MRA images exhibit missing information due to grey matter/white matter
washout and axial slab eet. In these examples, the set of strutural lasses is taken
to be
C = {c1 = greymatter, c2 = white matter, c3 = cerebrospinal fluid, c4 = other}.
3.3.2 Registration Experiments
To evaluate this image set registration framework, the transformations, f1 and g1,
relating the domains of subjet 1 and subjet 2 were estimated by applying the multi-
modal image set method to a mono-modal registration. These two transformations
were then used as ground truth for the purpose of evaluating an inreasingly om-
plex olletion of image set registrations. Inverse-onsisteny error was omputed to
quantitatively evaluate the results.
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(a)
(b)
()
(d)
Mid-Axial Mid-Coronal Mid-Sagittal
Figure 3.7: Subjet One
The orthogonal slie views into the four multi-modal salar images for sub-
jet one: MRA (a), T1-FLASH (b), T1-MPRAGE (), and T2 (d).
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(a)
(b)
()
(d)
Mid-Axial Mid-Coronal Mid-Sagittal
Figure 3.8: Subjet Two
The orthogonal slie views into the four multi-modal salar images for sub-
jet two: MRA (a), T1-FLASH (b), T1-MPRAGE (), and T2 (d).
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3.3.2.1 Setup
The following eight registration experiments were performed:
1. Mono-modal/Mono-modal (ommon): I¯1 = T1-FLASH of subjet 1 and I¯2 =T1-
FLASH of subjet 2.
2. Mono-modal/Mono-modal (mutually exlusive): I¯1 = T1-FLASH of subjet 1
and I¯2 =T2 of subjet 2.
3. Bi-modal/Bi-modal (fully ommon): I¯1 = T1-FLASH and T2 of subjet 1 and
I¯2 = T1-FLASH and T2 of subjet 2.
4. Bi-modal/Bi-modal (single ommon): I¯1 = T1-FLASH and T2 of subjet 1 and
I¯2 = T1-MPRAGE and T2 of subjet 2.
5. Bi-modal/Bi-modal (mutually exlusive): I¯1 = T1-FLASH and T2 of subjet 1
and I¯2 = T1-MPRAGE and MRA of subjet 2.
6. Bi-modal/Mono-modal (mutually exlusive): I¯1 = T1-FLASH and T2 of subjet
1 and I¯2 = MRA of subjet 2.
7. Tri-modal/Tri-modal (fully ommon): I¯1 = T1-FLASH, T1-MPRAGE, and T2
of subjet 1 and I¯2 = T1-FLASH, T1-MPRAGE, and T2 of subjet 2.
8. Quad-modal/Quad-modal (fully ommon): I¯1 = T1-FLASH, T1-MPRAGE, T2,
and MRA of subjet 1 and I¯2 = T1-FLASH, T1-MPRAGE, T2, and MRA of
subjet 2.
From eah of these experiments, transformations fi and gi were obtained. The rst
experiment provides the ground truth transformations, f1 and g2. The T1-FLASH
modality was hosen for the rst experiment due to its relatively good white mat-
ter/grey matter ontrast.
3.3.2.2 Bi-Modal/Bi-Modal (Mutually Exlusive) Registration
For the purposes of brevity, only qualitative results for the most interesting of these
experiments, the bi-modal/bi-modal mutually exlusive registration are presented. In
this experiment, I¯1 represents the T1-FLASH and T2 images aquired from subjet one
and I¯2 represents the T1-MPRAGE and MRA images aquired from subjet two. The
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T1-FLASH T2 T1-FLASH T2 T1-FLASH T2
T1-MPRAGE MRA T1-MPRAGE MRA T1-MPRAGE MRA
Figure 3.9: Forward Mapping
The top row shows mid-axial, mid-oronal, and mid-sagittal views of image
set I¯1. The bottom row shows the same views for the deformed image set
I¯2 ◦ f .
estimated forward, f , and inverse, g, transformations are depited, in three orthogonal
views, in Figures 3.9 and 3.10 respetively. In Figure 3.11, a qualitative assessment of
the registration is made by examining axial slies of I¯1 and I¯2 in greater detail through
a hekerboard pattern. The mismath between the image sets is learly evident in
the top row of the gure. The seond and third rows illustrate the eetiveness of the
registration under the estimated forward and inverse transformations respetively.
3.3.2.3 Inverse-Consistent Image Registration
A by-produt of using the unbiased domain Ω in the multi-modal image set reg-
istration framework is inverse-onsistent (or inverse-invariant) image registration. A
registration framework is inverse onsistent if image ordering does not aet the regis-
tration result. Many image registration algorithms are not inverse onsistent beause
their image dissimilarity metris are omputed in the oordinate system of one of the
images being registered. The hoie of suh a referene image an bias the result of the
registration. Inverse onsistent registration is desired when there is no a priori reason
to hoose one image over another as a referene image.
In traditional tehniques for image registration, solutions may be systematially
biased with respet to expanding and ontrating regions in the estimated transforma-
tion [12℄. Existing methods for generating inverse onsistent registration approximate
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T1-MPRAGE MRA T1-MPRAGE MRA T1-MPRAGE MRA
T1-FLASH T2 T1-FLASH T2 T1-FLASH T2
Figure 3.10: Inverse Mapping
The top row shows mid-axial, mid-oronal, and mid-sagittal views of image
set I¯2. The bottom row shows the same views for the deformed image set
I¯1 ◦ g.
inverse onsisteny by adding an inverse onsisteny penalty to the optimization ost
funtion. The registration frameworks formulated in these methods are not intrinsially
symmetri. Methods for approahing this problem, involving algorithms that estimate
inremental transformations while approximating inverse onsisteny onstraints on
eah inremental transformation, are presented in [34, 66, 39℄. The approah presented
in this dissertation is intrinsially inverse onsistent as the registration problem is for-
mulated symmetrially. Therefore, no orretion penalty for onsisteny is required.
More speially, a registration, haraterized by a transformation, h, is inverse-
onsistent (symmetri) if, for images I1 and I2, the following holds: h(I1, I2) = h
−1(I2, I1).
A registration for whih this property does not hold is onsidered to be asymmetri.
The following is a list of potential soures for asymmetry in non-rigid registration:
• Order non-preservation: Many image registration algorithms are not inverse-
onsistent sine their (dis)similarity metris are omputed in the oordinate sys-
tem of either one of the images involved in the registration. This leads to or-
der non-preservation of energy ost funtions. That is, for an energy funtion
E(I1, I2, h) and two estimates, h1 and h2, for the transformation h, the following
may hold, E(I1, I2, h1) < E(I1, I2, h2) but E(I2, I1, h
−1
1 ) ≥ E(I2, I1, h
−1
2 ).
• Non-linearity in models: Continuum mehanial methods are used to model de-
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Figure 3.11: Qualitative Assessment
The top row shows a hekerboard blending of an axial slie of the image
sets I¯1 and I¯2. The middle row shows a blending between I¯1 and I¯2 ◦ f ,
the forward mapping, and the bottom row shows a blending between I¯2 and
I¯1 ◦ g, the inverse mapping. The left olumn is omposed of the T1-FLASH
of I¯1 and the MRA of I¯2, and the right olumn is omposed of the T2 of I¯1
and the T1-MPRAGE of I¯2. The registration has aommodated the loal
variability between the two image sets, espeially in the ortial region (e.g.,
point A), and in the ventriular region (e.g., point B).
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formations (e.g., thin-plate splines may be non-linear).
• Non-stable transformation spae: The spae of allowable transformations may not
form a group, G, and, hene, may not be stable by inversions. That is, h ∈ G
but h−1 /∈ G.
• Loal minima: The optimization algorithm used for estimating h may get stuk
in dierent loal minima of the energy funtion E when the images I1and I2 are
exhanged.
The L2 dierene norm, ||f1(gi(x)) − x||2, was used to evaluate inverse onsisteny
between eah experiment i, and the rst experiment for eah spatial loation x ∈ Ω.
For numerial stability, these inverse-onsisteny errors were omputed via telesoping
ompositions as desribed in Setion 3.2.4.4. Over all eight experiments, the maximum
omputed inverse-onsisteny error was 3.12×10−4 voxels with an average of 5.04×10−5
voxels.
Chapter 4
Multi-Class Posterior Atlas
Formation
1
This hapter extends the framework for multi-modal image set registration from
Chapter 3 to multi-lass posterior atlas formation. Consider the important problem in
omputational anatomy introdued in Setion 1.2, the onstrution of an exemplar atlas
from a population of medial images. Suh atlases represent the anatomial variation
present in populations [69, 32, 94℄. Many images are mapped into a ommon oordi-
nate system to study intra-population variability and inter-population dierenes, to
provide voxel-wise mapping of funtional sites, and to failitate tissue and objet seg-
mentation via registration of anatomial labels. Common tehniques for reating atlases
often inlude hoosing a template image, whih inherently produes a bias. Motivated
by the atlas onstrution framework presented in [49℄, unbiased multi-lass atlases are
onstruted from populations of anatomial lass posteriors using large deformation dif-
feomorphi registration. When applied to two image sets, this atlas formation method
yields the inverse-onsistent image set registration of Chapter 3.
Digital atlases of humans are prominent in image segmentation algorithms. For
example, a method for automatially segmenting images of normal healthy human
brains, based on statistial lassiation theory [21℄, is presented in [102, 101℄. An
extension to human brains with pathology is desribed in [80℄. These methods rely on
multi-modal images that have been anely registered to the oordinate spae of the
hosen atlas. The registration pre-proessing step uses mutual information, desribed
1
The work presented in this hapter was done in ollaboration with Dr. Sarang Joshi and Brad
Davis at the University of North Carolina at Chapel Hill. This hapter is heavily based on previous
papers [63, 49℄.
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in [16℄, as a similarity measure for omputing distanes between probability mass fun-
tions representing joint and marginal produt distributions of image intensities. Global
transformations, suh as ane transformations, are insuient to aommodate the
loal variability that exists in any population of human brains. For example, although
all humans possess a erebellum and ortial grey matter enlosing white matter, the
loation and manner of ortial and erebellar folding are highly variable aross a pop-
ulation.
Most digital atlases involve features that are single numbers (e.g., Hounseld units
in omputed tomography (CT) images). Unbiased atlas formation from suh salar
images, using the squared-error image dissimilarity measure, is desribed in [49℄. This
hapter fouses on multi-lass posterior atlas formation from multi-modal image sets.
Speially, the Bayesian framework from Setion 3.2.4.1 is applied to a olletion of im-
age sets. From a population of N multi-modal image sets {I¯i}
N
i=1, for eah lass cj ∈ C,
estimate the lass posterior mass funtions pi(cj(x)|I¯i) for eah image set i where cj(x)
is the lass assoiated with the voxel at spatial position x ∈ Ω ⊂ R3. This method is
independent of the number of images omprising eah image set. These lass poste-
riors are produed using the expetation maximization method desribed in [80, 102℄.
Following [102℄, for eah lass cj the assoiated data likelihood, p(I¯i(x)|cj(x), µj ,Σj), is
modeled as a normal distribution with mean, µj, and ovariane, Σj .
This hapter reviews existing atlas onstrution methods in Setion 4.1. Using the
large deformation dieomorphi framework requires a more general notion of averaging
transformations. This generalized notion of averaging to metri spaes is disussed in
Setion 4.2. The multi-lass atlas onstrution method is then presented in Setion 4.3
with a some results omparing ane and dieomorphi averaging in 4.4.
4.1 Atlas Formation: a Review
Sine Brodmann, nearly a entury ago, began mapping areas of the erebral ortex
based on ytoarhitetural boundaries [11℄, the onstrution of brain atlases has been
entral to understanding the variability of brain anatomy. More reently, sine the
advent of modern omputing and digital imaging tehniques, intense researh has been
direted towards the development of digital three-dimensional atlases of the brain.
Most digital brain atlases so far are based on a single subjet's anatomy [43, 104℄.
Although these atlases provide a standard oordinate system, they are limited beause
a single anatomy annot represent faithfully the omplex strutural variability between
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individuals. A major fous of omputational anatomy has been the development of
image mapping algorithms [29, 68, 84, 98℄ that an map and transform a single brain
atlas onto a population. In this paradigm, the atlas serves as a deformable template [31℄.
The deformable template an projet detailed atlas data suh as strutural, biohemial,
funtional, and vasular information onto the individual or an entire population of brain
images. The transformations enode the variability of the population under study. A
statistial analysis of the transformations an also be used to haraterize dierent
populations [18, 44, 92℄. For a detailed review of deformable atlas mapping and the
general framework for omputational anatomy, see [98, 32℄. One of the fundamental
limitations of using a single anatomy as a template is the introdution of bias, as the
seleted group member may not well speify the population as a whole.
The unbiased atlas represents an average anatomial onguration of a population.
Unbiased atlas onstrution is an ative area of researh in image registration. Thomp-
son and Toga [97℄ very elegantly address the bias problem by mapping a new data set
onto every san in a brain image database. This approah addresses bias by forgoing
the formal onstrution of a representative template image. Although this framework
is mathematially elegant and powerful, it results in a omputationally prohibitive ap-
proah in whih eah new san has to be mapped independently to all datasets in a
database. This is analogous to omparing eah subjet under study to every previously
analyzed image. As brain image databases grow, the atlas formation problem grows
ombinatorially.
Previous work in atlas formation has foused on the small deformation setting in
whih arithmeti averaging of displaement elds is well dened, e.g., in [9℄. Studholme
minimizes an energy funtional involving unertainty in joint histograms of intensities,
elasti deformation, and sum of displaements [90℄. Kovaevi et al. present a multi-
resolution method that is initialized by averaging pairwise ane transformations and
nalized by entering based on averaging estimated non-linear transformations to this
ane average [57℄. An iterative averaging algorithm to redue the bias has been de-
veloped by [34℄. In the latest work of [9℄, expliit onstraints requiring that the sum
of the displaement elds add to zero are enfored in the proposed atlas onstrution
methodology. These small deformation approahes are based on the assumption that
transformations of the form h(x) = x + u(x), parameterized via a displaement eld,
u(x), are lose enough to the identity transformation suh that the omposition of any
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two transformations an be approximated via the addition of their displaement elds:
(h1 ◦ h2) (x) ≈ x+ u1(x) + u2(x).
Using a hidden probabilisti model of the ommon spatial distribution of anatomi-
al tissues, De Craene et al. reate atlases of probability distributions using STAPLE
[17℄. The Simultaneous Truth and Performane Level Estimation (STAPLE) method,
developed by Wareld and Zou [104, 112℄, alulates a omposite gold standard esti-
mate from multiple manual segmentations. Given a set of binary segmentations of the
same objet, STAPLE alulates the maximum likelihood estimate of the omposite
gold standard or the best estimate of the unknown gold standard. The STAPLE
algorithm alulates the speiity and sensitivity of eah segmentation in an iterative
way. In the work of De Craene et al., a generalized expetation maximization method is
used where, in the expetion step, atlas labels (hidden data) are estimated given xed
transformations and, in the in the maximization step, transformations that maximize
a similarity riterion are estimated.
In a more reent and related work, Avants and Gee [5℄ develop an algorithm in
the large deformation dieomorphi setting by averaging veloity elds and evolving
mean geodesi ows. The fous of this hapter is on the development of a methodology
that simultaneously estimates the transformations and an unbiased template, in the
large deformation setting. This method does not assume the above approximation
and, thus, is apable of building atlases of populations with large geometri variability.
The method proposed in this dissertation is intrinsially unbiased in that it involves no
penalty terms in the optimization proess. The method is also omputationally eient
in that it sales linearly with the number of images. Before formally dening the atlas
formation problem, this hapter explores averaging large deformation dieomorphi
transformations.
4.2 Averaging Dieomorphisms
Given a olletion of anatomial images, a natural problem is the onstrution of
a statistial representative of the population. If the data assoiated with the popula-
tion under study an be easily parameterized by a Eulidean spae, lassial statistial
methods of simple averaging an be applied to generate suh a representative. An im-
age under the Gaussian noise assumption an itself be easily represented as a member
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of a at spae. The image an be represented as a member of a very large dimensional
Eulidean spae R
N
, where N is the number of voxels in the image. Alternatively, using
appropriate interpolation assumptions the image an be assumed to be a square inte-
grable funtion, that is a member of the Hilbert spae L2(Ω) where Ω is the underlying
oordinate spae, usually a ompat subset of R
3
.
The geometri variability of the anatomy itself usually annot be represented by
elements of a at spae. If the geometry of the underlying anatomy an be adequately
represented by a nite number of landmarks, representative template landmark ong-
uration an be estimated using the Prorustes method pioneered by Kendal [54℄ and
hampioned by Bookstein [10℄. The study of anatomial shape is inherently related
to the onstrution of transformations of the underlying oordinate spae that map
one anatomy to another. Various transformation groups of R
3
have been studied for
understanding anatomial geometry. These groups vary in dimensionality from simple
global translations, R
3
, and rigid rotations, SO(3), to the innite dimensional group of
dieomorphisms, H, [71℄.
In this hapter, the problem of building an anatomial template is posed as a sta-
tistial estimation problem. For anatomial representations in whih the underlying
geometry is parameterized as a Eulidean vetor spae, training data an be repre-
sented as a set of vetors, e.g., {xi}
N
i=1 in a vetor spae V .
In the small deformation elasti image mapping setting, this is assumed to be true,
as the deformations are assumed to be lose enough to the identity mapping. Under
this assumption, the displaement vetor elds parameterizing the transformations an
be assumed to be elements of the Hilbert spae of square integrable funtions L2(Ω).
In a vetor spae, with addition and salar multipliation well dened, the average
representation of the training set is the linear average
x¯Linear =
1
N
N∑
i=1
xi. (4.1)
In terms of omputing statistis, the group of dieomorphi transformations presents
a hallenge. Linear averaging annot be diretly applied to the large deformation
setting, as under the large deformation model the spae of transformations is not a
vetor spae but rather the innite dimensional group H of dieomorphisms of the
underlying domain Ω.
In the group of dieomorphisms, the addition of two dieomorphisms is not generally
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a dieomorphism and hene a template based on linear averaging of transformations
is not well dened. To address this diulty, the notion of averaging is extended to
general metri spaes rst proposed by Fréhet [27℄. For a general metri spae M,
with a distane d : M×M → R, the intrinsi mean for a olletion of data points
xi an be dened as the minimizer of the sum-of-squared distanes to eah of the data
points. That is
x¯Frechet = argmin
x∈M
N∑
i=1
d(x, xi)
2. (4.2)
In previous work at UNC Chapel Hill, these onepts have been used to extend rst
and seond order statistial analysis to nite dimensional Riemannian Manifolds for
statistial analysis of medial representations of objets [26℄. This hapter applies this
approah to the onstrution of large deformation dieomorphi templates. The work
here builds heavily on the mathematial metri theory of dieomorphisms developed
by Miller and Younes [68℄.
Given a metri on a group of transformations, the atlas onstrution problem an be
stated: estimate a lass probability pˆ that requires the minimum amount of deformation
energy to be transformed into every member of the population of lass posteriors, pi.
More preisely, given a transformation group S with assoiated metri D : S ×S → R,
along with a probability dissimilarity metri E(p1, p2), to nd the probability pˆ suh
that
{hˆi, pˆ} = argmin
hi∈S,p
[
N∑
i=1
E(pi ◦ hi, p) +D(e, hi)
2
]
(4.3)
where e is the identity transformation and D(e, h) is measure of how far from the
identity transformation h is as desibed in Chapter 3.
This hapter addresses the problem of anatomial template onstrution as the
joint the estimation of the most representative, average, image and, as enoded in
transformations, the assoiated anatomial geometry given a database of brain images.
4.3 Large Deformation Dieomorphi Atlas Estima-
tion
Given the generalized notion of averages for dieomorphi transformations, the
lass-onditional atlas estimation is dened as the probability mass funtion that min-
imizes an image dissimilarity measure and requires the least amount of energy, based
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Figure 4.1: Atlas Formation
Unbiased atlas onstruted as the intrinsi mean of a population of lass
posteriors.
on a metri on dieomorphisms, to deform into the eah member of the population.
Speially, onsider the problem of estimating an atlas lass posterior pˆ that is the
best representative for a population of N lass posteriors, {pi}
N
i=1 , representing the N
individual image sets {I¯i}
N
i=1. The atlas pˆ is not a member of the set {pi}. To this end,
onsider the problem of onstruting a mapping between pˆ and eah lass posterior in
the set {pi}. That is, estimate the mappings hi : Ω → Ωi where Ω ⊂ R
3
and Ωi ⊂ R
3
are the domains of the lass posteriors pˆ and pi respetively. The domain Ω is ho-
sen to be independent of the individual population lass posterior domains, Ωi. This
framework is depited in Figure 4.1.
Using the metri on the spae of dieomorphisms with regularization operator L
dened in Equation 3.5, the minimum energy atlas estimation problem expressed in
Equation 4.3 is formulated as
{hˆi, pˆ} = argmin
hi,p
[
N∑
i=1
E(pi ◦ hi, p) +
∫ 1
0
∫
Ω
||Lvi(x, t)||
2dxdt
]
(4.4)
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subjet to
hi(x) = x+
∫ 1
0
vi(hi(x, t), t)dt.
Note that the solution to this minimization problem is independent of the ordering
of the N images. This atlas onstrution framework produes transformations hˆi suh
that hˆi : Ω → Ωi. Sine eah hˆi is a dieomorphism, its inverse hˆ
−1
i : Ωi → Ω
exists and an be alulated by integrating the negative veloity elds bakwards in
time, see Figure 3.6. Image to image orrespondenes an be omputed from these
transformations using the omposition rule
hˆi,j = hˆj ◦ hˆ
−1
i : Ωi → Ωj . (4.5)
4.3.1 Dispersion Funtions on the Spae of Probability Mass
Funtions
The argminp
∑N
i=1E(pi ◦ hi, p) term in Equation 4.4 represents the dispersion be-
tween the lass-posteriors {pi ◦ hi}i=1...N . Consider three suh dispersion terms on the
spae of probability mass funtions. Two of these are information distanes presented
in Chapter 2 and one is an extension of a well-known metri.
1. Sum-of-Kullbak-Leibler Divergenes I
D¯
(
pˆ(x)||{pi(hi(x))}
N
i=1
)
=
N∑
i=1
D(pˆ(x)||pi(hi(x)))
where pˆ is the normalized geometri mean of {pi}
N
i=1.
2. Sum-of-Kullbak-Leibler Divergenes II
D¯
(
{pi(hi(x))}
N
i=1||pˆ(x)
)
=
N∑
j=1
D(pi(hi(x))||pˆ(x))
where pˆ is the arithmeti mean of {pi}
N
i=1
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3. Sum-over-Class Squared Error
DSE({pi(hi(x))}
N
i=1) =
∑
c∈C
N∑
i=1
(pi(hi(c(x)))− p(c(x)))
2
The rst two dispersions are sum-of-Kullbak-Leibler divergenes dened in Chapter 2.
Minimizing either D¯
(
pˆ(x)||{pi(hi(x))}
N
i=1
)
or D¯
(
{pi(hi(x))}
N
i=1||pˆ(x)
)
between {pi}
N
i=1
, maximizes a lower bound on Bayes' probability of error Pe and thus renders the prob-
ability mass funtions more indistinguishable. That is, it brings them loser together.
The third dispersion is the extension of the squared error dissimilarity measure used for
salar images used in [49℄ to probability mass funtions. Although the author has not
found a relationship between DSE and Pe, one an see that when DSE = 0, Pe =
N−1
N
and is maximal. Moreover, DSE is a true metri.
4.3.2 Registration
With these results, the minimization problem stated in Equation 4.4 an be further
speied in one of three ways orresponding to the hoie of distane funtion.
1. Sum-of-Kullbak-Leibler Divergene I
vˆi = argmin
vi
[∫
Ω
N∑
i=1
D(p(x)||pi(hi(x)))dx+
∫ 1
0
∫
Ω
||Lvi(x, t)||
2dxdt
]
(4.6)
subjet to hi(x) = x+
∫ 1
0
vi(hi(x, t))dt.
2. Sum-of-Kullbak-Leibler Divergene II
vˆi = argmin
vi
[∫
Ω
N∑
j=1
D(pi(hi(x))||p(x))dx+
∫ 1
0
∫
Ω
||Lvi(x, t)||
2dxdt
]
(4.7)
subjet to hi(x) = x+
∫ 1
0
vi(hi(x, t))dt.
3. Sum-over-Class Squared Error
vˆi =
∫
Ω
∑
c∈C
N∑
i=1
(pi(hi(c(x)))− p(c(x)))
2 dx+
∫ 1
0
∫
Ω
||Lvi(x, t)||
2dxdt (4.8)
subjet to hi(x) = x+
∫ 1
0
vi(hi(x, t))dt.
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Note that the solution to any of these three minimization problem is independent of
the ordering of the N image sets and inreases linearly as image sets are added, thus,
making the algorithm salable.
4.3.3 Variation of Dispersion With Respet to Transformations
A gradient desent approah to optimizing the estimation problems in Setion 4.3.2
is used. To that end, the variation of the dispersion funtion with respet to the
transformation hi an be omputed as follows:
1. Sum-of-Kullbak-Leibler Divergenes I
∂
∂hi
D¯
(
pˆ(x)||{pj(hj(x))}
N
i=1
)
=
∂
∂hi
N∑
j=1
D(p(x)||pj(hj(x)))
=
∂
∂hi
∑
c∈C
p(c(x)) log
p(c(x))
pi(hi(c(x)))
= −
∑
c∈C
p(c(x))
pi(hi(c(x)))
∇pi|
T
hi(c(x))
.
2. Sum-of-Kullbak-Leibler Divergenes II
∂
∂hi
D¯
(
{pj(hj(x))}
N
j=1||pˆ(x)
)
=
∂
∂hi
N∑
j=1
D(pj(hj(x))||p(x))
=
∂
∂hi
∑
c∈C
pi(hi(c(x))) log
pi(hi(c(x)))
p(c(x))
=
∑
c∈C
[
log
pi(hi(c(x)))
p(c(x))
+ 1
]
∇pi|
T
hi(c(x))
.
3. Sum-over-Class Squared Error
∂
∂hi
DSD({pj(hj(x))}
N
j=1) =
∂
∂hi
∑
c∈C
N∑
j=1
(pj(hj(c(x)))− p(c(x)))
2
=
∑
c∈C
∂
∂hi
(pi(hi(c(x)))− p(c(x)))
2
= 2
∑
c∈C
(pi(hi(c(x)))− p(c(x)))∇pi|
T
hi(c(x))
.
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4.3.4 Implementation
Given one of the three minimization problems, the iterative greedy uid algorithm
of propagation templated desribed in [14℄ is used to approximate the solution. At eah
iteration k, the updated transformation hk+1i , for eah lass-onditional probability pi,
is omputed using the update rule hk+1i = h
k
i
(
x+ εvki (x)
)
. hki and v
k
i are the urrent
estimated transformation and veloity for the ith probability, and ε is the step size.
In other words, eah nal transformation hi is built up from the omposition of k
transformations.
The veloity vki for eah iteration k is omputed as follows. First, ompute the
updated template estimate. For the optimization in Equation 4.6, this is normalized
geometri mean,
pˆk(c(x)) =
(∏N
i=1 pi(h
k
i (c(x)))
) 1
N
∑
c′∈C
(∏N
i=1 pi(h
k
i (c
′(x)))
) 1
N
,
for eah lass omponent c. For the optimizations in Equations 4.7 and 4.8, this is
the arithmeti mean,
pˆn(c(x)) =
1
N
N∑
i=1
pi(h
n
i (c(c))),
for eah lass omponent c. Next, dene the body fore funtions as the variation of
the lass posterior dispersion terms with respet to the transformation hi.
1. Sum-of-Kullbak-Leibler Divergenes I
F ki (x) = −
∑
c∈C
p(c(x))
pi(hki (c(x)))
∇pi|
T
hi(c(x))
.
2. Sum-of-Kullbak-Leibler Divergenes II
F ki (x) =
∑
c∈C
[
log
pi(h
k
i (c(x)))
p(c(x))
+ 1
]
∇pi|
T
hki (c(x))
.
3. Sum-over-Class Squared Error
F ki (x) = 2
∑
c∈C
(
pi(h
k
i (c(x)))− p(c(x))
)
∇pi|
T
hki (c(x))
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The veloity elds are estimation and integrated to produe subsequent forward
and inverse transformations as before. The veloity eld vki is omputed at eah iter-
ation by applying the inverse of the dierential operator L to the fore funtion, i.e.
vki (x) = L
−1F ki (x), where L = α∇
2 + β∇(∇·) + γ is the Navier-Stokes operator. This
omputation is arried out in the Fourier domain [51℄.
For eah iteration the dominating omputation is the Fast Fourier Transform. Thus,
the order of the algorithm is MNn log n where M is the number of iterations, N is the
number of images to be registered, and n is the number of voxels in eah image. The
omplexity inreases only linearly as images are added, making the algorithm extremely
salable. Satisfatory orrespondene is typially ahieved after 100-200 iterations. In
pratie, a multi sale approah that initializes the ne (voxel) sale registration is used
with the up-sampled orrespondene omputed at a oarser sale level. The ner sale
levels only need to aount for residue from oarser sale levels and thus require far
fewer iterations to onverge.
4.4 Ane and Dieomorphi Atlas Results
To evaluate the performane of the atlas formation method, the algorithm, with
sum-over-lass squared error distane in Equation 4.8, was applied to a set of ten lass-
posterior mass funtion maps the database of healthy normal adult brains desribed in
Chapter 6. A mid-axial slie from eah lass-posterior is shown in Figure 4.2. There is
notieable variation between these anatomies, espeially in the ventriular region.
Figure 4.3 shows the arithmeti mean of the lass posterior population following
ane alignment and the nal large deformation dieomorphi average atlas estimate.
The arithmeti mean is blurry sine it is an average of the varying individual neu-
roanatomies. Ghosting is evident around the lateral ventriles and near the boundary
of the brain. In the nal estimate of non-linear atlas, these variations have been a-
ommodated by the high-dimensional dieomorphi registration.
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Figure 4.2: Sample Class Posterior Population
Axial views of ten lass-posteriors. These images learly indiate large inter-
subjet variability, espeially in the ventriular system.
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(a) Ane Average
(b) Large Deformation Dieomorphi Average
Figure 4.3: Ane and Dieomorphi Atlases
Axial views of the simple linear averaging of ten lass-posteriors (a) and
large deformation dieomorphi averaging of the same ten lass-posteriors.
The dieomorphi averaging produes a sharper atlas.
Chapter 5
Atlas Stability
1
An important question to ask of the atlas formation method in Chapter 4 is the
following: how many subjets are required to represent a population? That is, how
many images are neessary to form a stable atlas? For a given population of images
and orresponding atlas, there are a number of ways to determine if an additional image
would result in a suiently dierent atlas. In this dissertation, entropy and variane
of salar elds, e.g. image intensities in T1-weighted MR images and the white matter
lass in a multi-lass posterior map, is used to assess the stability of atlases. This
hapter fouses primarily on the entropy of salar intensity images. For atlas stability,
it is the entropy introdued by the atlas reation method that is of interest rather than
the intrinsi entropy assoiated with images of individual brain anatomy.
Entropy, dened in Appendix A, has often been proposed as a good measure of
image quality [33, 4℄ where sharp images have relatively low entropy. A distribution
psingle(i) = {1} for a single event random variable, e.g. an image with onstant intensity,
has minimal entropy, H (psingle) = 0. The uniform distribution punif(i) =
{
1
N
, · · · , 1
N
}
,
for a random variable with at least two events, orresponding to an image with multiple
intensities ourring with equal frequeny, maximizes entropy, H (punif) = logN [16℄.
That is, a blurry image, with a relatively at histogram, will have greater entropy than
a sharp image. Using multiple permutations of images from a database of images, the
stability of atlases produed by proposed atlas formation method is studied by building
atlases of inreasing population size. An atlas is onsidered stable when the entropy
of its intensities or lass-posterior maps is stable with respetive to the number of
onstituent images.
The remainder of this hapter is organized as follows. For illustrative purposes, the
1
This hapter is an extension of portions of the reent MICCAI paper [61℄.
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entropy omputation for a simple intensity image is provided in Setion 5.1. Image
intensity entropy is explored in terms of interpolation and sale in Setion 5.2. In
Setion 5.3, a random permutation test is used to study atlas stability with respet
to the number of images used in the atlas formation. The hapter onludes with a
summary in Setion 5.4.
5.1 Simple Intensity Example
Consider the square 2D intensity image involving twenty-ve voxels and assoiated
height eld interpretation shown in Figure 5.1. As a random variable, this image has
ve events orresponding to the image intensities, E = {50, 100, 150, 200, 250}. The
probability mass funtion assoiated with this random variable is omputed as the
normalized histogram of the image intensities. For the intensities of this simple image,
the normalized histogram is shown in Figure 5.2. The entropy of image intensities is
omputed from the probability mass funtion p = {0.48, 0.32, 0.04, 0.08, 0.08} as
H(p) = −
5∑
i=1
p(i) log p(i)
≈ 1.8 bits/event.
That is, on average, the minimum number of bits to represent an intensity value in this
simple image is ⌈H(p)⌉ = 2.
5.2 Entropy: Interpolation and Sale Eets
This setion fouses on quantifying the eets on entropy of both the hoie of inter-
polation method for image resampling and viewing images through various apertures
or at sale. In this, and subsequent results in this hapter, 256 histogram bins were
used to dene the probability mass funtions. Therefore, log2 256 = 8 bits is the upper
limit for the entropy omputation in these experiments.
To examine the eets of interpolation on entropy, a simple binary image was on-
struted and translated over a range of distanes using four dierent interpolation
methods during the resampling. After eah resampling, the entropy of image intensi-
ties was omputed. The simple image was hosen to be a uniformly white disk on a
uniformly blak bakground. To redue bias in the entropy omputation, the areas of
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50 50 250 50 50
50 100 100 100 50
200 100 150 100 200
50 100 100 100 50
50 50 250 50 50
Figure 5.1: Simple Intensity Image
A simple 5× 5 image with ve distint intensities and orresponding salar
height eld interpretation are shown on the left and right respetively.
Event (Intensity) Count Frequeny
50 12 0.48
100 8 0.32
150 1 0.04
200 2 0.08
250 2 0.08
Figure 5.2: Image Intensity Histogram
The ve intensities in the image, the assoiated histogram, and normal-
ized (to unity) histogram are shown in the left, middle, and right olumns
respetively.
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Figure 5.3: Translated Disk Entropy
Entropy plots for the disk image translated over a range of forty distanes,
uniformly spaed over four voxels, using four interpolation methods: nearest
neighbor, linear, ubi, and spline.
the disk and bakground were onstruted to be equal. The results of translating this
disk are shown in Figure 5.3. The higher order interpolation methods indue greater
entropy. Any evaluation of entropy for image quality will, therefore, have to onsider
the method of interpolation used during image resampling.
To examine the eets on entropy of viewing an image at sale, the same binary
disk image was low-pass ltered with fteen Gaussian kernels of inreasing sale. The
original image and the fteen blurred versions thereof are shown in Figure 5.4. The
entropy of the original and blurred disks is presented in Figure 5.5. For this example,
entropy grows linearly with sale σ. The slope of the line is approximately 0.2 bits/σ.
The entropy of the base image is appropriately one bit. That is, a pixel is either white
or blak in equal proportions.
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Figure 5.4: Disk at Sale
The original disk, 256 × 256 voxels, (upper right) and the fteen blurred
versions produed by onvolution with a Gaussian lter with sale param-
eters σ = 1 . . . 15 pixels. The kernel width was dened to be 2σ + 1 pixels
wide.
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Figure 5.5: Disk at Sale Entropy
5.3 Random Permutation Test
To address the question of how many images are required to onstrut a stable atlas
random permutation tests involving 2D salar T1-weighted images were investigated.
In that work [61℄, rigid-based and dieomorphi-based atlases were ompared in terms
of stability through entropy of image intensities and variane in image intensities. The
results from that prior work are reprodued in this setion.
5.3.1 Atlas Formation
Atlases were reated from an image database ontaining fourteen brain images pro-
vided by the UNC Chapel Hill autism image analysis group. These images were inten-
sity normalized and rigidly aligned. Due to the high memory demands of the imple-
mentation, the algorithm was applied to 2D mid-axial slies. This database of images
is shown in Figure 5.6. There is notieable large deformation variation between these
anatomies, espeially in lateral ventriles.
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Figure 5.6: 2D Population Data
2D mid-axial slies from MR images of fourteen subjets.
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To quantify the stability of the estimated atlases, eleven atlas ohorts, {Ci}
12
i=2, were
generated eah with twenty atlases derived from i images randomly seleted from the
original database of fourteen images. Two mutually exlusive atlases from C7 are shown
in Figure 5.7 for both simple averaging and with the large deformation dieomorphisms.
The rigidly aligned atlases are blurry sine they are arithmeti averages of varying
individual neuroanatomies. Ghosting is evident around the lateral ventriles and near
the boundary of the brain. In the nal dieomorphi atlases, these regions appear muh
sharper.
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Atlas of 7 images Atlas of 7 images
Figure 5.7: Mutually Exlusive Atlases
Both olumns represents an individual atlas onstruted by both arithmeti-
ally averaging rigidly aligned images (top row) and estimating a dieomor-
phi atlas after 100 iterations (bottom row). These two atlases were formed
from ompletely separate sets of images.
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Figure 5.8: Translated T1 Image Entropy
Entropy plots for the fourteen images in the database over a range of forty
distanes, uniformly spaed over four voxels, using linear interpolation.
5.3.2 Interpolation and Sale Eets on Entropy
As in Setion 5.2, the eets on entropy of both interpolation, as used in image
resampling, and viewing images at sale are onsidered.
To examine the eets of interpolation on entropy, eah of the fourteen images in
the database were a translated over a range of distanes using linear interpolation.
After eah resampling, the entropy of image intensities was omputed. The mean and
standard deviation of entropy of these fourteen images over the range of distanes is
shown in Figure 5.8. The fourteen images were intensity normalized and from subjets
of similar age whih may explain the rather tight variane observed in the entropy
omputation.
To examine the eets on entropy of viewing an image at sale, a single image taken
from the database was low-pass ltered with fteen Gaussian kernels of inreasing sale.
The original image and the fteen blurred versions thereof are shown in Figure 5.9. The
entropy of the original and blurred images is presented in Figure 5.10. As with the disk
example, entropy grows linearly with sale σ, but after σ = 1 voxel. The slope of the
line is approximately 0.1 bits/σ, half that of the disk example. It is interesting to note
that, for this image, using linear interpolation inreases the entropy to approximately
4.43 bits of entropy whih is similar to the 4.59 bits observed by blurring the image
74
with σ = 1 voxels.
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Figure 5.9: T1 Image at Sale
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Figure 5.10: T1 Image at Sale Entropy
5.3.3 Atlas Stability
To evaluate the robustness and stability of the atlases, the mean and standard
deviation of the entropies of the original fourteen images were rst omputed. To this
end, the mean and standard deviation of the atlas ohort entropies reated both by
simple arithmeti averaging of the rigidly aligned images and those produed by the
dieomorphi method were ompared. These results are summarized in Figure 5.11.
From this plot, one an notie that as atlas size inreases, the average atlas entropy
inreases for atlases formed by simple intensity averaging, whereas the average entropy
dereases for atlases reated via dieomorphism. The atlases also beome more stable
with respet to entropy as the standard deviation dereases with atlas size. After ohort
C10, the atlas entropy means appear to onverge. Note that the entropy of the large
deformation dieomorphi atlases onverges to about 4.5 bits, approximately same
entropy of any of the shifted original images in the database. That is, to within the
hoie of interpolation method, the large deformation dieomorphi atlases are sharp.
Another measure of atlas stability is the variane in image intensities. For eah
atlas ohort, point-wise intensity mean and variane images were reated. For a given
ohort Cs representing the N = 20 atlases {A
s
i (x)}
N
i=1 of size s, the mean and variane
images were omputed as follows
Ms(x) =
1
N
N∑
i=1
Asi (x)
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Figure 5.11: Cohort Average Entropy
For omparison, the average entropy of the original fourteen images is 3.91
bits with standard deviation 0.08 bits. The error bars represent one stan-
dard deviation from the mean.
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and
Vs(x) =
1
N − 1
N∑
i=1
(Asi (x)−Ms(x))
2 .
Cohort variane images for the large deformation dieomorphi average and rigid av-
erage atlases are shown in Figures 5.12 and 5.13 respetively. These images show
redution of image intensity variation with the inrease in the number of subjets per
atlas. This redution an be quantitatively observed through the relative variane sum
Vs
V2
, where
Vs =
∑
x∈Ω
Vs(x).
This measure was omputed for both averaging methods and is shown in Figure 5.14.
Both methods show onvergene in variane, whih, as with the entropy measure,
indiate atlas stability is ahieved with about ten subjets for this dataset. That is,
given these fourteen subjets, about ten images are needed to reate a stable, with
respet to the entropy and variane measures, atlas representing neuroanatomy.
5.4 Summary
In this hapter, entropy of image intensities was used to quantify atlas sharpness.
A blurry image will exhibit greater entropy of intensities than a sharper image. Using
this measure, it was shown that resampling an image using linear interpolation adds
entropy to the image omparable to that of blurring the image with Gaussian kernel
with a width σ = 1 voxels. For atlas formation, entropy and image intensity variane
was used to address the question of how many subjets are required to produe a stable
atlas. Random permutation tests were onduted to study atlas entropy and intensity
variane as a funtion of the number of images used to produe an atlas. It was shown
that, within the hoie of interpolation method, the large deformation dieomorphi
atlases were sharp after the inlusion of ten or more subjets. This number is ertainly
dependent on the partiular population used. Atlas stability for larger and more varied
databases may require more subjets. The results in this hapter exemplify the atlas
stability methodology rather than provide an answer for all image databases.
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Figure 5.12: Cohort Variane: Large Deformation Dieomorphi Atlases
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Figure 5.13: Cohort Variane: Rigid Average Atlases
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Chapter 6
Aging Study via Atlases of Normal
Healthy Brains
An important area of medial image analysis is the development of methods for
automated omputer-assisted assessment of disease. For example, methods for ana-
lyzing loal strutural brain hange over time an provide markers for understanding
disease progression (e.g., Alzheimer's disease and shizophrenia). Early detetion of
disease-spei brain hanges is important for therapeuti response. This requires the
establishment of healthy norms to whih test subjets an be ompared. These norms
typially take the form of a digital atlas onstruted from data derived from many
healthy subjets generally from a wide age range. Healthy aging, however, indues
strutural hanges in the brain [67, 36℄. In young, healthy adults [35℄ and in non-
demented older persons [82℄, analysis demonstrates that the aging proess is a ontin-
uum with hanges evident before senesene. A omprehensive disussion of tehniques
used to examine the temporal dynamis of brain anatomy is provided in [100℄. Be-
fore analyzing atlas-based brain hange studies, the onstrution of brain databases is
reviewed.
The design of brain databases an be ategorized into two main types: longitudinal
design and ross-setional design. In longitudinal studies, the same subjets are sanned
over time, typially with intersan intervals of one year. Cross-setional studies, by
ontrast, involve sanning many subjets of dierent ages only one. While these studies
apture brain hanges of longer time periods, underlying brain hanges are harder to
detet. This is a result of intersubjet variability. Multivariate modeling is often used
in ross-setional studies to partition variane observed in the database into spei
eets suh as age and sex. To aount fully for these eets, the Computer-Assisted
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Surgery and Imaging Laboratory (CASILab) at UNC Chapel Hill has onstruted an
age-grouped MR image database of healthy subjets [73℄. A potentially diseased subjet
an then be appropriately age- and sex-mathed to the image database.
Temporal brain hange has been studied using a number of methods. An approah
that models brain deformation in Alzheimer's disease is presented in [28℄. This method
uses longitudinal data with one-year intervals. Pair-wise, in time, 3D non-linear im-
age registration was performed for nine ontrol subjets and nine Alzheimer's patients.
Warping images from one time point to the next provides some measure of tempo-
ral smoothing. Another longitudinal method that analyzes transformations between
ortial maps of adolesent subjets using elasti image registration is desribed in [95℄.
A voxel-based morphometri analysis of white matter, grey matter, and erebrospinal
uid volume hange using a large, 465-adult-subjet ross-setional database is pre-
sented in [30℄. This method involves mapping eah subjet's anatomy to a template
followed by performing statistis on the resulting volumetri hanges. The hoie of a
single referene template may introdue a bias. Although four times larger and over-
ing a similar age range to the UNC database, this database is skewed to a young adult
population in their twenties and thirties.
The above 3D methods may be sensitive to noisy longitudinal measurements. To
address this issue, a fully 4D approah that simultaneously estimates longitudinal or-
respondene (intra-subjet) and inter-subjet orrespondene between template and
subjet is presented in [89℄. The method is a generalization of the 3D method that
uses image intensity, edge, and geometri moment information as a feature vetor pro-
posed by the authors in [88℄. A 4D math is obtained by mapping a set of ative
points. A distintiveness measure is used to selet these ative points. During the
registration, a hierarhial approah is taken beginning with a smaller number of more
distint points and progressing to a larger number of less distint points. This method
was applied to nine subjets taken from the Baltimore Longitudinal Study of Aging
[82℄ where eah subjet was sanned one a year for ve years.
An age-ontinuous 4D spatiotemporal atlas would address the need for suient
temporal resolution. In this hapter, the multi-lass posterior atlas formation method
developed in Chapter 4 is used to produe time sequenes by age of atlases, resulting
in 4D spatiotemporal atlases. These disrete 4D atlases provide a step toward building
age-ontinuous 4D spatiotemporal atlases. A ontinuous 4D spatiotemporal atlas would
provide the ideal age-based math for a new subjet. By examining the Jaobian maps
of dense transformations relating the spae of the rst atlas in the sequene to the
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spae of eah subsequent atlas, loal volumetri hange through time an be studied.
For this purpose, a program alled PMFAtlasBuilder was written using C++ libraries
developed at the radiation onology department at UNC Chapel Hill.
The rest of this hapter is organized as follows. In Setion 6.1, the database of
multi-modal MR brain images is detailed. The reation of the lass-onditional pos-
terior maps representing the anatomial strutures in the MR database is desribed
in Setion 6.2. The onstrution of individual spatial atlases is detailed in Setion 6.3
with spatiotemporal atlas results presented in Setion 6.4. The hapter onludes with
a summary in Setion 6.5.
6.1 Brain MR Image Database
For this dissertation, MR image data from the CASILab Healthy Subjet Database
1
was used. The database has 100 subjets, with twenty subjets in eah of ve age ranges:
19-29, 30-39, 40-49, 50-59, and 60+ years of age. The subjets are evenly split between
females and males. Age distribution of the female and male subjets are shown in Figure
6.1. All subjets were sreened for the presene of disease. Additionally, handedness
and rae were also reorded. For eah subjet, several 3-Tesla 3D MR images were
aquired: a T1-weighted image (FLASH or MPRAGE or both), a T2-weighted image,
a magneti resonane angiogram (MRA), and a diusion tensor image (DTI). The voxel
spaing and dimensions of this data is presented in Figure 6.2. The image aquisition
details an be found in Setion 3.3.
The multi-modal nature of this database is depited in Figure 6.3 where the mid-
axial slies of the youngest and oldest subjets of both sexes are shown. It is important
to note the ross-setional nature of this data. A spatiotemporal atlas onstruted from
this database represents many subjets at dierent ages rather than a single subjet
at many ages. Therefore, any assessment of volumetri hange over time may have the
onfound of inter-subjet variability.
1
The CASILab Healthy Subjet Database was produed by Dr. Elizabeth Bullitt, head of CASILab
at UNC Chapel Hill. The work was funded by NIBIB-NIH grant R01 EB000219, 3D Cerebral Vessel
Loation for Surgial Planning.
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Figure 6.1: Database Subjet Ages
Age distribution for the (a) female and (b) male subjets in the database.
Voxel Spaing (mm) Dimensions (voxels)
T1-FLASH 1× 1× 1 176× 256× 176
T1-MPRAGE 1× 1× 1 208× 256× 128
T2 1× 1× 1 192× 256× 128
MRA 0.5× 0.5× 0.8 448× 448× 128
Figure 6.2: Image Size
Interior image size (voxel spaing) and exterior image size (dimensions).
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(a)
T1-FLASH T2 MRA
(b)
T1-FLASH T1-MPRAGE T2 MRA
()
T1-FLASH T2 MRA
(d)
T1-FLASH T1-MPRAGE T2 MRA
Figure 6.3: Image Database Samples
Mid-axial slies from the (a) youngest (20 year old) subjet, (b) the oldest
(68 year old) female subjet, () the youngest (22 year old) male subjet,
and (d) the oldest (79 year old) male subjet.
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6.2 Class-Conditional Posterior Maps
To provide diret input to the PMFAtlasBuilder tool, lass-onditional posterior
maps were reated from the T1-weighted and T2-weighted images from the database
desribed in Setion 6.1, following a protool similar to the one presented in a previous
study [73℄ using the same database. Three tissue lasses (white matter, gray matter,
and erebrospinal uid) were dened using an expetation-maximization segmentation
method
2
based on an algorithm developed by van Leemput et al. [102, 101℄. In addition
to the T1 and T2 images, a spatial probabilisti brain atlas [24℄ representing expert
prior knowledge about brain strutures was used to drive the segmentation.
Eah segmentation was produed in the spae of the T1 image resulting in prob-
ability maps. For ease of algorithm implementation, an additional bakground tissue
lass was added, resulting in four total lasses. The lass-onditional posterior maps
are represented mathematially as
pi(cj(x)|I¯i)
where the subsript i indiates the subjet number, c the tissue lass, and I¯ the multi-
modal image set. For the results presented in this hapter, c = {gray matter, white
matter, erebrospinal uid, and bakground}, and I¯ = {T1 image, T2 image}. Floating
point numbers were used to represent the data. Therefore, eah posterior map omprises
number of voxels × number of classes × data type size = 176× 256× 176× 4× 4 Bytes
= 126, 877, 696 Bytes
= 121 MBytes.
6.3 Atlas Formation
This setion details the preproessing of the images in the Healthy Subjet Database
of Setion 6.1 and provides algorithmi analysis of PMFAtlasBuilder. PMFAtlasBuilder
was run using the sum-over-lass squared error distane desribed in Setion 4.3.1. All
preproessing and experiments desribed in Setion 6.4 were performed in the Neuro-
Image Analysis Laboratories (NIAL) at UNC Chapel Hill using a SunFire V40z with
2
The expetion maximization segmention method used to produed the multi-lass posteriors was
developed by Marel Prastawa et al. at the University of North Carolina at Chapel Hill [79℄.
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four AMD Opteron CPUs, 16GB of memory, and two 76GB hard drives.
The rst step in preproessing the data involved seleting a oordinate system to
whih all the lass posteriors (produed in Setion 6.2) were anely normalized. For
this purpose, a salar T1-atlas produed from ve healthy adult subjets
3
using the
unbiased salar atlas formation method presented in [49℄ was used. As with the raw
T1 and T2 images, this ve-subjet atlas has isotropi 1mm spaing with dimensions
of 160× 208× 163 voxels.
Using a program, alled areg, for ane registration of multi-modal images, we regis-
tered intensity normalized T1 images from eah subjet to the spae of the ve-subjet
T1-atlas. This program was developed by Daniel Ruekert and Julia Shnabel at Impe-
rial College London for their Image Registration Toolkit [86℄. This registration tool uses
normalized mutual information as the similarity riterion. Cubi spline interpolation
was used to resample the resulting images.
The ane transformation parameters from the above registrations were then applied
to the lass posteriors from Setion 6.2, again using ubi spline interpolation. These
images were onverted from their original unsigned short data type format to single
oating point format for onveniene in the algorithm implementation, resulting in
lass posterior maps of the size
PMF Data Size = Number of Voxels× Number of Classes ×Data Type Size
= 160× 208× 163× 4× 4 bytes
= 86, 794, 240 bytes
≈ 82.8 MBytes.
6.4 Results
Spatiotemporal atlases were reated for both the female and male populations using
the PMFAtlasBuilder tool. While preproessing the database, the segmentation tool
failed to produe lass-onditional probability maps for one female subjet and four
male subjets. This appears to be a result of registration failure between the spatial
prior used in the segmentation proess and the individual subjets. This is most likely
due to the ane registration failing to aommodate widely disparate skull shapes.
For eah sex, the lass-onditional probability maps were ordered by subjet age.
3
These subjets partiipated in the Shizophrenia First Episode Study at UNC Chapel Hill.
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For the female population, this resulted in the set {pfemalei (c|x)}i=1...49 where p
female
1 and
pfemale49 represent the youngest and oldest female subjets respetively. Similarly, for
the male population, the ordering resulted in the set {pmalei (c|x)}i=1...46 where p
male
1 and
pmale46 represent the youngest and oldest male subjets respetively. The spatiotemporal
atlases were then reated by building a sequene of atlases, eah derived from a xed
number of subjets in that ordering. The number of subjets used to build one of the
individual atlases is alled the atlas window width w. The jth atlas in the sequene is
generated from the sub-population {pj(c|x)}j=i...i+w−1.
Due to time onstraints atlas stability analysis for this database was not onduted.
In the absene of that analysis, spatiotemporal atlases were reated using window
widths of w = 10 and w = 15. PMFAtlasBuilder was run for 100 iterations to build
eah individual atlas. The female and male spatiotemporal atlases for window width
w = 10 are presented in Figure 6.4 and Figure 6.5 respetively. Similarly, the female
and male spatiotemporal atlases for window width w = 15 are presented in Figure 6.6
and Figure 6.7 respetively. Greater detail of the youngest and oldest individual female
atlases for window widths of w = 10 and w = 15 are shown in Figures 6.8, 6.9, 6.10,
and 6.11. Similarly, greater detail of the youngest and oldest individual male atlases is
shown in Figures 6.12, 6.13, 6.14, and 6.15.
The average age of the sub-populations used to reate eah individual atlas was
omputed to gain an understanding of how well-spaed in time the 4D spatiotemporal
atlases are. These atlas ages and orresponding age dierentials are presented in Figure
6.16 and Figure 6.17 for window widths of ten and fteen subjets respetively.
6.4.1 Spatiotemporal Atlas Stability
To measure spatiotemporal intra atlas stability aross onstituent individual 3D
spatial atlases, the sharpness and population variane of eah individual spatial atlas
was measured. Using the approah desribed in Chapter 5, entropy was omputed for
eah lass-posterior map using 256 bins. The inter-time entropy trends are shown for
female and male spatiotemporal atlases for window widths of w = 10 and w = 15
in Figures 6.18 and 6.19 respetively. These trends indiate stability with respet to
individual atlas sharpness. Individual atlas sub-population variane was measured by
onsidering the distane on the transformations relating eah onstituent member of
the sub-population to the atlas. This distane is the veloity norm in Equation 3.5.
These trends for window widths of w = 10 and w = 15 are presented in Figures 6.20
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and 6.21 respetively.
6.4.2 Volumetri Analysis
When viewed as a time sequene of 3D spatial atlases, spatiotemporal atlases provide
information regarding volumetri hange over time. To analyze this hange, per-lass
volumes were omputed for eah tissue lass using two methods. In the rst method,
the per-hannel volume V1 of a lass c was omputed as the sum of lass-posterior values
over the whole spatial volume Ω,
V1(c) =
∑
x∈Ω
p(c|x).
This approah assumes partial voluming of tissue lasses in eah voxel. In the seond
method, the per-hannel volume V2 of a lass c was omputed as the sum of maximum
a posteriori labels,
V2(c) =
∑
x∈Ω
l(c(x))
where
l(c(x)) =
{
1 where c = argminc′∈{WM,GM,CSF,Background} p(c
′|x)
0 otherwise
This approah assumes a voxel is omprised of a single tissue lass. Volume trends using
both V1 and V2 are presented for female and male atlases of width w = 10 subjets in
Figures 6.22 and 6.23 respetively. Similarly, volume trends for the atlases of width
w = 15 are shown in Figures 6.24 and 6.25.
The volume trends show a loss of grey matter and an inrease in erebrospinal uid
over time. The global loss of grey matter with age is well doumented, for example
in aforementioned 465-adult-subjet ross-setional study presented in [30℄. In the
Good et al. study, the authors report no signiant global derease in white matter
volume with age. While this appears to be true for the female data presented in this
dissertation it holds for only the younger half of the male data. For the older half of
the male population there is a notieable derease in white matter volume. There also
appears to be a general derease in the total intraranial volume with age for the entire
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male population. Additionally, Good et al. report a steeper deline in grey matter
volume in males than in females whereas, in this dissertation, the grey matter loss
appears to be similar for the female and male populations. One possible explanation
for the greater than expeted white matter loss and lower than expeted grey matter
loss for seond half of the male population is the progressively poorer ontrast over
time between grey matter and white matter. For example, onsider oipital region in
the T1-FLASH and T2 images for the oldest male in Figure 6.3.
There is agreement between the white matter volume of the individual atlases and
the average white matter volume of the sub-populations from whih those atlases where
reated. While this onsisteny holds for the gray matter lass, it does not hold for the
erebrospinal uid lass. The omputed erebrospinal uid volumes for the individual
atlases fall well below their orresponding sub-population averages. This is due to the
thinning and, in plaes, destrution of ortial erebrospinal uid voxels during the
linear interpolation used to resample the images during the registration proess. Sine
muh of the erebrospinal uid is ortial, this eet is quite pronouned. The eet
of linear interpolation on atlas volumes an be studied by omputing the volume of a
single lass-posterior map at sale. The lass-posterior map representing the youngest
female subjet was blurred with a Gaussian kernel with σ = 0.5 and σ = 1.0 voxels.
The lass volumes of these two blurred lass-posterior maps are ompared with the
lass volumes of the original lass-posterior maps in Figure 6.26. As the lass-posterior
maps are blurred, the erebrospinal uid volume dereases.
Loal volumetri hange an be studied by analyzing the logarithm of Jaobian maps
derived from the transformation relating the youngest and oldest spatial atlases within
a given spatiotemporal atlas. Figures 6.27 and 6.28 show these log-Jaobian maps for
the female and male populations for window widths w = 10 and w = 15 respetively.
In these images, blue represents a volumetri ontration, green no hange, and red
volumetri expansion.
6.5 Summary
In this hapter, the multi-lass posterior atlas formation method was applied to
a database of multi-modal images from ninety-ve adult brains as part of a healthy
aging study. In this study, 4D spatiotemporal atlases were reated for the male and
female populations. This work is unique in that Fréhet mean atlases were reated
for a number of time points. These mean atlases suggest an approximation for the
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line of best t lass posteriors over time. Based on the results in Chapter 5, sliding
windows of ten and fteen subjets were used to ensure temporal smoothness. All of
this was failitated by the good age distribution of the subjets in the database used.
Volumetri analysis of white-matter, grey-matter, and erebrospinal uid hange over
time were onsistent with results from previous studies involving large databases. The
use of sharp spatiotemporal atlases provides an opportunity to analyze loal volumetri
hange over time.
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Figure 6.4: Female Spatiotemporal Atlas, w = 10
Mid-axial slie view of the forty individual female atlases generated using a
window width of ten subjets.
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Figure 6.5: Male Spatiotemporal Atlas, w = 10
Mid-axial slie view of the thirty-seven individual male atlases generated
using a window width of ten subjets.
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Figure 6.6: Female Spatiotemporal Atlas, w = 15
Mid-axial slie view of the thirty-ve individual female atlases generated
using a window width of fteen subjets.
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Figure 6.7: Male Spatiotemporal Atlas, w = 15
Mid-axial slie view of the thirty-two individual male atlases generated using
a window width of fteen subjets.
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(a) Mid-Axial Slie
(b) Mid-Coronal Slie
() Mid-Sagittal Slie
Figure 6.8: Youngest Female Atlas, w = 10
The mid-axial (a), mid-oronal (b), and mid-sagittal () slies of the atlas
built from the lass posteriors representing the ten youngest females in the
database.
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(a) Mid-Axial Slie
(b) Mid-Coronal Slie
() Mid-Sagittal Slie
Figure 6.9: Oldest Female Atlas, w = 10
The mid-axial (a), mid-oronal (b), and mid-sagittal () slies of the atlas
built from the lass posteriors representing the ten oldest females in the
database.
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(a) Mid-Axial Slie
(b) Mid-Coronal Slie
() Mid-Sagittal Slie
Figure 6.10: Youngest Female Atlas, w = 15
The mid-axial (a), mid-oronal (b), and mid-sagittal () slies of the atlas
built from the lass posteriors representing the ten youngest females in the
database.
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(a) Mid-Axial Slie
(b) Mid-Coronal Slie
() Mid-Sagittal Slie
Figure 6.11: Oldest Female Atlas, w = 15
The mid-axial (a), mid-oronal (b), and mid-sagittal () slies of the atlas
built from the lass posteriors representing the ten oldest females in the
database.
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(a) Mid-Axial Slie
(b) Mid-Coronal Slie
() Mid-Sagittal Slie
Figure 6.12: Youngest Male Atlas, w = 10
The mid-axial (a), mid-oronal (b), and mid-sagittal () slies of the atlas
built from the lass posteriors representing the ten youngest males in the
database.
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(a) Mid-Axial Slie
(b) Mid-Coronal Slie
() Mid-Sagittal Slie
Figure 6.13: Oldest Male Atlas, w = 10
The mid-axial (a), mid-oronal (b), and mid-sagittal () slies of the at-
las built from the lass posteriors representing the ten oldest males in the
database.
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(a) Mid-Axial Slie
(b) Mid-Coronal Slie
() Mid-Sagittal Slie
Figure 6.14: Youngest Male Atlas, w = 15
The mid-axial (a), mid-oronal (b), and mid-sagittal () slies of the atlas
built from the lass posteriors representing the ten youngest males in the
database.
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(a) Mid-Axial Slie
(b) Mid-Coronal Slie
() Mid-Sagittal Slie
Figure 6.15: Oldest Male Atlas, w = 15
The mid-axial (a), mid-oronal (b), and mid-sagittal () slies of the at-
las built from the lass posteriors representing the ten oldest males in the
database.
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Figure 6.16: Atlas Age Trends, w = 10
Average age of subjets used to reate the (a) female atlases and the (b)
male atlases. Dierential age for plots (a) and (b) is shown in () and (d)
respetively.
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Figure 6.17: Atlas Age Trends, w = 15
Average age of subjets used to reate the (a) female atlases and the (b)
male atlases. Dierential age for plots (a) and (b) is shown in () and (d)
respetively.
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Figure 6.18: Entropy Trends, w = 10
Class-posterior entropy trends for the female (a) and male (b) atlases.
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Figure 6.19: Entropy Trends, w = 15
Class-posterior entropy trends for the female (a) and male (b) atlases.
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Figure 6.20: Veloity Norm Trends, w = 10
Veloity norm trends for the female (a) and male (b) atlases.
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Figure 6.21: Veloity Norm Trends, w = 15
Veloity norm trends for the female (a) and male (b) atlases.
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Figure 6.22: Female Volume Trends, w = 10
Volume trends for (1a-1d) V1 and (2a-2d) V2 for the female atlases of width
of ten subjets for (1a&2a) white matter, (1b&2b) grey matter, (1&2)
erebrospinal uid, and (1d&2d) total brain volume.
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Figure 6.23: Male Volume Trends, w = 10
Volume trends for (1a-1d) V1 and (2a-2d) V2 for the male atlases of width
of ten subjets for (1a&2a) white matter, (1b&2b) grey matter, (1&2)
erebrospinal uid, and (1d&2d) total brain volume.
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Figure 6.24: Female Volume Trends, w = 15
Volume trends for (1a-1d) V1 and (2a-2d) V2 for the female atlases of width
of fteen subjets for (1a&2a) white matter, (1b&2b) grey matter, (1&2)
erebrospinal uid, and (1d&2d) total brain volume.
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Figure 6.25: Male Volume Trends, w = 15
Volume trends for (1a-1d) V1 and (2a-2d) V2 for the female atlases of width
of fteen subjets for (1a&2a) white matter, (1b&2b) grey matter, (1&2)
erebrospinal uid, and (1d&2d) total brain volume.
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Figure 6.26: Volume at Sale
Class volumes for the youngest female and two blurred versions of the same.
114
(a)
(b)
Figure 6.27: Log-Jaobian Map: Oldest to Youngest, w = 10
Log-Jaobian maps of the transformation relating the oordinate spaes of
the (a) oldest to youngest female and (b) oldest to youngest male. The olor
in these gures represents volumetri hange, with respet to the original,
of 32% or less for blue, 100% for green, 316% or more for red.
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(a)
(b)
Figure 6.28: Log Jaobian Map: Oldest to Youngest, w = 15
Log-Jaobian maps of the transformation relating the oordinate spaes of
the (a) oldest to youngest female and (b) oldest to youngest male. The olor
in these gures represents volumetri hange, with respet to the original,
of 32% or less for blue, 100% for green, 316% or more for red.
Chapter 7
Conlusion
This hapter reviews and disusses the ontributions of this dissertation and presents
future work possibilities. The ontributions are revisited and disussed in Setion 7.1
and a disussion of future researh goals and new appliation areas is presented in
Setion 7.2. This hapter onludes with a summary in Setion 7.3.
7.1 Review of Contributions
This setion summarizes the ontributions of this dissertation. The ontributions
are restated in the order presented in the dissertation along with a disussion of how
they were aomplished.
1. A theoretial development showing that minimizing sum-of-Kullbak-Leibler di-
vergenes, in either ordering of parameters, maximizes a lower bound on Bayes
probability of error, a measure of indistinguishability between probability distribu-
tions.
Multi-lass onditional posteriors were the model hosen to represent underly-
ing tissue struture for the multi-modal image set registration and atlas forma-
tion. Chapter 2 investigated two methods for produing probability distribu-
tion averages via minimizing sum-of-Kullbak-Leibler divergenes. It was shown
that pˆ = argminp D¯
(
{pi}
N
i=1||p
)
produed the arithmeti mean and that pˆ =
argminp D¯
(
p||{pi}
N
i=1
)
produed the normalized geometri mean. Both averaging
methods were determined via the method of Lagrange multipliers.
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Using the arithmeti mean, the sum-of-Kullbak-Leibler dispersion D¯
(
{pi}
N
i=1||pˆ
)
was diretly related to generalized Jensen-Shannon divergene. Existing Bayes
error bounds on Jensen-Shannon divergene presented in [60℄ therefore provided
Bayes error bounds on the population-entri dispersion measure. Minimizing
D¯
(
{pi}
N
i=1||pˆ
)
maximizes a lower bound on Bayes probability of indistinguisha-
bility error.
Using the normalized geometri mean, the sum-of-Kullbak-Leibler dispersion
D¯
(
pˆ||{pi}
N
i=1
)
was found to provide an upper bound to a dispersion funtion for
interpreting pair-wise Bayes error. Speially, bounds on Bayes error in terms of
the Bhattaharrya oeient were used to show that minimizing D¯
(
pˆ||{pi}
N
i=1
)
also maximizes a lower bound on Bayes probability of indistinguishability error.
2. A novel multi-modal image set registration method is presented. To the author's
knowledge this is the only method that inorporates an arbitrary number of multi-
modal images per subjet. An advantageous onsequene of this framework is
inverse-invariant (symmetri) registration.
A Bayesian framework for generating inter-subjet large deformation transforma-
tions between two multi-modal sets of images was presented in Chapter 3. Fun-
damental to this method was the assumption that human brain anatomy onsists
of nitely enumerable strutures. These strutures are aptured by estimating
a lass-onditional posterior map for eah struture. The modality independent
registration framework was ahieved by jointly estimating the posterior prob-
abilities assoiated with the multi-modal image sets and the high-dimensional
registration transformations mapping the posteriors. To drive the registration,
relative entropy between eah of the posteriors and an evolving posterior average,
in an independent oordinate spae, was minimized. Using the posterior average
provided an intrinsially inverse-invariant registration framework. The registra-
tion framework was based on the mathing problem formulated via uid ows
introdued by [14℄.
3. An extension of the above framework to unbiased multi-lass atlas formation.
The multi-modal image set registration framework was extended to large defor-
mation multi-lass posterior atlas estimation in Chapter 4. The method generates
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a representative anatomial template from an arbitrary number of topologially
similar multi-modal image sets. The denition of the average atlas follows from
the notion of Fréhet means. The generated atlas is the lass posterior that re-
quires the least amount of deformation energy to be deformed into every lass
posterior. The method is omputationally pratial in that omputation time
grows linearly with the number of image sets. To the author's knowledge this
is rst unbiased atlas building method that is based on a population of sets of
multi-modal images. Construting suh an atlas provides pair-wise orrespon-
dene between any two image sets via transformations through said atlas.
4. The use of information theory to evaluate atlas stability.
Entropy of image intensities was used to quantify atlas sharpness in Chapter
5. A blurry image will exhibit greater entropy of intensities than a sharper im-
age. Using this measure, it was shown that resampling an image using linear
interpolation adds entropy to the image omparable to that of blurring the image
with Gaussian kernel with a width σ = 1 voxels. For atlas formation, entropy
was used to address the question of how many subjets are required to produe a
stable atlas. Random permutation tests were onduted to study atlas entropy as
a funtion of the number of images used to produe an atlas. It was shown that,
within the hoie of interpolation method, the large deformation dieomorphi
atlases were sharp after the inlusion of ten or more subjets. This number is
ertainly dependent on the partiular population used.
5. An appliation of the atlas formation to an aging study involving multi-modal
brain image data from ninety-ve subjets.
In Chapter 6, the multi-lass posterior atlas formation method was applied to a
database of multi-modal images from ninety-ve adult brains as part of a healthy
aging study. In this study, 4D spatiotemporal atlases were reated for the male
and female populations. This work is unique in that Fréhet mean atlases were
reated for a number of time points. These mean atlases suggest an approxi-
mation for the line of best t lass posteriors over time. Based on the results
in Chapter 5, sliding windows of ten and fteen subjets were used to ensure
temporal smoothness. All of this was failitated by the good age distribution
of the subjets in the database used. Volumetri analysis of white-matter, grey-
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matter, and erebrospinal uid hange over time were onsistent with results from
previous studies involving large databases.
7.2 Future Work
This setion presents several extensions to this dissertation and disusses areas for
future researh. This setion is divided into three setions: Setion 7.2.1 desribes the
reation of ontinuous 4D spatiotemporal atlases, Setion 7.2.2 proposes the extension
of multi-modal image set registration to images of subjets with pathology, and Setion
7.2.3 desribes the appliation of multi-modal image set registration to multi-enter
studies were MR images are aquired from sanners of dierent eld-strength.
7.2.1 Continuous 4D Spatiotemporal Atlas
Can regression methods be applied to the 3D spatial atlases at disrete time points?
What notion of distane, and subsequently interpolation (partiularly temporal), are
appropriate in this setting? This dissertation has attempted to provide an approximate
solution by moving average windows. The main idea is to overome the limitations of
viewing data as belonging to age groups by approximating a ontinuous proess.
7.2.2 Registration of Images Involving Pathologies
The multi-modal image set registration as presented here might be potentially sig-
niant in various appliations whih rely on the measurement of image sets. For
example, multi-modal imaging is standard in the imaging of pathologies suh as tu-
mors and lesions. Registration between images presenting pathology and images of
healthy subjets is a hallenging task sine spae-oupying lesions have to be treated
dierently from inltrating lesions. Speially, the registration needs to aommodate
both loal spatial deformation and loal hange of image intensity. Existing registra-
tion method involving salar images based on image brightness do not aommodate
pathologies. In the formation of the lass posteriors, one an expliitly assign lasses
to the various healthy and pathologial tissues.
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7.2.3 Multi-Center Studies
Another potential appliation for this method is the registration of images aquired
from sanners of dierent eld-strength. Image set registration aross dierent sanners
beomes an inreasingly important omponent in multi-enter studies. For example,
in studies of developmental hanges overing multiple years, and in follow-up studies
of diseases with hange of sanner tehnology. Images aquired from dierent sanners
potentially have dierent ontrasts and dierent spatial distortions. The method pre-
sented in this dissertation may help address these problems as the registration would be
based on underlying anatomial strutures rather than simply image intensities. This
assumes a robust segmentation method apable of handling the output from sanners
of dierent eld strength.
7.3 Summary
This dissertation presented a Bayesian framework for generating large deformation
transformations between multi-modal image sets. An image set may be omprised
of an arbitrary number of multi-modal images. To the author's knowledge, this is
the rst suh method apable of exploiting the omplementary information provided
by multi-modal image sets. This modality independent registration framework was
ahieved by jointly estimating the multi-lass posterior probability maps assoiated
with the multi-modalmodal image sets and large deformation dieomorphisms mapping
these posterior maps. This framework was extended to large deformation multi-lass
posterior map atlas estimation. The method generates an unbiased sharp representative
anatomial template from an arbitrary number of topologially similar multi-modal
image sets. This method was applied to an aging study involving ninety-ve subjets
to study global and loal volumetri hange. This researh shows promise for future
work in building 4D spatiotemporal atlases, image registration involving subjets with
pathologies, and multi-enter studies.
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Appendix A
Information Theoreti Measures
In this appendix, the basi quantities of information theory: entropy, relative en-
tropy, and mutual information, are presented in their disrete form. These measures are
funtionals of probability distributions and, hene, are not dependent on atual values
assumed by random variables. Additionally, a more reent measure, Jensen-Shannon
divergene, is also presented. This measure is used in Chapter 2 to dene inequalities
involving Bayes probability of error Pe. In the medial image analysis ontext, image
intensities an be interpreted as random variables whose behavior an be haraterized
in terms of probability distributions upon whih the basi quantities of information
theory an be applied. This dissertation fouses on tissue lass-onditional probability
mass funtion maps.
A.1 Entropy
The onept of entropy was rst developed in the eld of thermodynamis as its
seond law whih states that the entropy of an isolated system is non-dereasing. In
searhing for a quantity whih measures how muh, or at what rate, information is
produed by a proess, Shannon [87℄, building on the work of Hartley [38℄, developed
the onept of entropy to measure the average unertainty of a random variable.
Denition A.1 (Unertainty). The unertainty, U , of a random variable X is given
by
U(x) = − log p(x)
where the probability p(x) is the probability distribution haraterizing X .
U(x) is monotoni in p(x) and positive for all values of p(x), sine 0 ≤ p(x) ≤ 1.
Both of these properties are desirable features of a measure. Also, the least and greatest
unertainty our when p(x) = 1 and p(x) = 0 respetively. This presents an intuitive
understanding for the measure, sine if X = x happens with probability 1 then one is
ertain of X and, hene, have the least unertainty.
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Denition A.2 (Entropy). The entropy of a random variable X, H(X), is dened as
the average unertainty over all possible values X may assume:
H(X) = Ep[U(x)]
= Ep[− log p(x)]
= −
∑
x∈X
p(x) log p(x).
Entropy is typially measured in bits, nats, and Hartleys for logarithms of bases two,
e, and ten respetively. Unless otherwise stated, entropies stated in this dissertation
will be measured in bits. For an axiomati derivation of entropy see [87℄.
There are several important properties of entropy noted below:
• Non-negativity : H(X) ≥ 0.
• Upper bound : H(X) ≤ log(N). Entropy is maximum when all probabilities are
equally likely; equivalently, when the average unertainty is greatest.
• Chain rule: H(X, Y ) = H(X) +H(X|Y ).
• Conditioning redues entropy : H(X|Y ) ≤ H(X).
• Conavity : H({p(xi)}) is onave in p.
The notion of entropy an be extended to multiple random variables as shown below.
Denition A.3 (Joint Entropy). The joint entropy, H(X, Y ), of a pair of disrete
random variables X and Y with joint distribution p(x, y) is dened by
H(X, Y ) = −
∑
x∈X
∑
y∈Y
p(x, y) log p(x, y).
Denition A.4 (Conditional Entropy). Let X and Y be disrete random variables
with joint distribution p(x, y) and onditional distribution p(x|y). Then the entropy
onditioned on a single event is dened by
H(X|Y = y) = −
∑
x∈X
p(x|y) log p(x|y).
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The onditional entropy, or equivoation, is then dened by
H(X|Y ) =
∑
y∈Y
p(y)H(X|Y = y)
= −
∑
y∈Y
p(y)
∑
x∈X
p(x|y) log p(x|y)
= −
∑
x∈X
∑
y∈Y
p(x, y) log p(x|y).
A.2 Kullbak-Leibler Divergene
With this well-dened notion of entropy, Kullbak and Leibler [58℄ dene a distane
measure between two distributions.
Denition A.5 (Kullbak-Leibler Divergene). The Kullbak-Leibler divergene (or
relative entropy) between two probability distributions p and q over the same disrete
random variable X is dened by the expeted logarithm of likelihood ratio of p to q
D(p||q) = Ep
[
log
p(x)
q(x)
]
=
∑
x∈X
p(x) log
p(x)
q(x)
.
In a signal model, this measure an be interpreted as the ineieny of assum-
ing that q is true when p is true. That is, given a model expressed as a probability
distribution p, one an then measure how far an observation, also expressed by a prob-
ability distribution, q, deviates from p using relative entropy. Additionally, D(p||q)
an be viewed as the average number of bits that are wasted by enoding events from
distribution p with a ode based on distribution q.
The Information Inequality theorem provides the basi properties of Kullbak-
Leibler divergene.
Theorem A.1 (Information Inequality). Let p(x) and q(x) be two probability mass
funtions assoiated with random variable X. Then DKL(p||q) ≥ 0 with equality if and
only if p(x) = q(x) for all x ∈ X.
Proof. See [16℄, page 26, for an argument based on Jensen's Inequality and fat that
the funtion − log is onvex.
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Although a useful distane funtion, Kullbak-Leibler divergene is not a metri. By
Theorem A.1, D(·||·) satises the non-negativity and identity of indisernables prop-
erties of a metri, Denition 1.1. D(·||·), however, is not a metri sine it does not
obey the symmetry and triangle inequality properties. Consider the following simple
ounterexample.
Example A.1 (Kullbak-Leibler divergene is not a metri.). Consider the following
three probability mass funtions,
p(x) =
{
1
2
,
1
2
}
q(x) =
{
3
4
,
1
4
}
r(x) =
{
7
8
,
1
8
}
.
In omputing Kullbak-Leibler divergenes between these probability mass funtions,
note that
D(p||q) =
∑
x
p(x) log
p(x)
q(x)
=
1
2
log
(
1
2
·
4
3
)
+
1
2
log
(
1
2
·
4
1
)
=
1
2
log
(
2
3
)
+
1
2
log 2
=
1
2
−
1
2
log 3 +
1
2
= 1−
1
2
log 3
and
D(q||p) =
∑
x
q(x) log
q(x)
p(x)
=
3
4
log
(
3
4
·
2
1
)
+
1
4
log
(
1
4
·
2
1
)
=
3
4
log
3
2
+
1
4
log
1
2
=
3
4
log 3−
3
4
−
1
4
=
3
4
log 3− 1.
That is, D(p||q) > D(q||p), and, hene, D(·||·) is not symmetri. In omputing two
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more Kullbak-Leibler divergenes, one nds that
D(q||r) =
∑
x
q(x) log
r(x)
q(x)
=
3
4
log
(
3
4
·
8
7
)
+
1
4
log
(
1
4
·
8
1
)
=
3
4
log
6
7
+
1
4
log 2
=
3
4
log 2 +
3
4
log 3−
3
4
log 7 +
1
4
= 1 +
3
4
log 3−
3
4
log 7
and
D(p||r) =
∑
x
p(x) log
p(x)
r(x)
=
1
2
log
(
1
2
·
8
7
)
+
1
2
log
(
1
2
·
8
1
)
=
1
2
log
4
7
+
1
2
log 4
=
1
2
log 4−
1
2
log 7 + 1
= 2−
1
2
log 7.
Now onsider the expression
D(p||q) +D(q||r)−D(p||r) = 1−
1
2
log 3 + 1 +
3
4
log 3−
3
4
log 7− 2 +
1
2
log 7
=
1
4
(log 3− log 7)
< 0
⇒ D(p||q) +D(q||r) < D(p||r).
That is, D(·||·) does not obey the triangle inequality.
A.3 Jensen-Shannon Divergene
A generalized notion of Kullbak-Leibler divergene, Jensen-Shannon divergene,
will be used in Chapter 2 to provide bounds on Bayes probability of error. The
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Kullbak-Leibler divergene is always non-negative, but an be unbounded (e.g., when
p1(x) 6= 0 and p2(x), D(p1||p2) = ∞) and is, as noted above, not symmetri. A more
reent measure between two probability distributions is the Jensen-Shannon divergene
introdued by [60℄ whih is both bounded and symmetri.
Denition A.6 (Jensen-Shannon Divergene). Let pi = {pi1, pi2} with pi1, pi2 ≥ 0 and
pi1 + pi2 = 1 be prior probabilities on two probability distributions p1(x) and p2(x). The
Jensen-Shannon divergene between p1 and p2 dened by
JSpi(p1||p2) = H(pi1p1 + pi2p2)− pi1H(p1)− pi2H(p2)
= pi1D(p1||Mpi) + pi2D(p2||Mpi)
where Mpi = pi1p1 + pi2p2 is alled the mutual soure of p1 and p2 [23℄.
Denition A.7 (Generalized Jensen-Shannon Divergene). The Jensen-Shannon di-
vergene an be generalized to measure the distane between any nite number of prob-
ability distributions as
JSpi({pi}
N
i=1) = H
(
N∑
i=1
piipi
)
−
N∑
i=1
piiH(pi)
= −
∑
x∈X
(
N∑
i=1
piipi(x)
)
log
(
N∑
j=1
pijpj(x)
)
+
N∑
i=1
pii
∑
x∈X
pi(x) log pi(x)
=
N∑
i=1
∑
x∈X
piipi(x)
[
− log
(
N∑
j=1
pijpj(x)
)
+ log pi(x)
]
=
N∑
i=1
∑
x∈X
piipi(x) log
pi(x)∑N
j=1 pijpj(x)
=
N∑
i=1
piiD(pi||Mpi)
where Mpi =
∑N
j=1 pijpj with pii ≥ 0 and
∑N
i=1 pii = 1.
Although not used in the framework proposed by this dissertation, for ompleteness,
this setion onludes with the denition of the last of three fundamental information
theoreti measures, mutual information. Mutual information will be disussed later in
the ontext of related work.
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A.4 Mutual Information
The last of the three basi information theoreti measures is mutual information:
the measure of the amount of information one random variable X has about another
Y .
Denition A.8 (Mutual Information). Mutual information is dened as the relative
entropy between the joint distribution and the produt of two probability mass funtions:
I(X;Y ) = D(p(x, y)||p(x)p(y))
=
∑
x∈X
∑
y∈Y
p(x, y) log
p(x, y)
p(x)p(y)
.
Mutual information measures the dependene of random variables X and Y . When
X and Y are independent p(x, y) = p(x)p(y) and I(X;Y ) = 0. Mutual information
an also be expressed in terms of entropy as follows:
I(X;Y ) = H(X)−H(X|Y ) (A.1)
= H(Y )−H(Y |X)
= H(X) +H(Y )−H(X, Y ).
In equation A.1, mutual information is viewed as the redution in the unertainty
of X due to the knowledge of Y . There are several important properties of mutual
information noted below:
• Non-negativity : I(X;Y ) ≥ 0.
• Symmetry : I(X;Y ) = I(Y ;X).
• Self-information: I(X;X) = H(X).
• Independene: I(X;Y ) = 0 ⇐⇒ X ⊥ Y .
• Information explanation:I(X;Y ) ≤ H(X) and I(Y ;X) ≤ H(Y ).
A.5 Multivariate Mutual Information
The two notions of mutual information in Setion A.4 an be extended to the mul-
tivariate setting.
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A.5.1 Entropy Redution
The rst extension follows the entropy redution idea espoused by [1℄ whih is a
generalization of Equation A.1,
I(X1; . . . ;XN) =
N∑
k=1
∑
{i1,...,ik}⊆{1,...,N}
(−1)k+1H(pi1 , . . . , pik).
In this ontext, multivariate mutual information amount N ≥ 2 random variables an
be interpreted as the measure of their simultaneous interation [105, 56℄. It an be
equivalently interpreted as a multi-way similarity measure among random variables.
If the value is zero, the N random variables do not simultaneously interat. This
generalization of mutual information an result in negative values. As an example,
onsider the three random variable ase, {Xi}
3
i=1,
I(X1, X2, X3) = H(X1) +H(X2) +H(X3)
−H(X1, X2)−H(X1, X3)−H(X2, X3)
+H(X1, X2, X3).
Note that the symmetry property still holds.
A.5.2 Redundany Measure
The generalization of mutual information based on Denition A.8 preserves the
non-negativity property. This is the approah of [105℄ where they extend the relative
entropy onept to a redundany measure
R(X1, . . . , XN) = D
(
p(x1, . . . , xN )||
N∏
k=1
p(xk)
)
=
N∑
k=1
H (p(xk))−H (p(x1, . . . , xN)) .
By the Information Inequality Theorem, TheoremA.1, this measure is non-negative
and equal to zero if the Xi are stohastially independent. The higher the redundany
among the random variables, the stronger their funtional dependeny [46, 47℄
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Appendix B
Study of Convergene
B.1 Introdution
How likely is it that the atual optimum in the multi-modal image set registration
ost funtion is ahieved? It is impossible to know for real data, sine there is no way
to know the true orrespondene. For syntheti transformations and syntheti image
intensities, the algorithm omes lose to the global minimum of the ost funtion. Using
syntheti data, this doument presents a qualitative evaluation of the registration and a
quantitative evaluation of the data likelihood estimation under the multi-variate normal
distribution model.
B.2 Syntheti Data Example
1
To evaluate the performane of the algorithm, a syntheti 2D dataset was gener-
ated. Speially, a geometri prior, a known transformation, and two syntheti images
whose radiometri harateristis are statistially similar to atual T1- and T2-weighted
MR images were dened. A four-lass atlas prior omprised of onentri ellipses was
generated using Matlab. The subsequent omposite label image was generated by the
superposition of the individual lasses. Both the atlas and omposite label image are
shown in Figure B.1. Additionally, a transformation was onstruted using sinusoidal
displaements, whih was then applied to the omposite label image to produe the
foundation for the syntheti image set. The multi-modal syntheti image set was re-
ated from two images that were simulated by sampling from a multi-variate Gaussian
distribution with dierent means and ovarianes for eah of the lasses in the deformed
label image. The deformed label image and the orresponding multi-modal images are
shown in Figure B.2. The algorithm was run for fty iterations with ten steps of the
large deformation dieomorphi registration per iteration. The nal segmentation and
deformation estimates are also shown in Figure B.3.
1
This setion represents portions of the WBIR 2003 paper [62℄.
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(a) (b) () (d) (e)
Figure B.1: Geometri Atlas Prior
The manually generated geometri four-lass atlas prior (a-d) and the or-
responding omposite labeled image (e).
(a) (b) ()
Figure B.2: Syntheti Image Set
The deformed label image (a), the syntheti image derived from T1 samples
(b), and the syntheti image derived from T2 samples ().
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(a) (b)
Figure B.3: Estimated Deformation
The estimated deformation expressed as a warped regular grid (a) and the
estimated segmentation (b) following fty iterations of the algorithm.
To evaluate the registration the algorithm was run, again with fty iterations, hold-
ing the transformation xed to the identity map. With the transformation xed to
the identity map, the expetation maximization provided the maximum likelihood so-
lution. The nal estimated segmentation was then ompared to the registration-based
segmentation, with results shown in Figure B.4. By examining the regions where the
two segmentations dier from the ground truth label image, it is lear the registration
has improved the segmentation.
In both invoations of the algorithm, the lass means and ovarianes were olleted
and ompared. Figure B.5 shows the nal relative norms for the estimated and atual
means and ovarianes at the nal iteration. For all lasses, the registration has im-
proved estimates for both the means and ovarianes. The onvergene of the mean
and ovariane estimates using registration is shown in Figure B.6. This gure shows
that the estimates of the means and ovarianes have onverged quikly when the trans-
formation is xed to the identity map. When registration is added, the estimates of
the means and ovarianes ontinue to improve as the estimation of the transformation
between the atlas and the subjet onverges. This exemplies the eetiveness of the
alternating nature of the algorithm. These results show that the registration improves
the segmentation by aommodating loal variability.
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(a) (b) ()
(d) (e)
Figure B.4: Final Segmentation
The top row shows the ground truth label image (a), the nal segmentation
estimation using registration (b), and the regions where this segmentation
diers from the ground truth (). The bottom row shows the nal seg-
mentation estimation without using registration (d), and regions where this
segmentation diers from the ground truth (e).
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Class
||µˆci−µci ||
||µci ||
w/ reg.
||µˆci−µci ||
||µci ||
w/o reg.
||Σˆci−Σci ||F
||Σci ||F
w/ reg.
||Σˆci−Σci ||F
||Σci ||F
w/o reg.
c1 0.0047 0.1216 0.0450 7.0588
c2 0.0152 0.1168 0.2104 1.8164
c3 0.0960 0.0939 0.0206 0.0811
c4 0.0046 0.0046 0.0081 0.0266
Figure B.5: Relative Norm Statistis
The rst two olumns of numbers are the means at the nal iteration µˆci
relative to the atual means µci using registration and xed identity map.
The last two olumns show the same for the relative ovarianes using the
Frobenius norm, ||A||F =
√
tr (AAT ).
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Figure B.6: Convergene
The left olumn shows the onvergene of means and ovarianes using
registration. The right olumn shows the same using the xed identity
transformation.
135
Bibliography
[1℄ Norm Abramson. Information Theory and Coding. MGraw-Hill, 1963.
[2℄ J. Andersson and L. Thurfjell. A multivariate approah to registration of
dissimilar tomographi images. European Journal of Nulear Mediine,
26:718733, 1999.
[3℄ J. Ashburner and K. J. Friston. Unied segmentation. NeuroImage,
26(3):839851, April 2004.
[4℄ David Atkinson, Derek L. G. Hill, Peter N. R. Stoyle, Paul E. Summers, and
Stephen F. Keevil. Automati orretion of motion artifats in magneti
resonane images using an entropy fous riterion. IEEE Transations on
Medial Imaging (TMI), 16(6):903910, Deember 1997.
[5℄ Brain Avants and James C. Gee. Geodesi estimation for large deformation
anatomial shape averaging and interpolation. NeuroImage, Supplement
1:S139S150, 2004.
[6℄ Ravi Bansal, Lawrene H. Staib, Zhe Chen, Anand Rangarajan, Jonathan
Knisely, Ravinder Nath, and James S. Dunan. Entropy-based,
dual-portal-to-3DCT registration inorporating pixel orrelation. IEEE
Transations on Medial Imaging (TMI), 22(1):2949, January 2003.
[7℄ Mirza Faisal Beg. Variational and Computational Methods for Flows of
Dieomorphisms in Image Mathing and Growth in Computational Anatomy.
PhD thesis, The Johns Hopkins University, August 2003.
[8℄ J. Besag. On the statistial analysis of dirty pitures. Journal of Royal
Statistial Soiety, Series B, 48:259302, 1986.
[9℄ K. K. Bhatia, J. V. Hajnal, B. K. Puri, A. D. Edwards, and D. Ruekert.
Consistent groupwise non-rigid registration for atlas onstrution. In
Proeedings of IEEE International Symposium on Biomedial Imaging (ISBI),
pages 908911, April 2004.
[10℄ Fred L. Bookstein. Morphometri Tools for Landmark Data. Cambridge
University Press, 1991.
[11℄ K Brodmann. Vergleihende Lokalisationslehre der Grosshimrinde in ihren
Prinzipien dargestellt auf Grund des Zellenbaues. Barth, Leipzig, 1909.
136
[12℄ Pasal Cahier and David Rey. Symmetrization of the non-rigid registration
problem using inversion-invariant energies: Appliation to multiple slerosis. In
Proeedings of Medial Image Computing and Computer Assisted Intervention
(MICCAI), Leture Notes in Computer Siene (LNCS), pages 472481.
Springer-Verlag, 2002.
[13℄ Ho-Ming Chan, Albert C. S. Chung, Simon C. H. Yu, Alexander Norbash, and
William M. Wells III. Multi-modal image registration by minimizing
Kullbak-Leibler distane between expeted and observed joint lass histograms.
In Proeedings of IEEE Computer Vision and Pattern Reognition (CVPR),
volume 2, pages 570576. IEEE, 2003.
[14℄ Gary E. Christensen, R. D. Rabbitt, and Mihael I. Miller. Deformable
templates using large deformation kinematis. IEEE Transations on Image
Proessing (TIP), 5(10):14351447, 1996.
[15℄ Andre Collignon, Frederik Maes, Dirk Vandermeulen, G. Marhal, and Paul
Suetens. Automated multimodality image registration using information theory.
Proeedings of Information Proessing in Medial Imaging (IPMI), pages
263274, 1995.
[16℄ T. Cover and J. Thomas. Elements of Information Theory. John Wiley and
Sons, In., New York, 1991.
[17℄ Mathieu De Creane, Aloy du Bois d'Aishe, Benoît Maq, and Simon K.
Wareld. Multi-subjet registration for unbiased statistial atlas onstrution.
In Proeedings of Medial Image Computing and Computer-Assisted
Intervention (MICCAI), Leture Notes in Computer Siene (LNCS), pages
655662. Springer-Verlag, September 2004.
[18℄ JG Csernansky, S Joshi, LE Wang, J Haller, M Gado, MI Miller, and
U Grenander. Hippoampal morphometry in shizophrenia via high dimensional
brain map ping. In Proeedings of the National Aademy of Sienes, USA,
volume 95, pages 1140611411, September 1998.
[19℄ J.G. Csernansky, L. Wang, J. Swank, J. P. Miller, M. Gado, D. MKeel, M. I.
Miller, and J. C. Morris. Prelinial detetion of alzheimer's disease:
hippoampal shape and volume predit dementia onset in the elderly.
NeuroImage, 25:783792, 2005.
[20℄ E. D'Agostino, F. Maes, D. Vandermeulen, and P. Suetens. An information
theoreti approah for non-rigid image registration using voxel lass
probabilities. to appear in Medial Image Analysis (MedIA), 2006.
[21℄ Rihard Duda, Peter Hart, and Rihard Stork. Pattern Classiation. John
Wiley and Sons, In., New York, 2000.
137
[22℄ Paul Dupuis, Ulf Grenander, and Mihael Miller. Variational problems on ows
of dieomorphisms for image mathing. Quarterly Journal of Applied
Mathematis, pages 587600, November 1998.
[23℄ Ran El-Yaniv, Shai Fine, and Naftali Tishby. Agnosti lassiation of
Markovian sequenes. In Advanes in Neural Information Proessing Systems,
volume 10. The MIT Press, 1998.
[24℄ A .C. Evans, D. L. Collins, S. R. Mills, E. D. Brown, R. L. Kelley, and T. M.
Peters. 3D statistial neuroanatomial models from 305 MRI volumes. In IEEE
Nulear Siene Symposium and Medial Imaging Conferene, pages 18131817,
1993.
[25℄ F. Fazekas, F. Barkhof, M. Filippi, R. I. Grossman, D. K. Li, W. I. MDonald,
H. F. MFarland, D. W. Paty, J. H. Simon, J. S. Wolinsky, and D. H. Miller.
The ontribution of magneti resonane imaging to the diagnosis of multiple
slerosis. Neurology, 53(3):448456, August 1999.
[26℄ P. Thomas Flether, Conglin Lu, Stephen M. Pizer, and Sarang C. Joshi.
Prinipal geodesi analysis for the study of nonlinear statistis in shape. IEEE
Transations on Medial Imaging (TMI), 23(8):9951005, 2004.
[27℄ Maurie Fréhet. Les elements aleatoires de nature quelonque dans un espae
distanie. Annales De L'Institut Henri Poinare, 10:215310, 1948.
[28℄ Peter A. Freeboro and Nik C. Fox. Modeling brain deformations in alzheimer
disease by uid registration of serial 3D MR images. Journal of Computer
Assisted Tomography, 22(5):838843, September 1998.
[29℄ J. C. Gee, M. Reivih, and R. Bajsy. Elastially deforming an atlas to math
anatomial brain images. Journal of Computer Assisted Tomography,
17:225236, 1993.
[30℄ Catriona D. Good, Ingrid S. Johnsrude, John Ashburner, Rihard N. A. Henson,
Karl J. Friston, and Rihard S. J. Frakowiak. A voxel-based morphometri
study of ageing in 465 normal adult human brains. NeuroImage, 14:2136, 2001.
[31℄ Ulf Grenander. General Pattern Theory. Oxford University Press, 1993.
[32℄ Ulf Grenander and Mihael Miller. Computational anatomy: an emerging
disipline. Quarterly of Applied Mathematis, 56:617694, 1998.
[33℄ Régis Guillemaud and Mihael Brady. Estimating the bias eld of MR images.
IEEE Transations on Medial Imaging (TMI), 16(6):878886, 1997.
[34℄ A. Guimond, J. Meunier, and J.-P. Thirion. Average brain models: a
onvergene study. Computer Vision and Image Understanding, 77(2):192210,
2000.
138
[35℄ R. C. Gur, F. M. Gunning-Dixon, B. I. Turetsky, W. B. Bilker, and R. E. Gur.
Brain region and sex dierenes in age assoiation with brain volume: a
quantitative MRI study of healthy young adults. Amerian Journal of Geriatri
Psyhiatry, 10:7280, 2002.
[36℄ C. R. Guttmann, F. A. Jolesz, R. Kikinis, R. J. Killiany, M. B. Moss,
T. Sandor, and M. S. Albert. White matter hange with normal aging.
Neurology, 50(4):972978, 1998.
[37℄ G. H. Hardy, J. E. Littlewood, and G. Polya. Inequalities. The Syndis of the
Cambridge University Press, 1964.
[38℄ R. V. L. Hartley. Transmission of information. Bell System Tehnial Journal,
7:535563, 1928.
[39℄ Jianhun He and Gary E. Christensen. Large deformation inverse onsistent
elasti image registration. In Information Proessing in Medial Imaging
(IPMI), Leture Notes in Computer Siene (LNCS), pages 438449.
Springer-Verlag, 2003.
[40℄ Y. He, A. Hamza, and H. Krim. A generalized divergene measure for robust
image registration. IEEE Transations on Signal Proessing, 51(5), 2003 2003.
[41℄ Martin E. Hellman and Josef Raviv. Probability of error, equivoation, and the
herno bound. IEEE Transations on Information Theory, 16(4):368372, July
1970.
[42℄ Gerardo Hermosillo. Variational Methods for Multimodal Image Mathing. PhD
thesis, Universite de Nie - Sophia Antipolis, May 2002.
[43℄ Sean Ho, Elizabeth Bullitt, and Guido Gerig. Level set evolution with region
ompetition: automati 3-D segmentation of brain tumors. In Proeedings of the
16th International Conferene on Pattern Reognition, pages 532535. IEEE
Computer Soiety, August 2002.
[44℄ K. H. Höhne, M. Bomans, M. Riemer, U. Tiede, R. Shubert, and W. Lierse. A
3D anatomial atlas based on a volume model. IEEE Computer Graphis
Appliations, Deember 1992.
[45℄ Inseok Hwang, Kaushik Roy, Hamsa Balakrishnan, and Claire Tomlin. A
distributed multiple-target identity management algorithm in sensor networks.
In IEEE Conferene on Deision and Control, Deember 2004.
[46℄ H. Joe. Estimation of entropy measures of multivariate dependene. Annals of
the Institute of Statistial Mathematis, 41:683697, 1989.
[47℄ H. Joe. Relative entropy measures of multivariate dependene. Journal of
Amerian Statistial Assoiation, 48:157164, 1989.
139
[48℄ S. Joshi and M. I. Miller. Landmark mathing via large deformation
dieomorphisms. IEEE Transations on Image Proessing (TIP),
9(8):13571370, August 2000.
[49℄ Sarang Joshi, Brad Davis, Matthieu Jomier, and Guido Gerig. Unbiased
dieomorphi atlas onstrution for omputational anatomy. NeuroImage:
Supplement issue on Mathematis in Brain Imaging,
23(Supplement1):S151S160, 2004.
[50℄ Sarang Joshi, Peter Lorenzen, Guido Gerig, and Elizabeth Bullitt. Strutural
and radiometri asymmetry in brain images. Medial Image Analysis (MedIA),
7(2):155170, June 2003.
[51℄ Sarang C. Joshi, Ulf Grenander, and Mihael I. Miller. On the geometry of and
shape of brain sub-manifolds. International Journal of Pattern Reognition and
Artiial Intelligene: Speial Issue on Proessing of MR Images of the Human,
11(8):13171343, 1997.
[52℄ Sarang C. Joshi, Mihael I. Miller, Gary E. Christensen, Ayananshu Banerjee,
Thomas A. Coogan, and Ulf Grenander. Hierarhial brain mapping via a
generalized dirihlet solution for mapping brain manifolds. In Pro. of the
SPIE's 1995 International Symposium on Optial Siene, Engineering, and
Instrumentation, volume 2573, pages 278289, August, 1995.
[53℄ T. Kailath. The divergene and Bhattaharyya distane measures in signal
seletion. IEEE Transations on Communiation Theory, (1):5260, February
1967.
[54℄ D. G. Kendall. Shape manifolds, prorustean metris and omplex projetive
spaes. Bulletin of the London Mathematial Soiety, 16:81121, 1984.
[55℄ Ron Kikinis, Martha Shenton, Dan Iosifesu, Robert MCarley, Pai
Saiviroonporn, Hiroto Hokama, Andre Robatino, David Metalf, Cynthia Wible,
Chiara Portas, Robert Donnino, and Feren A. Jolesz. A digital brain atlas for
surgial planning, model driven segmentation and teahing. IEEE Transations
on Visualization and Computer Graphis, 2(3):232241, September 1996.
[56℄ I. Kojadinovi. Agglomerative hierarhial lustering of ontinuous variables
based on mutual information. Computational Statistis and Data Analysis,
46:269294, 2004.
[57℄ Natasa Kovaevi, Josette Chen, John G. Sled, Je Henderson, and Mark
Henkelman. Deformation based representation of groupwise average and
variability. In Proeedings of Medial Image Computing and Computer-Assisted
Intervention (MICCAI), Leture Notes in Computer Siene (LNCS), pages
615622. Springer-Verlag, September 2004.
140
[58℄ Soloman Kullbak and Rihard A. Leibler. On information and suieny. The
Annals of Mathematial Statistis, 22(1):7986, Marh 1951.
[59℄ D. N. Levin, A. Herrmann, T. Spraggins, P. A. Collins, L. B. Dixon, M. A.
Simon, and A. E. Stillman. Musuloskeletal tumors: improved depition with
linear ombinations of MR images. Radiology, 163:545549, 1987.
[60℄ Jianhua Lin. Divergene measures based on shannon entropy. IEEE
Transations on Information Theory, 37(1):145151, January 1991.
[61℄ Peter Lorenzen, Brad Davis, and Sarang Joshi. Unbiased atlas formation via
large deformations metri mapping. In Jim Dunan and Guido Gerig, editors,
Proeedings of Medial Image Computing and Computer-Assisted Intervention
(MICCAI), Leture Notes in Computer Siene (LNCS), pages 411418.
Springer-Verlag, Otober 2005.
[62℄ Peter Lorenzen and Sarang Joshi. High-dimensional multi-modal image
registration. In International Workshop on Biomedial Image Registration
(WBIR), volume 2717 of Leture Notes in Computer Siene (LNCS), pages
234243. Springer-Verlag, June 2003.
[63℄ Peter Lorenzen, Marel Prastawa, Brad Davis, Guido Gerig, Elizabeth Bullitt,
and Sarang Joshi. Multi-modal image set registration and atlas formation. to
appear in Medial Image Analysis (MedIA), 2006.
[64℄ G. D. Tourassi M. P. Wahowiak, R. Smolikova and A. S. Elmaghraby.
Generalized mutual information similarity metris for multimodal biomedial
image registration. In Seond Joint EMBS/BMES Conferene, pages 10051006,
Otober 2002.
[65℄ G. D. Tourassi M. P. Wahowiak, R. Smolikova and A. S. Elmaghraby.
Similarity metris based on nonadditive entropies for 2d-3d multimodal
biomedial image registration. In International Soiety for Optial Engineering
(SPIE), pages 10901100, 2003.
[66℄ V. A. Magnotta, H. J. Bokholt, H. F. Johnson, G. E. Christensen, and N. C.
Andreaseb. Subortial, erebellar, and magneti resonane based onsistent
brain image registration. NeuroImage, 19:233245, June 2003.
[67℄ M. Matsumae, R. Kikinis, I. Móroz, A. Lorenzo, T. Sándor, M. S. Albert,
P. ML. Blak, and F. Jolesz. Age related hanges in intraranial ompartment
volumes in normal adults assessed by mri. Journal of Neurosurgery,
84(6):982991, 1996.
[68℄ M. I. Miller and L. Younes. Group ations, homeomorphisms, and mathing: A
general framework. Internation Journal of Computer Vision (IJCV),
41(1-2):6184, 2001.
141
[69℄ Mihael Miller, Ayananshu Banerjee, Gary Christensen, Sarang Joshi, Navin
Khaneja, Ulf Grenander, and Larissa Mateji. Statistial methods in
omputational anatomy. Statistial Methods in Medial Researh, 6:267299,
1997.
[70℄ Mihael I. Miller, Sarang C. Joshi, and Gary Christensen. Large deformation
uid dieomorphism for landmark and image mathing. In Brain Warping,
hapter 7, pages 115131. Aademi Press, San Diego, 1999.
[71℄ Mihael I. Miller, Alain Trouve, and Laurent Younes. On the metris and
euler-lagrange equations of omputational anatomy. Annual Review of
Biomedial Engineering, 4:375405, August 2002.
[72℄ Mark Moelih and Tony Chan. Joint segmentation and registration using logi
models. CAM 03-06, UCLA, 2003.
[73℄ Bénédite Mortamet, Donglin Zeng, Guido Gerig, Marel Prastawa, and
Elizabeth Bullitt. Eets of healthy aging measured by intraranial
ompartment volumes using a designed MR brain database. In Jim Dunan and
Guido Gerig, editors, Proeedings of Medial Image Computing and
Computer-Assisted Intervention (MICCAI), Leture Notes in Computer Siene
(LNCS), pages 383391. Springer-Verlag, Otober 2005.
[74℄ Huzefa Neemuhwala, Alfred Hero, and Paul Carson. Image registration using
alpha-entropy measures and entropi graphs. European Journal on Signal
Proessing, 2002.
[75℄ Frank H. Netter. Atlas of Human Anatomy. Novartis, 1997.
[76℄ Josien Pluim, Antoine Maintz, and Max Viergever. Mutual information based
registration of medial images: a survey. IEEE Transations on Medial
Imaging (TMI), 22(8):9861004, August 2003.
[77℄ Josien Pluim, Antoine Maintz, and Max Viergever. f-information measures in
medial image registration. IEEE Transations on Medial Imaging (TMI),
23(12):15081516, Deember 2004.
[78℄ M. Prastawa, J. H. Gilmore, W. Lin, and G. Gerig. Automati segmentation of
MR images of the developing newborn brain. Medial Image Analysis (MedIA),
9:457466, Otober 2005.
[79℄ Marel Prastawa, Elizabeth Bullitt, Sean Ho, and Guido Gerig. A brain tumor
segmentation framework based on outlier detion. Medial Image Analysis
(MedIA), pages 275283, September 2004.
[80℄ Marel Prastawa, Nathan Moon, Elizabeth Bullitt, Koen van Leemput, and
Guido Gerig. Automati brain tumor segmentation by subjet spei
modiation of atlas priors. Aademi Radiology, 10:13411348, Deember 2003.
142
[81℄ Alfred Rényi. On measures of entropy and information. In Proeedings of the
Fourth Berkeley Symposium on Math. Stat. Prob., volume I, page 547, Berkeley,
1961. University of California Press.
[82℄ S. M. Resnik, A. F. Goldszal, C. Davatzikos, S. Golski, M. A. Kraut, E. J.
Metter, R. N. Bryan, and A. B. Zonderman. One-year age hanges in MRI
brain volumes in older adults. Cerebral Cortex, 10(5):464472, 2000.
[83℄ Johannes W. Rohen and Chihiro Yokohi. Color Atlas of Anatomy: A
Photographi Study of the Human Body. Igaku-Shoin, 1993.
[84℄ Torsten Rohlng, Daniel B. Russako, and Jr. Calvin R. Mauerer. Extration
and appliation of expert priors to ombine multiple segmentations of human
brain tissue. In Proeedings of Medial Image Computing and Computer-Assisted
Intervention (MICCAI), volume 2732, pages 578585. Springer-Verlag, 2003.
[85℄ Daniel B. Russako, Carlo Tomasi, Torsten Rohlng, and Jr. Calvin
R. Mauerer. Image similarity using mutual information of regions. European
Conferene on Computer Vision (ECCV), pages 596607, 2004.
[86℄ J. A. Shnabel, D. Ruekert, M. Quist, J. M. Blakall, A. D. Castellano Smith,
T. Hartkens, G. P. Penney, W. A. Hall, H. Liu, C. L. Truwit, F. A. Gerritsen,
D. L. G. Hill, and D. J. Hawkes. A generi framework for non-rigid registration
based on non-uniform multi-level free-form deformations. In Proeedings of
Medial Image Computing and Computer-Assisted Intervention (MICCAI),
Leture Notes in Computer Siene (LNCS), pages 573581. Springer-Verlag,
Otober 2001.
[87℄ Claude E. Shannon. A mathematial theory of ommuniation. The Bell
System Tehnial Journal, 27:379423,623656, July 1948.
[88℄ Dinggang Shen and Christos Davatzikos. HAMMER: hierarhial attribute
mathing mehanism for elasti registration. IEEE Transations on Medial
Imaging (TMI), 21(11):14211439, November 2002.
[89℄ Dinggang Shen and Christos Davatzikos. Measuring temporal morphologial
hanges robustly in brain MR images via 4-dimensional template warping.
NeuroImage, 21:15081517, April 2004.
[90℄ Colin Studholme. Simultaneous population based image alignment for template
free spatial normalization of brain anatomy. In International Workshop on
Biomedial Image Registration (WBIR), volume 2717 of Leture Notes in
Computer Siene (LNCS), pages 8190. Springer-Verlag, June 2003.
[91℄ Colin Studholme, John A. Little, Graeme P. Penny, Derek L. G. Hill, and
David J. Hawkes. Automated multimodality registration using the full ane
transformation: Appliation to MR and CT guided skull based surgery. In
143
Karl Heinz Höhne and Ron Kikinis, editors, Visualization in Biomedial
Computing, Leture Notes in Computer Siene (LNCS), pages 601606.
Springer-Verlag, 1996.
[92℄ Jean Talairah and Pierre Tournoux. Co-Planar Stereotaxis Atlas of the Human
Brain. Georg Thiem Verlag, 1988.
[93℄ D'Ary Thompson. On Growth and Form. Cambridge University Press, 1917.
[94℄ Paul Thompson, R. Woods, M. Mega, and Arthur Toga.
Mathmatial/omputational hallenges in reating deformable and probabilisti
atlases of the human brain. Human Brain Mapping, 9(2):8192, February 2000.
[95℄ Paul M. Thompson, Jay N. Giedd, Roger P. Woods, David MaDonald, Alan C.
Evans, and Arthur W. Toga. Growth patterns in the developing brain deteted
by using ontinuum mehanial tensor maps. Letters to Nature, pages 190193,
Marh 2000.
[96℄ Paul M. Thompson, Mihael S. Mega, Christine Vidal, Judith L. Rapoport, and
Arthur W. Toga. Deteting disease-spei patterns of brain struture using
ortial pattern mathing and a population-based probabilisti brain atlas. In
Information Proessing in Medial Imaging (IPMI), pages 488501. Springer,
June 2001.
[97℄ Paul M. Thompson and Arthur W. Toga. Detetion, visualization and
animation of abnormal anatomi struture with a deformable probabilisti brain
atlas based on random vetor eld transformations. Medial Image Analysis
(MedIA), 1(4):271294, 1997.
[98℄ Paul M. Thompson and Arthur W. Toga. A framework for omputational
anatomy. Computing and Visualization in Siene, 5:1334, 2002.
[99℄ A. W. Toga. An Introdution to Brain Warping. Aademi Press, San Diego,
1999.
[100℄ Arthur W. Toga and Paul M. Thompson. Temporal dynamis of brain anatomy.
Annual Review of Biomedial Engineering, 5:119145, 2003.
[101℄ Koen van Leemput, Frederik Maes, Dirk Vandermeulen, and Paul Suetens.
Automated model-based bias eld orretion of MR images of the brain. IEEE
Transations on Medial Imaging (TMI), 18(10):885896, Otober 1999.
[102℄ Koen van Leemput, Frederik Maes, Dirk Vandermeulen, and Paul Suetens.
Automated model-based tissue lassiation of mr images of the brain. IEEE
Transations on Medial Imaging (TMI), 18(10):897908, Otober 1999.
144
[103℄ Paul Viola and William Wells. Alignment by maximisation of mutual
information. In Proeedings of the 5th International Conferene on Computer
Vision (ICCV), pages 1523, 1995.
[104℄ Simon K. Wareld, Kelly H. Zou, and William M. Wells. Validation of image
segmentation and expert quality with an expetation-maximization algorithm.
Leture Notes in Computer Siene (LNCS), pages 298306. Springer,
September 2002.
[105℄ W. Weinholt and B. Sendho. How to determine the redundany of noisy
haoti time series. International Journal of Bifuration and Chaos,
6(1):101117, 1996.
[106℄ P P Wyatt and J A Nobel. Map mrf joint segmentation and registration of
medial images. Medial Image Analysis (MedIA), 7(4):539552, 2003.
[107℄ Chen Xiaohua, Mihael Brady, Jonathan Lo, and Niall Moore. Simulataneous
segmentation and registration of ontrast-enhaned breast mri. In Information
Proessing in Medial Imaging (IPMI), number 3565 in Leture Notes in
Computer Siene (LNCS), pages 126137. Springer-Verlag, July 2005.
[108℄ Chen Xiaohua, Mihael Brady, and Daniel Reukert. Simulataneous
segmentation and registration for medial image. In Proeedings of Medial
Image Computing and Computer-Assisted Intervention (MICCAI), volume 3216
of Leture Notes in Computer Siene (LNCS), pages 663670. Springer-Verlag,
September 2004.
[109℄ A Yezzi and L Zollei. A variational framework for integrating segmentation and
registration through ative ontours. Medial Image Analysis (MedIA),
7:171185, 2003.
[110℄ Jie Zhang and Anand Rangarajan. Ane image registration using a new
information metri. In Proeedings of IEEE Computer Vision and Pattern
Reognition (CVPR), volume 1, pages 848855. IEEE, 2004.
[111℄ Jie Zhang and Anand Rangarajan. Multimodality image registration using an
extensible information metri and high dimensional histogramming. In
Information Proessing in Medial Imaging (IPMI), number 3565 in Leture
Notes in Computer Siene (LNCS), pages 725735. Springer-Verlag, July 2005.
[112℄ K. H. Zou, S. K. Wareld, J. R. Fielding, C. M. C. Tempany, W. M. Wells,
M. R. Kaus, F. A. Jolesh, and R. Kikinis. Statistial validation based on
parametri reeiver operating harateristi analysis of ontinuous lassiation
data. Aademi Radiology, 10(12):13591368, Deember 2003.
[113℄ Karol yzkowski. Renyi extrapolation of shannon entropy. Open Systems and
Information Dynamis, 10:297, 2003.
145
Colophon
This dissertation was typeset using the L
A
T
E
X2e typesetting system with the UNC
thesis style le (speial thanks to John Keyser, Tom Hudson, and Mihele Weigle).
The doument was omposed in the L
Y
X authoring system and the bibliography was
reated using BibDesk, a front end to BibT
E
X. Plots and gures were produed using
Matlab and OmniGrae.
