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Abstract
We prove that the Putnam difference equation
xn+1 = xn + xn−1 + xn−2xn−3
xn xn−1 + xn−2 + xn−3 , n = 0, 1, . . .
has a positive solution which is not eventually equal to 1. This provides positive confirmation of a conjecture due to G. Ladas [Open
problems and conjectures, J. Difference Equ. Appl. 4 (1998) 497–499].
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1. Introduction
This work has been motivated by an open problem and a corresponding conjecture posed by Ladas [9], in
connection with the Putnam difference equation (see [10, p. 734])
xn+1 = xn + xn−1 + xn−2xn−3
xn xn−1 + xn−2 + xn−3 , n = 0, 1, . . . . (1)
(See also [8] for a study concerning the asymptotic stability of (1), and [1,2] for other closely related results.) Our
specific objective is to provide positive confirmation of the following conjecture:
Conjecture 1 (Ladas [9]). Eq. (1) has a positive solution which is not eventually equal to unity.
This will be done in Section 2, by making use of a recent inclusion theorem due to Berg [5].
We need the following preliminaries:
Consider a general real non-linear difference equation of order m ≥ 1, of the form
F(xn, . . . , xn+m) = 0, (2)
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where F : Rm+1 → R, n ∈ N0. Also, let ϕn and ψn be two sequences such that ψn > 0 and ψn = o(ϕn) as n → ∞.
Then (under certain additional conditions), for arbitrary ε > 0, there exist a solution xn of Eq. (2) and an n0(ε) ∈ N,
such that
ϕn − εψn ≤ xn ≤ ϕn + εψn, (3)
for n ≥ n0(ε). The set of all sequences xn satisfying (3) is called an asymptotic stripe X (ε), i.e. yn ∈ X (ε) implies
the existence of a real sequence Cn with yn = ϕn + Cnψn and |Cn| ≤ ε for n ≥ n0(ε). Hints for the construction of
the pairs ϕn, ψn can be found in [3–5,7].
The next theorem is the main result in [5]. (See also [6], for a correction of the proof.)
Theorem 1 ([5, Theorem 2.1]). Let F(w0, w1, . . . , wm) be continuously differentiable when wi = yn+i , for i =
0, 1, . . . , m, and yn ∈ X (1). Let the partial derivatives of F satisfy
Fwi (yn, . . . , yn+m) ∼ Fwi (ϕn, . . . , ϕn+m)
as n → ∞ uniformly in C j for |C j | ≤ 1, n ≤ j ≤ n + m, so far as Fwi 
≡ 0. Assume that there exist a sequence
fn > 0 and constants A0, A1, . . . , Am such that both
F(ϕn, . . . , ϕn+m) = o( fn)
and
ψn+i Fwi (ϕn, . . . , ϕn+m) ∼ Ai fn
for i = 0, 1, . . . , m as n → ∞, and suppose there exists an integer k, with 0 ≤ k ≤ m, such that
|A0| + · · · + |Ak−1| + |Ak+1| + · · · + |Am | < |Ak|.
Then, for sufficiently large n, there exists a solution (xn)n∈N0 of Eq. (2) satisfying (3).
In what follows we shall make use of the above result in order to provide positive confirmation of Conjecture 1.
More precisely, we shall prove the following theorem:
Theorem 2. Eq. (1) has a solution which is not eventually equal to unity.
2. Proof of Theorem 2
In this section we give the proof of Theorem 2.
Proof. Set xn = 1 + 3yn. Then, Eq. (1) becomes
yn+1 = yn−2yn−3 − yn yn−11 + yn + yn−1 + yn−2 + yn−3 + 3yn yn−1 .
This is equivalent to
yn+4(1 + yn+3 + yn+2 + yn+1 + yn + 3yn+3yn+2) − yn+1yn + yn+3 yn+2 = 0, (4)
n = −3,−2,−1, 0, 1, . . ..
We observe that the equation
zn+4 = zn+1zn, (5)
is an approximation of Eq. (4), provided that zn converges to zero as n → ∞, and
zn = o(zn−2). (6)
We also observe that the general solution of Eq. (5) is
zn = ec1λn1+c2λn2+c3λn3+c4λn4
where ci ∈ C, i ∈ {1, 2, 3, 4}, and λi , i ∈ {1, 2, 3, 4}, are the roots of the polynomial P(l) = l4 − l − 1. Here we
choose the solution zn = e−λn , where λ is the positive root of the equation P(l) = 0 that lies in the interval (1, 2).
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(We note that this root is given approximately by λ = 1.22074 and that the corresponding solution of (5) satisfies the
condition (6).) Also (with λ chosen as described above), we define the sequences (ϕn) and (ψn) respectively by
ϕn = e−λn + e−cλn and ψn = e−cλn , c > 1. (7)
Our next task is to apply Theorem 1 to Eq. (4). For this we define the function
F(w0, w1, w2, w3, w4) = w4(1 + w0 + w1 + w2 + w3 + 3w2w3) − w0w1 + w2w3,
and note that the partial derivatives of F are
Fw0 = w4 − w1, Fw1 = w4 − w0, Fw2 = w4 + w3 + 3w3w4,
Fw3 = w2 + w4 + 3w2w4, Fw4 = 1 + w0 + w1 + w2 + w3 + 3w2w3. (8)
Using (8) it is not difficult to see that
Fwi (ϕn, . . . , ϕn+4) ∼ Fwi (yn, . . . , yn+4), (9)
as n → ∞, for every i ∈ {0, 1, 2, 3, 4} and for every sequence yn of the form ϕn+Cnψn , with |C j | ≤ 1, n ≤ j ≤ n+4.
Let si = si (n) = ϕn+i = e−λn+i + e−cλn+i . Then, s2 = o(s1) and therefore
F(s0, s1, s2, s3, s4) = s4 + s4s0 + s2s3 − s0s1 + O(s1s4). (10)
We shall now show that
F(s0, s1, s2, s3, s4) = o(e−λn(2+λ)).
For this we note that the exponents of the sums s4 + s4s0 + s2s3 and s0s1 contain, respectively, the following factors
λ4, cλ4, 1 + λ4, 1 + cλ4, c + λ4, c + cλ4, λ2 + λ3, cλ2 + λ3, λ2 + cλ3, cλ2 + cλ3 (11)
and
1 + λ, c + cλ, c + λ, 1 + cλ. (12)
We also note that 1 + λ < c + λ < 1 + cλ < c + cλ, and that the terms corresponding to the first two factors in (11)
and (12) cancel, since λ4 = λ + 1. Further, since λ3 = 1 + 1/λ, we have that
λ3 + λ2 − λ4 − 1 = (λ − 1)(λ + 1 − λ3) = (λ − 1)
2(λ + 1)
λ
> 0.
Hence, λ4 + 1 is the smallest of the other factors in (11).
Next we choose c > 1 so that the smallest of the other factors in (11) and (12) are equal. That is we choose
c + λ = 1 + λ4, or c = λ4 − λ + 1 = 2. Since
λ2 + λ3 − (1 + cλ) = λ2 + 1
λ
− 2λ = (λ − 1)λ
2 − λ − 1
λ
< 0
and O(s1s4) = O(e−λn(1+2λ)), this in conjunction with (10) gives that
F(s0, s1, s2, s3, s4) = O(e−λn(λ2+λ3)). (13)
Further from (8) and (9), after some calculations, we find that
ψn Fw0(s0, s1, s2, s3, s4) ∼ −ψns1 ∼ −e−λ
n(c+λ),
ψn+1 Fw1(s0, s1, s2, s3, s4) ∼ −ψn+1s0 ∼ −e−λ
n(cλ+1),
ψn+2 Fw2(s0, s1, s2, s3, s4) ∼ ψn+2s3 ∼ e−λ
n(cλ2+λ3),
ψn+3 Fw3(s0, s1, s2, s3, s4) ∼ ψn+3s2 ∼ e−λ
n(cλ3+λ2),
ψn+4 Fw4(s0, s1, s2, s3, s4) ∼ ψn+4 ∼ e−λ
n(cλ4).
(14)
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For our next step we note that
c + λ = min{c + λ, cλ + 1, cλ2 + λ3, cλ3 + λ2, cλ4},
and choose fn = e−λn(c+λ) = e−λn(2+λ). For such fn we have
ψn+i Fwi (s0, s1, s2, s3, s4) ∼ Ai fn, (15)
where A0 = 1 and A1 = A2 = A3 = A4 = 0. We also note that
λ3 + λ2 − 2 − λ = λ2 + 1
λ
− 1 − λ = (λ
2 − 1)(λ − 1)
λ
> 0.
Therefore
F(s0, s1, s2, s3, s4) = O
(
e−λn(λ2+λ3)
)
= o( fn). (16)
Finally, from (9), (13)–(16) and Theorem 1 with m = 4 and k = 0, we have that (for every ε > 0 and for sufficiently
large n) Eq. (4) has a solution yn in the stripe ϕn − εψn ≤ yn ≤ ϕn + εψn , where ϕn and ψn are as defined in (7).
Thus, for sufficiently large n, the solution xn = 1 + 3yn of Eq. (1) is in the stripe
1 + 3ϕn − 3εψn ≤ xn ≤ 1 + 3ϕn + 3εψn.
Therefore, for this solution of (1),
lim
n→∞
xn − 1
ϕn
= lim
n→∞
(
3 ± 3εψn
ϕn
)
= 3.
This shows that xn is not eventually equal to unity, and completes the proof of the theorem. 
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