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Abstract 
Stereo imagery consists of a moving image sequence for the right eye and another moving 
image sequence for the left eye forming a moving 3-D view. The MPEG video compres^ 
sion standard defines the coding of a single sequence of moving images and associated 
audio for digital media at up to 1.5Mbps. If a pair of stereo image sequences are directly 
encoded separately to MPEG format, there will be two MPEG bit streams in result re-
quiring twice the bandwidth for transmission or twice the capacity for storage. This 
thesis describes a new video coding scheme for stereo moving image sequences providing 
better coding efficiency and with the resultant bit stream compatible to existing MPEG 
decoders for monocular viewing. 
The coding scheme makes use of disparity compensation technique to eliminate the sim-
ilarities between a pair of left and right stereo moving image sequences. By using left 
image sequence as reference, the disparities of the image sequence pair are computed so 
that together with the reference image sequence, the right image sequence can be r e p r o 
duced. Thus, the original right image sequence is redundant and can be discarded for 
storage or transmission. The reference left image sequence is then encoded in MPEG 
format with the disparities inserted at fields reserved for user data forming an MPEG 
compatible stereoscopic video bitstream. 
At the decoder, the disparities is extracted and combined with the reference image se-
quence to generate the disparity compensated right image sequence forming a pair of 
stereo moving image sequences. Since the disparities are encoded as user data’ when the 
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stereo video bitstream is being displayed using a monocular MPEG decoder, the user 
data is simply discarded and the reference left image sequence will be shown. Both, ob-
jective and subjective performance evaluations for the coding scheme were conducted by 
constructing a software prototype encoder. The objective evaluation was performed by 
comparing the peak signal-to-noise ratio while the subjective evaluation was performed 
by displaying the decoded left and right image sequences on the screen and visually com-
paring their image qualities. The result showed that for a pair of stereo image sequences, 
the new stereo coding scheme could achieve a 15% further compression, comparing to 
coding the two image sequences independently in MPEG format’ with no substantial 
degrade in image quality. 
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With the increasing use of digital video in multimedia systems, there is a growing need 
for efficient coding methods. The rising application of virtual reality requires even two 
channels of motion video to provide the user a three-dimensional vision in a computer 
generated environment. Direct digitized motion video requires a large amount of storage 
space and transmission bandwidth, therefore special coding scheme is necessary to reduce 
size of the digital video data. Digital video standards such as CCITT H.261 and MPEG 
are two widely accepted schemes developed for this purpose. 
Stereoscopic video system provides two channels of video sequence, one for each eye, 
to give the viewer extra sense of depth perception. When these two channels of video 
sequence are coded independently, the transmission and/or storage require twice the 
bandwidth and/or storage space. As the two channels of video sequence are moving 
views with slightly displaced view points, they contain many similarities. A more com-
pact stereoscopic video bit stream can be generated by removing these similarities. 
In view of the lack of standard coding scheme for stereoscopic video coding, which is 
essential for the utilization of stereoscopic motion video and having observed that the 
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MPEG standard has taken a firm root in digital video applications, designing a stereo-
scopic video format compatible to MPEG has an advantage that existing MPEG video 
systems can easily be upgraded to stereo capability for stereo applications without loosing 
the compatibility with existing monoscopic MPEG applications. 
1.2 Image Compression 
The generation of motion video can be considered as a set of image frames displayed 
sequentially at a rate not less than 25 frames per second. Thus, the techniques for 
still image compression can also be applied to each of the frames in the sequence for 
compression. Still image compression studies how to map original digital image to the 
coded representation so that the number of bits required is minimized. The following 
subsection describes some popular ways to achieve the compression. 
1.2.1 Classification of Image Compression 
Basically, image compression can be divided into two types: Lossless Compression and 
Lossy Compression. 
• Lossless Compre s s i on (also known as entropy coding or invertible coding), this is 
where the original image can be perfectly recovered from its coded representation. 
Factors of human perception, therefore, play no role in developing this type of com-
pression schemes. Coding techniques such as Huffman coding [1], run-length coding, 
arithmetic coding and Ziv-Lempel coding [2] belong to this type. The principle of 
these techniques is to use long code words to represent less likely inputs and short 
code words to represent more likely inputs. They are ideal for applications, such, as 
in medical imaging and in scientific applications. However，the typical compression 
ratio achieved by them is moderate, which is between 1.7 to 2.1, The ultimate 
limits to this type of compression are determined by the Shannon's principle [3], 
which says that loss is inevitable if the transmission bit rate is smaller than the 
entropy of the source, 
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• Lossy Compre s s i on , this is where the original image frame cannot be perfectly 
recovered from the coded representation. The image restored from the compression 
process is only an approximation to the original according to some fidelity criterion. 
Depending on the quality, required, achievable compression ratio ranges from 2 to 
100. Most existing image coding schemes utilize this type of compression. 
Unlike applications in medical imaging and in scientific applications, which require severe 
analyses of the image data, the final destination of general image system as well as video 
system is human eyes. Because of the deficiencies of human visual perception, lossy 
compression is acceptable. In the following discussion, lossy compression will be explored 
further. 
1.2.2 Lossy Compression Approaches 
In addition to the entropy coding, lossy compression technique reduces the redundancy 
within an image frame. The sources of redundancy include spatial and color space. Spa-
tial redundancy comes from the fact that nearby image data are correlated with each 
other. While color space redundancy describes that the RGB components of pixels in 
an image frame are correlated among themselves. Color space redundancy can be re-
duced by using other color coordinate systems to represent the RGB components such 
that band widths for their transmission are smaller than those for the original RGB com-
ponents. Y-Cr-Cb system, with Y representing the luminance, Cr and Cb representing 
the chrominances, is an example of such a system. Spatial redundancy reduction can 
be directly performed, on a two-dimensional, discrete distribution of image data which 
are the sampling representation of the 2D signal waveform of still image frame. Image 
coding methods based on this strategy are known as Waveform Based Coding. Most im-
age coding techniques, such as predictive coding, transform coding and subband coding 
belong to this type. 
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1.3 Video Compression 
A moving image is formed by a set of still image displayed in sequence. We may compress 
the image sequence one by one using one of the image compression methods to achieve 
overall compression. This is known as intraframe processing. However, the efficiency 
so yielded is far from practical. Since a video sequence or moving image sequence is 
captured from a scene at a sequence of time intervals, it contains not only spatial and 
color space redundancies, but also temporal redundancy. To exploit this redundancy, 
image model can be employed and model parameters can then be extracted for repre-
sentation. Based on different models, redundancy existing in an image sequence can be 
reduced at different levels. For instance, an image sequence can be represented based on 
a 3D real physical scene model. For the transmission of a "head-and-shoulder" image 
found in videophone applications, a 3D model of the object can be built and parameters 
representing the texture, and the position as well as orientation of edges can be transmit-
ted. At the decoder, each frame of the image sequence is synthesized with the received 
parameters. Thus, much temporal redundancy contained in the image sequence can be 
removed. This coding strategy is known as Model Based Coding. 
Waveform based coding which can be, used to reduce spatial redundancy can also be 
applied to remove temporal redundancy. In this case, a segment of an image sequence is 
considered as a 3D signal waveform including the 2D signal waveform to represent each 
each image frame and the additional dimension for the temporal domain. Take 3D trans-
form coding as an example. The 3D signal waveform can be directly transformed to 3D 
transform coefficients, which having more compact distribution of energy comparing to 
the original image data. More significant coefficients are retained while the less significant 
coefficients can be discarded. Other temporal redundancy reduction technique, such as 
motion compensation operation, can also be incorporated with waveform based coding. 
This section only gives a brief introduction to the approaches. More detail waveform 
based coding and model based coding techniques will be described in the next chapter. 
4 
Chapter 1 Introduction 
Input 
V i d e o
 Digital 
Sequence^ R e p r e s e n t a t i o n | . Quantizer • CodeWord Video Data 
(Analysis) ~ j " [ Assignment 
Source Encoder 
Digital Reconstructed 
Video Data C o d e W o r d E v p e _ Representation ^deo Sequence 
Decoder Quantization (Synthesis) 
Source Decoder 
Figure 1.1: General Video Compression System 
1.3.1 Video Compression System 
Both waveform based coding and model based coding describes ways to represent video 
information. Two more processes: quantization and code word assignment are usually 
required. These three distinct processes are the main elements of any digital video com-
pression system. Figure 1.1 depicts the general digital video compression system. Input 
image sequence is the digitized version of video. Through the representation (analysis) 
process, it is expressed in a more efficient representation which, can be the model pa-
rameters for model based coding or the transform coefficients for the transform coding. 
The resultant data with the less important data discarded are then fed into the quanti-
zation process. This process performs the discretization of the transmitted data so that 
a smaller set of data results. This can be performed one parameter at a time by scalar 
quantization, or a group of parameters at a time by vector quantization. The last pro-
cess assigns an appropriate code word for each of the quantized data. Entropy coding is 
usually applied to reduce the average bits per symbol. At the decoder, image sequence 
is reconstructed by performing the inverse processes. 
Temporal processing plays an important role in video compression. It is one of the el-
ements in the representation synthesis function block shown in Figure 1.1. For high 
efficient video coding, temporal processing is essential. Although intraframe processing 
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only video coding has a number of benefits such as avoiding the complexity of temporal 
processing and getting rid of the need for extra frame stores at the encoder and decoder, 
only the spatial domain redundancy can be exploited and the temporal domain redun-
dancy is ignored. High-performance video compression standards, such as MPEG, utilize 
temporal processing to achieve high compression ratio. 
1.4 Stereoscopic Video Compression 
Stereoscopic video consists of two channels of motion video. It can be seen that its 
compression can be done by treating the two channels of video as two separate sequences 
of moving images coded independently. However, this method only exploits the spatial 
and temporal redundancies; the correlation between the two channels of motion video is 
ignored. The source of the correlation is due to the fact that the two channels of motion 
video are views of a scene at a sequence of moments with slightly displaced view points. 
By utilizing this correlation, more efficient compression algorithm can be built. 
Model based coding for single channel video compression can be used to exploit this 
correlation by adding more parameters such as the angle of the views and positions of 
the cameras to describe the view points of the cameras. At the decoder，each frame of 
the two image sequences is synthesized from the model and the parameters received. By 
treating the image frames in the two channels of image sequences as 2D signal waveforms, 
waveform based coding can also be applied by predicting the image frames in one of the 
two channels from the other. This will be explained further in chapter 3. 
1.5 Organization of the thesis 
Following this introductory chapter, chapter two describes the basis of video coding 
theories that used throughout this study. It begins with representation analysis for 
video compression in which temporal and spatial redundancy reductions are investigated 
6 
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and followed by the implementation of quantization. Then possible ways for code word 
assignment is described. Finally, the selection of video coding standard for compatibility 
is detailed. 
In chapter three, attention is concentrated oil the development of an MPEG compatible 
stereoscopic coder. The stereoscopic video coding scheme is presented, in which an 
algorithm to estimate disparity is proposed. The corresponding decoding algorithms 
based on the existing MPEG standard are then given. 
In chapter four, objective and subjective results are compared and analyzed. The effect of 
varying the bit rates of the additional clianiiel to the decompression quality is discussed. 
The thesis concludes with chapter five which collates the discoveries and work that has 




Motion Video Coding Theory 
2.1 Introduction 
This chapter explains the basic theories of the existing monocular or single channel motion 
video coding schemes and how they take advantage of short-falls in the human visual 
system. In the previous chapter, it is mentioned that the general framework for designing 
any digital video coding algorithm includes three main elements: representation of the 
image sequence, quantization and code word assignment. The following section elaborates 
on efficient representations of motion video and their applicability for processing along the 
temporal and spatial dimensions is investigated. Section 2.3 examines the quantization 
of the parameters of the representation. Then, code word assignment of the quantized 
parameters is discussed in section 2.4. Finally, selection of video coding standard for 
implementation is given in section 2.5. 
2.2 Representations 
The aim of designing a representation for motion video compression application is to 
minimize the redundancy by distributing the maximum amount of perceptually impor-
tant contents into a small fraction of the parameters. The more significant parameters 
8 
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may be retained for further processing while the less significant ones may be simply dis-
carded. There are a number of ways to implement representation. They depend on the 
specific application and the implement at ion constraints. In the previous chapter, the rep-
resentation of moving image sequence is divided into two main categories: model based 
coding and waveform based coding. Waveform based coding can further be subdivided 
into predictive coding and transform/subband coding. Among them the most complex 
and sophisticated scheme is model based coding, followed by transform/subband coding. 
Predictive coding is the simplest and easiest one to be implemented. In this section, the 
various approaches for developing the representation process is discussed. Furthermore, 
the identification of the important information to be transmitted is given. For each 
approach, the possible application along temporal and spatial dimensions is investigated. 
P r ed i c t i v e C o d i n g 
Generally speaking, motion video can be considered as stationary in its characteristics 
over a small region in an image frame (spatial dimension) and a short period of time 
(temporal dimension). Predictive coding exploits these stationary features. For spatial 
operation, predictive coding considers a complete image frame line by line as a continuous 
sequence of pixels. Each current pixel value such as intensity value is predicted from 
the previous pixel values. The number 6f previous pixel values required depends on the 
implementation of the predictor. While for temporal operation，predictive coding predicts 
the current image frame from the previous image frame. The differences between the 
predicted pixels (or image frame) and the actual corresponding pixels (or image frame) 
are the new information, which is called residual. This residual is coded and transmitted 
to update the prediction. Figure 2.1 shows the block diagram of a typical predictive 
coding system. The main idea behind all such systems is to form a prediction and then 
encoding the residual. Obviously, the coding efficiency is primarily determined by the 
accuracy of the predictor. Moreover, due to the recursive nature of predictive coding, 
the decoder has to track the encoder accurately; otherwise error will accumulate. 
9 
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T r a n s f o r m / s u b b a n d Cod ing 
In transform/subband coding, a completely different approach is used. Figure 2.2 shows 
the block diagram of a transform coding system. It is based on modifying the transform 
of an image. A reversible linear transform such as the Karhunen-Loeve (KLT), Discrete 
Fourier (DFT), and Discrete Cosine (DCT) is used to map the images into a set of trans-
form coefficients, which are then quantized and coded. Since most of the energy (and 
information) is concentrated in a small fraction of the transform coefficients, high-quality-
images may be reconstructed with minimal distortion from few energetic coefficients. The 
spatial characteristics are exploited by dividing an image frame into subpictures of a par-
ticular block size, 8 X 8 or 16 x 16，which is independently transformed and adaptively 
processed. 
Subband coding was first introduced to image coding by Vetterli [4]; Wood and O'Neill 
[5] in 1986. Using a number of filters, the process splits the incoming image into sep-
arate frequency bands or subbands. It can be seen that the output coefficients of the 
transform coding system and the set of channel outputs of the subband coding are the 
decomposition of images into its frequency and subband components, respectively, with 
energy redistribution. Thus, they are classified to be the same type. A one-dimensional 
four band decomposition and reconstruction subband coding scheme is shown in Figure 
2.3. When the signal is divided into subbands, the outputs are encoded adaptively to 
exploit the specific characteristics of each subband. 
M o d e l Ba s ed Cod i ng 
The most complex coding method, model based coding depends on an algorithm that 
decomposes a video into features, such as contours, textures, human faces, and other 3D 
scene model. Then, parameter encoder is employed to encode those features. Only few 
important parameters are transmitted under some quality criteria. At the decoder, the 
received parameters are decoded and synthesized to a reconstructed video by applying 
the same model. Figure 2.4 shows the basic schematic diagram. The efficiency of this 
11 
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type of coding depends on the accuracy of the model to the video being coded. It is 
believed that model based coding is able to achieve substantially greater compression 
than the previously discussed coding schemes if an accurate model can be found. For 
situations where the model does not match with the video sequence, very poor quality 
video will result or high bit rate/storage space is required. 
2.2.1 Temporal Processing 
After intraframe processing, temporal processing is necessary to reduce the temporal 
domain redundancies. It is achieved by discarding the the stationary regions of successive 
frames. One way，for example, is to compute the differences between image frames and 
code them accordingly. There are more efficient ways to reduce temporal redundancy and 
some of them use the coding methods described in the previous sections. The following 
discussion depicts the use of the spatial coding methods in the temporal domain. 
P r e d i c t i v e C o d i n g 
By using predictive coding, temporal redundancy is reduced by motion compensation. 
Motion compensation is the processing of individual frames while compensating for the 
presence of motion. It requires a process of estimating the motion which is known as 
motion estimation. Motion estimation is based on the assumption that successive video 
frames contain the same image contents at the same positions or slightly shifted position 
across the frame. An image frame is possible to be predicted from previous frame by 
estimating the motion for each small region within the frame. There are 七wo algorithms: 
Pixel Recursive Algorithms (PRA) and Block Matching Algorithms (BMA). PRA deals 
with the motion of individual pixel, where the motion of a pixel in a frame is an update 
of earlier motion information on the same or neighboring pixels. Due to the intensive 
computation" involved, PRA is seldom used in practice. On the other hand, BMA is 
more widely used, and in particular, both MPEG and H.261 employ this algorithm for 
motion estimation. BMA partitions an image frame into blocks of M X iV pixels and 
considers the motion of each block relative to the preceding image frame. The actual 
.r .:、,:_ ‘ .. . ',.:: •：广；:.:、.，；‘‘‘• ...... ‘ •‘' . . . . . . ..、. 
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process is done by finding the "best match" and displacement (or motion vector) for 
each block in an image frame from the preceding frame. Cost function such as min imum 
mean squared error (MSE)，minimum mean absolute error (MAE), or maximum cross 
correlation function (CCF) is used in the algorithm to find the "best match" . They are 
defined as follows: 
Let pixel block size be M x N pixels. 
Mean absolute error (MAE), 
•i M N 
M1{iJ) = • E E \Uc{m,n) - + + ， -p < i,j < P. (2.1) 
Mean squared error (MSE)、 
M N 
E E [Uc{m,n) - U R ( m + + j ) ]
z 
M 2 ( i ) j ) =  m= ln= 1 M N —, ~ P < i J < P ^ (2.2) 
E E U 2c{m,n) 
m=l n=l 
Gross correlation function (CCF), 
M N 、 
E E Uc{m,n)UR{m^i,n^j) 
M 3 ( i J ) =  m = l n = 1 l l / 2 r ^ ， —P < hJ < 
V [ M N Y' Z \ M N N ' 
E E U ^ n ) E E ^ ( m + ^ n + i ) 
m=l 7i=l m=l.n=l . 
(2.3) 
where Uc{rn,n) and [ /^(m, n) are unit pixel quanti ty measures, such as RGB values or 
YCrCb values, at row m and column n of the current frame and the reference frame, 
respectively. The basic block matching geometry is illustrated in Figure 2.5. Each, block 
of size M X N is compared with all M x N segments of the previous frame tha t lie 
within a search area of size ( M + 2p) X {N + 2p). The simplest and straight forward way 
to find the "best match" is called full search, which examines every possible candidate 
within the search area. Koga et al. [6] proposed a faster algorithm called three-step 
search, which is il lustrated in Figure 2.6. In the first step the 9 shift values labeled s i 
are considered (4 corner points, 4 middle points of the sides, and the center sample). In 
the second step the size of the square is reduced by 1 and the center point of the square 
14 
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is moved to the best matching point of the previous stamp and the 8 new points are 
searched. A similar procedure is followed in the third step. Jain and Jain [7] proposed 
the logarithmic search^ which tracks the direction of minimum distortion. It reduces the 
computational requirements considerably. Srinivasan and Rao [8] proposed an algorithm 
called the conjugate direction search, which determines the minimum distortion locations 
along the conjugate directions successively. 
After motion estimation, motion compensation is applied to predict the current frame by 
compensating for the motion in some areas among successive frames of video sequence 
based upon the motion vectors and the blocks in the reference frame(s) which can be a 
preceding frame only for causal prediction (or forward -prediction) or a preceding frame 
as well as a succeeding frame for bidirectional prediction. Figure 2.T shows the operation 
of causal prediction, where the predicted current frame consists of displaced blocks from 
the preceding frame. Ideally, it is hope that a match can be found for each, pixel block 
to a preceding reference image frame so that a reconstruction can be made to create 
the present frame with the motion vectors alone. This will give maximum compression. 
However, it is seldom the case in practice. It is more likely that good matches cannot be 
found for some pixel blocks and prediction error (or residual) is usually required to be 
transmitted or stored for the correction^ 
Figure 2.8 shows the operation of bidirectional prediction, where the block of current 
frame is the average of the displaced block from the preceding frame and the displaced 
block from the succeeding frame. Since some of the occluded area which cannot be pre-
dicted from the preceding frame are predictable from the succeeding frame, bidirectional 
prediction usually generates a predicted frame with less error. This error is small enough 
to be ignored at all. In the case of a complete frame being discarded, bidirectional pre-
diction is functionally similar to an interpolation process. Although interpolation can 
give a significant amount of compression by discarding frames, it reduces the temporal 
correlation between the remaining frames; accordingly coding for them are more difficult. 
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Figure 2.7: Causal MC-prediction. 
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image frame of image frame image frame 
Figure 2.8: Interpolated block constructed by MC-interpolation. 
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OtHer drawbacks include more computational requirement and extra frame memory com-
paring to the forward processing of causal prediction. In spite of the efficiency of motion 
compensation in removing temporal redundancy, it cannot be applied at a scene change. 
In this case the original frame should be coded instead. Criteria have to be defined to 
identify which frame can be applied instead of discarding the frames periodically. Re-
cently, Olstad [9] proposed to adaptively discard frames depending on the local activity, 
which is a measure of homogeneity of image sequence of consecutive intensity. Since 
the proposed method processes a large number of frames at a time, its implementation 
requires even more computing memory. 
T r a n s f o r m / S u b b a n d Cod ing 
Clearly, the temporal dimension can be considered as an additional dimension in a trans-
form coding system so that three-dimensional transform coding results. Actual image 
sequences were simulated via this process by Roese et al. [10] and Natarajan et aZ. [11], 
but due to the computational complexity and extensive computing memory required to 
process and store the frames for temporal domain, it is seldom used in practice. In sub-
band coding system, the temporal domain can also be applied to the subband filters so 
that the frequency components depend on column, row and frame. This process suffers 
the same limitations as for transform coding system discussed above. As only two frame 
stores are required for motion prediction, it is usually combined with transform/subband 
coding system to reduce temporal redundancy. 
M o d e l B a s e d C o d i n g 
Temporal redundancy reduction for model based coding system requires the estimation 
of three-dimensional motion of the objects in the scene. Two approaches were proposed 
for this purpose: based on special features [12] and based on the displacement vector 
field {optical flow) [13]. In the first approach, special features such as corresponding 
points and lines are extracted from each image frame for the computation of the motion 
p a r a m e t e r s . Tlie second approach based on computing the optical flow, which is then 
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used in conjunction with, additional constraints to compute the actual three-dimensional 
relative velocities between objects in the scene. The computation of the optical flow 
involves evaluating first and second partial derivatives of image brightness values which 
is time-consuming. Thoma and Bierling [14] suggested to compute the displacement 
vector field based on hierarchical block matching; this is similar to motion estimation 
discussed for predictive coding system. 
2.2.2 Spatial Processing 
Spatial processing is a process to reduce spatial redundancy, which exists in the residual 
after temporal processing. Predictive method for still image as described earlier may be 
used to reduce the spatial redundancy. However, they cannot give a satisfactory per-
formance due to the fact that the error in predicting each residual sample requires a 
minimum of one bit to be represented; they do not operate at fractional bit. Trans-
form/subband coding gives better results. 
Residual contains strong spatial correlation like an image frame. It is more efficient to 
apply the transform /subband coding techniques. The following subsection describes the 
application of the transform and subband coding techniques for spatial processing. . 
T r a n s f o r m D o m a i n Cod i ng Scheme 
Transformation is the most important part in the transform coding scheme. The main 
purpose of transformation is to convert statistically dependent information contents of an 
image frame into an array of uncorrelated coefficients so that maximum energy is packed 
into a minimum number of coefficients. The Fourier transform is possibly the most 
powerful tool in signal analysis. For digital video sources, the digitized two-dimensional 
version or the two-dimensional Discrete Fourier transform (DFT) has to be used. For an 
N X N image i t (m,n) , the two-dimensional DFT is a separable transform defined as 
N-l N-i , 
v{kyl) 二 E E < m ， n ) W ^ W ^ ， Q < k , l < N _ l . (2.4) 
rn=0 n=0 
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where 
^ ^ e x p j ^ } (2.5) 
and the inverse transform is 
u[m,n) = 0 < m , n < N ^ l . (2.6) ! 
丄、k=0 1=0 
There are two disadvantages concerning the use of 2D-DCT. Firstly, complex coefficients 
I 
are involved. Secondly, Lim [15] showed that DFT is inherent inefficient in its energy 
compaction. 
Among all linear transforms, the optimum in terms of energy compaction and decorre-
lation of the transform coefficients is the Karhunen-Loeve transform (KLT), which was 
introduced by Karhunen [16] and Loeve [17]. Hotelling [18] suggested the discrete equiv-
alent of the KLT; therefore, discrete KLT is also called Hotelling transform. Considering 




XN _ > 
and the mean vector m of the N vectors is defined as 
m = E{x} (2.8) 













where Xk denotes the kth vector. 
The covariance matrix C of the vectors is defined as 
C = E{(x-m)(x-m) T} (2.10) 
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where T indicates vector transposition. As ® is an iV dimension vector, C as well as 
{(as — m ) ( ® — m )
T
} are ma t r i ces of order N X N. Th e ( i , j ) t h e lement of C is t h e 
covariance between elements X{ and Xj and the (i,i)th. element of C is the variance of 
Xi, the ith. component of the N vectors. The covariance matrix can also be expressed as 
follows: 
C = ^ f : { ^ T k - m m T } (2.11) 
fc=i 
A transform matrix A whose rows are formed from the eigenvectors of C is an optimal 
transform, which results in completely uncorrelated coefficients. Let y be the uncorre-
lated transform coefficient vectors. The following equation using the transform matrix 
A is the Hotelling Transform equation. 
y — A(x — m) . (2.12) 
where x and m are the vectors defined in Equations (2.7) and (2.8), respectively. Because 
of the real and symmetric nature of the matrix C , it is possible to find a set of N 
orthonormal eigenvectors analytically [19]. However, there is no known fast algorithm to 
perform transformation and the eigenvectors depend on the input image data; therefore, 
it is required to compute the eigenvectors for different data set. The computation requires 
extra computational time. All the above problems prevent the Hotelling transform from 
being used in practice. Instead, suboptimum transformations, which are not perfect 
decorrelators, are usually utilized. 
The Discrete Cosine Transform (DOT) unlike the Hotelling transform has predetermined 
eigenvectors (or basis images). Ahmed et al. [20] pointed out that the KLT basis images 
of a first-order Markov image source is very similar to the DCT basis images. Clarke 
[21] further showed that as the correlation between adjacent pixels approaches one, the 
input dependent KLT basis images become identical to the input independent DCT 
basis images. Hence most practical transform coding systems including CCITT H.261 
and MPEG are based on the DCT. 
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The two-dimensional DCT for an N x N image tt(m，n) is expressed as follows: 
= X) ZX771，71) 0 ^ * ^ 2 N C O S " " 2 N ~ ， （ ） 
m = 0 n = 0 L J L -
0 < k,l < N - l 
and tlie inverse transform is 
、 ” 、 , , n [(2771 + 1 ) ½ ] [(2n + l ) 叫 
u{m,n) = Y^ E OL{k)a(l)v{k, I) cos ^ J cos ― ― ， （2.14) 
fc=o i=o L z」v 」 L 」 
0 < m , n < N - l . 
.‘ 




 ° (2.15) 
[ y / J iotk = l 1 2 , . . . i N - 1 . 
The DCT has the advantages of having fast algorithm and good energy compaction 
properties. It is typically calculated over subblocks of an image frame. Since if the entire 
frame is transformed, the characteristics within the whole frame is considered equally. 
Those characteristics usually vary with the location of regions although the characteristics 
within a region is regarded as stationary. To exploit this nature； the DCT is applied to a 
smaller blocks usually with sizes 8 x 8 or 16 X 16 pixels. Performing transform in this way 
has other benefits, including reduced computational time and memory requirement. The 
side effect of the block DCT is the blocking artifact, that results when an image frame 
is segmented into numerous smaller blocks, each of which is independently transformed, 
the boundaries between those blocks become visible after inverse transform. Malvar and 
Staelin [22] suggested to reduce the blocking effect by Lapped Orthogonal Transforms, 
which is based on overlapping the basis functions to those of adjacent blocks. Subband 
coding can also be applied to reduce this type of artifact. 
S u b b a n d F i l t e r i ng Cod ing Scheme 
As shown earlier in Figure 2.3，the analysis stage of the subband coding scheme computes 
subband transforms by filtering the input images with a set of bandpass filters, followed 
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by down-sampling {or decimating) the results. The transfer function of the filters cor-
respond to the basis functions of the transform coding scheme. Each of the subband 
images represents a particular portion of the frequency spectrum. Owing to the capabil-
ity to code each subband separately with a bit rate that matches the visual importance 
of the subband, subband coding leads to good quality image reconstruction and does not 
produce blocking artifacts. 
Subband coding can be implemented as uniform frequency decomposition or non-uniform 
frequency decomposition. It is believed that non-uniform frequency decomposition may 
match the characteristics of the human visual system. A typical non-uniform frequency 
decomposition of subband coding is the Wavelet Transform, which was proposed by 
Mallat [23]，Gharavi and Tabatabai [24], and Tran et al. [25] for coding of images. 
The Wavelet Transform decomposes the input image into basis functions which are di-
lations and translations of a single prototype function so-called mother wavelet. Each 
basis function at each scale of the wavelet decomposition is a different band, and each 
I 
band is quantized with a different quantizer. To simplify the description of the Wavelet 
Transform, transform of one-dimensional signal is considered and then it is extended to j 
two-dimensional signal. 
Analogous to the transform coding schemes, for a given one-dimensional function x(t), 
the Wavelet Transform is defined as the inner product of the function a;(t) itself and the 
wavelet function ipab{t) that is -. 
(W^x)(a,b) = {x^ab) 
二 x{t)Mt)dt ( 2 . 1 6 ) 
J—oo 
and 






Thus the Wavelet Transform can be expressed as 
肌 咖 ⑷ 二 為 £ : 姆 { ^ ^ j d t ( 2 . 1 8 ) 
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where the mother wavelet, is localized and oscillating. The localization property 
means that it decreases rapidly to zero when the real variable t tends to positive or 
negative infinity. The oscillating property implies that the function vibrates like a wave; 
furthermore the integral of ip(t) is zero so as the first m movements of This can be 
expressed as 
/ + 0 0 广+00 _  . , 
i/j{t)dt = , , .= / im— 1 功 ⑴ 出 = 0 . (2.19) 
- O O J — OO 
Daubechies [26] extended the above continuous transform for digitized signal and the 
Discrete Wavelet Transform (DWT) is applied by replacing the dilation or scaling factor, 
a, and the translation factor, 65 by the dyadic values {a = 2—and b - k2~ j}. The wavelet 
functions become 
= (2½ - k) (2.20) 
： 
The digitized signal x{n) can be decomposited to the following linear combination of 
scaling functions and wavelet functions. 
J 
‘ x { n ) = + E (2- 2 1 ) 
j=l k k 
where ip J k is the scaling function and is defined as ip J k 口 ( 2 J n - k); it is also 
known as a low pass filter while the wavelet function, ip j k j is a high pass filter. The 
j . I 
coefficients cj{n) and dj{n) correspond to the approximation of x(n) up to scale 2 and 
the details of x(n) (or the information lost) when the approximation of x(n) up to scale 
goes to a coarser approximation with scale up to 2
J _ 1
, respectively. An approximation 
and detail of the (j - l ) th scale may be computed from the approximation of the jth. 
scale by a recursive manner as shown in Figure 2.9. The filters are simply denoted as 
low pass, g(h), and high pass, h{k), filters to present a general form. The high pass filter 
is usua l ly considered as t h e mo th e r wavelet and t h e ou t pu t s of t h e high pass fi l ters are 
thus the wavelet coefficients. In the case of two-dimensional signal, the one-dimensional 
scaling and wavelet functions ip(x) and ^(x) yields one separable two-dimensional scal-
ing function (p{x)ip(y), and three separable two-dimensional wavelet functions (p{x)ip(y), 
ip(x)(p(y), and tp{x)i}(y). The scaling function captures the low-frequency information 
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Figure 2.9: Recursive subband of wavelet transform. 





For all the spatial processing techniques discussed above, no compression can be achieved 
if all the parameters generated from the process are retained. As mentioned before, only 
a small fraction of the parameters contain perceptually important content. Quantization | 
can be utilized to map these important parameters into a small but efficient set of data 
for compression. Quantization can be divided into two categories: scalar quantization 
and vector quantization. The following sections describe them separately. 
j 
2.3.1 Scalar Quantization 
In scalar quantization, each input element is quantized at a time, and the output value 
depends only on that input. Such quantizers are useful in coding techniques such as pre-
dictive coding and transform /subband coding. There are two types of quantizers called 
uniform quantizer, which has a constant stepsize，and non-uniform quantizer, which has 
a variable stepsize. Both of them may also include a dead zone (i.e., the enlarged region 
t h a t gets quant ized to the level zero) to remove the noise-like per turba t ions around zero. 
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The design o£ ail optimal quantizer requires both the optimization criterion, such as the 
minimization of the mean squared quantization error (i.e., E(x - x) 2)，and the input 
probability density function, p(x). Figure 2.10 shows a typical quantization function in j 
which x is the input value, x is the quantized output value, and L is the number of 
quantized output values for the quantizer. In I960, Max [27] showed that if p(x) is an \ 
even function the conditions for minimal error are the following three equations. 
I 
r (x - xi)p{x)dx = 0, i = l’2”..，f (2.22) 
Jxi-l 
；丨 
0 - "for i = 0 * 
oii = fori = 1，2，...,1 — 1 ( 2 . 2 3 ) 
oo for i = ^ 
v. 
and 
x- i = —Xi x- i = —Xi. (2.24) 
The quantizer that satisfies equations (2.22), (2.23), and (2.24) is called an L-level 
Lloyd-Max quantizer. 11 years later, in 1971, O'Neil [28] pointed out that a variable- j 
length coded optimum uniform quantizer provides a lower code rate for a Laplacian p(x) 
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than a fixed-length coded Lloyd-Max quantizer with the same output fidelity. His work 
revealed the close relationship between quantization and code word assignment. MPEG 
makes use of this point, where uniform quantizer and variable-length coding are applied. 
This is elaborated in the appendix attached. 
For quantizing transform/subband coefficients, the stepsize for each, coefficient can be 
fixed but the relative stepsizes of the quantizers for the different coefficients should be 
varied to match the differing perceptual importance of the various coefficients. The 
human visual system is less sensitive to high frequency. As a result, high frequency 
coefficients are usually quantized more coarsely than low frequency ones. To simplify 
the application of different stepsizes, a weighted quantization matrix can be defined to 
normalize coefficients before quantizing them. 
2.3.2 Vector Quant izat ion 
The basic idea of vector quantization is to compress a group of pixels, a group of transform 
coefficients, or any other group of information jointly, instead of one at a time. By-
operat ing directly on m X m groups (or vectors), quantizers m a p t hem onto a set of finite 
reproduction vectors known as the codebook. The mapping operation is carried out by 
pattern matching between the input vector and the codebook entries. The index for each 
mapping is transmitted to represent each vector. The decoder uses the index to look 
up the corresponding code vector in the codebook and inserts it into the reconstructed 
image. The typical block diagram for . vector quantizer is depicted in Figure 2.11. From 
the figure, vector quantization can be seen as a combination of two functions: an encoder 
that views the input vector x containing M elements and generates the index of the 
reproduction vector specified by i and a decoder that uses this index to generate the 
reproduction vector yi from a set of N code vectors. As indices always contain fewer bits 
than the original vectors, compression is achieved. 
The matching c r i t e r i o n can be defined mathematically by the minimization of a distortion 
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y = 艿，…，凡} is the set of reproduction vectors called codebook 
Figure 2.11: Block diagram of VQ. 
measure, d(x, yi), which can be expressed as 
y-) = | |®-2/ill 
M 
=Yl(Xk" y^2， （ 2 . 2 5 ) 
k~l 
where || arg\\ denotes the Euclidean norm, and xk and yitk are the kth. element of vectors x 
and yi, respectively. With equation (2.25) the optimal vector quantizer can be obtained 
by minimizing 
D = E{d{x, Vi)} 
J d ( x , Q ( x ) ) f ( x ) d x , (2.26) 
where y i is expressed as a function of ® (i.e., and / ( » ) is the probability density 
function (pdf) of the input vectors. Linde et al [29] suggested an algorithm called LBG 
algorithm to generate locally optimal vector quantizers by choosing yi to be the centroid 
of its M dimensional cell and satisfying a nearest neighbor rule，which can be expressed 
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as choosing yi if and only ii d(x, yi) < d{x, y^), for i ^ j and I < j < N- This al-
gorithm has two disadvantages: computation cost is high and globally optimal design is 
not guaranteed. Tree-structured codebooks [30] can be applied to reduce search time. 
The basic idea is simply to perform a tree search on a structured codebooks to replace 
the exhaustive searching of unstructured codebooks. Although this method effectively 
reduces the search time, it requires double memory size for the codebook storage. Other 
methods such as lattice VQ [31] are proposed to deal with the memory problem. 
In spite of the complexity of the encoder and computational cost, vector quantization fa-
cilitates its application for video broadcast since only the design of decoder (i.e., receiver) 
is concerned, which only requires simple codebook lookup operations. 
2A Code Word Assignment 
Following quantization, an efficient set of symbols is needed to be created to represent 
the quantized video data. As mentioned in the chapter 1，it is the work of code word as-
signment to produce a digital bitstream for transmission or storage with reduced average 
bits per symbol. If the quantizer output is simply coded by a fixed-length binary code 
word having B bits, the resultant code is not optimal. It is because quantized symbols 
have different probabilities. Shannon [3] told us that there exists a code that uses less 
than B bits per symbol for this situation. Entropy coding is often utilized to assign code 
words to quantized symbols. Its aim is to encode the N set of symbols with, probabilities 
朽，for i 二 1 ,2, . •. ,iV，by — log2Pi bits, so that the average bit rate is the entropy H, 
which is defined as 
丑 二 — f > g 2 队 (2- 2 7 ) 
i=i 
The most popular algorithm for this purpose is Huffman coding [1]. Huffman's approach 
is to generate a codebook by three steps [32]: 
1. The symbols are arranged according to their probabilities, p i t in a descending order 
and they are considered as a leaf nodes of a tree. 
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2. If there is more than one symbol in this stage of source reduction, the two lowest 
probability symbols are combined into a single symbol that replaces them as a 
single node in the next source reduction. The probability of this new node is the 
sum of the two combined symbols. Each pair of branches that combine into a node 
is assigned “1” and "0" arbitrarily. A series of source reduction is carried out by 
repeating step 1 and 2 until a reduced source with only two symbols is reached. 
3. The code word for each original symbol is obtained by reading the "1" and "0" 
assigned to each branch, sequentially from the root node (the smallest source) to 
the leaf node (the original source). 
Following the generation of the codebook，coding and decoding is done simply by code-
book lookup. Since the above process is computationally complex for large number of 
symbols, sacrificing coding efficiency for simplicity is possible by modifying the Huffman 
code. 
Truncated Huffman code is one of the practical versions of Huffman code, where the 
most probable Nt symbols for N! < N are coded by Huffman coding while the remaining 
jV - Ni symbols are coded by appending a prefix code in front of a fixed-length code. 
Another practical version of Huffman code is known as the Huffman shift code, where 
the N symbols are divided into blocks with symbols. Thus q 二 int ( ^ - ) blocks of 
symbols and the remaining j symbols, for 0 < j < 从 - 1 , are obtained. The first 
block consisting the most probable ^ symbols is coded by Huffman coding while the 
remaining blocks are coded by a prefix code representing the block number followed by 
the Huffman code o£ the Nt symbols in the block. To simplify the algorithm, the same 
Huffman codebook is usually used for each block. The remaining j symbols are treated 
as a block with j symbols. Normally, the prefix code for the second block is assigned to 
be one of the shortest Huffman code words in the first block. The prefix code for the 
third block consists two prefix codes for the second block and so on, i.e., if "00” is the 
prefix code for the second block, "00 00” will be the prefix code for the third block and 
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"00 00 00” will be the prefix code for the fourth block and so on. 
Another coding technique used for code word assignment Is run-length coding, which 
codes the number of zeros between two successive non-zero values, i.e., the length of 
the runs of zeros are coded. It is especially useful to code the quantized coefficients 
after t rans form/subband coding, where most of the coefficients are quantized to zero. 
Both CCITT recommendation H.261 and MPEG utilize an entropy coding similar to the 
t runca ted Huffman code discussed above to code a {run，amplitude} pair of the DCT 
coefficients. This will be investigated further in the appendix at tached. 
2.5 Selection of Video Coding Standard 
Compatibi l i ty to the existing video system is an important beneficial factor towards the 
usefulness of a new video system. There are a number of digital video systems existing 
in the user community. The most popular digital video systems include: Indeo video, 
CCITT recommendat ion H.261 and ISO MPEG. 
• I n d e o v i d e o was introduced in November 1992 by Intel [33], which uses VQ-based 
algorithms for compressing and decompressing and is optimized for decompression 
on s tandard Intel microprocessors, rather than for maximum compression ratio or 
max imum image quality. It was first announced in a videoconferencing application 
called ProShare Video System 200. However, It is developed not only for video-
conferencing application but also "for various forms, of digital video applications 
including Microsoft's Video for Windows, Apple's QuickTime, and IBM's Multi-
media Presentat ion Manager. As Indeo video is optimized for individual frame 
quality, it drops coming f rames and shows the previous f rame whenever the da t a 
ra te exceeds an allowable limit. That is why temporarily freezing videos are ob-
tained for playing video application oil windows environment, Davis [33] indicated 
tha t Indeo playback rates vary with processor which is shown in Table 2.1. 
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640 x 480 320 x 240 160 x 120 — 
i486SX/25 1 frame/sec 15 frame/sec" 30 frame/sec 
i486DX2/66 10 frame/sec 30 frame/sec 30 frame/sec 
Pentium 20 frame/sec 30 frame/sec 30 frame/sec 
i750 coprocessor 30 frame/sec 30 frame/sec 30 frame/sec 
Table 2.1: Indeo Playback Rates Vary with Processor 
• C C I T T r e c o m m e n d a t i o n H .261 [34] was announced in 1990 by the interna-
tional standards body (International Committee on Telegraph and Telephones), 
which was started by the CCITT Specialist Group XV in 1984. It is based on 
DCT algorithm to reduce spatial redundancy and motion compensation to reduce 
temporal redundancy and is developed especially for videoconferencing and video-
phone applications with a bit rate range of p X 64 kbits/sec, for 1 < p < 30, i.e., 
from 64 kbits/sec to 1.92 Mbits/sec. Unlike Indeo video, H.261 specifies only two 
fixed image sizes which are the common interchange format (CIF) with 352 X 288 
pixels and the quarter CIF (QCIF) with 176 X 144 pixels. Being optimized for real 
t ime telephony applications, H.261 is developed by minimizing the encoding and 
decoding delay while maintaining a fixed data rate. 
• M P E G v ideo was adopted as an international standard in 1992. Like CCITT 
recommendation H.261, it is a DCT-based coding algorithm but extends motion 
estimation to bidirectionally interpolated image frames. MPEG video supports 
various resolutions and image sizes. Being designed to maintain picture quality 
with maximum compression rather than to minimize coding delay, it is suitable for 
non-real time applications such as electronic publishing, video games and delivery of 
movies where maximizing both picture quality and compression ratio are preferred. 
Considering that Indeo video may generate temporarily freezing and it is not an inter-
n a t i o n a l standard, both CCITT recommendation H.261 and MPEG video are superior 
to it. Further, stereoscopic video is well suited for applications such as video games 
and delivery of movies which the design of MPEG targeted. Therefore, we design our 
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Chapter 3 
MPEG Compatible Stereoscopic 
Coding 
3.1 Introduction 
Stereoscopic imaging is different from true three-dimensional imaging that requires holog-
raphy technique, i.e., the reconstruction of the wavefront of the objects in a scene. True 
three-dimensional images not only provide the sensation of depth, but also allow ob-
servers to "look around" to their sides and perhaps even their back. Although Hilaire et 
al. [35] showed tha t r e a l - t i m e "holographic video" is possible，it is still a long way from 
br inging it to t he general public. Stereoscopic imaging, instead，is easier t o genera te and 
has a longer history. Stereoscopic imagery dates back to the invention of t he anaglyph, 
technique, which requires red /g reen glasses as selection devices for the left and right eyes. 
Sand [36] pointed out tha t a successful experimental program produced by the German 
broadcasting organization Norddeutscher Rundfunk (NDR) in 1982 titled "When Tele-
v i s i o n Pictures Become Three-Dimensional" using this technique found extremely high 
public response. However, the production of full color stereoscopic images is not possible 
via this technique. Other approaches including the application of polarized glasses as 
selectors, LCD shutter glasses and autostereoscopic systems, such as the application of 
lenticular sheets, are developed. Besides, head-mounted display that was first introduced 
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by Sutherland [37] is also the stereoscopic display technology widely used in virtual re-
ality systems. 
The principle behind glasses wearing stereoscopic systems is to occlude one eye when the 
image for the other eye is displayed and vice versa. In the lenticular sheets approach 
[38], images are displayed on an array of half cylindrical lenses (lenticular sheets) as a se-
quence of narrow vertical stripes, left-eye image, right-eye image, left, right, etc., roughly 
matching the pitch of the lenses. If the observer is positioned in exactly the right place, 
the left image is refracted into the left eye while the right image is refracted into the 
right eye after passing through the lenticular sheets. An authentic stereo image can thus 
be observed. 
All the techniques including head-mounted display described above depend on the re-
construction and the transmission of the left and right channels of video sequence. They 
replicate the way we naturally view our surroundings as our sense of depth comes from 
seeing objects with two eyes, each with a slightly different view point. Stereopsis，which 
is a process performed by our brain，fuses these two images into one that has depth. A 
technique delivering the two parts of a stereoscopic video sequence via conventional TV 
broadcast channel was proposed by Lipton [39]. It squeezes the two parts of a stereoscopic 
video sequence into a side-by-side format. At the receiver, a demultiplexing circuitry is 
required to turn the image pairs into a field-sequential stereoscopic display and trigger 
an active LCD glasses. Although this method makes the delivery of stereoscopic video 
using conventional broadcast equipment possible, the resolution of the resulting images 
is degraded as only one of odd and even fields would be seen. 
Using the video coding technique discussed in the previous chapters, the two channels of 
video sequence can be coded independently forming two separate bit streams. Gomi et al. 
[40] proposed such a prototype system based on DCT algorithm to transmit and present 
full color stereoscopic video sequence via ISDN. However, only the spatial compression 
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technique was used. Neither the interframe prediction nor the correlation between the 
left and right parts of the video sequence were applied, Even if the interframe prediction 
is utilized, comparing to a single channel video codec, the transmission and/or stor-
age require twice the bandwidth and/or storage capacity, which keep the stereoscopic 
video systems from widespread application. As mentioned previously, the two channels 
of video sequence simulate the views from two eyes, each having a slightly different view 
point at the same instants from a scene, they contain many similarities. Yamaguchi et 
al. [41] confirmed this point by studying the statistical characteristics of a stereo im-
age pair. The generation of a more compact stereoscopic video bitstream is possible by 
removing these similarities. Ziegler et al [42] reported the starting of a research and 
development group aiming at developing a hardware prototype of a stereoscopic system 
for broadcast and non-broadcast applications. The covering area of the project is very 
broad, including 3DTV-camera, stereo display and building a digital codec and multiplex-
ing/demultiplexing for transmission over an IBCN-channel, and test & evaluation. The 
coding strategy proposed utilizes both interframe and disparity information between the 
two channels. In addition, the compatibility of MPEG had also been concerned. How-
ever, the proposed codec is quite complex and no actual result is reported so far. 
In the next section，MPEG compatibility -is defined. Then approaches leading to MPEG 
compatible stereoscopic bitstream are discussed. 
3.2 MPEG Compatibility 
There are at least two forms of compatibility that can be defined. They are compatibility 
of the coder and decoder, and compatibility of the bitstream syntax. Compatibility of 
the coder and decoder means that existing single channel MPEG coder and decoder 
are embedded in the stereoscopic coder and decoder, respectively. On the other hand, 
compatibility of the bitstream syntax means that the syntax of the stereoscopic bitstream 
generated is a superset of the syntax of the monoscopic bitstream with both downward 
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and upward compatibility. 
MPEG defines a user data field for specific application. By making use of this data field, 
a user data stream is allowed to be embedded within the MPEG decodable bitstream. 
Hence, one of the channels of a stereo video sequence could be coded directly to MPEG 
bit stream while the stereoscopic information is inserted in this user data field. The 
bitstream so generated is bitstream compatible with a single channel MPEG bitstream 
and therefore is decodable by a single channel MPEG decoder. 
3.3 Stereoscopic Video Coding 
Having observed that one of the channels of stereoscopic video sequence must be coded 
directly to MPEG bitstream to maintain MPEG compatibility, further compression is 
not achievable in this channel and the design of an efficient stereoscopic video encoder 
becomes the main objective for generating efficient representation for the stereoscopic in-
formation. The simplest approach is to find the stereoscopic information as the differences 
between each stereo image pair. We simply call it "coding by stereoscopic differences". 
3.3.1 Coding by Stereoscopic Differences 
In this approach, each image frame in one channel is subtracted directly from the other. 
All the common area in the two channels of video sequence is eliminated. The remaining 
differences can then be coded by other methods and the coded data are inserted into the 
user data field. We tried two methods to code the difference sequence. Figure 3.1 shows 
the main function block of the stereoscopic coding by differences. The left image sequence 
is first coded to single channel MPEG bitstream. Before passing to a multiplexer, the bit-
stream is duplicated and feeds to an MPEG decoder. The output of the MPEG decoder 
is a sequence of the reconstructed image frames which is subtracted by the corresponding 
right image frame to produce image differences. In the first method as shown in Figure 
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F igu r e 3,1: Stereoscopic coding by differences. 
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3.1a, those image differences are DCT coded to form transform coefficients. The trans-
form coefficients are then quantized and pass into a variable length coder (VLC). The 
huffman coded coefficients output from the VLC feed into the multiplexer in which the 
coded coefficients are inserted into the user data field of the corresponding coded pictures 
in the MPEG bitstream of the left channel. In the second method as shown in Figure 
3.1b, the image differences are fed into another MPEG encoder to code them as MPEG 
bitstream. This bitstream is decomposited into individual coded pictures and inserted 
into the user data field of the corresponding coded pictures in the MPEG bitstream of 
the left channel by the multiplexer. 
These methods were simulated on computer. In the first method 8 x 8 DCT operation 
was used to code the stereoscopic differences. In addition, the same quantizer step size 
as the default 8 x 8 frequency dependent quantization matrix and VLC code used for 
the coding of I-pictures defined by MPEG were used to implement the quantizer and the 
variable length coder. In the second method the same MPEG encoder coded for the left 
channel was used to code the stereoscopic differences. It is obvious that for the extreme 
case with exactly the same left and right image sequences which simulates the case for 
observing very far scene, 50% fur ther compression comparing to two independent nor-
mal MPEG coded bitstreams was obtained by these methods. However, in this extreme 
case, no disparity is actually observed, and therefore no binocular depth perception is 
conveyed. In the case with typical stereoscopic view which is generated from slightly 
different viewpoints, each image pair has.some differences. Coding by stereoscopic differ-
ences gave worse results comparing to two independent normal MPEG coded bitstreams. 
It is because, for the first method, the stereoscopic differences are coded frame by frame 
and only spat ia l r edundancy is exploited. For the second me thod , a l though bo t h spat ial 
and temporal redundancies are exploited by MPEG encoder, the difference images gener-
ated contain more AC signals comparing to the corresponding original images. Thus, the 
DCT coefficients of the difference images require more bits to obtain comparative quality 
from n o r m a l MPEG code of the original images. Figure 3.2 shows a sample image pair 
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and the difference image generated by the image pair. The AC signals in the difference 
image are observed as random noise. It is especially serious at the window in Figure 3.2. 
This makes the difference image more difficult to code comparing to the original right 
image. 
3.3.2 I -p ic tures only Dispari ty Coding 
Alternative ways to represent stereoscopic information are sought by reviewing the elim-
ination of the similarities between still stereo image pairs. Both disparity compensation 
and three dimensional Discrete Cosine Transform (3D-DCT) were proposed by Dinstein 
et al [43]. The method of 3D-DCT is to consider the pair of 2D image signal as a set 
of 3D image signal waveform. However，MPEG bitstream consists of two dimensional 
DCT coefficients. Using 3D-DCT will destroy the backward compatibility. Therefore, 
disparity compensation is utilized. 
Before going to the detail of disparity compensation, the term disparity must be defined. 
Stereo disparity is a physiological term coming from the difference in angle between the 
viewing axes of the left and right corresponding points in the two images taking from the 
left and right eyes. The term "disparity" as used in the following discussion is defined 
as the distance in term of pixel unit between similar objects in a stereo image pair when 
the two views are superposed such, that the image boundaries are aligned. 
By using dispar i ty compensat ion, the generat ion of stereoscopic video b i t s t r e am can be 
achieved by the transmission of only one channel plus a disparity information signal. This 
concept was first implemented by Lukacs [44] in 1986，who introduced a technique called 
Disparity Corrected Prediction. In his approach, each left image can be used to recon-
struct a right image using disparity corrected prediction. However, it may not regenerate 
image frames better than those via interframe prediction. Actually, the differences be-
tween a stereo image pair are usually large compared to those between successive frames 
for in t e r f r ame coding. Fur thermore , they do not decrease when there is no mot ion in t he 
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local area as their source is due to "disparity" instead of motion. 
In the I-pictures only disparity coding scheme, iixterframe prediction is reserved and dis-
parity corrected prediction is applied to I-pictures, which have largest sizes among the 
MPEG picture types, This scheme was reported at the Third International Symposium 
on Consumer Electronics [45]. It makes use of the advantages of interframe prediction 
to reduce temporal redundancy and disparity corrected prediction to utilize the correla-
tions between the two channels of video sequence. Interframe prediction incorporating 
motion compensation is processed as normal MPEG coding while disparity corrected 
prediction requires to find disparities on each stereo I-picture pair. This can be done by-
separating all objects in the scene at different depths. However, it involves complicated 
image processing technique. A simpler approach had been taken to partition the right 
image frame into subimage sections (blocks) and each block is considered as an object. 
Block matching between the right image frames and left reference frames is performed 
to compute disparities of each right image block. Due to human physiology that human 
eyes are displaced horizontally, only horizontal dimension requires to be dealt with. 
The differences between this approach and the previous one can be summarized by Figure 
3 3 Xn the figure, the gray blocks represent areas which are predictable and the color 
blocks are residual after prediction. For the previous approach, the first method applying 
DCT coding to encode the sequence shown in Figure 3.3(a) which contains a lot of image 
contents while the second method applying DCT coding to encode the sequence shown in 
Figure 3.3(b) which contains less image contents comparing to those for the first method. 
In this approach, however, the sequence shown in Figure 3.3(c) which contains the least 
image contents is to be encoded. 
The following section details the algorithm of the stereosopic MPEG encoder which deals 
with the disparity of the I-pictures. The scheme bases on building blocks which compose 
of MPEG encoding and decoding Hardware to ease the realization of the codec. 
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3.4 Stereoscopic MPEG Encoder 
Figure 3.4 shows the main function block of the MPEG compatible stereoscopic coding 
scheme. The left source picture sequence is encoded as normal MPEG bitstream. The 
I-pictures in the left MPEG bitstream are reconstructed back into image frames and 
i along with the corresponding right image frames f o r m i n g stereoscopic pairs. They are 
then passed to the stereo disparity estimator in which the right images are divided into 
16 X 16 image blocks. Disparity vector as well as the residual are then computed by 
operating on those image blocks. A control signal is also generated to determine whether 
good or bad match is achieved. For good match, the disparity vector and the residual 
are passed to an I'-picture buffer. On the other hand, for bad match, the right image 
block is simply compressed by DCT and" passed to the same buffer. The operation of the 
stereo disparity estimator is detailed in the next section. 
After the processing for all blocks in a complete frame, the contents of the I'-picture buffer 
are ready. The F-picture is then duplicated and reconstructed back into image frame. 
The image frame as well as the rest of the right image frames forms a new right image 
sequence which is passed to a normal MPEG encoder. The I-pictures of the resulting 
right MPEG bitstream are removed and replaced by the ？-pictures stored in the buffer. 
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F igu r e 3.5: Prediction of stereoscopic image sequence. 
t The edited right bitstream is further multiplexed into the user data field of the left video 
bitstream forming a stereo MPEG video bitstream. 
Figure 3.5 depicts the prediction of a complete stereoscopic image sequence, in which 
the I-picture of the left part of a stereoscopic video sequence plays three roles. It is 
a reference for predictive (P), bi-directional predictive (B)，and disparity compensated 
prediction for the corresponding right image frame. 
3.4.1 Stereo Disparity Estimator 
T h e stereo disparity estimator is a block based operator. Firstly, it divides the input 
right image frames into 16 X 16 image blocks. Each image blocks is compared with the 
c o r r e s p o n d i n g l e f t image frame horizontally moving from pixel to pixel to find a best 
match，hence the disparity vector, A cost function is used for the search which gives the 
t o t a l absolute error for each match. This function is similar to the mean absolute error 
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described in equation (2.1) without taking the mean. The function is defined as follows: 
16 16 
E ( j ) = £ £ - ^(m5n + i)|， -V < 3 < V. 綱 
m=l n=l 
where C/ r(m,n) and Ui(m,n) are the luminance value of right and left image block at 
row m and column n, respectively and p defines the search area in the left image. The 
value j that gives the minimum E ( j ) along the search area is the best match disparity 
vector of the block being coded. Accordingly, the best match can be found for each 
block. However, it only specifies that the best approximation o£ the block being coded is 
found in the left image frame instead of the exact match. If the left and right best match 
block pair is not deviated too much, the matching is classified as a good match which 
means that disparity compensation is successful for this block. The disparity vector is 
coded, and the DCT coefficients of the disparity compensation error (i.e., the differences 
between the left and right best match block pair) are Huffman coded. They are then 
transmitted to replace the block being coded. If the left and right best match block pair is 
deviated too much, the matching is classified as a bad match which means that disparity 
compensation for this block is failed. The coded disparity vector and the coded DCT 
coefficients of the disparity compensation error are not as efficient as the Huffman coded 
DCT coefficients of the original block being coded. Thus, the coded DCT coefficients of 
the original block are transmitted. Whether the best match is a good match or bad match 
can be determined by the comparison between the variance of the disparity compensation 
e r r o r (i.e., right image block - best match reconstructed left image block), a d
2
, and the 
variance of the right image block itself, a r . 
The variances are defined as the average of the square of the deviations of the elements in 
the block from the mean value. The term "elements" refers to the pixel difference for a d
2 
and the pixels in the right image block being coded for a r
2
. It can be seen that the larger 
the variance, the more bits are required to code the image block in order to maintain 
the same quality. Therefore, we define cxd
2
 < a r
2
 as the condition for good match, while 
a d
2
 > a r
2
 as the condition for bad matcli. 
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3.4.2 Improved Dispari ty Est imat ion 
The block matching disparity estimation can be improved by applying generalized block 
matching technique which was introduced by Seferidis and Chanbari [46] to enhance 
motion estimation. It was first designed to handle the complex motion of objects by 
comparing each block of the current frame with a deformed quadrilateral of the previous 
one. When it is applied to stereo disparity estimation, only horizontal deformation is 
considered; this simplifies the operations. The approach is to find the mapping param-
eters 0 f the function f which relates the coordinates of the corresponding pixels in the 
image pairs: 
^1 = / ( ^ ^ ) and v \ = v \ (3.2) 
where yi) and y\) are the coordinates of the pixels in the right and left image 
blocks, respectively. The matching criterion is then applied on the transformed quadri-
laterals given in equation (3.2) as shown in Figure 3.6. The mapping function may be 
any function but bilinear function, which is most commonly adopted for the interpolation 
. o f unknown pixel values from the surrounding ones, has been chosen for our work. The 
equation (3.2) becomes 
^ = aox\ + a2x liy\ + a 3 a n d y\ == y\ (3*3) 
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F igu r e 3.7： The 'predicted image frames generated by stereo disparity estimation (left) 
and improved disparity estimation (right). 
The first stage of the estimation is a normal full search method. The disparity compen-
sated image frame is then compared with the right eye image blocks. For those exhibit 
large differences, the second stage is performed with the improved block matching algo-
ri thm. Four equations are constructed according to equation (3.3) with the four corners 
of the original right eye iiriage block and the deformed corresponding left image block. 
The four as are solved by operating on the following matrix equations. 
/ \ ( 4 y l0 x l0y lo 1 ) ( 购 、 
— 4 y[ Av[ 1 ai (3 4) 
x^ x l2 y l2 x l2y l2 1 «2 
^ x r3 ； \ 4 2/3 4v l3  1 J \  a 3 / 
Figure 3.7 shows the predicted image frames generated by stereo disparity estimation 
and improved disparity estimation. The missing blocks are those blocks with bad match 
and are coded with intra mode. Figure 3.8 shows the enlarged views of the car. In this 
case，only four pixels horizontal search regions for each corners was applied. It is obvious 
that 七he saw-teeth artifact is removed by the improved disparity estimation. For better 
improvement, the search regions can be increased but this involve more computation. 
S i n c e the better the predicted image frame, the smaller the error signal is and hence 
the transmission bit rate. Improved disparity estimation can improve the efficient of 
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F igu r e 3.8: The enlarged views of Figure 3.7. 
the compression. However, the improvements in both picture quality and compression 
efficiency are at the expense of computation time. Moreover, this technique involves four 
extra parameters, i.e., the four as, to be transmitted for each block. As the parameters 
are floating point variables, they will complicate the bitstream syntax. Thus, in the 
following implementation no improved disparity estimation was applied, 
3.4.3 Stereo Bi t s t r eam Mult iplexer 
The multiplexer identifies the coded pictures of the edited right bitstream. Each coded 
picture in the right bitstream is inserted into the user data field in the picture layer of the 
corresponding left picture so that bitstream in the picture layer contains the information 
of a stereo pair and this provides synchronization of the left and right image pair. As 
defined by MPEG the contents of user data may not contain any block with the "start 
code”, which consists of 23 consecutive zero bits followed by an one bit. To prevent this, 
the stereoscopic information that is to be inserted as user data is scanned for the "start 
code". If it is found, a code word with 24 consecutive zero bits followed by an one bit is 
replaced. The extra zero bit will be removed at the decoder by a similar process. Figure 
3.9 shows the data structure of stereo MPEG video bitstream. 
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3-5 Generic Implementation 
Up to here, the scheme described bases on building blocks including complete MPEG 
encoders. Although this eases the realization of the stereo coding scheme, there are re-
dundant operations existing in this arrangement. Referring to Figure 3.4 again, the left 
image sequence is coded by a normal MPEG encoder. Each I-picture in the resultant left 
channel M P E G bi ts t ream is duplicated and decoded back into the corresponding image 
f r a m e for stereo disparity compensation. These operations are redundant since there is 
a decoding pa th inside a normal MPEG encoder, which is shown in Figure 3.10. This 
decoding pa th is necessary to generate the anchors which are tlie reference image frames 
for motion compensation. A generic, design utilizing this decoding pa th to get the de-
coded I-pictures of the left channel for the stereo disparity compensation process would 
provide bet ter performance. 
A block diagram of the generic design is shown in Figure 3.11. It includes the following: 
macroblock converters, DCT and inverse DCT operators, quantizers and inverse quantiz-
ers, variable length coders (VLC)，frame storages (FS) for succeeding frame, preceding 
f r a m e a n d left image f r ame , mo t i on compensa tors , a s tereo d i spar i ty compensa to r , and a 
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multiplexer. The main functional blocks will be discussed in the next subsections. The 
following description concentrates on the generation of stereo data stream by the generic 
design. 
Each image frame in the left image sequence is first decomposed into a sequence of 
macroblocks by a macroblock converter. For each image frame coded to I-picture, all 
macroblocks in the frame are classified as intra-mode. The DCT coefficients of each 8 x 8 
block are computed and each coefficient is quantized as described in appendix section 
A.4 for I-picture coding. The quantized DCT coefficients are then fed into two paths. 
One of them passes the quantized DCT coefficients into a variable length coder while 
the other path passes them into the decoding operations. The variable length coder 
identifies the quantized DC coefficients and the quantized AC coefficients and processing 
them accordingly. For the DC coefficients, DPCM is applied to the quantized data and 
the resulting difference data is coded using Huffman coding. For the AC coefficients, 
the quantized data are grouped into events, each consisting of a run of zeros followed by 
a n amplitude and the events are coded using the hybrid Huffman/fixed length code as 
described in appendix section A.4.2. 
In the decoding path, the coefficients are passed into an inverse quantizer and an inverse 
DCT operation to reconstruct the block being coded. For intra-mode blocks, there is 110 
prediction block generated by the motion compensator and the reconstructed blocks are 
stored in a succeeding frame store directly. If the intra-mode blocks reconstructed belong 
to I-picture, the reconstructed blocks will also be fed into the left frame store for stereo 
disparity compensation. When all the reconstructed blocks for a complete image frame 
axe ready, image frame stored in the succeeding frame store is a reconstructed image 
frame, which will be exactly the same at the one reconstructed at the decoder. 
For P-picture coding, the image frame in the succeeding frame store is passed to the 
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preceding frame store. It is then used as an anchor by the motion compensator to per-
form forward prediction. The motion compensator decides whether the incoming block 
should be coded in intra-mode or inter-mode as mentioned in appendix section A.4 for 
picture coding of P-pictures. For intra-mode, the macroblock is processed the same way 
as the macroblocks for I-picture. For inter-mode, the predicted block generated by the 
motion compensator subtracted from the incoming block gives residual. This residual 
goes through the DCT operation and quantizer to reduce spatial redundancy. The quan-
tized DCT coefficients for the residual are fed into the variable length coder as well as 
the decoding path. The variable length coder encodes the quantized coefficients the same 
as the coefficients for I-picture. The resultant VLC coded data as well as the VLC coded 
motion vectors generated by the motion compensator will be passed to the multiplexer. 
In the decoding path, image residual is reconstructed block by block through the inverse 
operators of quantizer and DCT. At this time, there is prediction block produced by 
the motion compensator. The predicted block and the reconstructed residual add up to 
produce a reconstructed block for the P-picture. It is then stored in the succeeding frame 
store. When all blocks for the P-picture are ready, image frame stored in the succeeding 
frame store is a reconstructed image frame for the P-picture. 
For B-picture coding, the image frames in the succeeding and preceding frame stores are 
u s e d as anchors by the motion compensator to perform bidirectional prediction. The rest 
of the operations is the same as for P-picture coding except that the motion vectors gen-
erated by the motion compensator consist of both forward and backward motion vector, 
and there is no frame store required for the storage of the reconstructed B-picture. 
For the right image sequence, I-picture coding is different from I-picture coding of the left 
diaimel. The right image frame to be coded as I-picture is decomposed into macroblocks 
a n d then passed to the stereo disparity compensator. The stereo compensator performs 
stereo disparity estimation as described in section 3.4.1 with reference to) the incoming 
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macroblocks and the reconstructed image frame stored in the left frame store. The dis-
parity corrected prediction block so generated subtracted from the original right block 
gives the stereo residual. It is processed as intra-mode. The resultant VLC coded quan-
tized DCT coefficients are passed to the multiplexer. The disparity vectors generated by 
the stereo compensator are also VLC coded and passed to the multiplexer. For the gen-
eration of P- and B-pictures of the right channel, exactly the same operations as those of 
the left channel is performed. All those parameters including quantized DCT coefficients 
for the residual and motion vectors are VLC coded and passed to the multiplexer. The 
multiplexer inserts all the codes into a bitstream at a suitable layer as shown in Figure 
3.9. This generic scheme provides a more efficient generation of the stereo bitstream as 
no extra operations for extracting the I-pictures for the left channel and VLC decode are 
necessary before stereo disparity compensation. 
3.5.1 Macroblock Converter 
The macroblock converters are color space converters in which the image frame is con-
verted to a color space with separate luminance and chrominance components. This is 
done because the human eye is far more sensitive to the luminance information (Y) than 
it is to the chrominance information (Cr and Cb); by separating them, it is possible to 
compress the chrominance information more than the luminance without the perceived 
image quality suffering. The macroblock converters first decompose each i n c o m i n g image 
frame into 16 x 16 pixel sections, perform the R-G-B to Y-Cr-Cb conversion to each pixel 
in the sections, and subdivide the resultant Y-Cr-Cb daU into six 8 x 8 blocks. The 
R-G-B to Y-Cr-Cb conversion is defined as 
f
 y \ I 0.2990 0 . 5 8 7 0 0.1140 ) ( 丑 
Cr = -0.1687 -0.3313 0.5000 G ( 3. 5) 
. C h ) ( 0.5000 -0.4187 -0.0813 J \ y 
Since the conversion is a one-to-one mapping, the resultant image data consist of 16 X 16 
YCrCb triplets. C h r o m i n a n c e subsampling is applied to the Cr and Cb values by taking 
average of the four nearby pixels as described in appendix section A.2 so that 8 x 8 
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blocks of Cr and Cb result. In addition, the 16 X 16 Y component is subdivied into four 
blocks of 8 X 8 luminance values. These six blocks form a macroblock and pass for further 
operations. 
3.5.2 DCT Functional Block 
This is the main functional block for all MPEG encoder and decoder. The implementation 
of the two-dimensional DCT for each 8 x 8 block was based on double precision data 
type, i.e., 64 bits floating points representation, operated oil equations (2.13) and (2,14). 
Because the 2-D DCT is separable, the summations was done as eight 1-D DCTs on all 
rows followed by eight 1-D DCTs on the eight columns. The equations are rearranged as 
follows: 
FDCT: 
v{k, I) = y； a{k) cos ^ - - 1 X > ( Z > ( m ， n ) c 。 S - - ， 
n 丄 0 n一0 - -m=0 L J 几一u 
0 < k , l < 7 
IDCT: 
/ 、 去 … J ( 2 m + 到 X ) ( 7 ) 纖 [ ( 2 n ± M s (3.7) 
u(m’ri) 二 K f c ) cos — — 2^ ol^ijv^l) cos ，  v / 
k=o L J i—o 
0 < m , n < 7. 
where 
= j V . 8、 （ 3 . 8 ) 
I I for Jc 二 1，2，•..，7. 
A faster DCT implementation according to Chen et al [47] were implemented. The algo-
. r i t h m exploits the symmetries of the DCT. Considering the following 1-D DCT equation, 
7 「(2n + n / , / 7 
v(l) 二 J > ( 0 + ) C O S 、 ； ， 0 化 7. 
n==0 丄 
For the case I = 2, 
u(0) T27T1 , reTTi ,u(2) W , . 
u(2) 二 " V c o s y + - 2 " C O S y + " T " C O S L 16 J + 2 C O S L 16 J + 
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F igu r e 3.12: Signal flowgraph / o r 8 x 8 fast DCT. 
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where the equality cos [ f ] 二 sin [ | - 字 ] i s used. For the rest of v(l), the similar 
equations can be constructed. The equations are constructed to minimize the number of 
multiplications. The signal flowgraph for the fast DCT algorithm is shown in Figure 3.12. 
In the figure, the flow of operations is from left to right, and lines are summed where they 
merge at a node. If a line contains an arrow, the signal is negated before the addition 
to (i.e., subtracted from) the other signal fed to the node. Multiplication of a signal is 
indicated above a line. The corresponding flowgraph for the inverse DCT can be obtained 
by reversing the direction of the signals. This is valid because the DCT is an orthogonal 
transform. This algorithm involves 26 real additions and 16 real multiplications per 1-D 
DCT operation. For 2-D DCT, only 52 real additions and 32 real multiplications are 
required. 
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3.5.3 Rate Control 
As the coding algorithm used by MPEG is variable bit rate, rate regulation buffer is 
necessary to produce constant rate for transmission. Besides, it is much, easier to vary to 
the number of bits allocated to the right channel through, this mechanism in order to study 
the characteristic of the stereo encoder. The principle of the rate control mechanism is 
based on the facts that lower bit rate is obtained for coarser quantization step size and 
higher bit rate is obtained for finer quantization step size. Accordingly, MPEG defines 
a parameter called quantizer—scale, Qpi which is a scaling factor to quantization matrix. 
Qp has a linear relationship to the output buffer fullness and it is updated whenever the 
buffer fullness is updated. 
The evaluation of the buffer fullness is done by first assigning initial bits per update 
interval to each picture type in a GOP. Let N“ Np and Nb be the assigned bits for I-
picture, P-picture and B-picture, respectively, in a GOP. Then, the frame rate for each 
picture type can be calculated from the preset bit rate. Suppose Is\ Ps and Bs be the 
corresponding frame rates obtained for I-picture, P-picture and B-picture, Desired bit 
rate is, given by 
Rd = N{IsNi + P3Np + BsNb) (3.9) 
where N is the number of pictures per update interval. At update, the number of bits 
generated during last interval is added up while N“ Np or Nb is subtracted according to 
picture type. In addition, calculated bit. rate, Rc, is obtained based on actual number of 
bits consumed. Finally, target bit rates are adjusted by 贵， 
For each macroblock coding, the assignment of Qp is as follows. 
「 • ( T x 31 
Q p 二 d + actual bits - S{ - k X I T o t a l n u m b e r of macroblocks in a picture；] r 
L (3.10) 
where d is the buffer fullness; Si is the number of bits used for side information (i.e. bits 
not used for DCT coefficients); k represents the number of macroblocks being coded; T 
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F i g u r e 3.13: Stereoscopic video decoder. 
is the target bit rate; r is the reaction parameter and is given by 
r = 2 x … 办 . (3.11) 
frame rate 
3.6 Stereoscopic MPEG Decoder 
Stereoscopic decoder is the inverse operation of the encoder. It is considerably simpler 
than encoding since it is not necessary to include motion estimation and stereo disparity 
estimation. Figure 3.13 shows the decoding of the stereo MPEG bitstream. The following 
description will discuss mono playback and stereo playback separately. 
3.6.1 Mono Playback 
When the stereo data stream is input to a normal MPEG decoder, the decoder reads 
the data stream and decodes the data elements in the stream according to the defined 
syntax. The information inserted in the user data fields is discarded at this stage and 
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therefore only data elements of the left channel retain for further operation, Figure 3.14 
shows the main functional blocks of an MPEG decoder. 
As the decoder reads the stream, it identifies the start of a coded picture and then the type 
of the picture. It demultiplexs the macroblock type and the motion vectors if the picture 
being decoded is either P- or B-picture according to the coding syntax. For P- and B-
pictures, the motion vectors are used to construct a prediction of the current macroblock 
based on the preceding and succeeding image frames stored in the frame stores. The 
VLC coded DCT coefficients are decoded and inverse quantized. The resultant data are 
then transformed by an inverse DCT operator, and the inverse transformed data is added 
to the predicted macroblock for P- or B-picture. After all the macroblocks in the picture 
have been processed, the image frame is completely reconstructed. 
T h e image frame decoded from I- or P-picture is stored in the frame store and is used by 
t h e p r e d i c t o r a s reference frame for subsequent pictures decoding. Before image frames 
are displayed they must be re-ordered from the coding order to their temporal order. 
After re-ordering, the image frames are available in YCrCb format, they may need to 
convert to RGB format by post-processing. This conversion can be described by the 
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following matr ix equation. 
(
R \ ( 1 0 1.40200 \ (
 Y
 ^ 
G = 1 二0.34414 -0.71414 Gr ( 3 . 1 2 ) 
、B J \ 1 1.77200 0 ) \ Cb j 
3.6.2 Stereo Playback 
A stereo decoder extracts the stereo information from the user data fields in the stereo 
data stream before passing the remaining bitstream to a normal MPEG decoder to gen-
erate the left image sequence. If the picture decoded is an I-picture, the reconstructed 
left image frame is passed to a disparity compensator for further operation. From the 
extracted data, the coded pictures, I'-pictures, o£ the right channel corresponding to I-
pictures of the left channel are identified. They are output to a demultiplexer in which 
the stereo disparity vectors, DCT coefficients of the stereo residual and DCT coefficients 
of the intracoded blocks are extracted. The disparity compensator uses the stereo dis-
parity vectors and the reconstructed I-picture of the left channel to predict the disparity 
corrected macroblocks of the right channel. The DCT coefficients of the stereo residual 
and intracoded blocks are inverse quantized. Each 8 X 8 block of the coefficient data in 
a macroblock is transformed by an inverse DCT operator. The resultant stereo residual 
w h i ch is occluded area for the left view is added to the disparity corrected macroblocks 
and is stored in a frame store while the resultant intrablock is stored in the same frame 
store directly. After all the macroblocks in the I'-picture have been processed the image 
frame stored is completely reconstructed and it is passed to a modified MPEG decoder 
for further operation. 
The modified MPEG decoder shown in Figure 3.15 is very similar to the original MPEG 
decoder except that it is not necessary to decode the macroblocks of I-pictures. The re-
constructed image frames decoded from I'-pictures are stored in the frame stores directly. 
T h e d e m u l t i p l e x e r decodes V L C coded data o f t h e bitstream t o produce t h e quantized 
D C T coefficients of t h e P- } B-pictures . These are assembled for each 8 X 8 block of pixels 
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Figu re 3.15: Modified MPEG decoder. 
in the corresponding image frame. The inverse quantizer produces the actual DCT coef-
ficients. The resultant coefficients are then transformed into pixel values, which are the 
temporal residual, by the inverse DCT transformer. If the residual belongs to P-picture， 
there are motion vectors decoded by the demultiplexer passing to the predictor. Having 
got these motion vectors, the predictor applys them to the blocks in the stored image 
frame (decoded from I'-picture) to produce the predicted blocks. The residual is added 
to the prediction block by block. The resultant block is stored in the frame store and 
output to the right channel buffer shown in Figure 3.13. 
The frame stores provide two storage spaces, one for preceding frame and the other for 
succeeding frame. For the decoding of B-pictures, both frame stores are used for bidi-
rectional prediction. The residual for B-pictures is decoded by the same operations as 
described for P-pictures. As the data for I，-，P- and B-pictures are extracted sequentially, 
t h e r e c o n s t r u c t e d image f r a m e f r om I ' -p ic tu re will no t come at t h e same m o m e n t w i t h 
t h e one f r o m P -p i c t u r e . Fu r t h e rmore , t h e r econs t ruc t ed image f r ame f r om t h e P - p i c t u r e 
is put into the succeeding frame after the succeeding frame store passes its contents to 
the preceding f r a m e store. There is no data congestion at the frame stores. The decoded 
image frame will be output one by one. 
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Referring back to Figure 3.13, when both, the image buffers get the image frames for the 
left and right channels respectively, they are re-ordered from the coding order to their 
temporal order. After that synchronization controller triggers the buffers to output the 





This chapter describes the tests and presents the experimental results on the performance 
of the proposed stereoscopic video coding scheme. A set of stereo motion video clips 
were computer generated for the use in the testings. The following section describes the 
generation of the video test sequences. Section 4.3 presents test platform used for the 
testings. Section 4.4 presents the simulation results with objective measurement of the 
decoded image qualities and subjective visual quality evaluation of the scheme. 
4.2 Test Sequences Generation 
To evaluate the performance of any video coding algorithm, test video sequences are 
required. The Simulation Model Editorial Group of ISO-IEC working group issued the 
M p E G Video Simulation Model Three (SM3) report [48], in which video test sequences 
are defined for the evaluation of the MPEG source coder. However, there was no test 
video sequence defined for the evaluation of the stereo coding algorithm. In view of that , 
we took our way to create a set of stereo video test sequences. Two computer software 
applications, Autodesk 3-D Studio published by Yost Group Inc. and Vistapro published 
by Virtual Reality Laboratories Inc. were considered to be used for the production 
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of the test stereoscopic motion video. As Vistapro is a 3-D landscape generator, it 
produces stereoscopic image sequence by moving a pair of cameras in a scene of fractal 
landscape. Image sequences are rendered frame by frame. Autodesk 3-D Studio produces 
stereoscopic image sequence in a different way. Objects with motion defined are created 
and placed in a scene. Two camera objects having slightly shifted position are defined 
for capturing the view sequences. Although camera motions can also be defined, it 
will complicate specification of the scene a lot. Thus, stationary cameras as if a man 
watching moving objects are used. As the motion videos generated by Autodesk 3-
D Studio resembles closer to the scene in real world, it was selected to generate test 
sequences. The test Image sequences were generated frame by frame in Targa file format， 
or TGA, which supports images of any color depth 1 and 32 bits. 
Four sets of stereoscopic 40 frames video sequences were generated. They are 24-bit color 
with a frame resolution of 512 X 480 pixels, which is similar to NTSC broadcast quality. 
The simplest one is a scene with a dark background containing a burning candle and ball 
bouncing vertically (Figure 4.4). The second video sequence is a cactus placed in front 
of a window, which contains more motion objects compared to the previous sequences. 
The cactus stretches its arms and legs and then stands up (Figure 4.3), The other two 
video sequences are the most complex oiies. They contain a dragon who moves its head 
to the cameras and open its mouth providing the strongest depth perception. These two 
video sequences were generated from the same scene. One of them contains fast motion 
of the dragon (Figure 4.5) but the other only contains slower motion with the close-up 
view of the dragon's head (Figure 4.6). 
4.3 Simulation Environment 
T h e coding algorithms were developed on a PC based platform. All the video sequences 
were initially generated in TGA format and subsequently converted into YCrCb format. 
All the program m o d u l e s developed for the coding algorithms operate on the YCrCb 
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files. 
The stereoscopic coding algorithms were coded in C-language, based on the source code 
of ail existing MPEG encoder. For monocular viewing, an MPEG player for Windows 
3.1 called VMPEG developed by Stefan Eckart was used. VMPEG can decode the 
stereoscopic video file with left channel displayed on the screen. 
4.4 Computer Simulation 
The computer generated test sequences mentioned in section 4.2 were used to test the 
algorithm. The number of frames contained in a group of pictures was set to 6，which 
included l x I-picture, 2x P-pictures and 3x B-pictures. As the simulation was to 
investigate the objective performance of the coding scheme with different compression of 
the right channel, rate control strategy is applied. In the previous chapter, it is described 
that there are three picture types: I'-picture, P-picture, and B-picture for the right 
channel. Both I'-picture and P-picture are predictive pictures. I，-pictUre is predicted 
with reference to the corresponding left image frame while P-picture is predicted with 
reference to the p r e c e d i n g image frame which may be a decoded V-pictme or a decoded 
P-picture. They are assigned the same number of bits initially. B-picture is assigned the 
smallest number of bits since it will not be used as reference and thus does not propagate 
error into other pictures. The rest of the rate control mechanism is as mentioned in 
section 3.5.3- ,.,"-
4.4.1 Objective Results 
An objective m e a s u r e m e n t of the decompressed image qualities was performed by com-
paring the peak signal-to-noise ratio (or PSNR). Because these simulations were done 
by decompressing the images to three channel color images (Y，Cr and Cb), the PSNR 
results reported is in terms of an average defined over the Y, Cr, and Cb compo-
neiits. The contribution of the luminance component for a macroblock is N X N, and the 
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con t r ibu t ion of t h e two chrominance components for a macroblock is y X y； therefore , 
the total number of pixels is 1.5iV
2
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；Xi{m,n) and are the original and the reconstructed value of a pixel at row m 
and column n for components i, respectively. 
l n F ig U r e 4.1, the PSNR、of tlie right channel over 30 frames of the sequence "cactus" 
and "candle and ball" are shown, where the graphs for five different bit rates varying 
f r o m 100% to 60% bit rate of the left channel with 10% step size are presented to show 
the variation of the PSNR versus frame number at those bit rates. The graphs show the 
s a m e pat tern for different bit rates and the behavior of the PSNR、show some regular 
periodicity inside each GOP. The first frame for each GOP is reconstructed from disparity 
prediction. In the "candle and ball" sequence, the disparity predicted frames give higher 
PSNR than the following frame, which is reconstructed from B-picture while the disparity 
predicted frames generated from "cactus" sequence give lower PSNR. It is because the 
separation between the cameras for capturing the "cactus" sequence is g r e a t e r than that 
for capturing the "candle and ball" sequence, which is intended to do so to exaggerate the 
stereoscopic effect; hence the frames in the "cactus" sequence contains greater disparities. 
O n the other hand, in the "candle and ball" sequence the motion of the bouncing ball is 
very fast; therefore the interframe r e s i d u a l consumes more bits. Conversely, the "cactus" 
sequence contains less motion; hence PSNR、obtained from the interframe prediction 
are higher than those obtained from the I'-pictures. In addition, it can be seen that the 
PSNR's for the " c a c t u s " sequence gives more regular pattern. This is also ascribable to 
t h e non-constant motion of the bonncing ball due to gravity; thus the lower the ball, the 
faster the motion and vice versa. It is also observed from the graph that the magnitude 
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Figure 4.1: Variation of PSNR of the right channel versus frame num-
ber for different bit rates. 
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of PSNR depends on the complexity of the scenes. For simple scene such as the "candle 
and ball” higher PSNR was produced. Comparing the two graphs, difference over 10 dB 
is obtained. 
In order to investigate the relationship between PSNR and compression ratio, the target 
bit rate of the additional right channel was adjusted by multiplying a factor to 1.1 Mbps， 
tha t is the target bit rate for normal MPEG video applications, while the bit rate for 
the left channel was unaffected and was set to 1.1 Mbps. Ideally, we would like to obtain 
lowest possible bit rate with highest possible PSNR. Figure 4.2 shows average PSNR 
against bit rate of the right channel for the four video sequences: "cactus", "candle and 
ball", "dragon I”, and "dragon I F . The horizontal dotted line is the average PSNR of the 
left channel video sequence which was kept constant in this evaluation. The horizontal 
dash-dot-dash line is the average PSNR of the right channel video sequence decoded 
from its normal MPEG coded bitstream at 1.1 Mbps. It is plotted for comparing the 
performance of the proposed scheme with the normal MPEG encoder. 
Generally, the PSNR's of the left and right parts of a stereoscopic video sequence are 
different even if the same MPEG encoder at the same bit rate is used. It is due to the two 
views containing occluded regions whicH are different and lead to different decompressed 
qualities. For the average PSNR's of the left and right channels reaching 35 dB, the 
different PSNWs are less than 1 (IB, which is only 28%. By comparing the average 
P S N R 0 f the right channel decoded frdm normal MPEG bitstream (the dash-dot-dash 
line) with the one d e c o d e d from the stereoscopic data stream (the solid line). It is found 
t h a t a t t h e s ame b i t r a t e (1.1 Mbps ) , t h e average PSNR gene ra t ed f r om t h e p roposed 
scheme is always higher than the one generated from normal MPEG encoder. 
• For the "cactus，，sequence, when the bit rate drops to around 96% of 1.1 Mbps, 
comparable MPEG decoded of the right channel is obtained. Thus, 2% 
further compression is a c h i e v e d comparing to two MPEG video sequences. For the 
same left and right PSNR 1 s, the bit rate is allowed to drop to around 90% of 1.1 
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Mbps, which gives 5% further compression. 
• For the "candle and ball” sequence, when the bit rate drops to around 86% of 
1.1 Mbps, comparable MPEG decoded PSNR of the right channel is obtained. In 
this case, 7% further compression is achieved. It is observed that higher PSNFVs 
c o m p a r i n g w i t h t h e "cac tus" sequence is ob t a ined and th i s is t h e resul t of t a k i ng 
the average of the PSNR's for different frame number shown in Figure 4.1. As 
the average PSNR is affected by the PSNR、of the disparity predicted frames, the 
greater separat ion between the cameras for capturing the "cactus" sequence also 
accounts for the lower average PSNR of the "cactus" sequence. Besides, the simple 
scene of "candle and ball” is the other reason. As its background is dark, there is 
few AC coefficients as well as DC coefficients after DCT transform. The zero run-
length coding generates nearly zero overhead for those blocks in the background. 
Therefore, more bits are provided for the coding of the intra-coded blocks for the 
foreground; hence higher PSNR's. 
• For the "dragon I” sequence, when the bit rate drops to around 81% of 1.1 Mbps, 
comparable MPEG decoded PSNR of the right channel is obtained. This gives 
4.5% f u r t h e r compression comparing to two MPEG video sequences. For the same 
left and right PSNR\ the bit rate is allowed to drop to around 70% of 1.1 Mbps, 
w h i ch gives 15% further compression. It is also shown that the PSNR of the 
reproduced right channel image sequence increases less rapidly at bit rate above 
90% of 1.1 Mbps. The change of the increasing rate of the PSNR is mainly because 
t h e "dragon I” sequence varies from wide view of the scene, where the complete 
dragon was captured, to close-up view of the dragon, where only the dragon's head 
was captured. The interframe residual for both channel contains a lot of image 
contents which are coded as intra-coded blocks. When the right channel bit rate 
increases to above 90% of 1.1 Mbps, the PSNR of the decompressed intra-coded 
blocks becomes stable and is less affected by the increasing number of bits of the 
coded DCT coefficients. 
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• For the "dragon II" sequence, when the bit rate drops to around 96% of 1.1 Mbps， 
comparable MPEG decoded PSNR of the right channel is obtained. Thus, 2% 
further compression is achieved comparing to two MPEG coded video sequences. 
For the same left and right PSNR,s, the bit rate is allowed to drop to around 87% 
of 1.1 Mbps, which gives 6.5% further compression. This sequence is captured 
from the same scene as "dragon I” but with different location of the cameras and 
with slower motion. Thus, the interframe residual is less comparing with "dragon 
I” sequence. In addition, this sequence only contains the closed-up view. This 
benefits the disparity prediction; hence higher PSNWs are results. 
After analysing the dependency of the PSNR and bit rate of the right channel video, 
it can be concluded that the objective coding quality measure depends not only on the 
complexity of the scenes but also the relative motion of the objects in the scenes. 
4.4.2 Subject ive Resul ts 
For a viewer the subjective visual quality of the reconstructed video is an important issue. 
In our subject ive t e s t s , video s e q u e n c e s were reconstructed and displayed on screen for 
visual comparision. As we did not have device to view the decompressed stereoscopic 
image sequence. The left and right image frames were displayed simultaneously and com-
pared visually. It was found that a l t h o u g h the P5iViE's between the left and right image 
of the decompressed MPEG coded sequences were different (as shown in Figure 4.2，the 
grea t e s t difference of t h e two hor izonta l lines is 0 .9dB), t h ey have compa rab l e sub jec t ive 
qualities. Thus, we concluded that for less than 1 dB PSNR differences, nearly the same 
subjective qualities were observed. 
In order to perform subjective comparison with the normal MPEG coded right channel, 
Image frames decoded from normal MPEG coded bitstream were displayed on screen 
while one of the c o r r e s p o n d i n g decoded image frame from stereoscopic data stream with 
d i f f e r e n t bit rates was chosen randomly and displayed simultaneously on screen. Five 
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people were told to find the image frame with better quality. It was found that 70% 
of 1.1 Mbps for the riglit channel shows nearly the same visual quality with the normal 
MPEG decoded right image frame. This gave compression ratio about 15% comparing 
to two MPEG coded video sequences. Although bit rate below 70% of 1.1 Mbps results 
in observable visual degrade, it is believed that the depth perception will still remain if 
the sequences are displayed at video rate, i.e., higher than 25 frames/sec. 
Some sample image pairs are shown in Figure 4.3 to 4.6 where three selected image pairs 
are demonstrated. For the figures, the top pair indicates the image frames corresponding 
to frame number 12. They are decompressed from intra-coded picture for the left image 
frame and disparity compensated picture for the right image frame. The middle pair 
indicates the image frames corresponding to frame number 26. They are decompressed 
from predicted pictures. The lower pair indicates the image frames corresponding to 
frame number 37. They are decompressed from interpolated pictures. Figure 4.7 and 
Figure 4.8 show a selected subjective test images for "cactus" and "dragon I", respec-
tively. The upper image pair is decoded from normal MPEG coded left and right video 
sequence while the lower eight image frames shows the gradually degraded qualities of 
the corresponding image frames decoded from stereo data stream. 
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Figure 4.3: Selected image pairs for "cactus" sequence. 
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F i g u r e 4.4: Selected image pairs for "candle and ball" sequence. 
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In th i s s tudy, a stereoscopic video coding scheme has been designed for t he efficient encod-
ing of two channel stereo mot ion video wi th t he resul tant code playable in a non-stereo 
MPEG digital video system. The scheme based on the fact that stereo motion video 
consists of two views of t h e same scence f rom a s l i g h t l y displaced view points . Therefore 
the views are similar with some disparities (stereoscopic information). By using the left 
video channel as reference and finding out t he stereoscopic informat ion against t h e right 
v ideo channel so t h a t t he right channel can be r e c o n s t r u c t e d f rom t h e reference channel 
u s i n g the stereoscopic information, the right channel becomes redundant. In order to 
ma in t a i n compat ib i l i ty wi th t he M P E G video coding s tandard , t he reference left channel 
of video is encoded in MPEG format with the stereoscopic information inserted at fields 
reserved for user data. Since MPEG is already a highly efficient coding method, the 
compress ion ra t io depends on the size of the stereoscopic informat ion. 
Two approaches had been considered to extract the stereoscopic information: coding 
by s t e r e o s c o p i c d i f f e r e n c e s and I-picture only disparity coding. In the first approach, 
a s e q u e n C e of s t e r e o s c o p i c differences was obta ined by subt rac t ing t he left video image 
sequence with the right sequence frame, by frame. Then, two methods were at tempted 
to further process the resultant sequence. In the first one, the stereoscopic difference se-
q u e n c e w a s coded by Discrete Cosine Transform (DCT) frame by frame. As this method 
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only deals with the spatial redundancy within the stereoscopic differences, the resultant 
data is too large to be practical. The second method exploits both the spatial and tem-
poral redundancies within the stereoscopic differences. However, i t was found that this 
method still could not reduce the size to an usable value. Consequently, a different ap« 
proach was at tempted. 
In the I-picture only disparity coding, disparity compensation was utilized to exploit the 
redundancy between the stereo image pairs corresponding to the I-pictures. It is based 
on the assumption that the right image frame consists of the contents of the horizontal 
translated version of the left image frame. Motion compensation was also utilized to 
exploit the temporal redundancy in the right image sequence. An improved disparity 
estimation was proposed and was demonstrated to be an effective method for the im- ； 
provement of the coding scheme. 
To test the stereo c o d i n g scheme, a software prototype encoder was constructed. An 
objective test based on the peak signal-to-noise ratio was performed to investigate the 
reproduced right image sequence. It w a s f o u n d that the P5iVE of the reproduced right 
image sequence depends on the transmission bit rate as well as the image complexity of 
the video sequence. It was concluded . that higher quality of the right image sequence 
is reproduced for the same bit rate as the normal MPEG coded right image sequence; 
hence improvement of the compression ratio is achieved by reducing the bit rate for 
the transmission of the stereoscopic information to get .same image quality. Moverover, 
less PSNR is obtained for image sequences containing stronger depth perception with 
the same transmission bit rate and therefore the reproduced image quality is depth per-
ception dependent. As the right image sequence is reproduced with reference to the left 
image sequence, the r e c o n s t r u c t e d image quality of the left image sequence will also affect 
that of the right image sequence. In parallel, subjective test was conducted by displaying 
t h e r e p r o d u c e d stereo image pairs on screen and comparing them visually. The result 
showed that visual quality degrade is not observable for less than 1 dB PSNR discrepancy 
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and comparing to coding the two channels o£ stereo video separately in MPEG, the new 
stereo coding scheme gave 15% further c o m p r e s s i o n with no substantial visual degrade 
in image quality. 
This scheme not only provides a more efficient way to code stereoscopic motion video 
but also、retains the compatibility with MPEG standard, which is gaining immense pop-
ulation in CD-ROM multimedia applications. Although MPEG aims at data transfer 
rates around 1.5 Mbits/sec and the inclusion of stereoscopic information requires extra 
bandwith, double speed or even quad s p e e d CD-ROM drives are becoming standard pe^ 
ripherals in computer systems. Hence, the higher d a t a transfer rate requirement will not 




MPEG — An International 
Standard 
A . l Introduction 
The M P E G [49] is an ISO/IEC (International Organisation for Standardization/Inter-
n a t i o n a l Electrotechnical Commission) standard and is named after the Moving Pictures 
Exper t Group, which is part of the ISO/IEC JTC1/SC29 WG11，started it. More specif-
ically，MPEG does not specify one standard but four standards: MPEG-1 for storage 
applications at bit rates around 1.5 Mbits/sec, MPEG-2 aiming at higher bit rates for 
broader applications including telecommunications and broadcasting, MPEG-3 aiming at 
coded bit rates between 20 and 40 Mbits/sec for high definition TV (HDTV) applications, 
and MPEG-4 for very low bit rate applications (between 4.8 and 64 kbits/sec) includ-
ing videophones, multimedia electronic mail, remote sensing and interactive multimedia. 
Among them MPEG-1 and MPEG-2 have become international standards while the oth-
e r s a r e still drafting. MPEG-2 is more versatile than MPEG-1. It provides compatibility 
to the MPEG-1 s t a n d a r d because its syntax is a superset of the MPEG-1 syntax. Many 
options and extra parameters not supported by MPEG-1 are specified in various exten-
s i o n h e a d e r s . On considering that the options and extra parameters of MPEG-2 are not 
used，MPEG-1 video a l g o r i t h m was selected to be the base algorithm in this research. 
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Appendix A MPEG — An International Standard 
In the following discussion, the term "MPEG" represents "MPEG-1" for brevity. 
The MPEG specification is defined in three parts: video, audio and system. The MPEG 
video and MPEG audio specify the compression of video sequence and digital audio 
signals, respectively, while the MPEG system specifies the encapsulation (or the multi-
plexing methods) Qf the data streams generated by MPEG video and MPEG audio. They 
are optimized to generate a combined bitstream with approximately 1.5 Mbits/sec com-
bined data rates. The MPEG video coding algorithm achieve compression by employing 
the two-dimensional DCT to reduce spatial redundancy, and motion compensation to 
reduce temporal redundancy. The MPEG coding algorithm was developed primarily for 
storage of c o m p r e s s e d video on digital storage media including conventional storage de-
vices such as CD-ROM, DAT, tape drives, hard disks, and writable optical drives. Like 
a normal video tape recording system, it m u s t support features such as random access 
and fast forward/reverse seaxches. In this appendix the outline of the coding algorithm 
with emphasis on how the basic theories discussed in the chapter 2 can be applied and 
the coding of important quantities are presented. 
A.2 Preprocessing 
It is described in the chapter 2 that motion video can be considered as a set of image 
frames displayed sequentially at the rate 30 frames/sec. A digital image frame is usually 
expressed as two dimensional array of pixels, which is denoted by three color values 
consisting of red, green and blue. The three color values representing a pixel can be 
considered as a RGB triplets. For the analog video source, sampling is required before 
MPEG coding. 
As MPEG algorithm operates on the Y-Cr-Cb color space, where Y and Cr /Cb represent 
the luminance level and the two orthogonal chrominance levels respectively, each RGB 
^ ^ l e t has to be c o n v e r t e d into a YCrCb triplet, Due to the fact that human visual 
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Figure A l : Luminance and chrominances of pixels. 
system is more sensitive to luminance or intensity than chrominances of a pixel, the Cr ^ 
and Cb values are subsampled so that every 4 X 4 pixels correspond to four Y values, one 
Cr value and one Cb value. It is shown in Figure A.l，where the location of the Cb and 
Cr values is the same; thereby only one circle is drawn in the figure. 
A.3 Data Structure of Pictures 
T h e MPEG video bitstream utilizes layered approach. The top video level of coding is 
called sequence layer, which consists of a number of groups of pictures (GOPs), where 
the first picture of a GOP is always an intra-coded picture and the rest of pictures may 
be some number of predicted pictures and bidirectionally predicted pictures. The three 
different picture types are discussed in the next section. The coding syntax of the pictures 
is organized in four coding layers: block layer, macroblock layer, slice layer and picture 
l a y e r . Each coding layer encodes the corresponding elements, i.e., block, macroblock, 
slice and picture. 
A block is the coding syntax that describes the smallest unit in MPEG video terminology. 
I t i s a c t u a i i y a 8 X 8 DCT coefficients unit corresponding to 8 X 8 values of one of the 
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three types: luminance (Y), red chrominance (Cr), and blue chrominance (Cb). 
A 16 X 16 pixel segment converted into four 8 X 8 Y blocks and two 8 X 8 chrominance 
blocks, one for Cr and the other for Cb, forms a macroblock which is the basic coding unit 
in M P E G video terminology. There are two coding modes available at the macroblock 
layer. They are the intracoded and motion compensated modes. As Implied by their 
names, intracoded mode indicates that the six 8 X 8 blocks are coded by intra processing 
only. The DC T coefficients contained in the blocks are directly transformed from the 
16 x 16 pixel segment in the image frame. For motion compensated coding mode, the 
DCT coefficients contained in the six blocks are transformed from the differences between 
the 16 X 16 pixel segment in the current and the previous image frames. 
A slice is composed of one or more contiguous macroblocks. Because of the independent ！ 
coding a t t r ibute , a slice containing errors can be skipped and the next slice is not affected 
by those errors. It is obvious tha t slices facilitate the error concealment. However, having 
m o r e slices requires more bits for overheads of slice layers. The MPEG video standard 
does not define its length. For most applications, it is defined to be a horizontal strip 
within an image frame. 
A picture defined by MPEG is the basic unit for display. It corresponds to an image 
frame. In this thesis, the te rm "image frame" denotes a bi tmapped digital image which 
i s a two dimensional array of pixels while the term "picture" denotes the MPEG coded 
representation of a digital image. Figure A.2 depicts the MPEG data structure schemat-
ically. 
A.4 Picture Coding 
M P E G defines three different picture types: 
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F igu r e A.2: Schematic diagram of MPEG data structure. 
• Intracoded pictures (I-pictures) are image frames coded by intraframe processing 
only. Each image frame to be coded into I-picture is first divided into 16 X 16 pixel 
segments. Each segment is then converted into the corresponding macroblock. Im-
age frames coded into I-pictures can only contain macroblocks coded in intracoded 
mode，which is generated by applying a two dimensional 8 X 8 DCT to all luminance 
and chrominance blocks. Like the general transform coding operation described in 
the last chapter, a quantizer is utilized to quantize the transform coefficients. It 
i s a scalar quantizer with different step size for the 64 DCT coefficients. The step 
size is obtained from an 8 X 8 frequency dependent quantization matrix, which can 
b e either the default q u a n t i z a t i o n matr ix derived.by the MPEG video committee 
o r determined by the encoder and then t ransmit ted to the decoder. The use o£ 
the mat r ix ensures tha t the low frequency DCT coefficients are quantized more 
accurately with a small step size while the high frequency coefficients are quan-
t i z e d m o r e coarsely. This reflects the human visual system which is less sensitive 
t o q u a n t i z a t i o n noise a t higher frequencies. 
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F igu re A.3: The coding of intra-coded pictures. 
After the quantization, a significant proportion of the quantized coefficients be-
comes zero. These coefficients are then scanned in a zigzag manner to create a 
sequence of quantized values with the longest run of zeros. It is beneficial to apply 
run-length and truncated Huffman coding by grouping each pair of zero-run and 
the following non-zero quantized values into an "event" or a {run, amplitude} pair. 
For the most frequent combinations of {run, amplitude} pairs MPEG defines Huff-
man coding table while for the {run, amplitude} pairs not defined a fixed length 
code is used instead. This coding strategy is the truncated Huffman coding scheme 
described previously. Figure A.3 depicts the coding of I-pictures. Being coded 
without reference to other pictures, I-pictures provide random access points. 
• Predicted pictures (P-pictures) are image frames coded using motion-compensated 
predictions with reference to the previous I- or P-picture. Like pictures， the cod-
ing of P-pictures is also processed on a macroblock basis. Therefore, the image 
f r a m e t o b e coded is d iv ided in to 16 X 16 pixel segments . Before conver ted in to t h e 
corresponding macroblock, each segment undergoes motion estimation, in which 
motion vector minimizing the absolute difference between the current pixel seg-
m e n t and a displaced pixel segment in the previous image frame is identified by 
searching a square area around each segment. Since the previous image frame is 
r e—red for the motion compensation process, the previous I- or P-picture must be 
d e c o d e d i n t o image f r a m e before t h e coding of t h e current P-picture. T h u s , there 
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is a decoder embeded in an encoder. 
The macroblocks contained in a P-picture can be intracoded and motion compen-
sated modes. The determination of the modes depends on the prediction error 
between the current pixel segment and the motion compensated pixel segment. If 
this prediction error is smaller than a threshold or the total energy in the seg- ：; 
ment , the pixel segment is coded as a motion compensated macroblock; therefore, 
the motion vector corresponding to this pixel segment is variable length coded and 
t ransmi t ted . In addition, ihe prediction error, after motion compensation is applied 
to the pixel segment, is encoded using DCT. The t r a n s f o r m coefficients of the pre-
diction error are then quantized. Unlike the intraframe mode, the quantization step 
sizes in this case are constant for all 64 coefficients. The quantized coefficients are 
then variable length coded as in the intraframe mode, If5 however, the prediction 
error is larger than the total energy in the current segment, motion compensated 
m o d e is not suitable and all the six blocks In the corresponding macroblock are 
coded using the intracoded mode as described for the coding of I-pictures. Since 
temporal redundancy is reduced by motion compensation, P-pictures provide more 
compression than those provided by I-pictures. 
• Bidvrectionally predicted pictures (B-pictures) are image frames coded using both a 
past and future pictures, which can be an I- and/or P-picture, as references to apply 
interpolation. The coding of B-pictures is very similar to tha t of P-pictnres except 
tha t bo th forward, backward and interpolative motion compensation processes are 
used for the macroblocks coded in the motion compensated mode. Requiring the 
f u t u r e image frame as reference, the coding of B-pictures is a non-causal operation 
and，therefore, the coded future i m a g e frame either an I- or P-picture is coded and 
t h e n decoded back i n t o image frame before the coding of the current B-picture. Two 
image f r a m e buffers a r e required one for the past image frame and the other for 
the future image frame, Pbrward prediction with reference to a past image frame, 
b a c k w a r d prediction with reference to a future image frame and interpolation by 
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Macroblock Type [ Predictor | Prediction Error 
Intra I}{X) = 128 h{X) - h{X}_ 
Forward Predicted I}(X) = I0{X h{X) - h{X) 
Backward Predicted h(X) = I2{X + J a (X) - h{X) 
Interpolative h(X) =\ \I0{X + MV 0 1) + h{X + MV 2 1 ) | h{X) - h{X) 
where I n represents the predicted value of I n ; the suffix n indicates the order of image 
frame I n and MV^： represents the motion vector of the macroblock for image frame 
changing from I n to I m . 
Table A.l : Prediction Modes for Macroblock in B-picture 
averaging both the forward prediction and the backward prediction pixel segment 
of the 16 X 16 pixel segment is obtained. The one that gives the smallest prediction 
error is selected. This prediction error is also compared with the threshold. If 
the prediction error is larger than the threshold, intracoded mode is applied to 
code the corresponding macroblock; otherwise, the motion vectors for the selected 
type (i.e., forward motion vector for forward prediction, backward motion vector for 
backward prediction, and both motion vectors for interpolation) are variable length 
coded and transmitted with the DCT encoded prediction error. Table A. l describes 
the prediction modes for macroblocks in B-picture by mathematical symbols. It 
is clear that B-pictures althougli provide the most compression, they require more 
compution as well as extra memory. 
The flow chart for coding a macroblock is d e p i c t e d in Figure A.4. 
A.4.1 Coding of Motion Vectors 
As the motion of objects in an image sequence is correlated, motion vectors are coded by 
differential means to make use of this feature. Motion vectors can be in either 縫 -p ixe l 
or half-pixel units depending on the setting of the bit flags, fulLpel_forward.vector and 
full-pel-back丽cLvector, in the picture header. The range of the vectors is determined 
not only by t h e fu lLpel flag bu t also forwardJ_code or backward丄code，which is an 
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Figure A.4: The flow chart for macroblock coding. 
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forwardJ.code or Motion vector range 
backward J_code full-pel 二 0 fulLpel 二 1 
T ~ ~ ~ -8 to 7.5 -16 to 15 
2 -16 to 15.5 -32 to 31 
3 -32 to 31.5 -64 to 63 
4 -64 to 63.5 -128 to 127 
5 -128 to 127.5 -256 to 255 
6 -256 to 255.5 -512 to 511 
7 [ -512 to 511.5 -1024 to 1023 
Table A.2: Range of Motion Vectors 
unsigned 3-bit integer in the picture header. Table A.2 shows the range of motion vec-
tors. From the forward_£_code} two important parameters for coding the forward motion 
v e c t o r s , forward^jsize and forwardJ, are calculated by the following equations. 
forward_r_size = forwardjf—code - 1 
forwardJ 二 1《forwardj—size (A.l) 
F r o m the b a c k w a r d X c o d e , the two parameters for backward motion vectors are calcu-
lated as follows: 
backwardj:_size 二 backwardJ_code — 1 :. 
backwardJ 二 1《backward_r_size (A.2) 
The variable length coding of motion vectors consists of a constrained set of differential 
motion code as shown in Table A.3 followed by unsigned integer code with the fixed bit 
length, forward丄size, to represent the unsigned remainder which is obtained by adding 
or subiracting the modulus given in Table A.4 according to the Lcode. The Lcode either 
forward or backward is determined by considering motion vectors of macroblocks in a 
slice with the most suitable range. For example a slice consisting of eight macroblocks 
has the following motion vectors with the full.pel flag setting to "1，，. 
7 3 -1 -20 55 25 -14 -16 
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Variable Length Code | Differential valiie" 
0000 0011 001 p i 6 
0000 0011 Oil -15 
0000 0011 101 -14 
0000 0011 111 -13 
0000 0100 001 -12 
0000 0100 Oil -11 
0000 0100 11 -10 
0000 0101 01 -9 
0000 0101 11 -8 
0000 0111 -7 
0000 1001 -6 
0000 1011 -5 
0000 11 -4 






0001 0 3 
0000 110 4 
0000 1010 5 
0000 1000 6 
0000 0110 7 
0000 0101 10 8 
0000 0101 00 9 
0000 0100 10 10 
0000 0100 010 11 
0000 0100 000 12 
0000 0011 110 13 
0000 0011 100 14 
0000 0011 010 15 .‘ 
0000 0011 000 
Table A.3: Differential Motion Code 
forwardJ_code or 
backward-f-code Modulus 







Table A.4: Modulus for Motion Vectors 
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The most suitable range selected is -64 to 63 which corresponds to f.code of 3. The 
differential values are given by setting the initial prediction in each, slice to zero and are 
shown as follows: 
T -4 -4 _19 75 -30 -39 -30 
By adding or subtracting the modulus 128 corresponding to the f.code of 3 reduces the 
differential values to the range -64 to 63: 
7 -4 -4 -19 -53 -30 -39 -30 
The above values are then divided by either forwardJ or backwardJ, which is give by 
the equation (A. l) or (A.2) and is 4 in this example. Therefore, the following codes 
expressed as (differential value, remainder) are obtained: 
(1,3) (-1,0) (-1,0) (-5,1) (-14,3) (-8,2) (-10,1) (-8,2) 
T h e corresponding codes for the motion vectors shown as follows are obtained by getting 
the differential motion codes from Table A.3 followed by the unsigned remainders with 
七lie fixed bit length, forward^jsize, which is 2 in this example. 
VLC of motion vectors in binary (differential value, remainder) 






















0000 0101 1110 0
8，2) 





0000 0101 1110 丨(_ 8 , 2) 
A.4.2 Coding of Quantized Coefficients 
The top left coefficient in Figure A.3 is the DC coefficient while the rest of the coefficients 
is described as AC. The DC coefficient depicts the average luminance or chrominance of 
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the image block; thus it tends to be well correlated with the DC coefficient of the pre-
ceding block. DC coefficients are coded by differential means to make use of this feature. 
However, the AC coefficients are not correlated and, therefore, are coded independently. 
D C Coef f ic ien t s 
The differential DC values after quantization are categorized according to their absolute 
value as shown in Table A.5. The size specifying tlie number of additional bits required 
to define the amplitude of the DC coefficient is transmitted using a VLC code. The 
different code for lummance and chrominance is because their statistics are different. If 
the DC coefficient in the category '32 to 63’，a size of 6 is transmitted by either '1111 0， 
for luminance or '1111 10
5
 for chrominance followed by six additional bits to represent 
the amplitude with the first of these additional bits indicating the sign:
 £
0' for negative 
and (1’ for positive. In addition, if a size of 0 is transmitted, there is no additional 
b i t s . Table A.6 shows the corresponding additional bits. Suppose the change of the DC 
coefficient for lummance is 25，wHch belongs to the range £16 to 31，. From Table A.5, 
the size to be transmitted is 5 with the VLC code '1110' followed by five additional bits. 
Since the change is positive, the first bit of the additional bits is '1'. The value 25 is than 
directly convert to binary with (11001，. Thus, the code for the change of 25 in luminance 
is '111011001'. 
A C Coeff ic ien ts 
The AC quantized coefficients are coded as {run, amplitude} pairs after scanned in the 
zigzag manner as shown in Figure A.3 previously. For the sake of clarity example is used 
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Differental DC size VLC c o d e V L C code “ 
(absolute value) | (luminance) (chrominance) 
"0 I 0 I 100 00 
1 1 00 01 
2 to 3 2 01 10 
4 to 7 3 101 110 
8 to 15 4 110 1110 
16 to 31 5 1110 1111 0 
32 to 63 6 1111 0 1111 10 
64 to 127 T 1111 10 1111110 
128 to 255 I 8 1111 110 1111 1110 
Table A.5: Differential DC size and VLC. 
Differental DC size additional code 
-255 to -128 8 00000000 to 01111111 
-127 to -64 7 0000000 to 0111111 
- 6 3 t o - 3 2 6 0 0 0 0 0 0 t o 0 1 1 1 1 1 
. 3 1 t o - 1 6 5 0 0 0 0 0 t o 0 1 1 1 1 
_15 to -8 4 0000 to 0111 
_7 to -4 3 000 to 011 
-3 to -2 2 00 to 01 
-1 1 0 
0 0 
1 、1 1 
2 to 3 2 10 to 11 
4 t o T 3 100 to 111 
8 to 15 4 1000 to 1111 
16 to 31 5 10000 to 11111 
32 to 63 6 100000 to 111111 
6 4 t o 127 7 1 0 0 0 0 0 0 to 1111111 
128 to 255 1 8 1 1QQQQQQQ to 11111111 
Table A.6: Differential DC additional code. 
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t o depic t t h e coding process. Suppose t h e block of quant ized coefficients is as follows: 
27 0 0 0 0 0 0 0 
10 一 6 - 1 0 0 0 0 0 
7 0 2 0 0 0 0 0 
2 0 0 120 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
Af te r zigzag scanned, t h e {run, ampl i tude} pairs are shown as follows. The first coeffi-
c ient , 27, is t h e D C coefficient, which is coded separate ly as described previously and is 
ignored in AC coefficients coding. 
run- length ampl i tude 









e n d 、 
The {run, ampli tude} pairs are then coded using Table A.7. In the table, the last bit 
denotes the sign of the amplitude. For s 二 0，the amplitude is positive; while for s 二 1， 
t h e amp l i t ude is negative. The symbol
 £
E O B ' m e a n s end_of_block, which is t r an smi t t ed 
indicating the end of the transmission of the current block of DCT coefficients. The table 
only provides t h e most possible combinations of { r u n a m p l i t u d e } . For those pairs not 
given in Table A.7, the escape code is used followed by the VLC code shown in Table 
A.8 to represent the run-length and the VLC code shown in Table A.9 to represent the 
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I run amplitude VLC code 1 1 ；‘" ^0000000001 0 0 1 0 ^ 
E 0 B , 1 ° . _ . 1 17 0000 0000 0001 0001 s 
°0 = = 0 二 11 18 0000 0000 0001 0000S 
0 2 0100s 2 l 二 0 S 
0 3 00101s 2 I 0000 001011s 







s 2 5 0000 0 0 0 0 1 0 1 0 O S 
°0 I = = ^ 3 £ 二 。 。 s 
°o ？ 。 ： = = s 
o 11 0000 0001 0000 s 4 1 nnnnnnn 11«s 
°o II = 二 = t f : 
°o ^ 二。s 
0 16 0000 0000 0111 11s f 5 0001 01s 
0 17 0000 0000 0111 10s 6 J SoOOOOOl 1110 s 
0 18 0000 0000 0111 01s | 含 SSSS SSSl 00010100 s 
0 19 0000 0000 011100$ ® f 0001 00s 
0 20 0000 0000 011011s 7 J 0000 0001 0101 s 
o 21 0000 0000 011010S 7 2 nooOIHs 
0 22 0000 0000 0110 01s | ^ SSoO 0001 0001 3 
o 23 0000 0000 0110 00s 8 \ «000101s 
0 24 o 2 0000 000010001s 





 S 2 0000 0000 1000 0s 
o 2 7 0000 0000 0101 0 0 s \ 0010 0011 s 
0 28 0000 0000 0 1 0 0 1 1 s 1 1 I 0000 0000 0001 1010 s 
0 29 0000 0000 010010s r[ f 0010 0010 s 
0 30 0 0 0 0 0000 0100 01s 2 ^ 0000 0000 0001 1001 s 
o 31 0000 0000 0100 00s ]2 ^ OOIO 0000 s 
0 32 0000 0000 0011 000s 3 J 0000 0000 0001 1000 s 
o 3 3 0000 0000 0 0 1 0 1 1 1 s ] 3 \ OOOO 0011 1 0 s 
0 34 0000 0000 0010110s J J 0000 0000 0001 0111 s 
0 35 0000 0000 00 0 ois 4 2 0000 0011 01s 
0 36 0000 0000 00 0100s ° I 0000 0000 0001 0110S 
0 37 0000 0000 0010 0 Is 5 2 品00 0010 00s 
0 38 0000 0000 0010 010s ； 】 0001 0101 s 
0 39 0000 0000 00 0 001s ,. \ 0000 0001 1111 s 
0 0 0000 0000 0010 000s Y 1 0000 0001 1010 s 
1 1 * 、 ! 0000 0001 1001 s 
1 2 0001 10s 'q ! 0000 0001 0111 s 
. 1 3 0010 0101 s f 0000 0001 0110 s 
1 4 0000 0011 00s ^ 0000 0000 1111 1s 
1 5 0000 0001 1011 s ； ; \ 0000 00001111 OS 
1 6 0000 00001011 0s g I 0000 000011101s 
1 7 0000 000010 01s 24 ] 0000 00001110 0s 
1 8 0000 0000 00 1 1 1s . 25 1 0000 00001101 1s 
1 9 oooooooooo 110s - f . 0000 0000 0001 1111 s 
1 10 0000 0000 0011 101s 27 丨 0000 0000 0001 1110 s 
1 11 0000 0000 00 100s 28 ^ 0 0 0 0 0001 1101 s 
1 12 0000 0000 0011 Oils 29 ] 0000 0000 0001 1100 s 
1 13 0000 0000 00 1 010s 0000 0000 0001 1011 s 
i 14 0000 0000 0011 001s A D _
 1
 «000 01 
] ] j 0000 0000 0001 0011 1 E S C A P E _ ： 500001 
Table A.7: Combina t ion Codes for D C T quant ized coefficients. 
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run-length VLC code 
0 0000 00 
1 0000 01 




62 1111 10 
63 111111 
Table A.8: Zero run-length codes 
I amplitude VLCcode _ 
-256 forbidden 
-255 1000 0000 0000 0001 
.254 1000 0000 0000 0010 
• • 
• • 
. :129 1000 0000 0111 1111 
-128 1000 0000 1000 0000 
.127 1000 0001 
-126 1000 0010 
-2 . 1111 1110 
_1 1111 1111 
0 forbidden 
1 0000 0001 
2 0000 0010 
126 0111 1110 
127 0111 1111 
128 0000 0000 1000 0000 
129 0000 0000 1000 0001 
I • 
254 0000 0000 1111 1110 
255 0000 0000 1111 1111 
Table A.9: Amplitude codes for DCT AC quantized coefficients. 
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amplitude. According to Tables A.7 to A.9, the VLC codes for the {run, amplitude} 
pairs in the example above are obtained as follows: 
run-length, amplitude code description 
L 10 0000 0000 0011 1010 s二0 for positive 
0 T 0000 0010 100 s二0 for positive 
0 -6 0010 0001 1 for negative 
2 -1 01011 s二 1 for negative 
1 2 0001 100 s = 0 for positive 
2 2 0000 1000 for positive 
I I 120 0000 0100 1011 0111 1000 escape code + 
run + amplitude 
EOB 10 end of block 
After the transmission of the non-zero coefficient, the EOB codeis transmitted to inform 
the decoder that there is no more coefficient in the current 8 x 8 block. 
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