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Abstract
After defining continuous extensions of binary relations on the set N of
natural numbers to its Stone-Cˇech compactification βN , we establish some
results about one of such extensions. This provides us with one possible
divisibility relation on βN , |˜ , and we introduce a few more, defined in a
natural way. For some of them we find equivalent conditions for divisibil-
ity. Finally, we mention a few facts about prime and irreducible elements
of (βN, ·). The motivation behind all this is to try to translate problems
in number theory into βN .
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1 Introduction
It is well-known that every semigroup (S, ·), supplied with the discrete topology,
can be extended to a compact Hausdorff right-topological semigroup (βS,⊙).
βS, the Stone-Cˇech compactification of the space S, is the space of all ultrafilters
over S. The topology on βS is generated by (clopen) base sets of the form
A¯ = {p ∈ βS : A ∈ p}. We will do this with the semigroup (N, ·), where · is the
usual multiplication.
Let us first fix some notation: for A ⊆ N we denote Ac = N \ A, and for
infinite A ⊆ N , [A]ℵ0 is the set of all infinite subsets of A.
For A ⊆ N and n ∈ N let A/n = {m ∈ N : mn ∈ A} = { an : a ∈ A, n | a}.
We will frequently use the following fact.
Fact 1.1 A/n ∩B/n = (A ∩B)/n.
The extended operation on βN will also be denoted by · and is defined in
the following way:
A ∈ p · q ⇔ {n ∈ N : A/n ∈ q} ∈ p.
This is the unique way of defining · so that the left-multiplication functions
λn : x 7→ nx are continuous for n ∈ N , and all right-multiplication functions
ρp : x 7→ xp are continuous for p ∈ βN . For each n ∈ N the principal ultrafilter
pn = {A ⊆ N : n ∈ A} is identified with the respective element n. The
singletons {n} = {n} are clopen. If A ∈ [N ]ℵ0 it is also common to think of
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βA as a subspace of βN , and to denote A∗ = βA \ A. Clopen sets in βN are
exactly those of the form A¯, and clopen sets in N∗ are exactly A∗ for A ⊆ N .
The book [1] is a rich supply of facts about algebra in the Stone-Cˇech com-
pactification and we will use results from it heavily in this paper. We be-
gin with some basic facts. The topological center of a right-topological semi-
group (S, ·) is the set {p ∈ S : λp is continuous}, and the algebraical center is
{p ∈ S : ∀x ∈ S px = xp}.
Proposition 1.2 ([1], Theorem 6.10) N is both the algebraic and the topological
center of (βN, ·).
Proposition 1.3 ([1], Theorem 3.36) Every nonempty Gδ subset of N
∗ has a
nonempty interior in N∗.
(This is just a restatement of the fact that the pseudointersection number p
is greater than ℵ0.)
2 Extending functions and relations
Since we supplied N with the discrete topology, every function from N to any
topological space is continuous. Perhaps the most important property of the
Stone-Cˇech compactification is the following.
Proposition 2.1 ([1], Theorem 3.27) If Y is any compact Hausdorff topological
space, then every function f : N → Y extends in a unique way to a continuous
function f˜ : βN → Y .
In particular, every function f : N → N extends uniquely to continuous
f˜ : βN → βN . In this case we have the following.
Proposition 2.2 ([1], Lemma 3.30) If f : N → N , then: (a) for every p ∈ βN ,
f˜(p) = {A ⊆ N : f−1[A] ∈ p}; (b) for all A ∈ p, f [A] ∈ f˜(p).
Proposition 2.3 ([1], Corollary 4.22) Let (Y, ·) be a compact Hausdorff right-
topological semigroup. If f : N → Y is a homomorphism such that f [N ] is
contained in the topological center of (Y, ·), then f˜ : βN → Y is also a homo-
morphism.
Proposition 2.4 ([1], Exercise 3.4.1) Let D and E be discrete spaces. (a) If
f : D → E is injective, so is f˜ : βD → βE; (b) if f : D → E is surjective, so is
f˜ : βD → βE.
If f : N → N is injective, then f˜ is a bijection between βN and f [N ]. For
example, let f(x) = x2. Then, since f [N ] = {x2 : x ∈ N}, f˜ maps every p ∈ βN
to the ultrafilter f˜(p) generated by {{x2 : x ∈ A} : A ∈ p}.
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We would like to be able to extend arbitrary binary relations in this way
(we will work only with βN , but the results here are actually quite general). To
make this more precise, we fix some natural notation. We say that a relation
σ ⊆ (βN)2 is an extension of ρ ⊆ N2 if σ ↾N2= ρ. If A ⊆ X and ρ ⊆ X
2, let
ρ[A] = {n ∈ N : ∃m ∈ A (m,n) ∈ ρ} be the direct image, and ρ−1[A] = {m ∈
N : ∃n ∈ A (m,n) ∈ ρ} the inverse image of A by ρ.
Definition 2.5 If X is a topological space, a binary relation σ ⊆ X2 is contin-
uous if
for every open set U ⊆ X the set σ−1[U ] is also open. (ROP)
Example 2.6 Unlike functions, for binary relations the condition
for every q ∈ X the set σ−1[{q}] is closed (RCL)
does not follow from (ROP). To see this, let σ = N × (βN). It is continuous
because every subset of N is open. But for any q ∈ βN the set σ−1[{q}] = N is
not closed.
By analogy with the extension f˜ from Proposition 2.2 we define an extension
of a binary relation.
Definition 2.7 For ρ ⊆ N2 let ρ˜ ⊆ (βN)2 be given by ρ˜ = {(p, q) ∈ (βN)2 :
∀A ∈ p ρ[A] ∈ q}.
Theorem 2.8 Let ρ ⊆ N2 be a binary relation. Then ρ˜ is a continuous exten-
sion of ρ satisfying (RCL).
Proof. For m,n ∈ N we have mρ˜n if and only if n ∈ ρ[{m}], i.e. if and only if
mρn, so ρ˜ is an extension of ρ.
Now we prove (ROP). Let B¯ be a base set and p ∈ ρ˜−1[B¯]. So let q ∈ βN
be such that pρ˜q, and B ∈ q. We define a function f : N → N as follows:
f(x) = min{y ∈ B : xρy} if such y exists, and f(x) ∈ B is arbitrary otherwise.
Obviously, f˜(p) ∈ B¯. Since f˜ is continuous, there is A ∈ p such that for all
r ∈ A¯ we have f˜(r) ∈ B¯. The set ρ−1[B] is in p (otherwise its complement
(ρ−1[B])c would be in p, so by definition of ρ˜ we would have ρ[(ρ−1[B])c] ∈ q,
which is impossible since ρ[(ρ−1[B])c] ∩ B = ∅). So, without loss of generality,
we can assume that A ⊆ ρ−1[B]. This means that for every r ∈ A¯ holds
f [X ∩A] ⊆ ρ[X ∩A] for all X ∈ r. But f˜(r) is the unique element in
⋂
{f [X ] :
X ∈ r} =
⋂
{f [X ∩A] : X ∈ r}, and similarly ρ˜[{r}] =
⋂
{ρ[X ∩A] : X ∈ r}, so
f˜(r) ∈ ρ˜[{r}] which means that r ∈ ρ˜−1[B¯]. This means that the set ρ˜−1[B¯] is
open.
To prove (RCL), let q ∈ βN and p /∈ ρ˜−1[{q}]. Then there is A ∈ p such
that ρ[A] /∈ q. It follows that A¯ is the neighborhood of p disjoint with ρ˜−1[{q}].
✷
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Example 2.9 This extension is not unique. For example, if n ∈ N and q ∈
N∗ \ ρ˜[{n}], let us show that the relation σ = ρ˜ ∪ {(n, q)} is also continuous.
(ROP) is obvious for open sets U not containing q. On the other hand, for any
B ∈ q we have an open neighborhood {n} of n such that {n} ⊆ σ−1[B¯], and for
p 6= n the existence of such neighborhood is guaranteed by the condition (ROP)
for ρ˜. Regarding (RCL), we need only to show that σ−1[{q}] is closed. But
σ−1[{q}] = ρ˜−1[{q}] ∪ {n}, which is a union of two closed sets.
Theorem 2.10 Let ρ ⊆ N2 be a binary relation and let σ ⊆ (βN)2 be a con-
tinuous relation such that σ ↾N×βN= ρ˜ ↾N×βN . Then σ ⊆ ρ˜.
Proof. Assume the opposite, that (p, q) ∈ σ \ ρ˜. (p, q) /∈ ρ˜ means that there
is B ∈ p such that ρ[B] /∈ q, i.e. q ∈ (ρ[B])c. By (ROP) there is a base set A¯
such that p ∈ A¯ ⊆ σ−1
[
(ρ[B])c
]
. We may also assume that A ⊆ B. Choose
any a ∈ A. There is r ∈ (ρ[B])c such that (a, r) ∈ σ. On the other hand
we have r /∈ ρ[B], so by the definition of ρ˜, (a, r) /∈ ρ˜, a contradiction since
(a, r) ∈ N × βN . ✷
The example 2.9 shows that we needed to assume that σ and ρ˜ agree on
N × βN . Now we prove several more things about ρ˜.
Theorem 2.11 (a) ρ˜−1 = (ρ˜)−1.
(b) If ρ is reflexive, then so is ρ˜. If ρ is symmetric, then so is ρ˜. If ρ is
transitive, then so is ρ˜.
Proof. (a) Assume that (p, q) ∈ (ρ˜)−1 but (p, q) /∈ ρ˜−1. Then there is A ∈ p
such that ρ−1[A] /∈ q. This means that (ρ−1[A])c ∈ q so, since (q, p) ∈ ρ˜,
ρ[(ρ−1[A])c] ∈ p. But A ∩ ρ[(ρ−1[A])c] = ∅, a contradiction.
We proved that (ρ˜)−1 ⊆ ρ˜−1, so by exchanging the roles of ρ and ρ−1 we
have (ρ˜−1)−1 ⊆ ρ˜, which is equivalent to ρ˜−1 ⊆ (ρ˜)−1.
(b) For symmetry the statement follows from (a).
To see that ρ˜ is reflexive, note that by reflexivity of ρ we have ρ[A] ⊇ A for
all A ⊆ N . Hence p ∈
⋂
{ρ[A] : A ∈ p}, so pρ˜p.
Finally, let pρ˜q and qρ˜r. For A ∈ p we have ρ[A] ∈ q, which further implies
ρ[ρ[A]] ∈ r. By transitivity of ρ, ρ[ρ[A]] ⊆ ρ[A]. Hence for all A ∈ p we have
ρ[A] ∈ r, so pρ˜r. ✷
Example 2.12 If ρ is antisymmetric ρ˜ need not be, and the same holds for
irreflexivity. Indeed, it is not hard to see that, if ≤N and <N are the usual
linear orders on N , then ≤˜N =≤N ∪(βN ×N∗) and <˜N =<N ∪(βN ×N∗).
If h : X → Y is a function, by kerh we denote its kernel relation on X :
(x1, x2) ∈ kerh⇔ h(x1) = h(x2).
Theorem 2.13 If h : N → N and ρ = kerh, then ρ˜ = ker h˜.
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Proof. Note that (p, q) ∈ ker h˜ if and only if for all A ⊆ N holds h−1[A] ∈ p⇔
h−1[A] ∈ q. In other words, (p, q) ∈ ker h˜ if and only if p and q agree on the
unions of equivalence classes of kerh.
We will prove that the equivalence class {q : (p, q) ∈ ker h˜} of any p ∈ βN
is the same as ρ˜[{p}] = {ρ[A] : A ∈ p}. First, let (p, q) ∈ ker h˜ and A ∈ p. Then
ρ[A] is the union of all equivalence classes of ρ = kerh that have nonempty
intersection with A. Since A ⊆ ρ[A], it follows that ρ[A] ∈ p. Since (p, q) ∈ ker h˜,
ρ[A] ∈ q.
Now let q ∈ ρ˜[{p}]. For any set A that is a union of equivalence classes of
kerh we have ρ[A] = A, so for each such set A ∈ p implies A ∈ q, and Ac ∈ p
implies Ac ∈ q. This means that (p, q) ∈ ker h˜. ✷
3 Ideals and cancelation
A set L ⊆ βN is a left ideal if βN · L ⊆ L, i.e. if for all p ∈ βN and all x ∈ L
we have px ∈ L. A left ideal L is minimal if there is no L1 ⊂ L that is also a
left ideal. Right ideals and minimal right ideals are defined analogously. L is
an ideal if it is both left and right ideal.
Since the semigroup (βN, ·) has a neutral element 1, each set of the form
βNp = {xp : x ∈ βN}, where p ∈ βN , is a left ideal containing p, each set of the
form pβN = {px : x ∈ βN} is a right ideal containing p, and sets of the form
βNpβN = {xpy : x, y ∈ βN} are (two-sided) ideals. These are called principal
left ideals, principal right ideals and principal ideals respectively. Clearly, each
minimal left ideal L is principal: L = βNp for every p ∈ L.
Proposition 3.1 ([1], Theorem 4.36) N∗ is an ideal of βN .
Proposition 3.2 (a) ([1], Corollary 2.6, Theorem 2.7(a)) Every left ideal in
βN contains a minimal left ideal. Every right ideal in βN contains a minimal
right ideal.
(b) ([1], Theorem 2.7(d)) If L is a left ideal and R is a right ideal then
L ∩R 6= ∅.
(c) ([1], Theorem 6.30, Corollary 6.41) There are 2c (disjoint) minimal left
ideals of βN . There are 2c minimal right ideals of βN .
Proposition 3.3 (a) ([1], Theorem 1.51) βN has the smallest ideal, denoted
by K(βN): an ideal contained in all other ideals of βN .
(b) ([1], Theorem 1.64) K(βN) =
⋃
{L : L is a minimal left ideal of βN} =⋃
{R : R is a minimal right ideal of βN}.
(c) ([1], Theorem 2.10) The following conditions are equivalent: (i) p ∈
K(βN) (ii) for all q ∈ βN holds p ∈ βNqp (iii) for all q ∈ βN holds p ∈ pqβN .
By Proposition 3.3(c) we can not hope for a unique factorization result in
βN . Hence cancelation laws are important for us in trying to establish how
different factorizations of an element may be.
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Proposition 3.4 ([1], Lemma 8.1) If n ∈ N and p, q ∈ βN , then np = nq
implies p = q.
Proposition 3.5 ([1], Lemma 6.28) If m,n ∈ N and p ∈ βN , then mp = np
implies m = n.
Proposition 3.6 ([1], Theorem 8.7) p ∈ βN is right cancelable if and only if
for every A ⊆ N there is B ⊆ A such that A = {x ∈ N : B/x ∈ p}.
Proposition 3.7 ([1], Theorem 8.10) The set of right cancelable elements con-
tains a dense open subset of N∗, i.e. for every U ∈ [N ]ℵ0 there is V ∈ [U ]ℵ0
such that all p ∈ V¯ are right cancelable.
4 Divisibility on βN
There are several ways to extend the divisibility relation | on N to βN that
seem natural.
Definition 4.1 Let p, q ∈ βN .
(a) q is left-divisible by p, p |L q, if there is r ∈ βN such that q = rp.
(b) q is right-divisible by p, p |R q, if there is r ∈ βN such that q = pr.
(c) q is mid-divisible by p, p |M q, if there are r, s ∈ βN such that q = rps.
(d) |˜ is the extension of | as defined in Definition 2.7.
It is obvious that the first three of these relations are reflexive and transitive.
We can use Proposition 3.3(c) to show that neither of them is antisymmetric.
For example, if p ∈ K(βN), then for any q ∈ βN we have pq |R p and, trivially,
p |R pq. From Proposition 3.5 follows that for q ∈ N holds pq 6= p.
By 2.11 |˜ is also reflexive and transitive. From Theorem 4.3 it will follow
that it is not antisymmetric either.
It is often useful to translate divisibility relations into statements about
ideals.
Fact 4.2 (a) p |L q if and only if βNq ⊆ βNp.
(b) p |R q if and only if qβN ⊆ pβN .
(c) p |M q if and only if βNqβN ⊆ βNpβN .
Clearly, |L⊆|M and |R⊆|M . We will show that the following holds (all inclu-
sions are strict):
|L
|R
⊂
⊂
|M⊂ |˜
In general, much more is known about left ideals (and hence about left divis-
ibility) than about right ones. However, for the right divisibility the following
holds.
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Theorem 4.3 The relation |R is a continuous extension of | to βN .
Proof. We need to prove that for each element p ∈ βN and a neighborhood
U¯ of an element q such that p |R q there is a neighborhood V¯ of p such that
V¯ ⊆|−1R [U¯ ]. p |R q means that there is r ∈ βN such that q = pr = ρr(p). Since
ρr is continuous, there is V ∈ p such that V¯ ⊆ ρ
−1
r [U¯ ] ⊆|
−1
R [U¯ ]. ✷
Now |R⊆ |˜ follows from Theorems 2.10 and 4.3. |M⊆ |˜ will be proven in
Lemma 6.4. In Lemma 7.6 we will prove that |M does not satisfy (RCL), which
will give us the strict inclusion |M⊂ |˜ by Theorem 2.8.
Lemma 4.4 No two of the relations |L, |R and |M are the same. Neither of |L
and |R is a subset of the other.
Proof. Let p ∈ K(βN). Then, by Proposition 3.3(c), q |M p for all q ∈ βN . On
the other hand, by Proposition 3.2(c) and Proposition 3.3(b) K(βN) consists
of 2c disjoint minimal left ideals; let L1 and L2 be two of them. If l1 ∈ L1 and
l2 ∈ L2, we have L1 = βNl1 and L2 = βNl2. This means that no element of
βN can be left-divisible by both l1 and l2, say l1 ∤ p. So |L⊂|M .
Now let R be a minimal right ideal. If r is any of its elements, we have
R = rβN . By Proposition 3.2(b) there must exist elements r1 ∈ R ∩ L1 and
r2 ∈ R∩L2. Since r2 ∈ R = r1βN , we have r1 |R r2, but since r2 /∈ L1, r1 |L r2
does not hold.
Analogously we conclude that |R⊂|M and that |L⊆|R does not hold. ✷
5 Divisibility by elements of N
Lemma 5.1 If n ∈ N , each of the statements: (i) n |L p, (ii) n |R p, (iii)
n |M p, (iv) n |˜ p and (v) nN ∈ p are equivalent.
Proof. Since elements n ∈ N commute with all elements of βN (by Proposition
1.2), the first three statements are equivalent.
(ii)⇒(v) If p = nq, this means that A ∈ p if and only if {s ∈ N : A/s ∈ q} ∈
n, i.e. if and only if A/n ∈ q. But (nN)/n = N ∈ q, so nN ∈ p.
(v)⇐(ii) Let nN ∈ p and A = {A/n : A ∈ p}. All elements of A are
nonempty, because (nN)c /∈ p. By Fact 1.1 A has the finite intersection prop-
erty, so there is an ultrafilter q containing A, and p = nq.
Finally, n |˜ p if and only if the direct image | [{n}] = nN is in p. ✷
In this case, when n ∈ N , we can drop the subscript and write only n | p.
It is clear from Proposition 3.1 that elements of N can not be divisible by
elements of N∗. On the other hand, an ultrafilter can be divisible by many
natural numbers.
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Theorem 5.2 Let A ⊆ N be downward closed for | and closed for the operation
of least common multiple. Then there is a nonempty Gδ set X ⊆ N∗ such that
all x ∈ X are divisible by all n ∈ A, and not divisible by any n /∈ A.
Proof. We want to show that the setX =
⋂
n∈A nN∩
⋂
n/∈A (nN)
c is nonempty.
Since all the sets in the family A = {nN : n ∈ A} ∪ {(nN)c : n /∈ A} are
closed, by compactness it suffices to show that A has the finite intersection
property. So let a1, a2, . . . , ak ∈ A and b1, b2, . . . , bl /∈ A be given, and let d
be the least common multiple of a1, a2, . . . , ak. Then bi ∤ d for i = 1, 2, . . . , l,
because otherwise we would have bi ∈ A. Hence d ∈ aiN for i = 1, 2, . . . , k and
d ∈ (biN)c for i = 1, 2, . . . , l. ✷
6 Equivalent conditions of divisibility
If p ∈ βN , we denote C(p) = {A ⊆ N : ∀n ∈ N A/n ∈ p} and D(p) = {A ⊆
N : {n ∈ N : A/n = N} ∈ p}. Using Fact 1.1 it is easy to see that both C(p)
and D(p) are filters contained in p.
Theorem 6.1 The following conditions are equivalent:
(i) p |L q;
(ii) C(p) ⊆ q;
(iii) C(p) ⊆ C(q).
Proof. The equivalence of (i) and (ii) is Theorem 6.18 from [1]. (iii) implies
(ii) is obvious because C(q) ⊆ q, so let us assume that p |L q. If there would
exist A ∈ C(p) \ C(q), there would also exist an ultrafilter r ⊇ C(q) ∪ {Ac} so
we would have p |L q and q |L r, but not p |L r, a contradiction. ✷
Let U = {S ⊆ N : S is upward closed for |}.
Theorem 6.2 The following conditions are equivalent:
(i) p |˜ q, i.e. for all A ⊆ N , A ∈ p implies | [A](= {m ∈ N : ∃a ∈ A a |
m}) ∈ q;
(ii) p ∩ U ⊆ q ∩ U ;
(iii) D(p) ⊆ D(q);
(iv) D(p) ⊆ q.
Proof. (i)⇒(ii) Let A ∈ p ∩ U . Then A =| [A], so by (i) A ∈ q as well.
(ii)⇒(iii) For any A ⊆ N the set BA = {n ∈ N : A/n = N} = {n ∈ N :
nN ⊆ A} is in U . So by (ii) BA ∈ p implies BA ∈ q, which means that A ∈ D(p)
implies A ∈ D(q).
(iii)⇒(iv) is obvious.
(iv)⇒(i) Let A ∈ p. For any n ∈ A we have nN ⊆| [A]. Hence the set
{n ∈ N : nN ⊆| [A]} contains A, so it is in p. It follows that | [A] ∈ D(p), thus
| [A] ∈ q. ✷
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Corollary 6.3 Let f : N → N be a function. (a) If f(m) | m for all m ∈ N ,
then f˜(p) |˜ p for all p ∈ βN .
(b) If m | n implies f(m) | f(n) for all m,n ∈ N , then p |˜ q implies
f˜(p) |˜ f˜(q) for all p, q ∈ βN .
Proof. (a) Assume f(m) | m for all m ∈ N . Let A ∈ f˜(p) ∩ U . Then
f−1[A] ∈ p. By the hypothesis and A ∈ U we have f−1[A] ⊆ A, so A ∈ p as
well. Now f˜(p) |˜ p follows from Theorem 6.2.
(b) Now assume that m | n implies f(m) | f(n) for all m,n ∈ N , and that
p |˜ q. First we note that A ∈ U implies f−1[A] ∈ U : if m ∈ f−1[A] and m | n,
then f(m) ∈ A and f(m) | f(n), so n ∈ f−1[A] as well. Let A ∈ f˜(p) ∩ U .
Then f−1[A] ∈ p ∩ U , so by p |˜ q we have f−1[A] ∈ q ∩ U . But this means that
A ∈ f˜(q), so by Theorem 6.2 f˜(p) |˜ f˜(q). ✷
We also note that, whenever f : N → N is a homomorphism, by Proposition
2.3 p |R q implies f˜(p) |R f˜(q) (and the analogous statements hold for |L and
|M ).
Lemma 6.4 (a) D(p) ⊆ C(p) for every p ∈ βN .
(b) p |L q implies p |˜ q for all p, q ∈ βN .
(c) p |M q implies p |˜ q for all p, q ∈ βN .
Proof. (a) Suppose A ∈ D(p). Then the set BA = {m ∈ N : mN ⊆ A} is in p.
But BA ⊆ A/n for all n ∈ N , because mN ⊆ A implies mn ∈ A. Thus A/n ∈ p
for all n, so A ∈ C(p).
(b) From p |L q, by Theorem 6.1 we have C(p) ⊆ q. By (a), D(p) ⊆ C(p),
so D(p) ⊆ q. By Theorem 6.2, this means that p |˜ q.
(c) We note that p |M q means that, for some r ∈ βN , p |L r and r |R q.
Hence |M is the transitive closure of |L ∪ |R. But, by Theorem 2.11 the relation
|˜ is transitive, and it contains |L and |R, so |M⊆ |˜ . ✷
7 Prime and irreducible elements
Definition 7.1 An element p ∈ βN is irreducible in X ⊆ βN if it can not be
represented in the form p = xy for x, y ∈ X \ {1}. p ∈ βN is prime if p |R xy
for x, y ∈ βN implies p |R x or p |R y.
Clearly, p ∈ N is irreducible (prime) in N if and only if it is irreducible in
βN . We will now see that p ∈ N is prime in βN (by Definition 7.1) if and only
if it is prime in the usual sense.
Lemma 7.2 If n ∈ N is a prime number and n | xy for some x, y ∈ βN , then
n | x or n | y.
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Proof. n | xy means that nN ∈ xy, i.e. {m ∈ N : (nN)/m ∈ y} ∈ x. Now, for
m ∈ N such that n ∤ m we have (nN)/m = nN , and for those such that n | m
we have (nN)/m = N . So either nN ∈ y, or {m ∈ N : (nN)/m ∈ y} = nN ∈ x.
✷
Irreducible elements of βN are exactly the |L-minimal and |R-minimal (the
two notions are the same) ultrafilters. Let P = {n ∈ N : n is prime}.
Lemma 7.3 If p ∈ βN and P ∈ p, then p is irreducible in βN .
Proof. For p ∈ N the statement is obvious, so let p ∈ N∗. Suppose that P ∈ p,
but p = xy for some x, y ∈ βN . But P/n is P when n = 1, {1} when n is prime,
and empty set if n is composite. So {n ∈ N : P/n ∈ y} ∈ x would imply that
either x = 1 or y = 1. ✷
Proposition 7.4 ([1], Theorem 6.35) N∗N∗ is nowhere dense in N∗, i.e. for
every A ∈ [N ]ℵ0 there is B ∈ [A]ℵ0 such that all elements of B∗ are irreducible
in N∗.
Now we can conclude that the reverse of Lemma 7.3 does not hold.
Lemma 7.5 There is p ∈ βN irreducible in βN such that P /∈ p.
Proof. The set X =
⋂
n∈P (nN)
c ∩ (P ∪ {1})c is a nonempty Gδ set (X 6= ∅ is
shown as in the proof of Theorem 5.2). Obviously, it is also a subset of N∗. By
Proposition 1.3 it has nonempty interior: there is A ∈ [N ]ℵ0 such that A∗ ⊆ X .
By Proposition 7.4 there is B ∈ [A]ℵ0 such that all the elements p ∈ B∗ are
irreducible in N∗. But p ∈ (nN)c for n ∈ P implies that also n ∤ p for n ∈ N ,
so p is actually irreducible in βN . Finally, since p ∈ P c, it follows that P /∈ p.✷
Lemma 7.6 |M does not satisfy (RCL).
Proof. By Theorem 5.2 there is a Gδ set X ⊆ N∗ such that all its elements are
divisible by all elements of N . By Proposition 1.3 there is a nonempty open set
A∗ ⊆ X , and by Proposition 7.4 there is B∗ ⊆ A∗ such that all elements of B∗
are irreducible. Taking any two different elements p ∈ N∗ and q ∈ B∗ we have
that q is divisible by all n ∈ N but not |M -divisible by p, an element belonging
to the closure of N . ✷
8 Final words
The main motivation for the results presented in this paper is to apply them
to various number theory problems by translating those problems into βN . Of
course, the method is not convenient for problems of finitary character, even
for easy ones. However, many open problems in number theory deal with the
existence of infinitely many numbers satisfying certain properties, and it is our
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hope that translating them into βN will give a new insight and help solve some
of them.
On the other hand, the section on continuous extensions of binary relations
is quite general and perhaps interesting on its own.
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