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Abstract
Optical technologies developed throughout history have been ex-
ploiting the electric response in matters in order to control light.
However, little has been explored for the magnetic response in
matter at optical frequencies due to the lack of magnetic materi-
als in this spectral region. Recently, specially engineered mate-
rials, namely metamaterials, have been developed to exploit the
magnetic responses in matter for light manipulation. In partic-
ular, researchers have made use of the optically-induced mag-
netic responses (OIMRs) generated in metallic nanostructures
to achieve optical effects not seen in nature. Such magnetic re-
sponses serve as a second channel to control light, providing an
alternative and an addition to the electric responses and leading
to novel observations and innovative ideas for light manipula-
tion. This creates many opportunities for the development of the
next generation nano-optics and nanophotonic devices.
Dielectric nanostructures have recently been discovered to
also support OIMR, which is useful for applications requiring
low loss and simpler fabrication procedures, such as wavefront
control and robust nanoscale sensing. In this thesis, I present the
study of OIMR in several all-dielectric systems based on silicon
nanodisks, namely single, clusters and regular arrays of nan-
odisks. The study of these systems provides knowledge for and
insight into harnessing the OIMRs in dielectric nanostructures
for future applications.
Chapter 1 provides a comprehensive introduction to OIMR by
presenting a historic overview of the topic and the basic concepts
involved for high-index dielectric particles. This is followed by a
description of the pioneer works on OIMR in dielectric spherical
nanoparticles, including the Mie theory and its recent experi-
mental verification. The similarities and differences between the
properties of plasmonic and dielectric nanostructures in the con-
text of metamaterials are also described and explained. Finally,
the motivation and scope of the thesis is summarized.
xv
xvi
Chapter 2 describes the experimental methods used that are
common to all works presented in this thesis, including the fab-
rication of silicon nanodisk structures and the linear optical char-
acterization techniques.
Chapter 3 presents the fundamental of OIMR in single silicon
nanodisk structures, including a theoretical analysis and exper-
imental observation of various resonant modes of single silicon
nanodisks, as well as the numerical and experimental results of
the Fano resonances observed in the more complex structures of
single heptamer oligomers.
Chapter 4 focuses on manipulating the OIMR in combina-
tion with the electric response to create Huygens’ metasurfaces
based on silicon nanodisk arrays. Two highly-efficient functional
metadevices with polarization independence based on the Huy-
gens’ metasurface system are presented, namely a Gaussian-to-
vortex beam shaper and a holographic phase plate.
Chapter 5 explores the cross-disciplinary area of sensing using
silicon nanodisk arrays with OIMRs, including refractive index
sensing using Fano resonances and biosensing using the dipolar
magnetic resonances where a new detection limit for the Strep-
tavidin protein was achieved.
Chatper 6 concludes the thesis and provides an outlook to
the research works that can be extended from the results in this
thesis.
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Chapter 1
Introduction
1.1 Thesis Statement
Optical technologies developed throughout history have been ex-
ploiting the electric responses in matter in order to control light.
However, little has been explored for the magnetic responses in
matter at optical frequencies due to the lack of magnetic materi-
als in this spectral region.
Recently, optically-induced magnetic responses (OIMRs) in
nanostructures have attracted a lot of interest and attention from
the research communities due to the successful demonstrations
of light manipulation using metamaterials. In particular, re-
searchers have made use of the OIMRs generated in metallic
nanostructures to artificially control light and achieve optical ef-
fects not seen in nature. Such magnetic responses serve as a
second channel to control light, providing an alternative and
an addition to the electric responses. The interaction and cou-
plings between the electric and magnetic channels will further-
more trigger novel observations and innovative ideas for light
manipulation at the nanoscale. Therefore, the study of OIMRs in
nanostructures is expected to create many opportunities for the
development of the next generation nano-optics and nanopho-
tonic devices.
While metallic nanostructures have been a popular choice for
metamaterials as building blocks, metals possess high intrinsic
Ohmic losses in the optical spectral region, which restrict the ef-
ficiency and functionality of metallic metamaterials or nanopho-
tonic structures. Dielectric nanostructures have recently been
discovered to also support OIMR, which is useful for applica-
tions requiring low loss and simpler fabrication procedures due
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to their optical and material properties. In this thesis, I present
the study of OIMR in several all-dielectric systems based on sili-
con nanodisks, namely single, clusters and regular arrays of nan-
odisks. The study of these systems provides knowledge for and
insight into harnessing the OIMRs in dielectric nanostructures
for future applications.
The aim of this thesis is to explore the fundamental nature,
tailorability and potential applications of OIMRs in high-index
dielectric nanoparticles. By studying the optical properties of
single or regular arrays of silicon nanostructures, we can under-
stand the generation, and the spectral and modal behaviours of
the OIMRs in dielectric nanoparticles. The knowledge obtained
can help us manipulate and engineer the optical response of a
system of silicon nanostructures and allow for development of
different applications, such as wavefront control and sensing.
In this chapter, I will first provide a historic overview of
OIMRs in Sec. 1.2 and introduce some basic concepts and
knowledge that are crucial to understanding the content and
motivation of this thesis. In Sec. 1.3, I will explain the basics
of dielectric materials and the optical properties of high-index
dielectric particles, including extinction and transmittance. In
Sec. 1.4 and 1.5, I will introduce Mie theory, the mathematical
formalism of of OIMR in spherical particles, as well as the
experimental observation of OIMR in single silicon spheri-
cal nanoparticles which verified Mie’s prediction. To further
understand the motivation of this thesis, I will compare and
contrast the properties of plasmonic and dielectric metamaterials
in Sec. 1.6. Finally, the motivation and scope of the thesis is
summarized in Sec. 1.7.
1.2 History of Optically-Induced Magnetic Response
The first documented light scattering experiment and observa-
tion was perhaps one performed by Leonardo da Vinci in 1500s
[1]. da Vinci observed the colour of wood smoke under different
colour backgrounds when shined upon by sunlight and showed
some basic understanding of scattering, absorption and reflec-
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tion. Not until 1870, was the light scattering phenomenon for-
mally studied and established by Tyndall [2] and Lord Rayleigh
[3], who explored the scattering by gases and liquids, and ex-
plained why the sky is blue.
In 1908, Gustav Mie, Ludvig Lorenz and Peter Debye inde-
pendently studied problems in the area of plane wave scatter-
ing by a homogeneous isotropic sphere [4–6]. A formalism was
then established for this scattering problem and the solution is
now named Mie Theory, although the names Lorenz-Mie theory or
Lorenz-Mie-Debye theory are also sometimes used. Mie theory al-
lows the calculation of the electric and magnetic fields inside and
outside a spherical object with plane wave incidence, thus lead-
ing to the mathematical recognition of optically-induced mag-
netic response in particles with size comparable to the wave-
length of light.
Although Mie’s original study was on colloidal gold solutions,
Mie theory is now mostly associated with the calculation of plane
wave scattering with dielectric spheres. Unfortunately, Mie the-
ory did not receive much attention until 1945 when the interest
in colloids rose. Mie theory and its association with the scat-
tering of dielectric spheres only became an intensely discussed
topic in the nanophotonic communities in the past few years, af-
ter the rapid development of metamaterials, namely artificially
engineered three-dimensional structures which exhibit electro-
magnetic properties not found in nature.
In 1999, J. B. Pendry et al. [7] proposed the first form of
metamaterial which consisted of arrays of metallic split ring
resonators that could support strong magnetic resonances
and exhibit an effective magnetic permeability not accessible
by natural materials. The first metamaterial utilizing such a
mechanism was experimentally demonstrated in the form of
a material possessing negative refractive index in microwave
frequencies in 2000 by D. R. Smith et al. [8]. Consequently, meta-
materials with other exotic electromagnetic properties using
artificial magnetism were developed, such as zero-index, chiral
and hyperbolic media. This state-of-the-art research ignited a
burst of research activities in functional metamaterials, which
4 Introduction
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Figure 1.1: Metamaterials demonstrate various functionalities by exploiting artificial mag-
netism. Optical switching using (a) a plasmonic-dielectric hybrid fishnet structure, [9] and
(b) a plasmonic structure with phase-change chalcogenide glass [10], at NIR frequencies. In-
visibility cloaking (c) using split ring resonators operating in the microwave frequencies [11],
and (d) using cylindrical cloaks for optical frequencies [12]. (e) Ultrafast subterahertz trans-
mission with a superconducting metamaterial [13]. (f) A dual-polarity flat lens capable of
switching the focal plane depending on incident light polarizations [14]. (g) Vortex beam
generation based on phase discontinuity in reflection at IR frequencies [15]. Two-dimensional
holograms generation by (h) a spectrally selective fishnet plasmonic structure [16] and (i) a
multilayer metal-dielectric structure [17] in the NIR. (j) Visible holograms generated by a
plasmonic metasurface [18]. (k) Polarization dependent dual-image holograms at visible fre-
quencies [19]. (l) Three-dimensional hologram generation using a plasmonic metasurface in
the NIR [20].
are concurrently expanding their operational frequency range
from microwave to the NIR and visible. For example, as shown
in Fig. 1.1, (a-b) all-optical switching [9, 10], (c-d) invisibility
cloaking [11, 12], (e) optical signal modulation [13], (f-g) beam
shaping [14,15] and (h-k) 2D [16–19] and (l) 3D holography [20].
While metals have been very popular and heavily used for
metamaterials to generate magnetic responses in optical systems,
their practicality and efficiency have been challenged by fabri-
cation difficulties and their Ohmic losses at optical frequencies
[21, 22]. In light of that, the use of alternative materials has been
considered, such as graphene [23,24] and dielectrics [25–28]. Par-
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ticularly, the exploration of dielectric particles has again drawn
attention to Mie Theory [5, 29, 30].
In 2012, Evlyukhin et al. [31] and Kuznetsov et al. [32] in-
dependently demonstrated experimentally that high-index all-
dielectric nano-spheres are able to support OIMR in the visible
spectrum as described in Mie theory and related work by Lewin
[33]. The amount of studies into the scattering of optical light
in dielectric nanoparticles has since been growing expeditiously,
leading to rapid development in related areas which also exploit
the newly demonstrated OIMRs in various nanostructures, such
as all-dielectric [34–38] and hybrid dielectric-plasmonic [39–41]
nanoantennas, all-dielectric Huygens’ metasurfaces [42, 43] and
optical all-dielectric nanoparticle sensors [44].
1.3 Optical Properties of High-Index Dielectric Particles
A dielectric is by definition an insulating material with poor con-
ductivity of electric current. This means that the charges inside
a dielectric material are bound instead of free flowing under an
applied electric field, leading to the polarization of the material.
The polarizability P of a dielectric allows it to support a displace-
ment current JD under a time-varying electric field E as given by
the equation
JD =
∂D
∂t
= ere0
∂E
∂t
+
∂P
∂t
, (1.1)
where D = ere0E is the displacement field for a linear,
isotropic and homogeneous medium. The symbols er and
e0 are the relative permittivity of the dielectric medium and
permittivity of free space respectively.
One of the key parameters used to describe the optical prop-
erties of dielectric is the refractive index n. The refractive index n
of a material describes how light propagates inside the medium
and relates to the relative permittivity er (also called dielectric
constant) and relative permeability µr by
n =
√
erµr, (1.2)
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where er and µr are both complex. Since most natural mate-
rials are non-magnetic at optical frequencies, µr is usually very
close to 1 and so we can approximate n =
√
er and we will use
this approximation throughout the thesis.
The complex refractive index n can be expressed as
n = n + iκ, (1.3)
where n is the real part of the refractive index which describes
the phase velocity, and the imaginary part κ measures the opti-
cal loss (κ > 0) or gain (κ < 0) of the medium. Both of these
parameters are dispersive for most materials.
For particles with high refractive index, their high permittiv-
ity is able to support strong displacement currents inside the me-
dia. At optical frequencies with plane wave excitations, spherical
particles with radius r ≈ λ/2n and n & 2 support both electric
and magnetic responses with well defined spectral orders ac-
cording to Mie theory. Evidenced by the experimental observa-
tion in Ref [32], the magnetic dipole is the first resonance, electric
dipole the second, magnetic quadrupole third, etc, as shown in
Fig. 1.2 (a). The strong circulation of displacement currents in
the particles arises due to the polarization of the incident elec-
tric field being antiparallel at opposite boundaries of the sphere
as shown in Fig. 1.2 (b). Oscillating magnetic fields are thereby
created, resulting in magnetic resonances not usually observable
for low-index particles [32]. This property makes high-index di-
electric particles an interesting focus of study as they can sup-
port both electric and magnetic responses within a small spectral
range, as well as having the first dominant resonance being mag-
netic, unlike the well understood low-index dielectric, metallic or
plasmonic resonators.
1.3.1 Extinction
Extinction is the attenuation of an electromagnetic wave as it tra-
verses a medium. Extinction measures the energy loss caused
by the scattering and absorption due to the medium travelled,
which can be either a bulk material or single particles. However,
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Figure 1.2: (a) Dielectric particles of various sizes with high refractive index (n & 2) are
able to support both electric and magnetic resonances as calculated under the frame work of
Mie theory, with the fundamental dipolar mode being a magnetic resonance. (b) High-index
particles are able to support a circulating displacement current which leads to a magnetic
dipolar response. Figure taken from [32].
to formalize this relationship with mathematics, these qualities
need to be represented by their respective cross sections calcu-
lated for single particles, i.e extinction cross section Cext, scatter-
ing cross section Csca and absorption cross section Cabs, which are
related by
Cext = Cabs + Csca. (1.4)
Absorption refers to the dissipative loss inherited by the scat-
tering medium, independent of the shape and size or other geo-
metrical parameters of the medium and can be reflected by the
imaginary part of the complex refractive index κ of the material.
Scattering refers to the radiative loss caused by the scattering
medium, such as diffraction loss. Scattering is therefore depen-
dent on the size, shape and arrangement of the particles within
the medium.
Silicon nanoparticles have very low loss in the NIR spectral
region as given by their trivial κ values [45]. Therefore, any ex-
tinction in the silicon nanoparticle based systems presented in
this thesis is considered the result of scattering, and any non-
radiative or absorption losses are negligible.
1.3.2 Transmittance
Transmittance is, generally speaking, a dimensionless quality
that measures the ratio between light transmitted through a
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medium over the total light incident onto the medium. It is
useful to be able to compare transmittance with extinction cross
section since transmittance is usually obtained experimentally
with a system of multiple particles and extinction calculated
theoretically for a single particle.
There is not an universal way to relate transmittance with ex-
tinction since every system is different. Fortunately, the geomet-
ric arrangement of the particle systems discussed in this thesis
allows for interference of the scattered light in the forward direc-
tion, which means that Beer-Lambert Law [46, 47] applies. This
lets us form the relationship that transmittance T is proportional
to e−αCext , where α is a constant. Using the first-order approxima-
tion [48],
Cext ∝ − ln T
≈ 1− T. (1.5)
This relationship allows for easy comparison between our ex-
perimental and theoretical results. We assume that this rela-
tionship holds among the studies presented in this thesis unless
specified.
1.4 Mie Theory
Mie theory provides a solution to the Maxwell equations for the
scattered electric Es and magnetic Hs fields inside and outside a
single homogeneous spherical particle with radius r of arbitrary
size under plane wave excitation.
Here I will give the key formulations from Mie theory for
scattering of spherical particles in a vacuum. For detail deriva-
tion, readers can refer to van de Hulst [29] or Bohren and Huff-
man [30].
The two scattered fields Es and Hs are linear combinations
of two vector fields M and N which satisfy the spherical vector
wave equation, weighted by two scattering coefficient an and bn.
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They are expressed as
Es =
∞
∑
n=1
En
(
ianN
(3)
e1n − bnM(3)o1n
)
,
Hs =
k
ωµ
∞
∑
n=1
En
(
ibnN
(3)
o1n + anM
(3)
e1n
)
,
(1.6)
where k is the wave number, ω the angular frequency and µ
the permeability of the background medium and the scatterer.
Note that this solution requires the permeability of the back-
ground medium and the scatter to be the same, which is easily
satisfied in optical frequencies.
M and N are given as
M = ∇× (cψ),
N =
∇×M
k
,
(1.7)
where c is an arbitrary constant vector and ψ is a solution to
the scalar wave equation
1
r2
∂
∂r
(
r2
∂ψ
∂r
)
+
1
r2 sin θ
∂
∂θ
(
sin θ
∂ψ
∂θ
)
+
1
r2 sin θ
∂2ψ
∂φ2
+ k2ψ = 0.
The scalar function ψ is in the form of
ψ(r, θ, φ) = R(r)Θ(θ)Φ(φ),
leading to solutions
ψemn = cos mφPmn (cos θ)zn(kr),
ψomn = sin mφPmn (cos θ)zn(kr),
(1.8)
where e and o stand for even and odd, Pmn (cos θ) is the Legendre
function of the first kind of degree n and order m, and zn is any
of the four spherical Bessel functions jn, yn, h
(1)
n or h
(1)
2 .
Returning to Eq. 1.6, the superscript (3) in N(3) and M(3) de-
notes the spherical Bessel function of the third kind, also called
spherical Hankel function h(1)n (kr). The subscripts o1n and e1n
correspond to the same indices used in Eq. 1.8 where m = 1.
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Figure 1.3: The first four TE and TM normal modes in Mie theory [5]. Figure taken from [30].
The explicit expressions can be found in page 95 in Bohren and
Huffman [30].
Mn and Nn are in fact the electromagnetic normal modes of
the spherical particle. The scattered fields are therefore a super-
position of the normal modes, which could be dominated as a
transverse electric (TE) mode with no radial electric field compo-
nent, or a transverse magnetic (TM) mode with no radial mag-
netic field component depending on the values of an and bn. The
first four modes of each type are shown in Fig. 1.3.
The dipolar modes are the lowest order modes, represented by
the modes with n = 1, as can be seen in the dipole like radiation
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pattern for Ne11 and the circulating electric field which give rise
to a magnetic dipole radiation pattern for Mo11. Similarly, higher
order modes are represented by normal modes with higher n
values. The scattering coefficient an is the weighting coefficeint
for the electric modes and similarly bn is for the magnetic modes.
Nowadays, we are more interested in the scattering and ex-
tinction cross section of particles instead of the actual scattered
fields across a frequency range. Without going into the details,
the scattering cross section is given as
Csca =
2pi
k2
∞
∑
n=1
(2n + 1))(|an|2 + |bn|2), (1.9)
and extinction cross section
Cext =
2pi
k2
∞
∑
n=1
(2n + 1)Re{an + bn}, (1.10)
where the two scattering coefficients an and bn are functions of
the size parameter x = 2pia/λ, and a is the characteristic length,
or radius, of the scatterer.
Here we can see that if the scattered field is dominated by
either a electric or magnetic normal mode (Eq. 1.6), it is reflected
in the cross sections through the two scattering coefficients.
1.5 Optically-Induced Magnetic Response in Spherical Di-
electric Nanoparticles
In 2012, Kuznetsov et al. [32] and Evlyukhin et al. [31] ob-
served experimentally OIMRs in silicon nanoparticles. The two
independent discoveries not only verified Mie theory at the
nanoscale, they also opened a new chapter in low-loss optical
metamaterials and nanophotonic devices.
Silicon nanospheres of radii between 100 nm and 270 nm
were observed to scatter visible light corresponding to the
spectral positions of the magnetic dipolar resonances as shown
in Fig. 1.4 (a)-(c)(i) and (d). The magnetic dipolar resonance
was the first and most dominant resonance for each particle.
We can see from the spectra in Fig. 1.4 (a)-(c)(iii) that, as the
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Figure 1.4: Kuznetsov et al. and Evlyukhin et al. demonstrated magnetic light in spherical
silicon nanoparticles. (a)-(c) (i) Close view dark view microscopy images and (ii) scanning-
electron microscopy (SEM) images of silicon nanoparticles of increasing sizes. The different
colours scattered by the nanoparticles correspond to the positions of the magnetic dipolar
resonances indicated in the (iii) experimental dark-field scattering spectra of the nanoparti-
cles. (iv) The theoretical scattering and extinction spectra calculated using Mie theory for
spherical silicon nanoparticles of different sizes in free space. Figure taken from [32]. (d)
Similar dark view microscopy images of silicon nanoparticles obtained by Evlyukhin et al..
Figure taken from [31].
particle size increases, the magnetic dipolar resonance red shifts,
revealing the electric dipolar and magnetic quadrupolar modes
that resonate at higher frequencies/shorter wavelengths.
The theoretical scattering and extinction spectra calculated us-
ing Mie theory in Fig. 1.4 (a-c)(iv) show good agreement with
the experimental results, as well as confirming the negligible ab-
sorption loss of silicon nanoparticles since the amplitudes of the
scattering cross section and total extinction cross section are sim-
ilar.
The experimental verification of Mie theory allows us to ex-
pand Mie theory and use it to predict behaviours of structures
made up of more than one particle. Moreover, the rapid develop-
ment of nanofabrication and imaging technology allows for more
cutting edge experiments to be done for observing new physical
phenomena in nanoparticles. The theoretical and experimental
studies can therefore go hand in hand to open a new page on
optical responses in dielectric nanoparticles.
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1.6 Plasmonic vs Dielectric Optical Metamaterials
Metamaterials are artificially engineered three-dimensional
structures that exhibit electromagnetic properties not found in
nature. Analogous to natural materials, the building blocks of
metamaterials are called meta-atoms.
In 1968, V. G. Veselago predicted abnormal behaviours of sub-
stances with negative permittivity e and permeability µ [49]. The
new concept of negative refractive index was introduced as part
of this prediction. In the early 2000s, the pioneer works in res-
onant metamaterials by J. B. Pendry et al. [7] and D. R. Smith et
al. [8] demonstrated negative refractive index in the microwave
frequency range by overlapping the electric and magnetic reso-
nances of meta-atoms. The meta-atoms used were metallic split
ring resonators which supported the generation of artificial mag-
netic responses required.
As the research field progressed, optical metamaterials be-
came a new focus given their potential in the nanophotonics in-
dustry [50]. As a result, plasmonic metamaterials became the
norm in the early development of optical metamaterials [51–53].
Scientists continue to this day to exploit surface plasmons to al-
ter the effective permittivity and permeability of a medium at
optical frequencies. Surface plasmons are the quanta of oscilla-
tions of the electronic probability density function, which can be
thought of physically as packets of collectively oscillating elec-
trons at the surfaces of metals. Many exotic optical effects or
functionalities have been demonstrated with plasmonic meta-
materials. For example, Fig. 1.5, (a,b) negative-index [54–56],
(c) zero-index [57], (d) chiral [58], and (e) hyperbolic media [59,
60].
In 2011, Yu, et al. proposed the generalized laws of refraction
and reflection, commonly referred to as the generalized Snell’s
Law [61], demonstrating artificial wavefront control using a two-
dimensional (2D) array of plasmonic nanoresonators. Similar 2D
materials are later named metasurfaces for their ability to create
unusual optical effects as in the three-dimensional metamateri-
als.
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Figure 1.5: Unusual optical effects have been demonstrated by plasmonic metamaterials. Pe-
riodic arrays of (a) gold nanopillar pairs [54] and (b) silver strip pairs [55] can create media
with negative permeability at visible frequencies. (c) Epsilon-near-zero media allowing light
to propagate without phase advance operating in visible frequencies [57]. (d) Chiral struc-
tures based on DNA origami supporting tailored optical responses such as circular dichroism
and optical rotatory dispersion [58]. (e) The isofrequency surface of hyperbolic metamaterial
give rise to indefinite dispersion, leading to extra optical effects that are not already demon-
strated by other types of metamaterials, such as Purcell-factor enhancement [59].
Optical metamaterials and metasurfaces based on plasmonic
effects require the constituent metallic particles to be smaller
than the skin depth of the metal materials used. This suggests
that a lot of the energy is lost and the efficiency of such a meta-
material is largely restricted [22, 23]. Additionally, the subwave-
length size of meta-atoms remains a fabrication challenge today,
steering the research community to actively seek alternatives.
Dielectric materials were immediately considered for their low
loss characteristic at optical frequencies [62, 63]. Moreover, a
majority of plasmonic metasurfaces do not rely on magnetic re-
sponses of their nanoresonators, unlike their 3D counterparts.
Since high-index dielectric nanoparticles possess the ability to
provide both electric and magnetic responses, they provide an
additional channel to manipulate the wavefront of electromag-
netic waves. This property has become a very attractive reason
for researchers to build optical metasurfaces with high-index di-
electric resonators. High-index dielectric materials are usually
semiconductors widely used in the modern electronic industry,
such as silicon and gallium arsenide. This means that their fab-
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rication process is adaptable to existing technologies and that
the difficulty in fabrication of dielectric metasurfaces is signifi-
cantly lower than that of their plasmonic counterparts. All of
these advantages have created a paradigm shift from plasmonic
to all-dielectric in metasurface building for wavefront control.
1.7 Motivation and Thesis Outline
All-dielectric nanostructures have now gained the consensus
from the nanophotonic community to be a low-loss alternative
for nanophotonic devices due to their Mie type electric and
magnetic resonances. Metasurfaces made up of such nanostruc-
tures can provide a new channel for electromagnetic wavefront
control in addition to their plasmonic counterparts. Their
losslessness, robustness and ease in fabrication also lead to
promising foreseeable applications. However, little is explored
about the fundamental properties or functionalities of systems
beyond single spherical particles.
The commonly studied all-dielectric nanostructures are semi-
conductors such as silicon (Si) and gallium arsenide (GaAs).
There are also unlimited combinations of geometry and arrange-
ment of particles that can be explored. While spherical particle
arrays, dimers, trimers and some oligomers of various shapes
are progressively being studied, this thesis will focus on silicon
nanodisk composite structures. Particularly, oligomers and
single particle arrays made up of crystalline silicon nanodisks in
the shape of circular cylinders will be covered.
Chapter 2 of this thesis will present the methods common to
all the experiments performed in this thesis, including the de-
tails of fabrication and linear optical characterization of silicon
nanodisk structures.
Chapter 3 will first present the mathematics and experimental
observation of the optical responses in single silicon disk struc-
tures, namely the analytical solutions to the optical responses of
the disk structures based on cavity modes, and the experimental
observation of the higher order near-field modes in single silicon
nanodisks. The second part of this chapter will introduce the
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more complex case of 7-particle oligomers, or heptamers, and
their support of magnetic Fano resonances in experiments.
Chapter 4 will focus on metasurfaces based on nanodisk ar-
rays. The idea of Huygens’ metasurfaces will be introduced,
which is a step up from all-dielectric metasurfaces in terms of ef-
ficiency and ability in wavefront control. Two functional metade-
vices based on Huygens’ metasurfaces will be presented, namely
a polarization insensitive Gaussian-to-vortex beam shaper with
over 70% transmission efficiency, and a polarization insensitive
holographic metasurfaces with 40% imaging efficiency.
Chapter 5 will demonstrate the chemical and biological sens-
ing capability of silicon nanostructures. Two proof-of-principle
experiments on (1) refractive sensing using the silicon oligomers
discussed in Ch. 3, and (2) biosensing using the magnetic res-
onances in nanodisk arrays will be presented. Refractive index
sensing using localized and lattice types Fano resonances with
sensitivity and figure of merit comparable to plasmonic nanopar-
ticle sensors will be presented in part (1). The biosensing ex-
periment demonstrating a new detection limit for streptavidin
sensing will then be presented in part (2).
Chapter 6 will conclude this thesis and provide an outlook to
future work that can be investigated immediately following this
thesis, as well as those suitable for long term investigation.
Chapter 2
Methods
This chapter will present the experimental methods common to
all the following chapters and works presented in this thesis, in-
cluding the fabrication of silicon nanodisk structures in Sec. 2.1
and linear optical characterization in Sec. 2.2. Details of the
methods specific for different projects are provided within the
relevant chapters.
2.1 Fabrication
All of the experimentally studied structures covered in this thesis
were fabricated using electron beam lithography (EBL) on back-
side polished silicon-on-insulator (SOI) wafers using negative-
tone resists. A schematic diagram showing the key steps in the
fabrication process is presented in Fig. 2.1.
Each SOI wafer has a top crystalline silicon layer (red) above
a silica/buried oxide (BOX) layer (grey), which is placed above
a handle wafer (omitted in the diagram) as shown in Fig. 2.1 (a).
Then a negative-tone resist is applied to the silicon surface
(Fig. 2.1 (b)). During the EBL process, the masks for the struc-
tures are formed (circular patterns on top of the silicon layer
shown in Fig. 2.1 (c)). The patterned sample then undergoes
an inductively coupled plasma - reactive ion etching (ICP-RIE)
process where the silicon disks are formed (Fig. 2.1 (d)). The
residual resist is removed by an oxygen plasma process. Finally,
the etched wafer undergoes low pressure chemical vapour depo-
sition (LPCVD) of silica for samples that require a homogeneous
surrounding.
The detailed fabrication steps are laid out as below:
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Figure 2.1: The key step-by-step fabrication procedures for silicon nanodisks. (a) Each SOI
wafer has a top silicon layer (red) above a silica/buried oxide (BOX) layer (grey). (b) A
negative-tone electron-beam (E-beam) resist is applied to the silicon surface. (c) During the
electron beam lithography (EBL) process, the masks for the structures are formed (circular
patterns on top of the silicon layer). (d) The patterned sample undergoes an inductively
coupled plasma - reactive ion etching (ICP-RIE) process where the silicon disks are formed.
(e) The residual resist is removed by an oxygen plasma process. (f) The etched wafer under-
goes low pressure chemical vapour deposition (LPCVD) of silica for samples that require a
homogeneous surrounding. Figure credit: Isabelle Staude.
1. Cleaning SOI wafer with acetone followed by isopropanol.
2. Heating SOI wafer on a hot plate for 2 min at 200◦ C to
remove unwanted isopropanol and water on the surface of
the top silicon layer.
3. Cleaning top silicon surface using oxygen plasma (2 min,
200 W).
4. Spin-coating HMDS (hexamethyldisilazane) as an adhesion
promoter (3000 rpm, 30 s).
5. Spin-coating the negative-tone electron-beam resist (NEB-
31A or ma-N 2403 3000 rpm, 30 s), resulting in a resist thick-
ness of about 300 nm.
6. Pre-exposure bake (100◦C, 2 min)
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7. Electron-beam exposure.
8. Post-exposure bake (90◦C, 1 min).
9. Sample development with developer (MF-321 75 s or maD-
525 90 s).
10. Terminate development by rinsing sample with de-ionized
water for several minutes.
11. Inductively coupled plasma - reactive ion etching (ICP-RIE)
(25 W RF power, 300 W ICP power, 60◦C) using Ar (40 sccm)
and HBr (15 sccm) as etch gases, or (15 W RF power and
500 W ICP power, 20 ◦C) using CHF3 (50 sccm) and SF6
(5 sccm) as etch gases.
12. Stop etching on reaching the silica BOX layer via in-situ op-
tical monitoring.
13. Remove residual resist using oxygen plasma and piranha so-
lution.
14. Embed sample with silica layer by low pressure chemical
vapour deposition (LPCVD) as required for certain samples.
Note that parameters such as the time duration and temper-
ature for each process vary slightly depending on the resist and
developer used for a particular sample. The numbers given here
provide a rough indication of the time scale and temperature
range for each process.
2.2 Linear Optical Characterization
The linear optical spectra presented in this thesis were obtained
using a pre-existing white light spectroscopy setup with an opti-
cal spectrum analyzer (OSA) shown in Fig. 2.2.
A halogen lamp is used as the white light source. A collector
lens (L1) with a short focal length is placed in close proximity to
the halogen lamp along the light path, followed by an open iris.
An optional polarizer (P1) and half wave plate (λ/2) are placed
along the beam path when linearly polarized incident light is
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Figure 2.2: The experimental setup for linear optical spectroscopy. A white light source
illuminates the sample through the lens L1, an open iris, an optional linear polarizer and half
wave plate, a mostly closed iris and an objective (Ob1). The transmitted light is then collected
by the objective Ob2 and passes through a rectangular knife edge sandwiched between two
lenses (L2 and L3). To image the sample, the mirror M1 is put in place to direct the light
through the lens L4 which forms an image on the camera. To collect the transmittance signal,
M1 is removed and the transmitted light is directed towards another objective (Ob3) which
focuses the light into an optical fibre and delivers the signal to the optical spectrum analyser
(OSA).
required. An objective (Ob1) with a nearly closed iris (diame-
ter ≈ 2 mm) are used to restrict the the numerical aperture of
the incident light and focus the incident light onto the sample
as a condenser. A second objective (Ob2) is used to collect the
transmitted light, which is then put through a rectangular knife
edge sandwiched between two lenses (L2 and L3) to obtain the
light that is transmitted through the desired sample area. A re-
movable mirror (M1) is placed after L3 such that the image and
transmitting area of the sample can be checked between mea-
surements through the lens L4 and a CCD camera. During a
measurement process, M1 is removed and the transmitted light
is directed towards objective Ob3, which then focuses the light
into a fibre and feeds the signal into the optical spectrum ana-
lyzer (OSA).
The focal lengths of all the lenses and distances between op-
tical elements were chosen such that the samples were illumi-
nated with near-normal incident plane waves and that a focused
image can be obtained at the CCD camera. The objectives Ob1
and Ob2 were 20× Mitutoyo Plan Apo NIR infinity-corrected
objectives with numerical apertures NA= 0.4 and focal lengths
f = 200 mm. The objective Ob3 was a 10× objective of the same
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kind with numerical aperture NA= 0.26. The range of incident
angles was reduced to ±3◦ by the iris in front of Ob1.
The linear transmittance intensity (T) presented throughout
this thesis represents the transmittance through the silicon nan-
odisk structures only, which is the referenced transmittance of
the sample with Fabry-Pérot adjustments.
For each spectrum presented, a raw spectrum providing the
transmittance through the sample (T1) and a spectrum measur-
ing the transmittance of an unstructured etched region on the
wafer (T2) were used to produce a referenced transmittance (T˜)
spectrum, where
T˜ = T1/T2. (2.1)
A Fabry-Pérot adjustment was made for each spectrum to pro-
vide more accurate results. This adjusted transmittance T˜ was
required because the effect of the silica layer could not be fully
eliminated by the referencing procedure; the referenced trans-
mittance T˜ did not take into account the Fabry-Pérot oscillations
in the transmittance through the silica BOX layer, which would
lead to an overestimation of the structures’ transmittance.
As portrayed in Fig. 2.3, the transmittance through the Fabry-
Pérot cavity formed by the BOX layer differs significantly with
and without the silicon nanodisk layer, where the nanodisks act
as frequency-dependent dielectric mirrors on top of the BOX
layer. Fortunately, the transmittance of the BOX layer under the
nanodisks is easily computable using numerical tools, such as
the commerical software CST Mircowave Studio. Hence, while
the transmittance of the nanodisk layer and that of the Fabry-
Pérot cavity formed by the BOX layer in the presence of the nan-
odisks (TBOX) cannot be separated by simply referencing to the
substrate, the combined transmittance of the nanodisks and the
BOX layer cavity can be easily retrieved. We can express T˜ in
terms of the transmittance through the different layers of the
structure as,
T˜ =
T1
T2
=
TTUL
TBOXTUL
, (2.2)
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Figure 2.3: A sketch of the difference in transmittance of the BOX layer with and without the
presence of the silicon disk structures. When the silicon nanodisks are present, the nanodisks
act as frequency-dependent dielectric mirrors, which changes the Fabry-Pérot oscillation in
the unstructured area of the BOX layer. A Fabry-Pérot adjustment to the referenced spectra
is therefore required to retrieve the transmittance of the structures alone.
where TUL denotes the combined transmittance of the upper and
lower interfaces of the sandwich structure, which are approxi-
mated as identical for the case with and without the structures.
It immediately follows that the true transmittance of the nan-
odisk structures is
T = T˜TBOX, (2.3)
where TBOX is calculated using CST Microwave Studio with a
structure with geometry appropriate to the sample of interest.
Equation 2.3 gives the transmittance of the nanodisk structures
(T) in terms of the experimentally measured (T˜) and numerically
calculated (TBOX) transmittances, allowing T to be recovered ac-
curately. This is the expression that is used for the linear trans-
mittance spectra presented throughout this thesis.
Chapter 3
Optically-Induced Magnetic
Response in Single Silicon Disk
Structures
3.1 Introduction
To expand our understanding of the optical responses in high-
index nanostructures, structures other than spheres should be
considered. Unlike spherical particles where radius is the only
parameter that can define the geometry and size, structures with
more than one geometrical parameter offer extended capabilities
for tailoring their optical responses. For example, variations in
the size and aspect ratio of a structure can be applied systemat-
ically and simultaneously in a non-spherical particles. As such,
new behaviours of the optical responses in high-index nanopar-
ticles can be revealed when non-spherical particles are used and
probed. The first logical step is therefore to go from spheres
(radius) to cylinders (radius and height).
For the rest of this thesis, the cylindrical geometry structure
will be called a disk or nanodisk to be consistent with the pub-
lished journal articles on which this thesis is based. By study-
ing the disk structure, not only can we gain more insight into
the optical response of high-index nanoparticles, we can also re-
duce the effective dimension of the structure from three to two,
thereby creating a more easily measured and fabricated system.
For example, a cluster of disks of the same height can be fabri-
cated easily in a single-step lithography process as presented in
Ch. 2, as well as being modelled more simply mathematically.
In particular, this thesis will present works based on crys-
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Figure 3.1: The coordinate system used for the nanodisk structures described in this Chapter.
A nanodisk can be modelled as a cylindrical cavity with radius r and height h using the
cylindrical coordinate system {ρ, θ, z} where r goes from ρ = 0 to ρ = r and h extends from
z = 0 to z = h.
talline silicon nanodisk structures, including clusters and rect-
angular arrays of such nanodisks. Silicon is commonly known
as a semi-conductor in the electronic industry, however it can be
considered as a dielectric in optical frequencies due to their low
conductivity to displacement current ratio [21]. Silicon’s high re-
fractive index throughout the optical spectral range and straight-
forward nanofabrication processes make it an ideal candidate for
the study of OIMR in dielectric nanoparticles.
In this Chapter, I will first provide the mathematical basics
of single silicon nanodisks in Sec. 3.2 by presenting the spec-
tral and modal analysis, supported by the experimental obser-
vation of their higher order near-field modes. Following that, I
will present the observation of Fano resonances in single silicon
oligomers in Sec. 3.3.
3.2 Resonant Modes in Silicon Nanodisks
A nanodisk in a homogeneous background can be treated as a
cylindrical cavity with the geometric parameters radius r and
height h using the cylindrical coordinate system ρ, θ, z where r
goes from ρ = 0 to ρ = r and h extends from z = 0 to z = h, as
shown in Fig. 3.1.
The electric and magnetic fields of a cylindrical cavity are
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related to a scalar wavefunction ψ which satisfies the scalar
Helmholtz equation in cylindrical coordinates
1
ρ
∂ψ
∂ρ
(
ρ
∂ψ
∂ρ
)
+
1
ρ2
∂2ψ
∂φ2
+
∂2ψ
∂z2
+ k2ψ = 0, (3.1)
where k is the wavenumber.
This partial differential equation can be solved by separation
of variables, with the substitution
ψ = R(ρ)Φ(φ)Z(z), (3.2)
and the resultant equations are two harmonic equations (for φ
and z) and a Bessel’s equation (for ρ),
ρ
d
dρ
(
ρ
dR
dρ
)
+ [(kρρ)2− n2]R = 0,
d2Φ
dφ2
+ n2Φ = 1,
d2Z
dz2
+ k2zZ = 1,
(3.3)
where kρ, n and kz are constants and k2ρ + k2z = k2.
While high-index structures are not strictly perfect electric
(PEC) or magnetic conductors (PMC), using the PEC and PMC
boundary conditions to calculate the mode profiles and reso-
nance frequencies provides insight into their optical character-
istics and experimentally observed behaviours. The boundary
conditions for PEC and PMC must satisfy E|| = 0 = H⊥ and
H|| = 0 = E⊥ for all surfaces, respectively. Using PEC boundary
conditions for transverse-electric (TE) and transverse-magnetic
(TM) modes, ψ is solved to be
ψTMnpq = Jn
(
xnpρ
r
){
sin nφ
cos nφ
}
cos
(
qpi
h
z
)
, (3.4)
ψTEnpq = Jn
(x′npρ
r
){
sin nφ
cos nφ
}
sin
(
qpi
h
z
)
, (3.5)
where Jn is the Bessel function of the first kind and xnp = kρr is
the pth root of the equation Jn(xnp) = 0, where the subscript n
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refers to the order of the Bessel function. Similarly, x′np = kρr is
the pth root of the equation J′n(x′np) = 0, which is the derivative
of Jn. The integers n and m take the values n = 0, 1, 2, ..., and
p = 1, 2, 3, .... The sine and cosine functions are solutions to
the harmonic equations for Φ(φ) and Z(z) given their respective
boundary conditions. Here, qpih = kz, where q is an integer.
Using the dispersion relation ω = ck, and the fact that k2 =
k2ρ + k2z, the TE and TM resonance frequencies of a PEC cylindri-
cal cavity can be expressed as
( fr)TMnpq =
1
2pir
√
eµ
√
x2np +
(
qpir
h
)2
(3.6)
( fr)TEnpq =
1
2pir
√
eµ
√
x′2np +
(
qpir
h
)2
. (3.7)
For PMC boundary conditions, ψ is solved to be
ψTMnpq = Jn
(x′npρ
r
){
sin nφ
cos nφ
}
cos
(
qpi
h
z
)
, (3.8)
ψTEnpq = Jn
(
xnpρ
r
){
sin nφ
cos nφ
}
sin
(
qpi
h
z
)
. (3.9)
The symmetry in the two boundary conditions are reflected
clearly in ψ, where the arguments of the Bessel function so-
lutions to the radial component are switched. Similarly, the
corresponding TE and TM resonance frequencies are
( fr)TMnpq =
1
2pir
√
eµ
√
x′2np +
(
qpir
h
)2
, (3.10)
( fr)TEnpq =
1
2pir
√
eµ
√
x2np +
(
qpir
h
)2
. (3.11)
Not all modes are excited in all situations. For plane wave
excitation in the z-direction, we can compare the numerical re-
sults with the analytical results. Figure 3.2 (a) shows an example
analytical and numerical calculation where a cylinder of diame-
ter 200 nm with refractive index RI = 3.7 and varying heights is
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excited with a plane wave propagating in the z direction in a vac-
uum. The colour map shows the extinction cross-section of the
disk calculated numerically using CST Microwave Studio where
two resonances can be seen clearly as maxima.
The curves overlaid on the colour map are the analytically cal-
culated mode frequencies using Eq. 3.7, 3.6, 3.11 and 3.10. Due
to the symmetry in the boundary conditions, the resonance fre-
quencies for the respective TE and TM modes are degenerate and
are labelled accordingly in the legend in Fig. 3.2. We can see that
the analytical results follow the same trend as the resonances cal-
culated numerically even though they do not coincide perfectly.
This is because the analytical results present the eigenmodes of
the cavity system, while the numerical results present the res-
onances with fields that only couple to the incident excitation
field. Furthermore, the fact that a high-index material cannot
be fully represented by either of the two boundary conditions
may also contribute to the discrepancy between the analytical
and numerical results. Nonetheless, these analytical results al-
low us to understand whether a particular eigenmode is excited
or contributes to the resonances observed. More analysis on the
electric field distribution of these eigenmodes is discussed later
in this section.
We can use the numerically calculated electric and magnetic
scattered fields to help us understand the type of the resonances.
As shown in Fig. 3.2 (b), a strongly enhanced magnetic scattered
field appears at the position of the central resonance in (a), in-
dicating that this resonance is a magnetic resonance. Whereas
Fig. 3.2 (c) indicates that the resonance on the high aspect ratio
end in (a) is an electric resonance.
The vector electric field distribution of the analytically calcu-
lated eigenmodes is presented in Fig. 3.3 in cuboid computation
domains with x and y running from −r to r and z from 0 to h as
in the numerical case for the cylinder. An eigenmode is able to
couple with the incident field when the overlap integral between
the two is non-zero, which can be interpreted physically in this
case as having the eigenmode pointing in the same direction as
the polarization direction of the linearly polarized incident field
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Figure 3.2: The numerical results of a single dielectric disk (RI = 3.7) with d = 200 nm and
varying aspect ratio (h/d) under plane wave excitation normal to the xy-plane. (a) Scattering
cross-section showing two strong resonances. (b) Magnetic field enhancement shows that the
main resonance in (a) is a magnetic resonance. (c) Electric field enhancement shows that the
smaller resonance at the higher aspect ratio range in (a) is an electric resonance. The coloured
curves are the analytically calculated mode frequencies for a cylindrical cavity with RI = 3.7.
propagating in the z direction.
Let’s first consider the PEC case. While the TM011 and TE111
modes are spectrally close to the magnetic resonance, their elec-
tric field profiles reveal that neither of the modes corresponds
to this resonance. TM011 is not able to couple to the incident
field due to the electric field direction in the xy-plane being in
the z direction as shown in Fig. 3.3 (a). Although the TE111
mode has a uniformly directional field profile across the xy-plane
(Fig. 3.3 (b)) which can be coupled to the incident field, its field
distribution does not show a sign of a magnetic resonance as
suggested by the numerical calculations. The small mode vol-
ume of the TE112 mode indicates that this mode should only
be excited at higher frequencies. Hence, despite having a uni-
formly directional electric field profile in the xy-plane as shown
in Fig. 3.3 (c), this mode is not expected to couple to the elec-
tric resonance of interest. Figure 3.3 (d) shows the TE211 mode,
which has an inhomogeneous field distribution in the xy-plane
that cannot be coupled to the incident field or contribute to the
electric mode presented in numerical calculations.
Using only the PEC modes, we fail to explain the electric and
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Figure 3.3: Vector representation of the electric field of the various eigenmodes in a high-
index cylindrical cavity. (a-d) PEC and (e-h) PMC modes that follow similar trends as the
numerically calculated resonances. Only the PMC TM111 and TM112 modes (highlighted
with thicker borders) are expected to contribute to the resonances observed in the numerical
model.
magnetic resonances in a high-index structure, therefore PMC
modes are needed to complete the explanation. In Fig. 3.3 (e)
and (f), the PMC TE011 and TM111 modes show a circulating
electric field in the xy-plane and xz-plane respectively. The in-
homogeneous field distribution of TE011 in the xy-plane cannot
be coupled to the incident field, so this is not the mode respon-
sible for the magnetic resonance. On the other hand, the TM111
mode in the xy-plane points either in the x or y direction, so
this mode can be coupled to the incident field. This circulating
electric field profile corresponds to a magnetic dipole oscillating
in the y direction provided by a circulating displacement current
in the xz-plane, which is consistent with the non-conducting na-
ture of a dielectric medium. For the TM112 and TM221 modes
shown in Fig. 3.3 (g,h), and using similar reasoning, we can im-
mediately see that TM112 can couple to the incident field while
TM211 cannot.
We can conclude from this analysis that the PMC TM111 mode
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can be used to explain the magnetic nature of a high-index nan-
odisk, while the PMC TM112 mode can be attributed to the elec-
tric resonance of the disk. This simple analysis suggests that
PMC boundary conditions are better suited for modeling high-
index dielectric nanoparticles in the NIR frequency range.
For detailed derivation of the analytical results in this section,
readers are suggested to refer to Chapter 3 of Harrington [64].
3.2.1 Near-Field Profiles of Higher Order Modes
The optical modes of a single nanodisk can be observed through
the use of apertureless near-field scanning optical microscopy
(ANSOM). However, the measurement process requires the inci-
dent angle to be off normal to the surface of the disk. Therefore,
a numerical simulation is required to compare the experimental
mode profiles with the theory.
Here I will first give an outline of the experiment performed
by Dr. Terefe Habteyes and Dr. Isabelle Staude, which is based
on a collaborative work [65], then I will describe and present my
study on the numerical modal analysis for this experiment.
Single silicon nanodisks with a height of h = 140 nm and a
diameter of d = 412 nm fabricated on SOI wafers were put under
an atomic force microscope (AFM) for measurement using the
setup sketched in Fig. 3.4 (a). A linearly polarized external laser
beam was focused at the tip of the AFM probe at an angle of
60◦ with respect to the disk surface normal. The disk sample
was then raster-scanned in close proximity to the tip while the
scattered light was collected by a silicon photodiode. The phase
of the scattered field was also extracted by mixing the collected
scattered light with a reference beam.
The silicon nanodisks were fabricated with a large lattice
periodicity such that each nanodisk could be inspected under
the AFM individually. The SEM images of a fabricated sample
with top and oblique views are shown in Fig. 3.4 (b-d), while
Fig. 3.4 (e) shows the topography of a single nanodisk recorded
using the atomic-force microscopy functionality of the ANSOM.
The measured in-plane (Ex) and out-of-plane (Ez) optical near-
field amplitudes and phases (φ) of a single nanodisk in the array
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Figure 3.4: (a) Schematic of the tip of the atomic force microscope probe on a silicon disk of
height h = 140 nm and diameter d = 412 nm on a SOI wafer during the measurement process.
A laser beam (633 nm wavelength) is focused onto the tip with an NA= 0.46 parabolic mirror.
The central ray is incident with a wavevector k oriented at an angle of 60◦ with respect to the
sample surface normal. Also shown are the directions of the electric field components Ex and
Ez. The incident beam is x-polarized. (b) SEM image of a typical fabricated silicon nanodisk
sample. (c) Magnified and (d) oblique views of a single nanodisk. (e) Topography of a single
nanodisk recorded using the atomic-force microscopy functionality of the ANSOM. Figure
taken from [65].
providing the strongest resonant quadrupolar response in the
near-field experiment are shown in Fig. 3.5 (a-d). Four deep-
subwavelength hot-spots can be seen on the disk surface as four
lobes, revealing features of a quadrupolar mode. Note that the
dipolar modes are expected to appear in the NIR spectral region
for the size of the nanodisks used.
Numerically, I calculated the electric and magnetic field am-
plitudes and phases of a single nanodisk using CST Microwave
Studio. The simulation used the frequency domain solver and
dispersive refractive index data for crystalline silicon obtained
experimentally. The silicon disk was placed in free space and
tilted by 60◦ with respect to the incident plane wave to mimic the
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Figure 3.5: Experimentally measured optical near-field (a,b) amplitude and (c,d) phase pro-
files of a single silicon nanodisk for (a,c) x- and (b,d) z-polarizations. The arrows in (a) denote
the x direction and the projection of the y-direction onto the sample plane. Corresponding
simulated electric near-field (e,f) enhancement and (g,h) phase profiles 1 nm above the disk
surface. The four lobes in each of the images and the symmetry properties of their phase
characteristics with respect to the white dashed lines in (c,d) show good agreement with
experimental data. Figure taken from [65].
experimental arrangement. The in-plane (Ex) and out-of-plane
(Ez) electric field amplitudes and phases (φ) at 633 nm at 1 nm
above the disk that can be directly compared with the experi-
mental results were retrieved and are shown in Fig. 3.5 (e-h).
These numerical results have a close resemblance to the ex-
perimental results, where the amplitudes for both in-plane and
out-of-plane electric fields share a similar 4-lobe feature, while
the phase images reveal an even/odd symmetry with respect to
a common axis indicated by the dash lines in Fig. 3.5 (c,d). Each
of these hot-spots are about 60 nm in diameter on the surface
of the nanodisk, which corresponds to less than one-tenth of the
free space wavelength and less than a third of the wavelength of
the incident light in silicon.
This first observation of near-field optical modes of silicon
nanodisks delivered direct evidence of the existence of deep sub-
wavelength hot-spots with defined phase relations at the surface
of subwavelength silicon nanodisks for the investigated electric
quadrupole dominated mode, providing the fundamentals for
future studies which wish to exploit such a feature.
Furthermore, the numerical results provided extra informa-
tion not directly accessible through the ANSOM measurements,
including the near-field profiles inside the nanodisks and the
magnetic near-field enhancement profiles. Vertical cut planes
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Figure 3.6: High-index nanoparticles can support strong deep-subwavelength enhancement
of the electric and magnetic incident fields. (a,b)(i) Calculated electric field enhancement
at 1 nm above the nanodisk surface and (ii) at the cut planes marked by the dash lines in
(i). About 2× enhancement for both components is observed. (c,d)(i) Calculated magnetic
field enhancement profiles at 1 nm above the nanodisk surface and (ii) at the cut planes
corresponding to the dash lines in (i). 5× and 7× enhancements of the incident field for Hx
and Hz are achieved. Figure taken from [65].
corresponding to the white dash line of Fig. 3.6 (a,b)(i) (Identical
to Fig. 3.5 (e,f)) are shown in Fig. 3.6 (a,b)(ii), revealing that the
electric field concentrates very tightly inside high-index dielec-
tric nanoparticles, as well as penetrating through the particles,
unlike plasmonic structures where fields are concentrated at the
surface.
The magnetic field enhancements are also revealed in
Fig. 3.6 (c,d). Part (i) shows the strong enhancement of a
quadrupolar type resonance at 1 nm above the disk where well
defined hot-spots for Hx and Hz can be seen. The cut planes
across the selected high amplitude areas are shown in the cor-
responding part (ii), displaying enhancements of up to five and
seven times of the incident magnetic field inside the particle for
the x- and z-components respectively.
3.3 Fano Resonances in Silicon Nanoparticle Oligomers
Oligomers are structures comprised of clusters of particles. For
example, trimers (three-particle), quadrumers (four-particle) and
heptamers (seven-particle) are commonly studied in plasmon-
ics. These composite structures allow couplings of modes within
a single oligomer itself, sometimes leading to the exhibition of
Fano resonances, which are renowned for their asymmetric line-
shape, sharp spectral features and high sensitivity to the sur-
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rounding environment.
A Fano resonance generally arises from the interference of a
narrow resonance with a broader background. Comprehensive
studies on Fano resonances in oligomer nanocluster structures
have been conducted in recent years [66–69], however almost ex-
clusively in plasmonic structures for optical frequencies.
With the experimental observation of OIMR and the increas-
ing attention in high-index dielectric nanoparticles, it is therefore
natural to analyse Fano resonances in silicon oligomers. Indeed,
it was predicted that the Mie-type magnetic resonances in all-
dielectric oligomers are able to support Fano resonances [70].
In this section, I will present an experimental observation of
Fano resonances in arrays of silicon heptamers. The Fano reso-
nances observed were magnetic in nature and a result of interfer-
ence of two modes with similar spectral width, unlike the typi-
cal Fano resonances observed in plasmonic structures. Note that
the results presented below are published in [71] and that this
section focuses on the experimental work I performed, which in-
cludes the fabrication and optical characterization of the sam-
ples, along with the necessary supporting numerical analysis
performed by others involved in this study. The contribution
from others is clearly stated where appropriate.
Figure 3.7 (a) shows the schematic of a single heptamer used
in this study. Each heptamer consisted of a ring of six nanodisks
of diameter d1 = 460 nm, with a central disk of a different size
(d2) at the centre. The heptamers were fabricated in a rectangu-
lar array with a lattice periodicity of 2840 nm. The large lattice
periodicity was chosen in order to ensure that the separation be-
tween neighbouring structures was large enough for dominant
couplings to remain within each heptamer, while the in-plane
density of the heptamer structures was still sufficiently high to
create pronounced resonances in the far-field spectra. The SEM
images of a typically fabricated sample is shown in Fig. 3.7 (b).
Using the fabrication method presented in Sec. 2.1, four ar-
rays of silicon nanodisk heptamers with a height of 260 nm and
central disk diameters d2 = 400, 380, 350 and 320 nm were exper-
imentally realized on a SOI wafer with a 2 µm BOX layer. The
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Figure 3.7: (a) Sketch of the geometry of the heptamer structure. The nanodisks forming
the outer ring have a constant diameter d1 = 460 nm, while the diameter d2 of the central
nanodisk is systematically varied through 320, 350, 380 and 400 nm. All nanodisks have a
height h of 260 nm and the radius r of the outer ring is 568 nm. (b) SEM images of a typical
fabricated sample. The insets show (top) magnified and (bottom) oblique views of a single
heptamer structure. Figure taken from [71].
SEM images of the different heptamers are shown in Fig. 3.8 (a),
organized with respect to their central nanodisk diameters.
Linear-transmittance spectroscopy (described in Sec. 2.2) was
used to investigate the existence of Fano resonance in the hep-
tamer structures. The spectra corresponding to the heptamer ar-
rays of different central particle sizes were experimentally mea-
sured and are presented in Fig. 3.8 (b). The analytically calcu-
lated spectra are colour-coded similarly and shown in Fig. 3.8 (c).
The analytical results here were calculated for a single heptamer
in free space using the coupled electric and magnetic dipole ap-
proach [72] by Mr. Ben Hopkins. To compare the two sets of
results, the experimental transmittance measurements are pre-
sented in terms of extinction cross-section as Cext ≈ 1 − T as
explained in Sec. 1.3.2.
The experimental and theoretical extinction spectra show a
good qualitative agreement. In both sets of results, there are
two distinct extinction peaks for each spectrum. The peak at
longer wavelengths is associated with the magnetic resonance
of the collective structure. The second peak observed at shorter
wavelengths corresponds to the magnetic resonance of the cen-
tral particle. These claims can be supported by the fact that an
increase in d2 only introduces red-shifts to the second peak, but
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Figure 3.8: (a) SEM images of typical fabricated heptamers with diameters d2 of the cen-
tral nanodisk being 320, 350, 380 and 400 nm. (b,c) Extinction spectra for the four types
of d2-varying heptamers. Shown are (b) experimental results for arrayed structures with
unpolarized incident light, and (c) theoretically calculated results for single heptamers for
arbitrarily linearly polarized light obtained using the coupled-dipole approximation. Fano
resonances are observed in the spectra (grey-shaded region and coloured arrows) and red
shift as d2 is varied. Figure taken from [71].
has almost no influence on the first peak. This can be further
verified analytically as explained later in this section.
The Fano resonance in this structure can be identified as the
region of resonantly suppressed extinction in-between the two
peaks, which is highlighted by the grey-shaded area and the
coloured arrows in Fig. 3.8 (b) and (c). The greater the diameter
of the central particle, the closer its associated resonance peak
shifted towards the resonance peak of the collective structure,
explaining the spectral shift observed for the Fano signature. In-
terestingly, the interaction between the two resonances led to a
small, but clearly noticeable, variation in the height of the col-
lective resonance peak. By increasing d2 and shifting the peaks
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Figure 3.9: (a) Simulated total extinction spectrum of the silicon disk heptamer with a 400 nm-
diameter central particle. The contributions of electric and magnetic eigenmodes to the ex-
tinction cross-section can be completely separated. (b) Decomposition of the heptamer’s mag-
netic response into three eigenmodes and their raw sum, the latter not exhibiting Fano-like
characteristics. (c) Distribution of the magnetic dipoles in each eigenmode for horizontally-
polarized light. It can be seen that an asymmetric lineshape Fano resonance is induced in
the extinction spectra around the spectral position where the resonance curves for the eigen-
modes i. and ii. intersect. Figure taken from [71].
closer together, the overlap of the two peaks was greater and
therefore the observed reduction (rather than growth) in height
of the collective peak was indicative of the destructive interfer-
ence between these two resonances. This was observed in both
the theoretical and experimental spectra.
To understand the nature of the observed Fano resonance
fully, we first analysed the electric and magnetic contribu-
tion to the extinction spectra using the coupled-mode analysis
(also calculated by Mr Ben Hopkins). Taking the sample with
d2 = 400 nm as an example, the two contributions are shown in
Fig. 3.9. From (a), it is clear that the Fano shape resonance only
has contribution from the magnetic eigenmodes of the system.
A decomposition of the heptamer’s magnetic response into
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the three eigenmodes was then performed and is shown in
Fig. 3.9 (b). For comparison, Fig. 3.9 (b) also includes the raw
sum i.+ ii.+ iii. of the mode amplitudes, showing a qualitatively
different line shape to the magnetic contribution in Figure 3.9 (a).
This raw sum would be valid if there was no mode interference,
suggesting that the eigenmodes denoted by i. and ii. interfered
destructively at the intersection of the two resonance curves.
By comparing Fig. 3.9 (a) and (b), the spectral position of such
an interference is located at exactly where the Fano line shape
occurs in the extinction spectrum, indicating that the Fano
resonances observed arose from the interference of these two
resonant eigenmodes.
To provide an intuitive explanation of the effect of the change
d2 to the heptamer optical response, Fig. 3.9 (c) shows the cor-
responding dipole distributions of the three eigenmodes for a
linearly-polarized incident field. The resonant mode denoted by
i. is heavily localized at the central particle as can be seen by
the strong dipole moment, making it very sensitive to a change
in d2. However, the mode denoted by ii. extends over the en-
tire heptamer structure with only a small fraction of the mode
concentrated at the central particle, suggesting that it is not sig-
nificantly influenced by a variation of d2.
3.4 Summary
In this Chapter, I have presented different OIMRs in individ-
ual structures based based on silicon nanodisks, including single
disks and hepamer oligomers. We studied analytically and nu-
merically the resonances in single high-index dielectric cylindri-
cal structures, where a magnetic and a electric resonance were
observed.
We also looked at the near-field profiles at the surface of single
silicon nanodisks experimentally and numerically. The numer-
ical calculation provided insight into the electromagnetic field
distribution inside and on the surface of a silicon nanodisk un-
der an oblique incident field. In particular, while the experi-
ment could only measure the electric field profiles, the numer-
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ical results provided valuable information about the optical re-
sponse of magnetic nature on the surface and inside the nan-
odisk. These results showed very strong magnetic enhancement
of a quadrupolar type resonance at the centre of the disk.
Finally, we have experimentally demonstrated that heptamer
structures based on high-index all-dielectric nanodisks are able
to support Fano resonances based on OIMRs. The Fano reso-
nances observed were results of the destructive interference of
two magnetic eigenmodes with similar spectral width. A varia-
tion of the central particle diameter was shown to be able to tune
the position of the Fano resonance.
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Chapter 4
Efficient Wavefront Control using
Huygens’ Metadevices
4.1 Introduction
Wavefront control - the ability to modify and shape light is
tremendously important to us in everyday life as well as in
scientific research. From lenses used in eye glasses that correct
refractive errors, to optical and photonic equipment such as
microscopes used in the medical industry, the development of
optic and photonic technologies continuously contributes to
human well being.
While shaping light using conventional bulk optics through
the accumulation of phase of the propagating electromagnetic
fields has been extremely valuable, they become ineffective as
optical devices are being made smaller to sizes comparable to
the wavelengths of light in the optical spectrum. Therefore, a
new method other than phase propagation is needed to shape
wavefronts using nanophotonic devices.
In recent years, metasurfaces have been developed to over-
come this problem by utilizing the optically-induced electric and
magnetic responses in the artificially engineered structures [61,
73]. In particular, metasurfaces are able to imprint an arbitrary
phase delay, from 0 to 2pi, on an incident wavefront, hence re-
moving the need for the phase accumulation mechanism used in
bulk optics.
Among the metasurfaces explored, all-dielectric metasurfaces
are of increasing interest to the research community due to their
low loss and compatibility with the CMOS (Complementary
Metal-Oxide-Semiconductor) fabrication platform [62, 74–76].
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In particular, Huygens’ metasurfaces are gaining significant
attention for their tailorability, polarization independence and
selectivity, full phase coverage and high directivity and trans-
mittance [42].
In this chapter, I will first introduce Huygens’ metasurfaces,
their underlying principles and previous studies on all-dielectric
Huygens’ metasurfaces in Sec. 4.1.1. Then I will present two
Huygens’ metadevices which are capable of efficient beam shap-
ing and hologram creation in Sec. 4.2 and Sec. 4.3. At the end,
I will summarize the results in this chapter and discuss their
significance in the nanophotonic research field and potential ap-
plications in practical devices.
4.1.1 Huygens’ Metasurfaces
Huygens’ metasurfaces, or metamaterial Huygens’ surfaces as
they were named, were first demonstrated at microwave frequen-
cies [77] as a metallic reflectionless sheet which obeyed Huygens’
principle [78, 79]. Huygens’ metasurfaces in mid-IR [80] and op-
tical frequencies [81] had then been developed using similar ap-
proaches. More recently, optical Huygens’ metasurfaces based
on an all-dielectric platform was introduced [42], which marked
the beginning of efficient functional Huygens’ metadevices.
4.1.1.1 Huygens’ Principle
In 1690, Dutch physicist Christiaan Huygens proposed that ev-
ery point on a wavefront acts a secondary source of outgoing waves
which expand in every direction, and that the sum of such secondary
waves would lead to a forward only propagating wave [78]. This is
what we now commonly refer to as Huygens’ principle. While
sounding rather abstract, Huygens’ principle had allowed other
scientists to develop more rigorous optics theory, such as the
principle of interference which was later expanded to the the-
ory of diffraction and refraction. For example, Fig. 4.1 shows
the conceptual presentation of the wave diffraction phenomenon
following Huygens’ principle. The diffracted forward propagat-
ing wavefronts (green lines) are the sums of the wavefronts (grey
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Figure 4.1: Conceptual presentation of wave diffraction phenomenon following Huygens’
principle. Blue lines are the wavefronts of the incident plane wave, green lines the diffracted
wavefronts, grey lines wavefronts of the yellow spherical wavelets representing the “sec-
ondary sources” in Huygens’ principle. Figure credit: Arne Nordmann.
lines) generated by the yellow spherical wavelets at the bound-
ary between the incident plane wave (blue lines) and diffracted
wave. These wavelets or secondary wave sources are later named
Huygens’ sources.
In 1901, more than 200 years after Huygens’ principle was
published, Love [79] developed a more rigorous formulation
to describe it. Love suggested that the ideal Huygens’ sources
which produce forward only propagating waves can be achieved
with a fictitious radiating source which possesses the far-field
radiation pattern of a pair of crossed electric and magnetic
dipoles.
4.1.1.2 Kerker’s Condition
In 1983, Kerker et al. [82] proposed that the back scattering from
a spherical magneto-dielectric particle can be completely sup-
pressed if the electric and magnetic polarizabilities of a dielectric
particle are the same, i.e. e = µ. This occurs because of the
perfect destructive interference of the scattered field in the back-
ward propagating direction of the incident field, which can be
understood theoretically by the equal scattering coefficients an
and bn that give rise to the electric and magnetic modes of scat-
tered fields. This condition for zero backscattering is now named
Kerker’s condition, or sometimes more specifically as Kerker’s first
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condition.
While Kerker’s condition applies to particles of any size and
had been observed at microwave frequencies [83], it had been
difficult to verify in optical frequencies due to the lack of mag-
netic substances (µr 6= 1). Undoubtedly, the development of
metamaterial had opened a door for solving this problem with
their artificially engineered OIMR. Since the scattered fields of
nanoparticles can be sufficiently described by the dipolar scatter-
ing coefficients a0 and b0 as in Mie theory, a zero-backscattering
nanostructure should generate an effective permeability equal
to its permittivity (e = µ) and give both electric and magnetic
dipole emission behaviours in the optical spectral region.
4.1.2 Tailored All-Dielectric Huygens’ Metasurfaces
Now you might notice that a particle which satisfies Kerker’s
condition would in fact fulfil the description of a Huygens’
source. Indeed, Kerker’s type unidirectional scattering had
been observed in dielectric spherical nanoparticles in the visible
spectral region by exploiting the newly discovered OIMR in
these nanoparticles [84, 85]. However, the off-resonant type
scattering in these studies had a small scattering cross section
and low enhancement of the field, making these nanoparticles
unsuitable building blocks for a Huygens’ metasurface which
requires efficient emission.
In 2013, Staude et al. [35] demonstrated tailored unidirectional
resonant scattering using silicon nanodisks of a certain aspect ra-
tio, which radiated like Huygens’ sources. They displayed that a
variation in the aspect ratio of silicon nanodisks in an array could
spectrally tune the relative position of the electric and magnetic
dipolar resonances. Figure 4.2 shows that varying the disk diam-
eter while keeping the height constant can bring the electric and
magnetic resonances into spectral overlap in transmission spec-
troscopy. Additionally, the resonances which are normally signi-
fied by minimum transmittance become a region of high trans-
mittance at the overlap frequency, a surprising observation at the
time which suggested a great potential for silicon nanodisks to
be used as building blocks in efficient Huygens’ metasurfaces.
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Figure 4.2: (a) Experimental and (b) numerical transmittance of a silicon nanodisk array
shows that a variation in the aspect ratio of the structures can spectrally tune the relative
position of the electric and magnetic dipolar resonances, as discovered by Staude et al. Figure
taken from [35].
Following this ground breaking observation, Decker et al. [42]
published the first all-dielectric Huygens’ metasurface based
on resonant nanoparticles in 2015. The authors experimentally
demonstrated that the overlapping electric and magnetic res-
onances of silicon nanodisks were able to imprint a 2pi phase
shift to the incident wave instead of a pi phase shift observed
in typical resonances. In addition to the high transmittance
achieved by the overlapping resonances, complete wavefront
control without compromising transmission efficiency became
possible. Figure 4.3 (a) shows that, for a range of wavelengths,
the silicon nanodisk metasurface can imprint a 2pi phase delay
to the incident wave with varying disk radii and a constant
aspect ratio. This suggests that different desired phase values
can be achieved through the use of arrays of nanodisks with
different radii. Figure 4.3 (b) shows a 5-element discretization
where the corresponding transmittance spectrum showing unity
values across all phases is displayed in the inset.
This observation created a new paradigm in the making of
dielectric metasurfaces based on resonant structures. The 2pi
phase shift required for full wavefront control had previously
been achieved only by combining the pi phase shift introduced by
the resonant structures of the metasurface, and the pi phase shift
generated by the geometry or arrangement of the meta-atoms
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(a) (b)
Figure 4.3: Decker et al. proposed the first all-dielelctric Huygens’ metasurface based on
resonant nanoparticles. (a) The calculated phase-delay spectra of a silicon nanodisk Huygens’
metasurface with varying disk radii and a constant aspect ratio suggest that a full 2pi phase
range can be obtained without the use of geometry phase. (b) Phase-delay values for λ ≈
1338 nm (white dotted line in (a)). Different phase values can be represented by arrays of
disks with different radii. A 5-level discretization of the spectrum is denoted by the green
dots with the inset showing the corresponding unity transmittance values. Figure taken
from [42].
based on Pancharatnam-Berry phase. However this mechanism
introduced an unavoidable polarization change of the transmit-
ted or reflected beam, leading to low efficiencies and unwanted
polarization dependence.
Hence, the concept of using silicon nanoparticles with ro-
tational symmetry and overlapping resonances as Huygens’
sources had a strong appeal for the novel efficient functional
metadevices.
4.2 Gaussian-to-Vortex Beam Shaper
Based on the concepts of silicon nanodisk with overlapping res-
onances, colleagues from ANU, collaborators from the Center
of Integrated Nanotechnologies, Sandia National Laboratories in
the USA and I had worked together to fabricate and demonstrate
the first Huygens’ metadevice with efficient wavefront control.
In this study, I was involved in the simulation of the metade-
vice design, part of the fabrication, experimental characterization
and post processing and analysis of all the results. Although I
was involved quite substantially in this study, I acknowledge that
this whole work was a great team effort. To make the content
easier for reading, “we” instead of “I” will be used throughout
§4.2 Gaussian-to-Vortex Beam Shaper 47
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Figure 4.4: (a) A typical conventional phase mask which introduces a 0 to 2pi phase shift
to the incident light in the azimuthal direction for Gaussian to vortex beam generation. (b)
Schematic of the generation of the vortex beam; a vortex beam with a doughnut shape in-
tensity profile results from a Gaussian beam going through the phase plate. Figure taken
from [86].
the rest of the chapter regardless of my level of involvement in a
particular process.
4.2.1 Design Concept
Experimentally realizing a beam shaper which converts a Gaus-
sian beam to a vortex beam is an ideal test for the concepts, feasi-
bility and efficiency of a silicon nanodisk Huygens’ metasurface.
A 2pi phase shift is required to achieve such a conversion, yet
the phase distribution of a vortex beam is geometrically simple,
which gives the metasurface a real functionality test while allow-
ing the design of the device to also be simple and hence avoid
unnecessary fabrication difficulties.
Conventionally, a phase mask such as one shown in Fig. 4.4 (a)
is used to provide the phase accumulation distance required to
generate a vortex beam which has a spatially varying phase pro-
file spanning the full 2pi range in the azimuthal direction. The
schematic of this conversion is shown in Fig. 4.4 (b), where a
Gaussian beam is converted to a vortex beam, signified by the
doughnut-shaped intensity profile, through the phase mask.
4.2.2 Numerical Simulation
The phase shift introduced to the incident light to create a vor-
tex beam has to be discretized when using a physical phase
mask, and a minimum of three different sectors of constant phase
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0, 2pi/3, and 4pi/3 is sufficient. Here, however, we exploited the
capability of a Huygens’ metasurface to provide a continuous
span of up to 2pi phase coverage [42], and identified four phase
shifts spaced by pi/2 radians to be experimentally implemented,
namely 0,pi/2,pi and 3pi/2. This allowed for a simple metasur-
face layout organized in quadrants, as will be shown later in this
section.
To ease the fabrication process, we used silicon disks of the
same diameter d and height h inside a homogeneous medium
with varying lattice periodicities a to produce the desired four
phase shifts operating at around the telecommunication wave-
lengths. With this in mind, we identified a set of parameters
that offered the maximum phase coverage while preserving near-
unity transmittance efficiency to ensure that we had a spectral
overlap and matching polarizabilities of the electric and mag-
netic dipolar resonances of the silicon nanodisks.
The transmittance intensity and phase of the simulation re-
sults are presented in Fig. 4.5 (a) and (b) respectively. The nu-
merical simulation was calculated using CST Microwave Studio
with an infinite array of silicon nanodisks of constant diameter
d = 534 nm and height h = 243 nm embedded in a medium
with refractive index RI = 1.45 for a range of lattice periodici-
ties a. For the silicon optical properties, we used dispersion data
obtained experimentally by ellipsometry measurements for crys-
talline silicon (A.1). The inset in Fig. 4.5 (a) shows the schematic
arrangement of a nanodisk array.
The operating wavelength λ = 1477 nm is marked by white
dashed lines and the four lattice periodicities corresponding to
the four discretized phase levels are labelled by white dots on
the dashed lines in Fig. 4.5 (a,b). Extracting the data concerning
the operation wavelength into Fig. 4.5 (c,d), we can see that the
transmittance is very close to unity for the four selected lattice
periodicities (red dots in (c)) and a phase coverage of approxi-
mately 3pi/2 is obtained in the plotted range of lattice periodic-
ities (red dots in (d)) at the operating wavelength. The selected
lattice periodicities are labelled as Q1, Q2, Q3 and Q4 for identi-
fication in the experimental process and will be described in the
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Figure 4.5: Numerical calculations of the (a) transmittance intensity and (b) transmittance
phase of silicon nanodisk arrays with varying lattice periodicities embedded in a medium
with a refractive index of RI = 1.45. The nanodisks have diameters d = 534 nm and heights
h = 243 nm. The inset in (a) shows a sketch of the silicon nanodisk arrays. The white line
denotes the design operation wavelength of 1477 nm. (c,d) Transmittance intensity and phase
values at the operation wavelength. The white/red dots in (a,b)/(c,d), respectively, highlight
the lattice periodicities chosen for experimental realization. Figure taken from [43].
next section.
4.2.3 Fabrication
Using the geometric parameters obtained from the numerical cal-
culation, we fabricated a four-quadrant silicon nanodisk phase
mask embedded in silica using a SOI wafer with a 243-nm top
silicon thickness and a 3 µm BOX layer using the procedures
described in Sec. 2.1. The SEM images of the phase mask is
shown in Fig. 4.6. The quadrants are easily distinguishable by
their lattice periodicities as shown in Fig. 4.6 (a), which are la-
belled according to Fig. 4.5, where aQ1 = 695 nm, aQ2 = 815 nm,
aQ3 = 855 nm and aQ4 = 975 nm. Figure 4.6 (b) and (c) show
the magnified oblique and top view of a typically fabricated disk
with a diameter of d = 590 nm and a height of h = 243 nm.
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Figure 4.6: (a) SEM image of a typical fabricated beam shaper before low-pressure chemical
vapour deposition (LPCVD). The silicon nanodisks have diameters d = 590 nm and heights
h = 243 nm. The lattice periodicities for each quadrant are aQ1 = 695 nm, aQ2 = 815 nm,
aQ3 = 855 nm, and aQ4 = 975 nm. (b) and (c) show the magnified oblique and top views of a
single nanodisk respectively. Figure taken from [43].
4.2.4 Linear Transmittance Spectroscopy
The linear-transmittance spectrum of each quadrant was taken
using the white-light spectroscopy setup described in Sec. 2.2 to
compare directly with the numerical results shown in Fig. 4.5 (a).
Figure 4.7 (a) shows the transmittance values T for each of
the quadrants (red dots) at 1490 nm. The slight deviation of the
experimental operating wavelength with respect to the design
wavelength was due to fabrication inaccuracies. Nevertheless,
the key point to note is that the retrieved transmittance of our
structure at 1490 nm exceeded 70% (marked by the grey dashed
line) for all quadrants.
Furthermore, the transmittance of the four quadrants for the
NIR spectral range in Fig. 4.7 (b) shows good agreement with
the numerical calculations in Fig. 4.5 (a). The measured spectra
possessed all the important features expected from the numer-
ical calculations, and in particular the broad wavelength region
of high transmittance. The slightly lower transmittance values
for the experimental data in comparison to the numerical results
were likely due to the presence of the silica BOX layer in the
fabricated structure, as well as fabrication inaccuracies due to
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Figure 4.7: The transmittance of the four quadrants of the fabricated beam shaper after
LPCVD (i) at 1490 nm and (ii) in the NIR range. The blue dashed line in (i) is the nu-
merically calculated data (same result as Fig. 4.5 (c)) and the grey dashed line indicates the
70% transmittance level as a reference. The white dashed line in (ii) denotes the experimental
operating wavelength of 1490 nm. Figure taken from [43].
proximity effects during the EBL exposure process, which were
not accounted for in the simulations.
4.2.5 Phase Retrieval
In order to optically characterize the wavefront shaping capa-
bilities of the fabricated silicon Huygens’ metadevice, a home-
built Mach-Zehnder interferometer setup was developed as part
of this thesis. The schematic of the setup is shown in Fig. 4.8.
In this setup, a NIR tunable laser with its emission wave-
length adjusted to the experimental operating wavelength of λ =
1490 nm was used as a Gaussian beam light source. Along the
beam path, a linear polarizer (P), followed by a half wave plate
(λ/2), were used to control the angle of polarization. The beam
was then split into an object beam and a reference beam using
a 50:50 beam-splitter (BS). The object beam passed through the
sample while the reference beam path remained empty. The two
beams were then recombined by a second 50:50 beam-splitter. A
piezo stage (PEZ) controlled the position of mirror M2, and thus
the optical path length of the object beam. Meanwhile, mirror
M1 and the path length of the reference beam were fixed, lead-
ing to a controllable interference pattern. A lens of focal length
f = 10 cm was placed 10 cm behind the sample to image the
sample plane onto the infrared InGaAs camera.
By blocking the reference beam, we first obtained the image of
the sample as shown in Fig. 4.9 (a). The outline of each quadrant
was clearly visible. The diagonal fringes were caused by Fabry-
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Figure 4.8: Schematic of the Mach-Zehnder interferometer built for phase retrieval of the
sample plane: A 1490 nm laser is shined through a polarizer (P), half-wave plate (λ/2) and
a beam splitter (BS) before splitting into the reference and object beams. The object beam
is reflected off the piezo (PEZ) controlled mirror (M2) and goes through the sample before
recombining with the reference beam which is reflected off mirror M1 at the second beam
splitter. The recombined beams pass through a converging lens (L) with a focal length of
f = 10 cm before arriving at the imaging camera which records the interference pattern.
Figure taken from [43].
Pérot oscillations between the upper and lower interfaces of the
handle wafer, which were not perfectly parallel due to man-
ual polishing. Remarkably, the sample area appeared to have
the same brightness as the surrounding wafer, which directly
demonstrated the high transmission efficiency of this Huygens’
metadevice.
Next, we imaged the interference pattern obtained by super-
imposing the object beam with the co-propagating reference
beam. Figure 4.9 (b) shows the interference pattern with the
clearly noticeable fringe discontinuities at the borders between
quadrants and at the sample outer border, indicating significant
phase discontinuities at these borders.
To quantify the phase shift of the transmitted light as it passed
through each quadrant on the sample, we employed the four-
frame interferometric measurement technique [87]. In this mea-
surement process, the interference fringes in the interferograms
were aligned vertically to ease the phase unwrapping process at
a later stage. A set of four interferograms Ij(x, y)(j = 1, 2, 3, 4)
was recorded as the phase difference between the object and ref-
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Figure 4.9: (a) Light microscopy image of the Huygens’ metasurface beam shaper sample.
(b) Interferogram at the sample plane. (c) Reconstructed phase of the beam at the sample
surface at 1490 nm wavelength. (d) Average phase shift at each quadrant (red dots) in com-
parison to the numerical calculation for the ideal structure (blue dashed line, same result as
in Fig. 4.5 (d)). Figure taken from [43].
erence beam was set to (j − 1)pi/2 by the control of the piezo
stage (PEZ) in closed loop mode. The prime phase value could
then be reconstructed by using the following relation
φ(x, y) = arctan
(
I4− I2
I1− I3
)
. (4.1)
A baseline adjustment process was required for clear presen-
tation of the data. The prime phase values calculated from the
four interferograms were unwrapped such that the they were no
longer bound between −pi and pi, thus becoming continuous.
The average linear background phase gradient in the vertical di-
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rection was then extracted from a reference area and subtracted
from the unwrapped phase. This process was repeated for the
horizontal direction. After that, the background phase value is
further subtracted from all the phase values such that the back-
ground phase was set to 0 and all other phase shifts became
relative to the background. Finally, the background-referenced
phase was wrapped to 2pi again to obtain phase values between
0 and 2pi.
Figure 4.9 (c) shows the phase of the beam propagating
through the sample with respect to the incident light calculated
using the above method. The four distinct colours indicate an
increment in transmittance phase of approximately pi/2 between
subsequent quadrants in the counterclockwise direction where
the top left quadrant Q4 displays a near-zero phase shift with
respect to the background.
The mean phase values for each quadrant are plotted (red
dots) against the theoretical expectation of our design (blue
dashed line) in Fig. 4.9 (d). One can see that the measured
phase values are in good agreement with our expectation. The
deviations from the exact equidistant spacing of the phase shift
increments arose from fabrication inaccuracies, and in particular
from the imperfect compensation of the proximity effect for dif-
ferent lattice constants which led to slightly different nanodisk
diameters.
4.2.6 Vortex Beam Generation
While the phase at the sample plane clearly indicated a phase
profile that would generate a vortex beam, direct observation
could be made by modifying the interferometer setup slightly.
As shown in Fig. 4.10, a weakly focusing lens (L1, f1 = 15 cm)
was inserted before the first beam splitter to reduce the beam
diameter to less than the sample area of 500 × 500 µm at the
sample plane, minimizing the diffraction and interference caused
by the sample border. The lens L2 was moved by 4 cm from the
previous setup to image the far-field of the transmitted light onto
the camera. While this distance was flexible, 4 cm was chosen to
optimize the image size on the camera, of which the position was
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Figure 4.10: Interferometer setup used for phase retrieval of the vortex beam. In contrast
to the setup used for phase retrieval of the sample plane (Fig. 4.8), the half wave plate is
replaced by a focusing lens (L1) with focal length f1 = 15 cm, and the imaging lens (L2) is
moved by 4 cm away from the sample to image the vortex beam onto the camera. Figure
modified from [43].
fixed by the optics table.
Using a similar phase measurement and retrieval process as
presented in the last section, we could observe the vortex beam
directly. Figure 4.11 (a) shows the intensity profile of the vor-
tex beam when the reference beam of the interferometer was
blocked. While a perfect doughnut shape intensity profile was
not obtained, a pronounced minimum surrounded by a bright
ring could still be observed. This imperfection could be ex-
plained by the slightly off-equidistant phases introduced by the
four quadrants and the rough approximation of the 0− 2pi phase
gradient by using the four-level discretization.
After unblocking the reference beam, an interferogram with
the characteristic fork feature of a vortex beam was observed and
is shown in Fig. 4.11 (b). The reconstructed phase in Fig. 4.11 (c)
displays the continuous vortex phase with the phase singular-
ity in the middle of the beam. The horizontal fringes in the
background next to the laser beam were caused by an artefact of
the baseline adjustment process. We further analysed the recon-
structed phase by looking at the phase values along a centre line
as denoted by the white dashed line in the inset of Fig. 4.11 (d).
The plot in Fig. 4.11 (d) shows clearly a pi phase jump as expected
from a vortex-beam.
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Figure 4.11: (a) Intensity profile (logarithmic scale) of the generated vortex beam showing a
pronounced minimum at its centre. (b) Interferogram showing the characteristic fork struc-
ture of a vortex beam. (c) Reconstructed phase of the object beam imaged at 4 cm beyond
the sample, revealing the gradual phase change in the azimuthal direction of the beam with
a phase singularity at the centre. (d) The phase profile across the centre of the beam denoted
by the white dashed line in the inset. Figure taken from [43].
4.2.7 Polarization Independence
Other than the high efficiency, the benefit of using Huygens’
metasurfaces based on resonant structures is the ability to per-
form wavefront shaping with polarization independence. Since
the overlapping of the electric and magnetic dipolar resonances
in a Huygens’ metasurface results in a 2pi phase shift with high
transmittance, phase tuning using geometric phase is not re-
quired, meaning that polarization dependence is no longer a
trade off for the performance of a metadevice.
Huygens’ metasurfaces can be made polarization sensi-
tive [88] or insensitive depending on the desired functionality of
the device. By choosing nanodisks as meta-atoms, which possess
rotational symmetry, our beam shaper was shown to be polar-
ization insensitive. Using the setup and method described in
Sec. 4.2.5, we measured the phase of each quadrant of our beam
shaper by rotating the half wave plate to adjust the polarization
angle from 0◦ to 90◦. The result in Fig. 4.12 (a) shows that the
phase of each quadrant remained constant. Furthermore, images
of (i) the vortex beam, (ii) the signature fork in the interferogram
and (iii) reconstructed phase for the vortex beam for vertical
(Fig. 4.12 (b)) and horizontal (Fig. 4.12 (c)) polarization were
obtained using the measurement process described in Sec. 4.2.6.
Note that the slightly different beam shapes between Fig. 4.11 (a)
§4.3 Holographic Huygens’ Metasurface 57
250 μm
250 μm
b (i)
250 μm
(ii)
250 μm
(ii)
250 μm
c (i)
250 μm
a
P
ha
se
Polarization Angle (Degrees)
E
E (iii)
(iii)
Figure 4.12: (a) The average phase shift at each quadrant as a function of polarization angle
of the incident beam. Direct comparison of the beam-shaping functionality of the metadevice
for (b) horizontal and (c) vertical polarizations. (i) Images of the object beam showing the
generated vortex beam intensity profile with a minimum at the centre. (ii) Interferograms
showing the the characteristic fork structure of a vortex beam. (iii) Reconstructed phases of
the object beam imaged at 4 cm beyond the sample. Figure taken from [43].
and Fig. 4.12 (b,c) were likely caused by a slight difference in
the relative positions between the sample and the incident beam
due to manual mounting of the sample on different occasions.
4.3 Holographic Huygens’ Metasurface
Holographic metasurfaces can be considered as a type of meta-
surface that is capable of generating complex arbitrary wave-
fronts on demand. On-demand wavefront generation involves
imprinting an inhomogeneous phase profile on incident light,
and thereby realizing holographic images of any design.
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Figure 4.13: A conceptual image of our study where a λ = 1477 nm laser beam passes
through a holographic metasurface to produce a two-dimensional hologram image of the
letters “hν” 12 mm behind the metasurface. Figure taken from [91].
While existing computer-generated-holographic technology
and conventional holography have been the popular choices for
producing arbitrarily designed hologram images, several limita-
tions due to the fundamental construction of these devices have
restricted their efficiencies. For example, efficient computer-
generated-holography relies on diffractive optics that requires
multi-step lithography processes, which could lead to align-
ment and other fabrication errors [89, 90], while conventional
holography suffers from twin image generation. Furthermore,
the diffraction gratings used in these devices also introduce
a strong polarization sensitivity that may not be desirable for
some applications.
4.3.1 Design Concept
Upon the successful demonstration of the beam shaper pre-
sented in Sec. 4.2, which was based on a homogeneous phase
profile in the azimuthal direction, we had developed further our
design to create an efficient polarization-insensitive holographic
Huygens’ metasurface capable of complex wavefront control.
We designed a silicon nanodisk Huygens’ metasurface with
four phase levels that could generate a hologram image of the
letters “hν” 12 mm behind the sample upon a linearly polarized
incident laser beam of 1477 nm. Figure 4.13 shows the conceptual
image of this experiment.
The configuration of the holographic metasurface was based
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Figure 4.14: (a) Schematic of the silicon nanodisk arrays used in the metasurface. All nan-
odisks in the arrays have the same diameter of d = 534 nm and height h = 243 nm with
varying lattice periodicities. (b) The simulated transmittance (red curve) and phase (blue
curve) of silicon nanodisk arrays for a range of lattice periodicities at λ = 1477 nm. Black
dots denote the lattice periodicity values chosen for the four pixels used in the experiment
which cover a 3pi/2 phase range with close-to-unity transmittance. Figure taken from [91].
on the numerical results calculated for the beam shaper for the
same reasons regarding the high transmission efficiency and
wide range of phase coverage. The most relevant information
from Sec. 4.2.2 for this study is again shown in Fig. 4.14. The
metasurface was composed of 28× 28 arrays of identical silicon
nanodisk (h = 243 nm and d = 534 nm) embedded in silica
with four different lattice periodicities a; the schematic of an
array is shown in Fig. 4.14 (a). Similar to the beam shaper, the
height of the nanodisks was restricted by the substrate thickness
used in the experiment and the diameter was chosen to tune the
electric and magnetic dipolar resonances into spectral overlap.
This geometric configuration enabled a 2pi phase shift at the
resonance [42], thereby providing a full range of accessible phase
values.
Each array in the metasurface represented a pixel in the holo-
gram, and the lattice periodicity for a particular array or pixel
determined the phase it would imprint onto the incident light
at that particular spatial position. Specifically, aPx1 = 695 nm,
aPx2 = 815 nm, aPx3 = 855 nm, and aPx4 = 975 nm. These lattice
periodicities caused phase shifts of 3pi/2,pi,pi/2 and 0 respec-
tively for an incident light at 1477 nm, as denoted by the black
dots on the blue curve in Fig. 4.14 (b). The black dots on the red
curve show that the corresponding transmittance of each pixel
type is expected to be all very close to unity.
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Figure 4.15: (a) Source image our hologram image is based on. (b) Calculated phase pattern
based on the source image. (c) Simulated hologram image showing the expected hologram
image. Figure taken from [91].
4.3.2 Numerical Calculation
To obtain the pixel arrangement of the metasurface, we calcu-
lated the phase mask required for our selected source image us-
ing the Gerchberg-Saxton algorithm [92] and the angular spec-
trum method [93]. This calculation used the source image, as
shown in Fig. 4.15 (a), as well as several selected parameters, in-
cluding the resolution of the hologram image, pixel size and the
distance of the hologram image from the phase mask, to com-
pute the phase mask pattern required to reproduce the source
image as a hologram.
We designed our holographic metasurface to have a resolution
of 28× 28 pixels and a pixel size of 17.35× 17.35 µm, producing
an image 12 mm behind the sample. Naturally, given the re-
stricted EBL writefield size of 500× 500 µm, minimizing the pixel
size and increasing the pixel number would allow for a high res-
olution hologram image. However, the minimum physical size
of an array that was required to produce the phase shift desired
had not been tested due to the use of infinite arrays in numerical
calculations for performance prediction. Therefore, minimizing
the pixel size further could lead to failure of the device. Further-
more, the borders between different array types were expected
to introduce inter-particle coupling effects or disturbances that
could impact the quality of the metasurface performance. There-
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fore, the parameters above were carefully chosen to balance all
the factors that could influence the performance quality of the
metasurface.
The computed phase mask is presented in Fig. 4.15 (b) as a
map made up of four colours. Each colour corresponds to the
one of the four phase shifts required to imprint onto the incident
field at the different spatial positions to generate the hologram
image. Red, green, cyan and purple pixels produced 0,pi/2,pi
and 3pi/2 phase shifts respectively, and were translated into ar-
rays of silicon nanodisk of the corresponding lattice periodicities
as described in Sec. 4.3.1 for the experiment.
In the calculation, the reproduced simulated hologram im-
age was computed by propagating a 1477 nm wave through the
phase mask. This image is presented in Fig. 4.15 (c), showing
that imperfections such as speckles and variations in intensity
level were to be expected in the hologram image even by numer-
ical calculations.
4.3.3 Fabrication
Using the standard fabrication method presented in Sec. 2.1, the
hologram metasurface designed as described in the previous sec-
tions was experimentally realized. Figure 4.16 (a) shows the SEM
images of a small section of a typical fabricated sample before
LPCVD. Individual pixels can be seen and the relative lattice pe-
riodicities can also be visually differentiated. Figure 4.16 (b-e)
show magnified views of the structure from each of the four re-
alized pixel types characterized by their lattice periodicities.
4.3.4 Optical Measurement
We optically characterized our fabricated sample using optical
microscopy, transmittance imaging and interferometry. Fig-
ure 4.17 shows all the results. Figure 4.17 (a-c) are numerically
calculated results already presented in Sec. 4.3.2, and are re-
peated here for comparison purposes. Figure 4.17 (d) shows the
true colour microscopy image of the whole sample. Since the
reflectivity of arrays with different lattice periodicities varied ac-
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Figure 4.16: (a) SEM image of a 6× 6 - pixel area of a typical hologram sample. (b)-(e) show
magnified top views from typical individual pixels for the four realized lattice periodicities.
Figure taken from [91].
cordingly, each lattice type had a distinct colour, making it easy
to compare the optical microscopy image with the calculated
phase mask. Here, we can see that our fabricated sample was
well translated from (b) colours on a phase map to (d) silicon
nanodisk arrays of different lattice periodicities.
To observe the hologram image, we shined a linearly polar-
ized 1477 nm laser beam through the sample and imaged the
hologram plane 12 mm behind the sample onto an IR camera
using a similar setup and method described in Sec. 4.2.6 where
we imaged the vortex beam. The only difference in this measure-
ment was the position of the imaging lens L2 in Fig. 4.10, which
was at f + 12 mm instead of f + 4 cm from the sample. The
obtained image is shown in Fig. 4.17 (e). It clearly displays the
letters “hν”, where the bright and dark features, as well as the
size of the letters, agree very well with the calculated hologram
in Fig. 4.17 (c). Similar images could also be observed within
±20 nm of the operating wavelength of 1477 nm.
The phase introduced by the sample was retrieved by record-
ing a set of four interferograms at the sample plane using the
home-built Mach-Zehnder interferometer described in Sec. 4.2.5
and shown in Fig. 4.8. The reconstructed experimental phase is
presented in Fig. 4.17 (f) and showed a close resemblance with
the calculated phase in (b).
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Figure 4.17: (a)-(c) are repeated from Fig. 4.15 for easy comparison to the experimental re-
sults. (a) Source image our hologram image is based on. (b) Calculated phase pattern based
on the source image. (c) Simulated hologram image showing the expected hologram image.
(d) True-colour optical microscopy image of the fabricated holographic metasurface. (e) Ex-
perimental hologram image at 12 mm behind the sample plane with 40% imaging efficiency.
(f) Phase reconstruction at the sample plane. Figure taken from [91].
4.3.5 Efficiency Measurement
Two types of efficiency were measured for this holographic meta-
surface using the IR camera in the experimental setup, namely
transmittance and imaging efficiency.
Transmittance efficiency measured the total intensity of the
light going through the metasurface referenced to the intensity
of the light passing through an etched but unstructured area of
the sample of equal size. The referencing process was used to
eliminate the reflection from the handle wafer, which was not
relevant to the performance of the actual metasurface. Here, we
have measured the transmittance efficiency of the holographic
metasurface to be 82% for both horizontal and vertical polariza-
tions.
While the transmittance efficiency gave us a general idea of
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Figure 4.18: Hologram images generated with (a) horizontally- and (b) vertically-polarized
light are visually identical, confirming the polarization-independence of our holographic
metasurface. The dash lines show the outline of the masks used to calculate the imaging
efficiencies. Figure taken from [91].
how well light was transmitting through the sample, little infor-
mation was obtained about the quality of the hologram image
produced. Therefore, we introduced the imaging efficiency, which
measured the total amount of light forming the predefined holo-
gram pattern, i.e. the letters “hν”, as recorded on the IR camera,
divided by the amount of light passing through the same ref-
erenced area as in the transmittance efficiency case. The area
that was classified as part of the letters “hν” is indicated by the
dashed lines in Fig. 4.18. The imaging efficiency was measured
to be 39% and 40% for horizontal and vertical polarizations, re-
spectively.
Notably, as the intensity distributions of the hologram on the
image plane had a dynamic range exceeding that of the camera
used in our experiments, multiple images were taken at different
intensity levels of the incident laser beam using neutral density
filters. The full dynamic range of the images was then recon-
structed using the accurate intensity values, leading to more ac-
curate efficiency values.
One might doubt if we were at the upper limit for the imaging
efficiency. In fact, and as mentioned in Sec. 4.3.2, the quality of
our hologram image could be further improved by maximizing
the resolution. In this proof-of-principle experiment, the imag-
ing efficiency and resolution of the hologram were limited by
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several factors, including the EBL writefield size, the uncertainty
of the smallest possible pixel size, our choice of source image
resolution, proximity effects during the EBL process and disk-
to-disk interactions at pixel borders. By using a large-scale nu-
merical simulation, some of the mentioned factors can be taken
into account, thus allowing for the generation of optimized phase
masks which produce higher-resolution hologram images.
4.3.6 Polarization Independence
Similar to our beam shaper reported in Sec. 4.2, the holographic
metasurface was also polarization independent. Figure 4.18 (a,b)
show the visually identical hologram images recorded for hori-
zontally and vertically polarized incident light respectively.
4.4 Summary
In this chapter, I have introduced the idea of wavefront control
using Huygens’ metasurfaces. Due to the overlapping of electric
and magnetic resonances in tailored silicon nanodisks, we were
able to mimic the unidirectional scattering nature of Huygens’
sources and achieved experimental transmittance efficiencies of
over 70%, as well as 2pi phase shifts at the resonances.
I have presented two original and novel highly efficient
Huygens’ metadevices composed of arrays of silicon nanodisks
which were capable of wavefront control, namely a Gaussian-to-
vortex beam shaper and a holographic Huygens’ metasurface.
Both of these devices were completely made of silicon-based
dielectric materials, which possess two clear advantages to
plasmonic metasurfaces to-date and also conventional ultra-thin
phase plates, namely the low loss and the simpler fabrication
procedures. Dielectric materials, such as silicon which we used,
are highly transparent in optical frequencies, meaning that we
can reduce the Ohmic loss of the devices based on these ma-
terials and push the transmittance efficiency to close to unity.
Furthermore, our metadevices were fabricated in a one-step
lithography process with only one varying parameter (lattice pe-
riodicity), and are compatible with the existing silicon photonics
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and electronics industry and their fabrication facilities, making
the transition to commercialization much more achievable.
Another key novelty of our devices is their polarization in-
dependence, which has been a puzzling challenge for the meta-
surface research community. By using geometrically symmet-
ric meta-atoms to emulate the radiation behaviour of Huygens’
sources, we were able to eliminate the polarization dependence
present in other wavefront-control or holographic metasurfaces
that are based on the acquisition of a geometric phase, therefore
allowing our devices to be used in any optical system without
preconditioning the incident beam. Notably, by simply choosing
an asymmetric design of the meta-atoms, one can also realize
polarization-sensitive holographic Huygens’ metasurfaces if de-
sired. Specifically for our holographic metasurface, we could
also eliminate the polarization dependence and loss due to twin
images created in conventional grating based holographic de-
vices.
Both of the metadevices presented were highly dispersive due
to their resonating nature. In particular, our holographic meta-
surface had a bandwidth of about 40 nm, which was dependent
on and limited by the resonance width of the dipolar resonances.
While a weakly dispersive metasurface will show a similar op-
tical response for a broad range of frequencies, which is desir-
able for some applications, the highly dispersive behaviour of
our metasurface provides additional degrees of freedom for en-
gineering optical responses. For example, frequency-selective re-
sponses such as colour-dependent holographic images from a
single device can be developed.
While wavefront control using metasurfaces has been largely
based on plasmonic structures and the acquisition of geomet-
ric phase, the success of our metadevices has started to cre-
ate a paradigm shift in wavefront control using metasurfaces,
leading to a rise in the study of low loss all-dielectric metasur-
faces for various functionalities. Our holographic metasurface
can be viewed as a complex version of our beam shaper, there-
fore, by further increasing the number of phase levels and re-
ducing the size of the pixels, the efficiency and complexity of
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similar metadevices can be further enhanced, leading to higher
resolution holograms, with potential applications in holographic
displays, data storage, and security devices based on computer-
generated holography.
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Chapter 5
Sensing with Silicon
Nanostructures
5.1 Introduction
Optical sensors can be broadly classified into imaging and non-
imaging sensors. Non-imaging optical sensors, which are the fo-
cus of this chapter, became a significant field of study in the mid
1980s and have now infiltrated most of the non-imaging sensing
industry for applications in engineering, chemistry, biology and
medicine [94]. For example, there are optical sensors for temper-
ature, pressure, force, radiation, pH, liquid level, refractive index
and chemical species, just to name a few.
Nowadays, nanophotonic or plasmonic scattering effects such
as surface plasmon resonance (SPR) [95, 96], surface-enhanced
Raman scattering (SERS) [97, 98] and localized surface plasmon
resonance (LSPR) [99, 100] are mechanisms commonly used and
studied for chemical and biological optical sensing. Metallic sen-
sors that support SPRs are particularly favourable and have been
incorporated into many commercial sensing systems for applica-
tions in food safety and quality monitoring, medical diagnostics,
and environmental monitoring [96]. By supporting enhanced in-
teractions between the incident electromagnetic waves and the
analytes, SPR sensors possess high field-enhancement and field-
concentration at the metallic surface of the sensors, making them
highly sensitive to the surrounding environment. Additionally,
LSPR based nanoparticle sensors are gaining a lot of attention
in the last two decades for their compactness and simplicity
while providing similar performance quality as the SPR sensors
[99, 101–106]. These sensors are predicted to have applications
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in various biosensing areas, such as label-free molecule [107,108]
and drug detection [109], reaction monitoring [110], and disease
diagnosis [105].
However, there are several fundamental limitations which
restrict the performance of the sensors based on plasmonic
structures/nanostructures. Firstly, the highly conductive and
absorptive nature of metals may induce undesirable local heat-
ing, which can lead to denaturation of analytes and hinder
the development for in vivo sensing [111, 112]. Secondly, the
intrinsic Ohmic loss in metals also poses a limitation to their
resonance linewidth in the optical spectral region, leading to
low quality factors of the resonances. Lastly, metals that are
commonly used as sensors, such as silver and gold, are not
clear of bio-compatibility; silver is in particular proven toxic
to the human body [113, 114], and the toxicity of most gold
nanoparticles is still under examination [115, 116]. Therefore, to
overcome these limitations, a new sensing platform that does
not depend on metallic structures is desirable. As a result,
researchers are now looking into using low-conductivity and
transparent dielectric materials that provide strong resonances
for sensing applications.
5.1.1 Dielectric Nanoparticle Sensors
In contrast to plasmonic nanoparticles, dielectric nanostructures
possess numerous advantages for sensing applications, includ-
ing lower absorption and heating [117], easier functionalization
[118], and apparent non-toxicity [119, 120]. Moreover, by sup-
porting the optically-induced magnetic resonances in addition
to the electric resonances, dielectric nanoparticles can achieve
higher scattering efficiency and allow for more flexible mode en-
gineering than plasmonic nanoparticles [31, 32]. While silicon-
based optical biosensors for lab-on-a-chip or integrated platform
have been widely studied [121], only a few studies have focused
on resonant nanostructures, such as refractive index sensing us-
ing dielectric Fano resonators [122, 123], molecular monolayer
sensing using silicon metasurfaces [124], and biosensing with sil-
icon dimers [44]. It is therefore logical to explore further such a
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promising and intriguing alternative to plasmonic sensors.
In this chapter, I will first present our experimental demon-
stration of refractive index sensing with Fano resonances in sil-
icon oligomers in Sec. 5.2. Then I will present the biosensing
capability of our all-dielectric platform that is based on resonant
silicon nanodisks in Sec. 5.3. At the end, I will summarize the
results in this chapter and discuss the impact of our work.
Similar to Ch. 4, “we” instead of “I” will be used throughout
this chapter regardless of the level of involvement I had with a
particular process. My contribution to each of the study will be
stated at the start of each section.
5.2 Refractive Index Sensing with Fano Resonances in Silicon
Oligomers
Optical refractive index sensors often measure the shift of a res-
onance in response to the change in refractive index, where the
sensitivity of a refractive index sensor is measured in refractive
index unit per nanometre (RIU/nm). Conventionally, plasmonic
nanoparticles supporting LSPRs have been the preferred sensors
for this purpose due to their enhanced electric fields at the sur-
face of the sensors. The enhanced electric fields therefore have
direct contact with the surrounding sensing environment, lead-
ing to high-sensitivity sensors. Dielectric nanoparticles have not
been in favour because the resonances of these particles are usu-
ally concentrated inside the nanoparticles, which is a primary
factor that limits their sensitivity to the surrounding environ-
ment. An important strategy to improve the sensing capability
with all-dielectric nanoparticles is therefore to exploit nanostruc-
tures which support Fano resonances. It has been experimentally
demonstrated that Fano resonances in silicon nanostrutures can
achieve very high quality factor and sensitivity comparable to,
and even better than, many plasmonic nanoparticle sensors [122].
In Sec. 3.3, I have introduced Fano resonances and their pres-
ence in silicon oligomers. As described there in detail, Fano res-
onances are resonances caused by the interference of different
modes, and are manifested by their asymmetric line shape and
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narrow spectral linewidth. Not long ago, Yang et al. [122] demon-
strated refractive index sensing using Fano resonances in silicon
nanostructures with quality factors of up to 500, a figure of merit
of around 100, and a sensitivity of about 300 nm/RIU. These
promising results reinforced the potential of all-dielectric reso-
nant nanostructures for sensing. However, their quality factors
were strongly influenced by their array size due to the Fano reso-
nances being a collective excitation of delocalized lattice modes,
which could pose fabrication difficulties for practical uses.
Here we will exploit the heptamer oligomer structures we
have previously studied in Sec. 3.3 to show that localized Fano
resonances are also capable of refractive index sensing, giving
another option to refractive index sensing using an all-dielelctric
platform.
In this work, the sample was fabricated by Dr. Isabelle Staude
and CINT personnel, and the measurement was performed by
Mr Henry Orton under Dr. Staude’s and my direct supervision.
The rest of the research processes, including numerical simu-
lation, data analysis and compilation, and result interpretation,
were mostly performed by me with the help of other co-authors
in the published journal article [125].
5.2.1 Sensor Design
The sensors studied were made up of arrays of crystalline sili-
con heptamers as shown in Fig. 5.1. The heptamer consisted of
six identical silicon nanodisks with diameters d1 = 460 nm and
heights h = 260 nm, organized in a ring shape form, with an ad-
dition nanodisk of a smaller diameter d2 at the centre of the ring.
In this experiment, we used the heptamer with d2 = 380 nm
and d2 = 400 nm. A schematic of the heptamer structure is
shown in Fig. 5.1 (a). Since the sample is identical to the one
studied in Sec. 3.3, I will omit the fabrication details in this chap-
ter. The SEM images of a typical fabricated sample are shown in
Fig. 5.1 (b).
The heptamer structures have been proven to support Fano
resonances caused by the interference of localized modes at NIR
frequencies, fitting both our expectations of a good refractive-
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Figure 5.1: (a) Schematic of a silicon heptamer. (b) SEM image of a typical fabricated sample.
The inset shows the magnified top and oblique angle views. Note that these structures are
identical to the one presented in Fig. 3.7. Figure taken from [125].
index sensor, i.e. a high quality resonance and low absorption
losses, and hence a reasonable choice for this experiment.
5.2.2 Numerical Calculations
In this experiment, we measured the sensitivity of the Fano res-
onances of interest by covering the bare sample with various re-
fractive index oils (RI = 1.46− 1.64). Therefore, as a first step,
we identified the resonances of interest and their modal nature
by calculating their forward scattering spectra using the finite
element method time domain solver implemented in CST Mi-
crowave Studio.
Based on the structure of samples, a silicon heptamer on a
2 µm thick substrate with RI = 1.45 and an infinitely thick silicon
handle wafer of RI = 3.52 was modelled. The infinite thickness
was achieved by setting the boundary condition to “open” at the
bottom surface of the handle wafer. The boundary conditions
were also set to generate an effective array of silicon heptamers
with a lattice periodicity of 2840 nm, which was identical to the
fabricated samples. The background material covering the hep-
tamers on the top and sides was set to have the refractive index
of the optical oils used. The schematic of the numerical model is
shown in the inset of Fig. 5.2 (a). A plane wave was then used
to excite the structure from the heptamer side. The scattered
light was collected from the substrate side with an area that was
equivalent to the experimental condition of detection through a
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Figure 5.2: Calculated (a) Forward scattering and (b) absorption cross section of silicon hep-
tamers in a homogeneous medium with RI = 1.46. The positions of the two Fano resonances
are marked with blue shading. The red stars in (a) mark the position of the three resonances.
(c-e) Electric field profiles at the position of the three main resonances, respectively. The
amplitude of the incident electric field is unity. Figure taken from [125].
microscope objective with NA = 0.26. To take into account the
slight vertical tapering of the silicon disks, the simulation disk
size was reduced by 50 nm, consistent with our earlier studies
presented in Sec. 3.3 and [71].
The calculated forward scattering shown in Fig. 5.2 (a) reveals
three distinct resonant features of the embedded heptamers. In
this particular calculation, we used 1.46 as the refractive index of
the embedding medium representing the optical oil. The three
resonant features are marked by red stars and observed at spec-
tral positions of 1.12 µm, 1.28 µm and 1.41 µm as forward scatter-
ing maxima. In particular, the resonances at 1.12 µm and 1.41 µm
showing narrower spectral features (of the order of 40 nm) were
Fano resonances caused by the interference of different modes in
the structure. The small oscillations in the scattering spectrum
were due to reflection from the silicon-glass interface, which in-
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terfered with the direct scattering.
The nature or origin of these resonant features was confirmed
through the calculated absorption spectrum shown in Fig. 5.2 (b)
and the electric field mode profiles in Fig. 5.2 (c-e). By iden-
tifying the absorption enhancement in the spectrum, the exact
positions of the resonances could be retrieved. Indeed, all of the
three resonances identified in the forward scattering spectrum
corresponded to a local maximum in the absorption spectrum
respectively. Note that the oscillations in this spectrum were
again due to the reflection from the silicon-glass interface, but
were more pronounced than the forward scattering case due to
the very small values of the spectrum.
The electric field profiles of the three resonances at a horizon-
tal plane through the middle of the silicon heptamer are pre-
sented in Fig. 5.2 (c-e). One can see that the local field was en-
hanced both inside and between the nanodisks. In particular,
the field at 1.12 µm showed a collective mode between the outer
and the central disk, the field at 1.28 µm displayed a mode pre-
dominantly localized in the central disk, and the field at 1.41 µm
showed a delocalized mode.
Additional calculations were performed to clarify the origin of
these resonances by varying the central disk diameter (d2) and ar-
ray periodicity. The calculations showed that certain resonances
shifted more significantly than others when each of the two pa-
rameters was varied. Specifically, the spectral position of the res-
onance at 1.12 µm was affected slightly by changing the central
disk diameter but was effectively unaffected by varying the array
periodicity. Along with the electric field mode profile shown in
Fig. 5.2 (c), we could conclude that this resonance was a result
of the Fano interference between the central and the outer disks,
suggesting that this was a localized Fano resonance, called here
“Fano 1”.
For the resonance at 1.28 µm, its spectral position was affected
strongly by a change in d2, but not as much by the periodicity.
Moreover, the double hump structure of the electric field in the
centre, as shown in Fig. 5.2 (d), could be attributed to the mag-
netic nature of the mode being a doughnut shape in the vertical
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cross section. This suggested that the central scattering peak at
1.28 µm was a mode of the central disk.
Finally, the resonance at 1.41 µm was a result of the Fano in-
terference of the heptamer structure and lattice modes. Its near-
field electric field enhancement was weakest in comparison to
the other two resonances. The additional calculation showed
that this resonance was practically insensitive to the change in
d2, but strongly affected by a change in the lattice periodicity,
suggesting that it is a Fano resonance caused by the interference
of the heptamer structure and a lattice mode. We refer to this
Fano feature as “Fano 2”.
For clear comparison with the experimental spectra presented
later, the positions of these Fano resonances in the forward scat-
tering spectrum had to be clearly defined. We defined previ-
ously the positions of the Fano resonance as the spectral posi-
tions of the peaks of the absorption spectrum (blue shaded area
in Fig. 5.2). Therefore, the corresponding positions in the scat-
tering spectrum were identified as follow: Fano 1 was the mid-
point between the trough and the peak at around 1.1 µm and
Fano 2 corresponded to the peak at around 1.45 µm. Similarly,
the central maxima in the forward scattering spectrum was also
identified as the central resonance position.
We note that both of the Fano 1 and Fano 2 resonances arose
from modes of similar spectral width instead of a broad and a
narrow resonance, or a bright and a dark mode, that are typically
expected [126].
5.2.3 Measurement Procedures
Experimentally, we embedded our heptamers with index-
matching oils with refractive index in the range of RI =
1.46− 1.64, in steps of ∆RI = 0.02, and observed the change in
their transmittance spectra.
The sample was first prepared for the transmittance measure-
ment as depicted by Fig. 5.3. One side of the sample (heptamer-
substrate-handle wafer) was fixed on a glass cover slide, then the
optical oil of interest was dropped on top of the sample to be
sandwiched underneath another glass cover slide. Some remov-
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Figure 5.3: Setup of the sample for the refractive index sensing measurement process. The
sample is fixed on the edge of a glass cover slide. Droplets of index-matching oil are sand-
wiched between the sample and a top cover slide such that all the heptamers are embedded
in the oil. Some removable glue is used as a spacer and holder of the top cover slide.
able glue was placed between the bottom and top glass slide to
avoid the top glass slide from pressing onto and damaging the
sample, or squeezing all of the optical oil out. The transmittance
spectrum of the sample was measured using unpolarized light
using the methods described in Sec. 2.2 after the glue was dried.
After the measurement, the glue was removed and the existing
refractive index oil was cleaned off by dipping the sample in
acetone and isopropanol, followed by pressured air drying. The
whole measurement procedure was then repeated for optical oils
with other refractive indices of interest.
5.2.4 Results
The transmittance spectra of the two samples with d2 = 400 nm
and d2 = 380 nm, embedded in an optical oil with RI = 1.46, are
shown in Fig. 5.4 (a) and (b), respectively. The inset in Fig. 5.4 (a)
shows the schematic of the sample during the measurement pro-
cess. The observed spectral features were similar for both sam-
ples as expected. To understand the features in the experimen-
tal transmittance spectra, we compared them with the numeri-
cally calculated forward scattering and absorption presented in
Fig. 5.2. Here, we compared the experimental transmittance with
the calculated forward scattering instead of the typical choice
of S-parameters since the the unit cell boundary condition set-
ting required for S-parameter calculation was unavailable due to
the complexity of the structures. An effective periodic boundary
condition was used, but only forward scattering could be calcu-
lated. Nonetheless, this comparison was still valid due to the
relationships between forward scattering, extinction cross sec-
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Figure 5.4: Measured transmittance spectra (T) of two heptamer arrays with central particle
diameters (a) d2 = 400 nm and (b) d2 = 380 nm, embedded in an optical oil of refractive index
n = 1.46. The positions of the Fano resonances are marked by stars. The inset in (a) shows a
schematic representation of the layers of the sample through which the light passes. Colour
maps of the transmittance vs. the refractive index of the embedding oils for (c) d2 = 400 nm
and (d) d2 = 380 nm. The two straight lines mark the position of the Fano resonance features.
Figure taken from [125].
tion and transmittance given by Beer-Lambert law and the opti-
cal theorem, which implied that a peak in the forward scattering
corresponded to a trough in transmittance and vice versa.
Based on the positions of the Fano resonances defined in the
forward scattering spectrum described in Sec. 5.2.3, we identified
the mid-point between the peak and trough at around 1.1 µm as
Fano 1, and the trough at 1.41 µm as Fano 2 in the transmittance
spectra, as marked by red stars in Fig. 5.4 (a) and (b). Following
this method, we could track the shifts of the Fano resonances
in response to the change in the refractive index of the embed-
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ding optical oils. Figure 5.4 (c) and (d) show the sensitivity of
the resonance with respect to the refractive index of the embed-
ding environment. The numerically tracked positions of the two
Fano resonances are denoted by the dashed lines in Fig. 5.4 (c,d).
Notably, Fano 1 and the central resonance of the heptamer were
slightly blue shifted for the sample with smaller central disk.
Importantly, linear relationships could be seen for the depen-
dence of the resonance position with respect to the refractive in-
dex of the surrounding oil, which indicated the good applicabil-
ity of the silicon heptamers as refractive index sensors. The cen-
tral dip in transmittance (at ∼ 1.25 µm) red-shifted only weakly
with the increase of the refractive index of the embedding oil,
suggesting that this spectral feature was not suitable for refrac-
tive index sensing. However, one could notice that the minimum
transmittance of this central dip increased with the increase of
the refractive index of the embedding oil. This dependence of
the transmittance vs. the refractive index could in principle be
used as an additional mechanism for sensing, though in an un-
conventional way.
By extracting the spectral positions of the Fano resonances
and plotting them against the refractive index, as presented in
Fig. 5.5, we analysed the sensitivity of the heptamer arrays in
a more robust manner. Each set of data could be fitted with a
straight line with minimum deviations, indicating good linearity
of the sensing response of the heptamers. The sensitivity values
of the spectral positions of the localized Fano 1 were determined
to be 142 nm/RIU and 151 nm/RIU for the d2 = 400 nm and
d2 = 380 nm samples, respectively. Although not spatially lo-
calized, the sensitivity values for the lattice-type Fano 2 were
higher and measured to be 428 nm/RIU and 347 nm/RIU for
the d2 = 400 nm and d2 = 380 nm samples, respectively.
Furthermore, we calculated the figures of merit (FOM) for
Fano 1 and Fano 2 of the two samples to make these results
quantitatively comparable to other studies. These values are
summarized in Table 5.1. The FOMs were calculated as FOM =
Sensitivity/FWHM, where FWHM was the full width at half
maximum of the resonances. Figures of merit provide a mea-
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Figure 5.5: The spectral positions of the two Fano features for (a,c) d2 = 400 nm and (b,d)
d2 = 380 nm vs. the refractive index of the embedding oils. The gradients of the lines of best
fit denote the sensitivity values of the respective samples. Figure taken from [125].
sure of the suitability of a resonance for sensing with spectral
shift since a sharper resonance with a narrower linewidth is more
easily resolved and hence more desirable for sensing [103]. From
the data in Fig. 5.4 (a,b), we estimated the FWHM to be approx-
imately 40 nm for Fano 1 and ∼ 35 nm for Fano 2. We note that
these FWHM numbers were approximations as the resonance
widths changed slightly with the refractive index of the embed-
ding oils, however the FWHM values gave a good indication for
the quality of our heptamer sensors.
Table 5.1: Measured heptamer sensitivity values and figures of merit for the two Fano reso-
nances observed in our samples.
d2 (nm) Fano 1 (nm/RIU) FOM Fano 2 (nm/RIU) FOM
400 142 3.6 428 12.2
380 151 3.8 347 9.9
The experimental results show that our dielectric heptamers
were reasonably sensitive to the refractive index of the surround-
ing environment. However, the sensitivity of the localized Fano
resonances (Fano 1) was lower than that of the lattice-type Fano
resonances presented in [122] as well as our Fano 2, thereby
giving a lower FOM. Nevertheless, the FOMs of 3.6 and 3.8
for Fano 2 were both comparable to or higher than most LSPR
nanoparticle sensors [99].
In fact, even higher quality factors of localized Fano res-
§5.2 Refractive Index Sensing with Fano Resonances in Silicon Oligomers 81
onances can be obtained in dielectric resonators if broken
cylindrical symmetry is employed [124, 127]. However, the opti-
cal response of these structures is very sensitive to the incident
light polarization and the electric fields of these Fano modes
are strongly confined inside the resonators. Therefore, their
sensitivity to changes of the surrounding environment is weak
and not ideal.
Finally, to validate our experimental results, we compared the
experimental sensitivities of the sample with d2 = 380 nm with
our numerical model described in Sec. 5.2.2. The forward scatter-
ing spectra for the numerical equivalent structure (with adjusted
diameter for the disks) embedded in the full range of optical
oils used in the experiment were calculated and are presented
in Fig. 5.6 (a). The results showed a close resemblance to our
experimental observations in terms of the main features. Several
additional but weaker spectral features could also be observed
in the numerical results, which were likely due to the higher-
order diffraction features from the array, as well as the small, but
not negligible Fabry-Pérot etalon effect in the 2 µm silica BOX
layer. Note that these features were not clearly pronounced in
the experiment due to sample imperfections.
By tracing the mid-point between the local minima and lo-
cal maxima for Fano 1 and peaks for Fano 2 in Fig. 5.6 (a),
we obtained a sensitivity value for each of the resonances
through fitting the data with straight lines, as we have done
for Fig. 5.5. Showing in Fig. 5.6 (b,c) are the fitting of the data,
with 86 nm/RIU and 32 nm/RIU being the “sensitivity” values
for the simulated Fano 1 and 2 resonances, respectively. These
values were much lower than the experimental ones, probably
due to the interference caused by the presence of higher-order
diffraction features which affected the accuracy of the feature-
tracking method for sensitivity calculation. The interference
between these features and the Fano resonances resulted in an
apparent shift of the Fano peaks and troughs, leading to a not-
as-well fitted linear regression line which defined our sensitivity
values, as seen by the blue dots in Fig. 5.6 (b, c). Nevertheless,
the qualitative agreement of the main features between the ex-
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Figure 5.6: (a) Simulated forward scattered field corresponding to the experimental heptamer
array with d2 = 380 nm as a function of the refractive index of the surrounding medium. The
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periment and numerics reaffirmed that our experimental results
were reliable.
5.3 Biosensing with Silicon Nanodisk Arrays
Biosensing, the detection of biological analytes, is crucial to
many fields of study and industries, such as the biomedical re-
search, medicine, agricultural and food industries. In particular,
biosensors based on label-free detection which use biological or
chemical receptors to detect biological analytes allow for simpler
assay design than those which rely on label based detection.
Label-free biosensors also reduce damage to the analyte and
complications caused by the use of labels, such as tags and
dyes [107].
In this section, I will present a proof-of-principle biosensing
experiment based on an all-dielectric platform with silicon
nanoresonators where an exceedingly low concentration of
analytes was detected. While biosensing on an all-dielectric
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platform has been demonstrated very recently with the use of
silicon dimers [44], this work relied on the intensity-shift due to
the broadening of the electric mode, instead of the conventional
frequency-shift of the scattering spectra. Additionally, dielectric
material is known to lack strong field enhancement on the struc-
ture surface, leading to insensitivity to biological analytes that
usually occupy only an ultra thin layer of ≤ 5 nm on the surface
of the sensors. Having said that, we have tackled this challenge
by exploiting the optically-induced magnetic resonance in our
nanoresonators to reach a new detection limit close to the highly
desirable level of sub-ng/mL for the analyte in interest.
In this study, the detection limit measurement process was
mainly designed and performed by Mr Nicoló Bontempi, with
involvement from Mr Henry Orton, Dr. Ivano Alessandri and
Dr. Isabelle Staude. My leading contributions include fabrica-
tion, numerical calculations, data analysis and compilation, and
results interpretation. Other co-authors from the article [128]
partially contributed to these processes.
5.3.1 Sensing Experiment Design
To demonstrate efficient biosensing with an all-dielectric plat-
form, we employed arrays of crystalline silicon nanodisks and
a high affinity vitamin-protein complex pair commonly used
in biosensing experiments, namely biotin and streptavidin,
for this experiment. The silicon nanodisk arrays acted as the
sensors while the biotin was part of the silane - polyethylene
glycol (PEG) - biotin linker molecules which acted as the bio-
recognition molecules. Streptavidin was the target molecules we
aimed to detect.
Figure 5.7 shows a conceptual schematic of this experiment.
The linker molecules silane-PEG-biotin, which act as the bio-
recognition molecules are first attached to the sample surface
to create a biotin-coated nanodisk array. Then various concen-
trations of streptavidin, namely from 10−5 M (mol/L) to 10−10 M
in steps of one order of magnitude, are applied to the biotin-
coated sample. Finally, transmission spectroscopy is performed
on the streptavidin-bound sample by illuminating linearly polar-
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Figure 5.7: Schematic of the biosensing measurement process. Linker molecules (blue zig-
zags) are bound to the silicon nanodisk sensor (green block). The target streptavidin com-
pounds (yellow circles) are bound to the other end of the linker molecules. Transmittance
spectroscopy is performed (red arrow) and spectra are collected for spectral shift analysis.
Figure taken from [128].
ized light through the streptavidin side and collecting the trans-
mitted signal on the nanodisk side. The results are then collected
for spectral shift analysis.
5.3.2 Fabrication
Nine silicon nanodisk arrays were fabricated identically on a SOI
wafer with a 220-nm thick top silicon layer with a BOX thickness
of ≈ 2µm using the standard fabrication procedures presented
in Sec. 2.1.
Figure 5.8 (a) shows the SEM image of the top view of a sec-
tion of a typically fabricated array. Figure 5.8 (b) shows the
oblique close up of a single nanodisk on the silicon dioxide
SiO2 substrate. The nanodisk arrays had a lattice periodicity
a = 960 nm and height h = 220 nm. The diameters (d) of the
nanodisks were measured to be 750 ±20 nm between different
arrays due to the slightly varying electron beam voltage during
the EBL process and the resolution limit of the resist used.
5.3.3 Optically-Induced Magnetic Resonance Identification
In this experiment, we exploited the optically-induced magnetic
resonance in the silicon nanodisk arrays for spectral shift sens-
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Figure 5.8: SEM images of (a) the top view of a section of a typical sample of silicon nan-
odisk arrays used in the experiment. (b) The magnified and oblique view of a single silicon
nanodisk on a SiO2 substrate. Figure taken from [128].
ing. This magnetic resonance was observed through the linear-
optical transmittance spectra of the bare silicon nanodisk arrays
measured according to the methods described in Sec. 2.2. The
spectrum of one of the arrays is shown as the blue curve in
Fig. 5.9 (a), where the magnetic resonance of interest is denoted
by the red arrow at 1488 nm. The other eight arrays showed
identical spectra within experimental error.
The validity of our experimental spectra and magnetic nature
of the selected resonance were verified by comparing one experi-
mental spectrum with the spectrum calculated numerically using
CST Microwave Studio. The numercial spectrum is presented as
the orange curve in Fig. 5.9 (a). Good agreement can be observed
between the main features of the two spectra.
We modelled our sample as an infinite array of crystalline sil-
icon nanodisks with h = 220 nm, d = 730 nm and lattice pe-
riodicity a = 960 nm. The height and lattice periodicity were
identical to the physical sample, but the diameter of the disk in
the model was adjusted to take into account the effective optical
size of the structure, which could be affected by the non-straight
side walls of the nanodisks and the formation of the native oxide
layer on the surface of the nanodisks. The dispersion data of the
crystalline silicon were obtained experimentally using ellipsom-
etry (A.1). Furthermore, the silicon nanodisks were placed on a
substrate with RI = 1.45 and a thickness of 1.99 µm and an in-
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Figure 5.9: (a) Transmittance spectra of one of the bare silicon nanodisk array before the ap-
plication of the linkers or streptavidin. The blue curve shows the experimental measurement,
and the orange curve shows the corresponding numerical simulation result. The red arrow
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field. Simulated mode profiles in the xy-plane at h = 110 nm show a clear signature of a mag-
netic dipolar resonance from the (d) magnetic field profile and (e) electric field enhancement
with respect to the incident field. Figure taken from [128].
finitely thick layer with RI = 3.48 which mimicked the SiO2 sub-
strate and the handle wafer in the physical sample. This layout
for our model provided the best fit to our experimental spectrum
in terms of spectral positions of the main features as shown in
Fig. 5.9 (a). Note that the small peaks at around 1450 nm in the
experimental spectrum not observed in the numerical spectrum
were likely due to the excitation of additional (extended) modes,
which did not couple to the incident light under strictly nor-
mal incidence as assumed in the numerical model, but became
accessible for the finite numerical aperture used in the experi-
ment. The resonance at 1488 nm, as denoted by the red arrow,
was selected for spectral shift monitoring for the detection limit
measurement.
Importantly, the magnetic resonance observed in the experi-
mental spectrum had a quality factor Q = fr/∆ f of 25, where fr
is the resonance frequency and ∆ f is the bandwidth or FWHM
of the resonance. While plasmonic structures with highly sen-
sitive Fano resonances typically achieve quality factors of about
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10 due to Ohmic losses [122], our results showed that the low
loss dielectric materials indeed have an advantage for sensing.
In fact, dielectric nanoresonators can be optimized to achieve a
quality factor of as high as 70 [129].
While the numerically calculated spectrum could be used to
validate our experimental result, the calculated mode profiles
shown in Fig. 5.9 (b-e) provide information about the multipolar
character of the mode, confirming the magnetic nature of the se-
lected resonance. The inset in Fig. 5.9 (a) gives the coordination
system of the nanodisk in the mode profile calculations. Fig-
ure 5.9 (b) and (c) show a circulating electric field and an antin-
ode of the magnetic field at the centre of the disk in the yz-plane
respectively. These features are typically seen for the magnetic
dipolar Mie-type mode of a silicon nanodisk [42].
Importantly, the circulating electric field corresponding to the
magnetic dipolar resonance resulted in a minimum in the middle
of the disk and field enhancement at the surface. Since such a
field distribution is not supported by electric modes in dielectric
structures, the use of a magnetic resonance in our sensors had
greatly enhanced the sensing ability of our device at the surface
where the analytes predominately lie. The corresponding field
profiles in the xy-plane at h = 110 nm are shown in Fig. 5.9 (d)
and (e). Figure 5.9 (d) shows a dipolar type vector field for the
magnetic field while Fig. 5.9 (e) demonstrates the electric field
enhancement appropriate to the magnetic field observed.
5.3.4 Detection Limit Measurements
After the identification of the resonance of interest, we could
monitor closely the shift of the magnetic resonance in response
to the application of different concentrations of streptavidin,
namely from 10−5 M (mol/L) to 10−10 M, decreasing in steps of
one order of magnitude. The experiment to test the detection
limit of the silicon nanodisks was conducted with the following
steps for each fabricated array:
(i) Surface functionalization of the silicon nanodisks with the
linker molecules. Details are described in Sec. 5.3.5.
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(ii) Baseline measurement: The transmittance spectrum for the
biotin-coated nanodisks was recorded as a baseline mea-
surement. All measured spectral shifts due to the applied
streptavidin would then be referenced to this base spec-
trum.
(iii) Streptavidin binding: details are described in Sec. 5.3.6.
(iv) Transmittance measurement: The spectrum of the streptavidin-
bound sample was recorded.
(v) Streptavidin removal: The sample was rinsed in water at
60◦C for 5 min [130] to remove all streptavidin analytes to
allow the biotin-coated nanodisk arrays to be re-used for
measurements of other concentrations of streptavidin.
(vi) Baseline measurement recovery: The spectrum of the
streptavidin-removed sample was measured again to en-
sure that the base spectrum was recovered.
Steps ii to vi were repeated for the different concentrations
of streptavidin solutions. The details for the optical character-
ization and the spectra of the sample at different stages of the
experiment are described and presented in Sec. 5.3.7.
5.3.5 Surface Functionaliztion
Surface functionalization is the process where chemical func-
tional groups are introduced to a surface. In this biosensing ex-
periment, we functionalized our sample surface with the linker
molecules such that the biotin functional groups of the link-
ers could act as biorecognition molecules to detect our target
molecules.
Two steps were involved in our surface functionalization pro-
cess, namely surface activation and linker functionalization, as
shown in Step 1 and Step 2 in Fig. 5.10 respectively. Surface
activation was required to allow for easy binding of the linker
molecules to the sample surface, hence allowing for more suc-
cessful linker functionalization.
To perform surface activation, the silicon nanodisk arrays
were placed inside a barrel etcher for an oxygen plasma clean
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Figure 5.10: Steps of streptavidin binding to silicon nanodisks. Step 1: Surface activation by
creating hydroxyl radicals (-OH) on the surface of the sample using oxygen plasma. Step 2:
The linker molecules bind to the sample through the reaction between the silane group from
the linker and the hydroxyl radicals on the surface of the sample, with water produced as
a byproduct. Step 3: Streptavidin is bound to the biotin on the linker molecule using the
binding sites (purple ribbons) [131]. (Drawings not to scale.) Figure taken from [128].
(5 min at 200 W). In doing this, hydroxyl radicals (-OH) were
generated on the surface of the nanodisks due to the presence
of a thin layer of native oxide surrounding the silicon surface
after fabrication, as shown at the bottom of Step 1 in Fig. 5.10.
We note that the -OH radicals were also generated on the SiO2
substrate surface between nanodisks.
For linker functionalization, the silane-PEG-biotin molecules
with an average molecular weight of 2000 g/mol (Da), as men-
tioned earlier, were used as the linking medium between the sil-
icon nanodisks and the streptavidin. The top part of Step 2 in
Fig. 5.10 shows a molecular diagram of the linker. This linker
molecule consisted of three functional groups, namely biotin
(shaded in red), polyethylene glycol (PEG) (shaded in green) and
silane (shaded in yellow). The silane group was needed to bind
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with the silicon surface while the biotin group was used to cap-
ture the analytes. PEG was a polymer with n repeating units
that connected the two functional groups to achieve the average
molecular weight of the full linker molecules.
To bind the linker molecules with the hydroxyl radicals on
the sample surface, the linker molecules were first dissolved in a
10× diluted aqueous solution of phosphate buffered saline (PBS)
at pH 7.2 to form a linker solution of 10−4 M. Upon finishing the
oxygen plasma clean of the sample, the prepared linker solution
was immediately applied to the sample using a standard drop-
casting technique [101] where a 10-µl droplet of the prepared
linker solution was placed onto each array and left to air-dry. In
the mean time, the silane groups of the linker molecules would
react with the -OH radicals of the nanodisks to form strong
bonds, where water became a byproduct as a result of the con-
densation reaction [132]. After the evaporation of the droplet, the
sample was washed in de-ionized water at room temperature to
remove any traces of unbound linkers, followed by blow drying
with compressed nitrogen gas.
5.3.6 Streptavidin Binding
After surface functionalization, streptavidin solution of the de-
sired concentration was applied to the biotin-coated sample such
that the biotin groups of the linker molecules could bind to the
four sites (purple ribbon) of the streptavidin as shown in Step 3
of Fig. 5.10.
The streptavidin solution was prepared by dissolving the
powder form of streptavidin in a 10× diluted aqueous solu-
tion of PBS at pH 7.2. The amount of streptavidin powder
used depended on the concentration of interest (from 10−5 M
to 10−10 M). Ten-µl droplets of streptavidin solution were ap-
plied to the biotin-coated sample by the drop-casting technique
described previously in Sec. 5.3.5. The four binding sites of
streptavidin [133] would then form strong hydrogen bonds to
the biotin of the linker molecules. After the evaporation of the
droplet, the sample was washed with de-ionized water at room
temperature to remove any unreacted streptavidin, and then
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blow-dried by compressed nitrogen gas.
Since the concentration of biotin used was at least one order
of magnitude greater than that of the streptavidin, the amount
of biotin was excessive for the binding process. Additionally, all
streptavidin was expected to bind to a biotin on the surface of the
sample. This is because streptavidin and biotin have high affinity
towards each other due to the complementary shapes of binding
sites and the strong hydrogen bonds formed between the two
compounds at these sites (dissociation constant Kd = 10−14 M)
[134].
5.3.7 Optical Characterization
The spectra of the silicon nanodisk arrays were taken in the mag-
netic resonance identification process as well as during the de-
tection limit measurement process as described in Sec. 5.3.3 and
Sec. 5.3.4 respectively. All of the spectra were measured using the
methods described in Sec. 2.2 where a BOX thickness of 1990 nm
was used for the Fabry-Pérot adjustment process.
Specifically, we measured the linear-optical transmittance
spectra of the nine identical arrays in four cases at various points
of the measurement process, namely the “bare”, “biotin-coated”,
“streptavidin-bound”, and “streptavidin-removed” cases. Two
sets of example spectra for one of the samples taken for these
cases are shown in Fig. 5.11 (a) and (b) for vertical and horizontal
polarization incident light respectively.
In case one (“bare”), the nanodisks had no linker molecules or
streptavidin bound to them. The transmittance spectra of these
bare silicon nanodisks are given as blue curves.
In case two (“biotin-coated”), the arrays were measured
after the functionalization of the linker molecules (Step. ii in
Sec. 5.3.4). The spectra obtained here served as the baseline
for the spectral shift of the streptavidin-bound measurement
and are presented as orange curves in Fig. 5.11. The resonance
dip at around 1488 nm showed just a slight red shift of 5 nm
after the biotin application on the bare nanodisk array for both
polarizations. The grey vertical reference lines were drawn
through the resonance positions of this case for easier visual
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Figure 5.11: Linear-optical transmittance spectra with (a) vertically and (b) horizontally po-
larized light for the bare (blue), biotin-coated (orange) and streptavidin-bound (yellow) nan-
odisk array red shift progressively. After the removal of the streptavidin (purple), the reso-
nance returned to the position prior to the application of streptavidin (the biotin-coated case)
as highlighted by the grey lines. Figure taken from [128].
comparison of the resonance positions in the streptavidin-bound
and streptavidin-removed cases.
In case three (“streptavidin-bound”), the transmittance was
measured after the streptavidin binding process (Step. iv in
Sec. 5.3.4). The yellow curves shown in Fig. 5.11 depict the
spectra for the highest tested concentration case (10−5 M), where
more pronounced shifts of 14 nm and 11 nm were observed for
vertical and horizontal polarization respectively.
In case four (“streptavidin-removed”), the transmittance was
measured again (Step. vi in Sec. 5.3.4) to recover the base-
line spectra after the removal of the streptavidin as described
in Step v in Sec. 5.3.4, and is presented as purple curves in
Fig. 5.11. For both polarizations, even though the shifts were
different for the streptavidin-bound case, both resonances re-
turned to the position within 1 nm of the biotin-coated case,
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Figure 5.12: Summary of the resonance dip positions for vertical polarization (crosses) as pre-
sented in Fig. 5.11 (a) and for the horizontal polarization (circles) as presented in Fig. 5.11 (b).
Significant shifts can be seen after the application of streptavidin. The spectra are also shown
to shift back after the successful removal of streptavidin (grey dashed line), giving the exper-
iment repeatability and reproducibility. Figure modified from [128].
as can be seen by the realignment of resonance dips with the
grey reference lines in Fig. 5.11, indicating the complete removal
of the streptavidin. This also reaffirmed that our streptavidin
removal process was reliable, our experiment is repeatable and
the results are reproducible.
Figure 5.12 summarizes the results in Fig. 5.11. The resonance
positions of the different cases are presented as crosses and cir-
cles of the same colours as the curves used in Fig. 5.11 for ver-
tical and horizontal polarization respectively. The grey dashed
line aligns with the resonance position of the biotin-coated case,
which is within 1 nm of that of the streptavidin-removed case.
This presentation of the data allows us to clearly see that the dip
positions were able to return to the position before the applica-
tion of streptavidin regardless of the polarization of the incident
light, again supporting our claims that the streptavidin could be
removed and the nanodisk arrays could be re-used for measure-
ments with new concentrations of streptavidin.
5.3.8 Polarization Sensitivity
Figure 5.12 reveals a small but clear polarization dependence
in the streptavidin-bound spectra. Due to the symmetry along
the optical axis of the nanodisk, our nanodisk array sensors are
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polarization insensitive [43, 91], evidenced by the identical reso-
nance dip positions for the “bare” and “biotin-coated” cases for
the two polarizations. Therefore, such an optical anisotropy in
the streptavidin-bound case could be attributed to a preferred
binding orientation of the streptavidin, or a photonic nearfield
effect where an asymmetry in the nearfield was only translated
to the farfield upon the coupling with the analytes.
Such a photonic nearfield effect could be introduced by fab-
rication inaccuracies of the nanodisk sample which create slight
differences in the nearfield profiles for orthogonal orientations
of the excitation polarization. This is consistent with a polar-
ization independent response of the bare structure if the respec-
tive modes are accidentally degenerate. However, the binding
of the streptavidin may lift this degeneracy if the overlap of the
streptavidin layer with the excited nearfields differs for different
excitation polarizations, leading to the polarization dependence
observed. Nevertheless, this polarization sensitivity did not af-
fected the performance of our sensors which is presented in the
next section.
5.3.9 Results and Discussion
The transmittance spectra of the same array used for Fig. 5.11
across the full range of streptavidin concentration are presented
in Fig. 5.13 (a) as a 2D colour map. The blue ascending region
signifies the streptavidin-concentration-dependent magnetic res-
onance of interest, indicating that our silicon nanodisk arrays
were capable of biosensing.
By extracting the spectral positions of the magnetic resonance
dip in all arrays in the streptavidin-bound and biotin-coated
cases, the mean and standard deviation of the resonance spectral
shift for each concentration of streptavidin were computed.
The spectral position of the transmission dip for each spectrum
was obtained by retrieving the minimum value of a fitted a
parabolic function of the spectrum ±10 nm around the position
of the dip. The average (mean) spectral shifts with respect to
the corresponding average baseline spectra for all of the nine
arrays measured are presented in Fig. 5.13 (b) for vertical (red
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polarizations are colour-coded correspondingly to demonstrate the expected behaviour of the
sensitivity of the silicon nanodisk arrays. Figure taken from [128].
data) and horizontal polarization (blue data) incident light. The
error bars show the standard deviations of the shifts calculated
using the computed data, taking into account propagation of
error. The results were fitted with a typical dose-response curve
for each polarization with the respective colours using the Hills
equation in the form of Eq. 5.1,
y = B +
A− B
1+
( x
C
)D . (5.1)
Here, A represents the maximum asymptote, B the minimum
asymptote, C the half maximal effective concentration (EC50), D
the Hill coefficient, x the concentration and y the spectral shift
value.
The fitting parameters for the two curves are shown in Ta-
ble 5.2.
Table 5.2: Fitting parameters for the dose-response curves in Fig. 5.13.
Polarization A B C D
Horizontal 11 0 1 ×10−9 0.45
Vertical 13 0 1 ×10−9 0.43
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Our data and the fitted dose-response curves indicated that
the shift of the magnetic resonance increases as the streptavidin
concentration increases. However, the relationship between the
two was not linear; an initial increase of the streptavidin con-
centration from the detection limit led to a rapid increase in
spectral shift, but the rate of increase started to slow down as
it approached the saturation concentration of around 10−5 M, as
suggested by the flatten dose-response curve at high concentra-
tions in Fig. 5.13. The detection limit of our sensors was deter-
mined to be 10−10 M since the shift for the 10−10 M solution was
close to zero but still distinguishable. Moreover, the shifts of the
two lowest concentrations (10−9 M and 10−10 M) were also un-
mistakably distinguishable. Our nanoscale device had therefore
achieved the lowest detection limit for streptavidin, and pushed
the existing detection limit by three orders of magnitude for di-
electric nanosensors [44] and two orders of magnitude for LSPR
sensors of similar functionality under similar experimental con-
ditions [135].
Many factors could lead to this exceedingly low detection
limit (10−10 M), such as the linkers used, the solvent, solution and
sensor material. Therefore, while the low loss and surface electric
field enhancement of our nanodisk sensors were very likely con-
tributing factors, we note that there is not a rigorous method to
compare directly between different experiments and isolate the
effects of different parameters. For example, while Marinakos et
al. [135] also used biotin and streptavidin, their linker molecules
were different to the ones we used and were more appropriate
for their choice of sensor material (gold).
Finally, we demonstrated the specificity of our biosensing ex-
periment by performing a control test using bovine serum albu-
min (BSA), a protein similar to streptavidin (≈ 66.5 kDa) which
does not contain binding sites for biotin. The BSA was pre-
pared identically as the streptavidin where a 10−5 M solution
was formed using a 10× diluted PBS solution at pH 7.2. A simi-
lar “binding” procedure was conducted for the BSA where 10 µl
of the prepared solution was drop-casted onto the biotin-coated
sample, and followed by the removal of all unbound molecules
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Figure 5.14: The spectra of a biotin-coated nanodisk array before (blue) and after (orange) the
application of bovine serum albumin are basically identical for (a) vertical and (b) horizontal
polarization, indicating the specificity of our experiment. Figure taken from [128].
using de-ionized water. Figure 5.14 shows the transmittance
spectra of the biotin-coated sample before (blue curve) and af-
ter (orange curve) the application of BSA in vertical and hori-
zontal polarization. Spectral shifts of 0.1 nm and 1 nm were ob-
served for the magnetic resonance when the sample was excited
by vertical and horizontal polarization incident light respectively.
These shift values could be regarded as no shift within experi-
mental error. Hence, this control experiment had confirmed that
our structures were indeed detecting the analytes bound to the
biotin and that our sensors possessed specificity.
5.4 Summary
In this chapter, I have presented two proof-of-principle sens-
ing experiments that were based on polarization-insensitive all-
dielectric platforms using resonant silicon nanostructures. We
have demonstrated refractive index sensing using Fano type res-
onances in silicon heptamer oligomers, and biosensing using an
optically-induced magnetic resonance in silicon nanodisk arrays.
In Sec. 5.2, we showed that localized Fano resonances with
electric fields being confined within the nanostructures, as well
as lattice type Fano resonances, were sensitive to the refractive
index of the surrounding environment in transmittance spec-
troscopy. We achieved a sensitivity of up to 150 nm/RIU and
428 nm/RIU (FOM value of 3.8 and 12.2) for the case of local-
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ized and lattice-type Fano resonances respectively, which were
comparable to or better than the sensitivity of metallic nanopar-
ticles reported in literature.
In Sec. 5.3, we showed that resonating silicon nanodisk ar-
rays were able to detect very low concentrations of the strep-
tavidin protein. With the easily functionalized silicon dioxide
surface, the biorecognition molecules silane-PEG-biotin could be
attached to the sensors easily while providing specificity and
avoiding the need of labels. The optically-induced magnetic
resonances of these structures systematically shifted as the con-
centration of streptavidin was varied, with a detection limit of
10−10 M and saturation concentration of 10−5 M. The detection
limit achieved was at least two orders of magnitude better than
existing LSPR and dielectric biosensors in similar experimental
conditions.
Both of the experiments presented in this chapter suggest that
all-dielectric nanostructures can serve as a new platform for sens-
ing with benefits not attainable by metallic nanoparticles. The
low loss of dielectric materials allows for higher quality reso-
nances with narrower linewidths and lower heat conductivity.
Higher quality resonances lead to a direct increase of the figure
of merit of a sensor. Also, lower heat conductivity allows for
minimal local heating of biological analyte, thus creating more
flexibility in the design of biosensing assays by allowing for more
robust sensing environments. A dielectric sensing platform also
supports a large range of surface functionalization mechanisms
and thus provides more pathways or mechanisms for detecting
different target biological species than a plasmonic one [136].
Moreover, the different resonances supported by an all-dielectric
platform can be designed to be sensitive to either the environ-
ment between structures for refractive index or other bulk opti-
cal quality sensing, or on the surface of a sensor for biosensing of
thin layers of analytes. Most importantly, silicon structures have
been shown to have good bio-compatibility [137, 138] while that
of the metals commonly used in LSPR sensors, such as silver and
gold, has either shown to be toxic to the human body [113, 114]
or are debatable and under examination [115, 116]. We also note
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that the toxicity of individual types of nanoparticles will need to
be considered and studied carefully in this respect [139]. Based
on these points, silicon nanophotonic sensors can potentially be
used for in vivo measurement or other integrated sensing activ-
ities which require bio-compatibility and robustness with very
high sensitivity. With such a highly unexplored area of dielec-
tric nanoparticle sensing, further improvement of the sensing
platform and optimization of the nanostructures can be fore-
seen to aid pushing the sensitivity limit further and create a new
paradigm of nanoparticle sensing.
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Chapter 6
Conclusion and Outlook
6.1 Conclusion
Optically-induced magnetic responses in nanoparticles have en-
abled the rapid development of metamaterials in the last two
decades. Advances in this area have led to paradigm shifts in
regards to the artificial control of light, and in explaining newly
observed optical effects. In particular, plasmonic metamaterials
based on localized surface plasmon resonances have been stud-
ied intensely, which has resulted in the demonstrations of many
exotic optical effects and functionalities, from negative refractive
index in 3D metamaterials to holography in 2D metasurfaces.
However, the efficiencies of these plasmonic structures are lim-
ited by their intrinsic Ohmic losses, which hindered the observa-
tion of fundamental effects and severely affected the anticipated
commercialization possibility of metamaterials.
Optically-induced magnetic responses in dielectric nanoparti-
cles were demonstrated early this decade after it was theoreti-
cally established by Gustav Mie over a century ago. High-index
dielectric nanoparticles such as silicon nanospheres were demon-
strated to support OIMRs, thereby opening up immense oppor-
tunities for light engineering with dielectric nanoparticles. More
recent discoveries have also shown that the relative spectral po-
sitions of the electric and magnetic resonances supported by sil-
icon nanodisks can be tuned by a change of geometry of the
nanostructures, leading to more intriguing possibilities in light
engineering or light detection of such an abundant yet cleverly-
designed material.
Considering that the study of OIMR in dielectric materials is
still at its infancy, this thesis presented a combination of topics
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related to silicon nanodisk structures supporting these magnetic
resonances from various angles. This thesis first presented the
fundamental concepts and demonstrations of the basic optical
properties of silicon nanodisk structures, as well as the experi-
mental methods for the different studies in this thesis. Then it
focused on the proof-of-principle experiments of two main ap-
plications, including wavefront control using silicon based meta-
surfaces, as well as sensing with nanostructures comprised of
silicon nanodisks.
In Ch. 2, this thesis presented the electron-beam lithography
based fabrication procedures used in this thesis for the various
crystalline silicon nanodisk composite structures, including nan-
odisk arrays and oligomers. The experimental setup and meth-
ods used for measuring and calculating the linear-transmittance
spectra of the structures studied were also presented.
In Ch. 3, this thesis presented the analytical results of the first
few dominant electromagnetic modes of a silicon nanodisk using
a cylindrical cavity model, as well as the experimentally obtained
and numerically supported near-field profiles which revealed the
higher order electric and magnetic quadrupolar modes of silicon
nanodisks. These quadrupolar modes existed as highly localized
hot spots with high field enhancement within the nanoparticles.
Moreover, we experimentally demonstrated Fano resonances in
arrays of silicon oligomers. Contrary to the typical plasmonic
Fano resonances observed which are caused by the interference
of a sharp narrow mode and a broad background mode, the Fano
resonances observed in the silicon oligomers were caused by the
interference of two magnetic eigenmodes of the structures with
similar spectral widths. This finding provided insight into the
resonance nature and field distribution within a single nanodisk
as well as nanoclusters made up of nanodisks, which helped
us understand simple optical responses in silicon nanoparticles.
Our results also suggested that, in addition to the typically used
dipolar modes, higher order modes or interference of modes are
physically observable and can be used for applications requiring
resonances in dielectric nanoparticles with narrow linewidths
and strong field enhancement.
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In Ch. 4, this thesis presented two experimental demonstra-
tions of wavefront control using metasurfaces based on silicon
nanodisk arrays. By using the tuneability of the relative spectral
position of the electric and magnetic dipolar modes of silicon
nanodisk arrays, we fabricated two polarization-independent
Huygens’ metadevices that were able to modify the beam shape
of light with full 2pi transmittance phase coverage, namely a
Gaussian-to-vortex beam shaper and a holographic Huygens’
metasurface. In both experiments, the > 70% transmittance
and 40% imaging efficiency achieved were the highest among
the many other works based on resonant metasurfaces. The
polarization independence of our design allows experiments or
devices to be performed or used without preconditioning the
incident light. However, the option to implement polarization
selectivity remains easily achievable by creating an asymmetry
in the building blocks of the metasurfaces. This method to
achieve polarization selectivity makes dielectric Huygens’ meta-
surfaces significantly preferable over plasmonic metasurfaces
where geometric phase is required to allow for full phase cov-
erage and high efficiency, because polarization dependence is a
requirement rather than an option for plasmonic metadevices.
Moreover, our all-dielectric metadevices can be fabricated with
single-step lithography procedures, and are compatible with
the fabrication system of the modern existing silicon photonics
industry, making a transition to commercialization more prob-
able. We anticipate many potential applications in wavefront
design related technology for Huygens’ metadevices based on
all-dielectric nanoresonators, such as ultra-thin optics, display
technology, computer-generated holography, security and data
storage devices.
In Ch. 5, this thesis presented two sensing experiments which
demonstrated the potential applications of dielectric nanoparti-
cle resonators outside the scope of light engineering and ma-
nipulation. Using the oligomer structures studied in Sec. 3.3 ,
we demonstrated sensing with localized and lattice type Fano
resonances. This study showed that the seemingly fundamental
study of OIMR in dielectric nanoparticles can indeed be trans-
104 Conclusion and Outlook
lated into an applied research. While our demonstration was
only a proof-of-principle experiment, our results showed that
Fano resonances in an all-dielectric platform can be as sensitive
as, or even more sensitive than, some metallic nanoparticles. Sec-
ondly, we have demonstrated a new detection limit of 10−10 M for
biosensing with streptavidin using silicon nanodisk arrays. By
using an optically-induced magnetic resonance, the electric field
enhancement became greater on the surface than inside a dielec-
tric nanoparticle, allowing it to be sensitive to the concentration
of the thin layer of biological analytes on the sensor surface. By
achieving a detection limit that was at least two orders of mag-
nitude better than the existing LSPR sensors and dielectric sen-
sors, we have shown that an all-dielectric sensing platform which
is bio-compatible and robust is feasible for biomedical applica-
tions. Our two demonstrations suggested that resonant silicon
nanostructures supporting OIMRs could provide new possibili-
ties in effective and efficient sensing for chemical, environmental
and biomedical applications.
Overall, this thesis studied the different properties of OIMRs
in silicon nanodisk structures, and provided proof-of-principle
experiments which demonstrate the feasibility of applying these
properties to fields ranging from nanophotonics to biomedicine.
6.2 Outlook
Since the area of OIMR in dielectric nanoparticles has only been
actively studied in the past few years, what was covered in this
thesis is only the tip of an iceberg. Hence, the topics covered in
this thesis can be extended to a few immediate and long term
research directions.
6.2.1 Immediate Directions
Fundamental understanding revealed about the dielectric
nanoparticle systems is still very limited, therefore it will
need to be further explored. For example, the direct experi-
mental observation of the optical response and behaviour of a
single nanodisk will provide insights into light manipulation
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at the nanoscale by single particles. The extinction of single
nanoparticles is extremely hard to measure due to their small
sizes; it would require signal collecting objectives of very high
numerical apertures, as well as high power light sources to pro-
duce enough measurable signals. Moreover, the interpretation of
results requires a numerical calculation which models the inci-
dent light as a tightly focused Gaussian beam. The modelling of
a tightly focused beam is vastly different from that of the typical
plane wave excitation used throughout this thesis as the paraxial
approximation is no longer applicable. New formulations will
need to be derived. When an agreement between the numerical
and experimental results is achieved, further analysis can be
conducted to reveal the physics of single non-spherical silicon
nanoparticles, which can lead to further development of high
numerical aperture meta-lenses [140] and other ultra-thin optics
with strong light focusing ability.
The optical response of all-dielectric nanoparticles with
oblique incidence light is also a fundamental property re-
searchers need to understand better. So far, it is noticed that
silicon nanodisk arrays at oblique incidence exhibit spectra
with diffractive orders. While these are lattice effects that are
well known, limited physically significant effects have been
investigated with rigorously conducted experiments, such as the
influence of the angle of incidence on the resonance position and
polarization dependence of the resonances. Some preliminary
experimental results I have obtained that are not presented here
showed that a change in the angle of incidence was able to tune
the optically-induced electric and magnetic resonances of silicon
nanodisk arrays in and out of the overlapping Huygens’ regime.
These resonances were also shown to be polarization sensitive
with the angle of incidence. Studies in this direction will allow
for further understanding of the modal behaviour of the silicon
nanodisk arrays and their polarization sensitivity. Importantly, it
will also provide valuable fundamental information about such
a dielectric nanoparticle system which will aid future research
activities that involve more complex dielectric nanoparticle
systems.
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In terms of applications, the nanostructures presented in this
thesis were all fabricated using crystalline silicon-on-insulator
wafer, which reduced the efficiency of our devices due to the
handle wafer, and led to a limited NIR working frequency range
due to the band gap of crystalline silicon. A practical way to
eliminate this problem is to fabricate nanostructures of interest
with high quality amorphous silicon on a glass substrate which
shows strong resonant behaviours. The use of a thin glass sub-
strate without a handle wafer will boost the efficiency of the de-
vices, as well as allow for signal collection within close proximity
of the nanostructures, hence enabling experiments that cannot be
done previously, such as the extinction measurement of single
nanodisks mentioned before. Moreover, the band gap of amor-
phous silicon can be as low as 700-800 nm [141, 142], meaning
that loss-free operation in the full NIR spectral region is feasible,
and that the integration of metadevices or silicon nanosensors
onto silicon detectors and cameras can be done optically and
cost efficiently.
Besides the applications discussed in Ch. 4 and 5 in this thesis,
there are other research areas where silicon nanoparticles sup-
porting OIMRs can foster. For example, we have moved from
low definition cathode ray tube televisions to the compact 4K
high definition televisions and monitors in a matter of 15 years.
The digital display industry is moving rapidly and ultra thin
holographic or 3D displays with ultra high resolutions are not
far down on the to do list. While we can in principle achieve
efficient wavefront control for holographic metasurfaces, much
optimization is needed and many functionalities are required for
them to be adequate for a commercial product. One particular
direction that should be studied is the active tuning of meta-
surfaces. With the overlapping resonances in Huygens’ meta-
surfaces, active tuning of metasurfaces using electrical signal in
combination with liquid crystal cells, or even optical signals if
we consider the potential of a photonic chip in the future, will
allow for the control of light emission at different pixels. In fact,
works in the related area have already started [143, 144], so fur-
ther research in this direction will enhance the flexibility in the
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control of intensity, phase and polarization of a photonic system
that are essential for future 3D displays.
6.2.2 Long term directions
In terms of long term directions, we can consider telecommu-
nication multiplexing using dielectric wavefront controllers and
applications in quantum measurement using dielectric metasur-
faces.
The Nobel prize winning optical fibres have accelerated the
development of telecommunication and data transfer in an un-
precedented rate in the last 30 years. Nowadays, most of the
cross-country data transfer media rely on the optical fibres that
lie under the ocean. While researchers are actively improving
the data transfer rate by fabricating new types of optical fibres,
huge incentives are required for all of those underwater optical
fibres to be replaced. This means that the technological advance
and the financial return need to be greater than the cost of the
new fibres and cost to replace the existing fibres. This is un-
doubtedly extremely difficult to achieve. Therefore, to advance
the field of telecommunication, we need to work with the exist-
ing fibres instead of trying to replace them. One way to do that
is to employ multiplexing in standard multimode fibres. With
our wavefront controllable dielectric metasurfaces, it is possible
to create phase plates to be placed at the start of a fibre and intro-
duce two non-interacting optical modes into the fibre. Then on
the receiving end, another demultiplexer phase plate can be used
to obtain the signal. This immediately doubles the data transfer
rate. Of course, there are many technical difficulties to tackle
before it can be in used commercially. However, while multi-
plexing is being extensively studied in the fibre optics research
community, no demonstration has been done which bridges the
metamaterial research area with telecommunication. The bridg-
ing of these two areas could provide new ideas and advances to
the wider world. Therefore, with the fabrication compatibility,
tunability and scalability of our low loss all-dielectric metasur-
faces, the direction of bridging all-dielectric nanophotonics with
telecommunication is definitely worth pursuing.
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While this thesis has no mention of quantum nanophoton-
ics, all-dielectric nanoresonators can be used to enhance the per-
formance of certain quantum measurements. In particular, a
dielectric metasurface can allow for scalable quantum state to-
mography as the number of photons in the quantum state in-
creases. Not only are dielectric metasurfaces capable of over-
coming several weaknesses of the existing measurement meth-
ods using plasmonic metasurfaces, such as the plasmonic losses,
undesirable diffraction and compromise between transmission
and bandwidth, they are also compatible with the existing sil-
icon photonics fabrication industry as I have mentioned previ-
ously. This makes the development of quantum applications
with all-dielectric nanophotonics much more feasible, potentially
enabling scalable characterization of complex quantum devices
with high photon number quantum states, such as quantum
computers and systems used for quantum communication.
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Figure A.1: Experimental dispersion data of crystalline silicon obtained through ellipsometry.
The blue and orange curves show the real and imaginary part respectively. Data credit:
Salvatore Campione.
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