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Abstract
We develop the theory of quantization of spectral curves via the topological recursion.
We formulate a quantization scheme of spectral curves which is not necessarily admissible
in the sense of Bouchard and Eynard. The main result of this paper and the second
part [IKoT] establishes a relation between the Voros coefficients for the quantum curves
and the free energy for spectral curves associated with the confluent family of Gauss
hypergeometric differential equations. We focus on the Weber equation in this article,
and generalize the result for the other members of the confluent family in the second
part. We also find explicit formulas of free energy for those spectral curves in terms of
the Bernoulli numbers.
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1 Introduction
The Voros coefficient for a (1-dimensional) Schro¨dinger-type linear ordinary differential equation
is defined as a contour integral of the logarithmic derivative of WKB solutions. Its importance
in the study of the global behavior of solutions of differential equations has been already rec-
ognized by the earlier work of Voros ([V1]). For example, the Voros coefficient is an important
ingredient for describing the Stokes phenomena and the monodromy group of a Schro¨dinger
equation. Moreover, concrete form of the Voros coefficient enables us to analyze the parametric
Stokes phenomena explicitly. The concrete form of the Voros coefficient is now known for the
Weber equation, the Whittaker equation, the Kummer equation and the Gauss hypergeomet-
ric equation ([SS, T, KoT, ATT, AT, AIT]). The Voros coefficient also plays an essentially
important role in a relationship between the exact WKB analysis and cluster algebras ([IN]).
On the other hand, the topological recursion introduced by B. Eynard and N. Orantin
([EO1]) is a generalization of the loop equations that the correlation functions of the matrix
model satisfy. For a Riemann surface Σ and meromorphic functions x and y on Σ, it produces
an infinite tower of meromorphic differentials Wg,n(z1, . . . , zn) on Σ. A triplet (Σ, x, y) is called
a spectral curve and Wg,n(z1, . . . , zn) is called a correlation function. Moreover, for a spectral
curve, we can define free energies (also called symplectic invariants) Fg. Topological recursion
attracts the interests of both mathematicians and physicists since the quantities produced by its
framework are expected to encode information of various geometric or enumerative invariants.
It is also known that the topological recursion is closely related to integrable systems. For more
details see, e.g., the review paper [EO2].
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A surprising connection between WKB theory and topological recursion was discovered
recently. The quantization scheme connects WKB solutions with the topological recursion
([GS, DM, BE2] etc.). More precisely, it was found that WKB solutions can be constructed
by correlation functions for the spectral curve, which corresponds to the classical limit of the
differential equation, when the spectral curve satisfies the “admissibility condition” in the sense
of [BE2, Definition 2.7].
Then the following question naturally arises:
What quantity corresponds to the Voros coefficient in the topological recursion ?
In this paper and the second paper [IKoT], we answer this question for the confluent family of
the Gauss hypergeometric differential equations. That is, we show that the Voros coefficients
are expressed as the difference values of the free energy of the spectral curve obtained as the
classical limit of the family of hypergeometric equations. This is our first main result.
As a model example, in this first paper we will consider the Weber equation
(1.1)
{
~
2 d
2
dx2
−
(
x2
4
− λ+ ~ν
2
)}
ψ = 0
and the corresponding spectral curve
(1.2) y2 −
(
x2
4
− λ
)
= 0
obtained as the classical limit of (1.1). Here λ is a non-zero parameter constant which is related
to the formal monodromy of (1.1) around x = ∞. The Weber equation (1.1) is the quantum
curve of the Weber curve (1.2), as is shown in [BE2] (see also Theorem 3.5).
Let V (λ, ν; ~) =
∑∞
m=1 ~
mVm(λ, ν) be the Voros coefficient of (1.1) (see §2.2 and §4.2 for
precise definition), and F (λ; ~) =
∑∞
g=0 ~
2g−2Fg(λ) be the free energy of the Weber curve (see
§2.4 for precise definition). Then, one of our main result is formulated as follows:
Theorem 1.1 (cf. Theorem 4.4). The Voros coefficient of the Weber equation (1.1) and the
free energy of the Weber curve (1.2) are related as follows:
(1.3) V (λ, ν; ~) = F
(
λ− ~ν
2
+
~
2
; ~
)
− F
(
λ− ~ν
2
− ~
2
; ~
)
− 1
~
∂F0
∂λ
(λ) +
ν
2
∂2F0
∂λ2
(λ).
The above formula establishes a relation between the Voros coefficient and the free energy.
We will generalize the result for the confluent family of the hypergeometric differential equations
and associated spectral curves in [IKoT].
To obtain the above result and the main results of [IKoT], we also study quantizations
without assuming the “admissibility condition” of [BE2] in the case when the degree of a
polynomial P (x, y) with respect to y is two. This is done in Theorem 3.5, which is a partial
extension of that of [BE2]. We need this generalization because the spectral curve (1.5) arising
from the Gauss hypergeometric differential equation (which will be discussed in [IKoT] in detail)
is not admissible.
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As applications of the main results, we get three-term difference equations which the free
energy satisfies (Theorem 4.7). By solving them, we obtain concrete forms of the free energy
and the Voros coefficient as well (Theorem 4.9 and Theorem 4.10). For example, the explicit
form of the g-th free energy Fg of the Weber curve (1.2) is given by
(1.4) Fg =
B2g
2g(2g − 2)
1
λ2g−2
(g ≥ 2),
which recovers the known result by Harer-Zagier [HZ] on the computation of the Euler char-
acteristic of the moduli space of Riemann surfaces with genus g. Throughout the paper, Bm is
the m-th Bernoulli number (see (4.49) for the definition).
Our method works perfectly for spectral curves arising from the confluent family of Gauss
hypergeometric equations. For example, the spectral curve
(1.5) y2 − λ∞
2x2 − (λ∞2 + λ02 − λ12)x+ λ02
x2(1− x)2 = 0
of the Gauss hypergeometric equation gives
FGaussg =
B2g
2g(2g − 2)
{
1
(λ0 + λ1 + λ∞)2g−2
+
1
(λ0 − λ1 + λ∞)2g−2
(1.6)
+
1
(λ0 + λ1 − λ∞)2g−2 +
1
(λ0 − λ1 − λ∞)2g−2 −
1
(2λ0)2g−2
− 1
(2λ1)2g−2
− 1
(2λ∞)2g−2
}
as the g-th free energy for g ≥ 2 (for generic λ0, λ1, λ∞). The free energies of other examples
which will be considered in [IKoT] are also expressed in terms of the Bernoulli numbers. Con-
sequently, the Voros coefficients of the quantum curves are written in terms of the Bernoulli
polynomials, and these formulas recover the results in [SS, T, KoT, ATT, AT, AIT]. We will
show these results in our second paper [IKoT], based on the results (mainly Theorem 3.5 on
the quantization of the spectral curve given in §3) of this paper.
The paper is organized as follows: In §2 we recall some fundamental facts about the exact
WKB analysis and Eynard-Orantin’s topological recursion. In §3 we study quantization of
the spectral curve. Our main result in this section is Theorem 3.5, which gives quantizations
without assuming the admissibility condition in the case when the spectral curve is described
as a polynomial equation P (x, y) = 0 which is degree 2 in y. In §4 we state our main theorem
for the Weber equation and the Weber curve. Moreover, as an application of the results we
give concrete forms of the free energy and the Voros coefficient.
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2 Voros coefficients and topolotical recursion
In this section we briefly recall some basics about the exact WKB analysis, and Eynard-
Orantin’s theory. See [KT] and [EO1] (or [EO2]) respectively for the details of them.
2.1 WKB solution
The differential equation which we will discuss in this paper is the second order ordinary
differential equation with a small parameter ~ 6= 0 of the form
(2.1)
{
~
2 d
2
dx2
+ q(x, ~)~
d
dx
+ r(x, ~)
}
ψ = 0,
where x ∈ C, and
(2.2) q(x, ~) = q0(x) + ~q1(x), r(x, ~) = r0(x) + ~r1(x) + ~
2r2(x),
with rational functions qj(x) and rj(x) (j = 0, 1, 2). We consider (2.1) as a differential equations
on the Riemann sphere P1 with regular or irregular singular points. A WKB type solution of
(2.1) is a (formal) solution of (2.1) of the form
(2.3) ψ(x, ~) = exp
[
1
~
f−1(x) + f0(x) + ~f1(x) + · · ·
]
.
A typical way of constructing WKB type solutions is the following: The logarithmic derivative
S(x, ~) of solutions of (2.1) satisfies the Riccati equation
(2.4) ~2
(
d
dx
S(x, ~) + S(x, ~)2
)
+ ~q(x, ~)S(x, ~) + r(x, ~) = 0.
Eq. (2.4) admits a solution of the form
(2.5) S(x, ~) := ~−1S−1(x) + S0(x) + ~S1(x) + · · · =
∞∑
m=−1
~
mSm(x).
In fact, by substituting (2.5) into (2.4), and equating the both-sides like powers with respect
to ~, we obtain
S2−1 + q0(x)S−1 + r0(x) = 0,(2.6) (
2S−1 + q0(x)
)
S0 + q1(x)S−1 + r1(x) +
dS−1
dx
= 0,(2.7) (
2S−1 + q0(x)
)
S1 + S
2
0 + q1(x)S0 + r2(x) +
dS0
dx
= 0,(2.8)
and
(2.9)
(
2S−1 + q0(x)
)
Sm+1 +
m∑
j=0
Sm−jSj + q1(x)Sm +
dSm
dx
= 0 (m ≥ 1).
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Eq. (2.6) has two solutions, and once we fix one of them, we can determine Sm for m ≥ 0
uniquely and recursively by (2.7) – (2.9). Thus we obtain two WKB type solutions of the form
(2.10) ψ(x, ~) := exp
(∫ x
S(x, ~)dx
)
.
Here the integral of S(x, ~) is defined as the term-wise integral.
Let Disc(x) be the discriminant of (2.6), i.e.,
(2.11) Disc(x) :=
{
q0(x)
}2 − 4r0(x) = {y+(x)− y−(x)}2.
Here y±(x) are two solutions of y
2+ q0(x)y+ r0(x) = 0. A point a ∈ C is called a turning point
of (2.1) if it satisfies Disc(a) = 0. If it is a simple zero, we say it is a simple turning point.
A simple pole a ∈ C of Disc(x) is called a simple-pole type turning point (cf. [Ko2]). We also
call ∞ ∈ P1 is a turning point (resp., simple-pole type turning point) if X = 0 is a zero (resp.,
simple-pole) of Disc(1/X)/X4 (i.e. if X = 0 is a turning point (resp., simple-pole type turning
point) of the differential equation obtained by the coordinate change X = 1/x from (2.1)).
Together with the turning points, Stokes curves, which is defined by
(2.12) Im
∫ x
a
√
Disc(x)dx = 0,
where a is a turning point or a simple-pole type turning point, play a central role in the exact
WKB analysis. They are used to describe the region where Borel summability of WKB type
solutions holds, and to give a connection formulas among the Borel sum of WKB type solutions
(see [KT, Section 2]). Although we do not discuss any such analytic properties of WKB type
solutions in this paper, turning points and Stokes curves are still useful to visualize a path of
integration to define Voros coefficients. We will show an example of Stokes curves in §4.
It is more convenient for the exact WKB analysis if the second order linear differential
equation in question is represented in the so-called SL-form, i.e., the second order linear dif-
ferential equation with no first order term is more convenient (the word “SL” comes from the
fact that the monodromy matrices of the equation of SL-form belong to SL(2,C)). A gauge
transformation
(2.13) ϕ := exp
(
1
2
∫ x
q(x, ~)dx
)
ψ
of the unknown function ψ makes (2.1) into the SL-form:
(2.14)
{
~
2 d
2
dx2
−Q(x, ~)
}
ϕ = 0,
where
Q(x, ~) :=
1
4
q(x, ~)2 − r(x, ~) + 1
2
~
∂
∂x
q(x, ~)
(2.15)
=
1
4
q0(x)
2 − r0(x) + ~
2
(
q0(x)q1(x)− 2r1(x) + dq0
dx
)
+
~2
4
(
q1(x)
2 + 2
dq1
dx
− 4r2(x)
)
.
Note that the leading term of the potential Q(x, ~) is Disc(x)/4.
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2.2 Voros coefficient
A Voros coefficient is defined as a properly regularized integral of S(x, ~) along a path connecting
singular points of (2.1). Here, by a singular point of (2.1) we mean a pole of Disc(x) of order
greater than or equal to two. It depends, however, on the situation we consider how we
regularize such an integral. Fortunately, all of the examples discussed in §4 and [IKoT] have
the property that Sm(x) withm ≥ 1 is integrable at any singular point of (2.1). In this situation
we can define Voros coefficients by
(2.16) Vγb1,b2 (~) :=
∫
γb1,b2
(
S(x, ~)− ~−1S−1(x)− S0(x)
)
dx =
∞∑
m=1
~
m
∫
γb1,b2
Sm(x)dx,
where γb1,b2 is a path from a singular point b1 to a singular point b2. Note that Voros coefficients
only depend on the class [γb1,b2] of paths in the relative homology group
H1
(
P
1 \ {Turning points}, {Singular points};Z).
Such an integration contour (or a relative homology class) can be understood as a lift of path
on x-plane onto the Riemann surface of S−1(x) (i.e., two sheeted covering of x-plane) after
drawing branch cuts and distinguishing the first and second sheets of the Riemann surface. In
§4 we will show an example of such contours, and compute the associated Voros coefficient.
Our main example in this paper is the Weber equation (1.1), and other members of a confluent
family of the Gauss hypergeometric equation will be investigated in the second part [IKoT].
2.3 Eynard-Orantin’s topological recursion
A starting point of Eynard-Orantin’s theory ([EO1]) is a spectral curve. Because we will not
discuss the general case in this paper, we restrict ourselves to the case when a spectral curve is
of genus 0 (see [EO1] for the general definition; see also Remark 2.4 (ii) below).
Definition 2.1. A spectral curve (of genus 0) is a pair (x(z), y(z)) of non-constant rational
functions on P1, such that their exterior differentials dx and dy never vanish simultaneously.
Let R be the set of ramification points of x(z), i.e., R consists of zeros of dx(z) of any
order and poles of x(z) whose orders are greater than or equal to two (here we consider x as a
branched covering map from P1 to itself). We further assume that
(A1) A function field C(x(z), y(z)) coincides with C(z).
(A2) If r is a ramification point which is a pole of x(z), and if Y (z) = −x(z)2y(z) is holomorphic
near r, then dY (r) 6= 0.
(A3) All of the ramification points of x(z) are simple, i.e., the ramification index of each
ramification point is two.
(A4) We assume branch points are all distinct, where a branch point is defined as the image
of a ramification point by x(z).
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Because of the assumption (A1), we can find an irreducible polynomial P (x, y) ∈ C[x, y] for
which P (x(z), y(z)) = 0 holds for any z. Hence (x(z), y(z)) becomes a regular meromorphic
parametrization in the sense of [SWP, §4] of the plane curve C := {(x, y) ∈ C | P (x, y) = 0}.
We also call this curve C a spectral curve if there is no fear of confusions.
In the assumption (A2), note that the transformation (x, y) 7→ (X, Y ) := (1/x,−x2y)
satisfies ydx = Y dX (hence it is symplectic), and that r is a ramification point of X(z). This
assumption ensures that Eynard-Orantin’s correlation function Wg,n(z1, z2, · · · , zn) becomes
symmetric in their variables. (See Theorem 2.5 below.) In this assumption we also allow the
case when y(z) has a pole at a ramification point.
The assumption (A3) is equivalent to saying that any zero of dx(z) is simple, and that
the order of any pole of x(z) is less than or equal to two. From this assumption, for each
r ∈ R, there exists a neighborhood U of r such that x−1(x(z)) ∩ U consists of only two points
for z ∈ U \ {r}. Let x−1(x(z)) ∩ U = {z, z}. Then, we define a map · : U \ {r} → P1,
called a conjugate map, by z 7→ z. This conjugate map is characterized by the following three
conditions:
(2.17) (a) z 6= z if z 6= r, (b) x(z) = x(z), (c) lim
z→r
z = z.
The conjugate map can be extended to U as a holomorphic map: if r ∈ C is a zero of dx(z),
and x(z) = x0 + x2(z − r)2 + x3(z − r)3 + · · · with a nonzero x2, then
(2.18) z = r − (z − r)− x3
x2
(z − r)2 + · · ·
near r. If r ∈ C is a pole of x(z), and x(z) = (z − r)−2{x0 + x1(z − r) + · · ·} with a nonzero
x0, then
(2.19) z = r − (z − r) + x1
x0
(z − r)2 + · · · .
The assumption (A4) will be imposed for variational formulas of [EO1, §5]; see also §2.5.
Remark 2.2. The conjugate map is only defined near a ramification point. In the subsequent
sections of this paper, however, we only study the case when the degree of P (x, y) with respect
to y is two (cf. (AQ1) in §3.1). In this case the degree of x(z) as a rational function is two, or,
in other words, x : P1 → P1 is a 2-sheeted branched covering, and the conjugate map becomes
a globally defined rational map from P1 to itself.
Definition 2.3 ([EO1, Definition 4.2]). Eynard-Orantin’s correlation functionWg,n(z1, · · · , zn)
for g ≥ 0 and n ≥ 1 is defined as a multidifferential1 on (P1)n using the recurrence relation
(called Eynard-Orantin’s topological recursion)
Wg,n+1(z0, z1, · · · , zn) :=
∑
r∈R
Res
z=r
Kr(z0, z)
[
Wg−1,n+2(z, z, z1, · · · , zn)(2.20)
+
′∑
g1+g2=g
I1⊔I2={1,2,··· ,n}
Wg1,|I1|+1(z, zI1)Wg2,|I2|+1(z, zI2)
]
1We borrow this terminology from [DN]. We summarize in §A our notations on multidifferentials.
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for 2g + n ≥ 2 with initial conditions
W0,1(z0) := y(z0)dx(z0), W0,2(z0, z1) = B(z0, z1) :=
dz0dz1
(z0 − z1)2 .(2.21)
Here we set Wg,n ≡ 0 for a negative g,
(2.22) Kr(z0, z) :=
1
2
(
y(z)− y(z))dx(z)
∫ ζ=z
ζ=z
B(z0, ζ)
is a recursion kernel defined near a ramification point r ∈ R, ⊔ denotes the disjoint union,
and the prime ′ on the summation symbol in (2.20) means that we exclude terms for (g1, I1) =
(0, ∅) and (g2, I2) = (0, ∅) (so that W0,1 does not appear) in the sum. We have also used
the multi-index notation: for I = {i1, · · · , im} ⊂ {1, 2, · · · , n} with i1 < i2 < · · · < im,
zI := (zi1 , · · · , zim).
Some remarks are necessary here:
Remark 2.4. (i) Eq. (2.20) becomes a recurrence relation with respect to 2g + n.
(ii) In general setting formulated by [EO1], a spectral curve is defined as a triplet (Σ, x, y) of
compact Riemann surface Σ together with its Torelli marking, and meromorphic functions
x, y on Σ. When Σ has genus ≥ 1, B(z0, z1) is replaced by the fundamental bilinear
differential (also called the Bergman kernel in the literature) of the second kind with
respect to the Torelli marking.
(iii) Eynard and Orantin defined R as a set of zeros of dx(z) in [EO1], and they call an element
of R a branch point. As far as we know, it is [BE2] which pointed out that poles of x(z) of
order two or more also play the same role as zeros of dx(z) in the topological recursion. In
this paper we use this modified version. See also [BHLMR, BE1], where higher multiple
zero of dx(z) is studied.
Theorem 2.5. Under the assumptions (A1) – (A3), we obtain
(i) Wg,n(z1, · · · , zn) is a symmetric meromorphic multidifferential.
(ii) Only singular points of Wg,n(z1, · · · , zn) for 2g + n > 2 (i.e., (g, n) 6= (0, 1), (0, 2)) with
respect to each variable are ramification points. They are poles with no residue.
If we further assume that the degree of x(z) is two, then
(iii) The following relation holds for 2g + n ≥ 2:
(2.23) Wg,n(z1, · · · , zn) +Wg,n(z1, · · · , zn) = δg,0δn,2 dx(z1)dx(z2)
(x(z1)− x(z2))2 .
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See [EO1, Theorem 4.6], [EO1, Theorem 4.2] and [EO1, Theorem4.4] respectively for the
proof. (Although the original paper [EO1] does not include higher order poles of x(z) to the
set of ramification points, the proof can be given in the same way.)
It turns out that, ramification points given as higher order poles of x(z) sometimes do
not contribute to the topological recursion; namely, the correlation functions Wg,n(z1, . . . , zn)
may be holomorphic at such ramification points for each variable zi (i = 1, . . . , n) except for
(g, n) = (0, 1), and the residue at those points in (2.20) may become zero. This happens for
examples which will be considered in the second paper [IKoT]. Therefore we introduce the
following notion.
Definition 2.6. A ramification point r is said to be ineffective if the correlation functions
Wg,n(z1, . . . , zn) for (g, n) 6= (0, 1) are holomorphic at zi = r for each i = 1, . . . , n. A ramification
point which is not ineffective is called effective. The set of effective ramification points is denoted
by R∗ (⊂ R).
The following properties of ineffective ramification points are important in this paper.
Proposition 2.7. Under the assumptions (A1) – (A3), we obtain the following:
(i) Let r be a ramification point. Then, r is an ineffective ramification point if and only if
(y(z)− y(z))dx(z) has a pole at r.
(ii) If r ∈ R is an ineffective ramification point, then the residue at r in (2.20) is zero.
The proof will be given in §B (cf. Propositions B.1 and B.4). The property (i) above implies
that an ineffective ramification point often appears as a double pole of x(z).
These properties (Theorem 2.5 and Proposition 2.7) of the correlation functions are funda-
mental, and we often use them without any reference.
Remark 2.8 (cf. [BE1], [BE2, Remark 3.10]). Correlation functions also satisfy (2.20), where
Kr(z0, z) is now replaced by
(2.24) KD,r(z0, z) :=
1(
y(z)− y(z))dx(z)
∫
ζ∈D(z)
B(z0, ζ)
with any divisor D(z) = [z]−∑mj=1 νj [βj ] with βj ∈ P1 \R∗ and νj ∈ C satisfying∑mj=1 νj = 1.
(See §A for the definition of the integral with a divisor.)
2.4 Free energy through the topological recursion
The g-th free energy Fg (g ≥ 0) is a complex number defined for the spectral curve, and one of
the most important objects in Eynard-Orantin’s theory. It is also called a symplectic invariant
since it is “almost” invariant under symplectic transformations of spectral curves (see [EO3]
for the details).
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Definition 2.9 ([EO1, Definition 4.3]). For g ≥ 2, the g-th free energy Fg is defined by
(2.25) Fg :=
1
2− 2g
∑
r∈R
Res
z=r
[
Φ(z)Wg,1(z)
]
(g ≥ 2),
where Φ(z) is a primitive of y(z)dx(z). The free energies F0 and F1 for g = 0 and 1 are also
defined, but in a different manner (see [EO1, §4.2.2 and §4.2.3] for the definition).
Note that the right-hand side of (2.25) does not depend on the choice of the primitive
because Wg,1 has no residue at each ramification point (see Theorem 2.5 (ii)).
In applications (and in our article), the generating series
(2.26) F :=
∞∑
g=0
~
2g−2Fg
of Fg’s is crucially important. We also call the generating series (2.26) the free energy of the
spectral curve.
2.5 Variational formulas for the correlation functions
In §4 and [IKoT] we will consider a family of spectral curves parametrized by complex pa-
rameters. For our purpose, we briefly recall the variational formulas obtained by [EO1, §5]
which describe the differentiation of the correlation functions Wg,n and the free energies Fg
with respect to the parameters.
Suppose that we have given a family (xε(z), yε(z)) of spectral curves parametrized by a
complex parameter ε which lies on a certain domain U ⊂ C such that
• xε(z), yε(z) depend holomorphically on ε ∈ U .
• xε(z), yε(z) satisfy the assumptions (A1) – (A4) for any ε ∈ U .
• The cardinality of the set Rε of ramification points of xε(z) is constant on ε ∈ U (i.e.
ramification points of xε(z) are distinct for any ε ∈ U).
Then, the correlation functions Wg,n(z1, . . . , zn; ε) and the g-th free energy Fg(ε) defined from
the spectral curve (xε(z), yε(z)) are holomorphic in ε ∈ U as long as zi /∈ Rε for any i = 1, . . . , n.
In order to formulate a variational formula for correlation functions, we need to introduce
the notion of “differentiation with fixed x”. For a meromorphic differential ω(z; ε) on P1, which
depends on ε holomorphically, define
(2.27) δε ω(z; ε) :=
(
∂
∂ε
ω(zε(x); ε)
)∣∣∣∣
x=xε(z)
(z /∈ Rε),
where zε(x) is (any branch of) the inverse function of x = xε(z) which is defined away from
branchpoints (i.e. points in xε(Rε)). In [EO1] the notation δΩ ω(z; ε)
∣∣
x(z)
is used for δεω(z; ε)
defined above. Such differentiation δε can be generalized to multidifferentials in an obvious
way. Then, under these assumptions, the variational formula is formulated as follows.
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Theorem 2.10 ([EO1, Theorem 5.1]). In addition to the above conditions, for any ε ∈ U , we
further assume that
• If rε ∈ Rε is a zero of dxε(z), then the functions ∂xε/∂ε and ∂yε/∂ε are holomorphic (as
functions of z) at rε, and dyε(z) does not vanish (as a differential of z) at rε.
• If rε ∈ Rε is a pole of xε(z) with an order greater than or equal to two, then
Ωε(z)B(z1, z)B(z2, z)
dyε(z)dxε(z)
is holomorphic (as a differential in z) at r(ε), where
(2.28) Ωε(z) :=
∂yε
∂ε
(z) dx(z)− ∂xε
∂ε
(z) dy(z).
• There exist a path γ in P1 passing through no ramification point and a function Λε(z)
holomorphic in a neighborhood of γ for which the following holds.
(2.29) Ωε(z) =
∫
ζ∈γ
Λε(ζ)B(z, ζ).
Then, Wg,n(z1, . . . , zn; ε) and Fg(ε) defined from the spectral curve (xε(z), yε(z)) satisfy the
following relations:
(i) For 2g + n ≥ 2,
(2.30) δεWg,n(z1, · · · , zn; ε) =
∫
ζ∈γ
Λε(ζ)Wg,n+1(z1, · · · , zn, ζ ; ε)
holds on ε ∈ U as long as each of z1, · · · , zn satisfies zi /∈ Rε.
(ii) For g ≥ 1,
(2.31)
∂Fg
∂ε
(ε) =
∫
γ
Λε(z)Wg,1(z; ε)
holds on ε ∈ U .
See [EO1, §5.1] (based on the Rauch’s variation formula; see [KK1] for example) for the
proof. We note that, since we modify the definition of the topological recursion by adding
higher order poles of x(z) as ramification point, we also need to require the second condition
in the above claim.
In examples discussed in §4 and [IKoT], we will use the variational formula in a situation
that Λε(z) = Λ is a constant function (which is also independent of the parameter ε). In that
case, applying the above formulas iteratively, we have
(2.32)
∂nFg
∂εn
(ε) = Λn
∫
ζ1∈γ
· · ·
∫
ζn∈γ
Wg,n(ζ1, · · · , ζn; ε).
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3 Quantization of spectral curves
3.1 The WKB-type formal series from the topological recursion
With correlation functionsWg,n(z1, · · · , zn) of a spectral curve (x(z), y(z)) we associate a formal
series defined by
ϕ(z; ν, ~) := exp
[
1
~
∫
ζ1∈D(z;ν)
W0,1(ζ1) +
1
2!
∫
ζ1∈D(z;ν)
∫
ζ2∈D(z;ν)
(
W0,2(ζ1, ζ2)− dx(ζ1) dx(ζ2)
(x(ζ1)− x(ζ2))2
)(3.1)
+
∞∑
m=1
~
m


∑
2g+n−2=m
g≥0, n≥1
1
n!
∫
ζ1∈D(z;ν)
· · ·
∫
ζn∈D(z;ν)
Wg,n(ζ1, · · · , ζn)



 ,
where
(3.2) D(z; ν) = [z]−
∑
β∈B
νβ[β]
is a divisor on P1 with a finite set B ⊂ P1 \ R∗ and ν = (νβ)β∈B which is a tuple of complex
numbers satisfying
∑
β∈B νβ = 1 (see §A, for the integral with a divisor). Precisely speaking,
the above integrals of W0,1 and W0,2 are not well-defined when β ∈ B is a singular point of
these differentials. In the situation, we define these integrals through a certain regularization
technique (e.g., method used in Remark 4.6). We do not consider the regularization in detail
because only their z-derivatives are important in the following discussion (in particular, in the
proof of Theorem 3.5).
Note that the quantization by using the divisor with the parameter ν was first introduced
by [BE2]. This ϕ(z; ν, ~) has the same form as WKB type solutions (2.3), and it is known that
ψ(x; ν, ~) = ϕ(z(x); ν, ~) for some class of spectral curves with some specified divisors D(z, ν)
satisfies a linear ordinary differential equation, where z(x) is a inverse function of x(z). Such a
linear ordinary differential equation is called a quantum curve of a spectral curve in question.
A typical example of a quantization is the Airy curve
(3.3) x(z) = z2, y(z) = z (z ∈ P1)
(so that P (x(z), y(z)) = 0 with P (x, y) = y2 − x). In this case we choose D = [z] − [∞], and
the corresponding quantum curve is the Airy equation
(3.4)
{
~
2 d
2
dx2
− x
}
ψ = 0
([GS, Z], see also [EO1], [EO2]). Another example is
(3.5) x(z) = z2, y(z) = 1/z (z ∈ P1)
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called Bessel curve in [DN]. In this case P (x(z), y(z)) = 0 with P (x, y) = xy2 − 1, and the
corresponding quantum curve is obtained in [DN]:
(3.6)
{
~
2 d
2
dx2
− 1
x
}
ψ = 0.
A systematic study of a quantization is done in [BE2], and explicit forms of quantum curves
are given for spectral curves satisfying the admissibility assumption ([BE2, Definition 2.7]).
The spectral curve (1.5) of the Gauss hypergeometric equation in the SL-form (which we will
discuss in [IKoT]), however, does not satisfy the admissibility condition. In this section we
study quantizations without the admissibility condition, while we restrict ourselves to the case
when the degree of a polynomial P (x, y) with respect to y is two.
To be more precise, we assume the following conditions in addition to (A1) – (A4):
(AQ1) The rational functions (x(z), y(z)) satisfy P (x(z), y(z)) = 0 with an irreducible polyno-
mial P (x, y) = p0(x)y
2 + p1(x)y + p2(x) ∈ C[x, y], where p0(x) is a nonzero polynomial.
(AQ2) The differential (y(z)− y(z¯))dx(z) does not vanish on P1 \R.
By the assumption (AQ1), the conjugate map is now a rational map defined globally (cf.
Remark 2.2). Hence the assumption (AQ2) makes sense. We also note that y(z) and y(z) are
two solutions of P (x(z), y) = 0. These solutions are distinct when z /∈ R.
Remark 3.1. The assumption (AQ2) ensures that two solutions y(z) and y(z) of P (x(z), y) = 0
merge to each other only at ramification points. An example of a spectral curve which does
not satify (AQ2) is
(3.7) P (x, y) = y2 − x3 − x2, x(z) = −1 + z2, y(z) = z(z2 − 1).
Because R = {0,∞} and z = −z, we have y(1) = y(1) = 0, whereas z = 1 is not a ramification
point of x(z). Thus (AQ2) is violated. At (x(z), y(z))|z=1 = (0, 0), a curve defined by {(x, y) |
P (x, y) = 0} has a normal crossing. Hence the point x(1) = 0 should become a double turning
point of its quantum curve (if it exists). As illustrated by this example, (AQ2) excludes multiple
turning points. A quantum curve with a double turning point is discussed in [IS], where the
infinitely many ~-correction terms appear in the quantum curve. It was also shown in [IS] that
the correction terms are related to asymptotic expansion of Painleve´ transcendents.
3.2 An index of the defining polynomials
To state assumptions for the divisor D(z; ν) in (3.1), we introduce an index at x0 ∈ P1 by
(3.8) ρ(x0;P ) :=
{
ordx0 Q0(x) (x0 6=∞),
ord0Q
(∞)
0 (x) (x0 =∞)
for a polynomial P (x, y) = p0(x)y
2 + p1(x)y + p2(x) ∈ C[x, y], where
(3.9) Q0(x) :=
1
4
(
p1(x)
p0(x)
)2
− p2(x)
p0(x)
and Q
(∞)
0 (x) :=
1
x4
Q0(1/x).
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Here ordx0 g(x) for a rational function g(x) is defined as an integer p for which
(3.10) g(x) = (x− x0)p
(
c0 + c1(x− x0) + · · ·
)
, c0 6= 0
holds as the Laurent expansion of g(x) at x0.
Remark 3.2. (i) This index ρ(x0;P ) is related to the type of singularities of the quantum
curve. We have expected that the leading term with respect to ~ of the quantum curve
is given by the second order differential operator L := (p0(x))
−1P (x, ~(d/dx)), where we
use the normal ordering with respect to x and ~(d/dx). Then Q0(x) is the leading term
with respect to ~ of the potential of the SL-form of L (cf. (2.14)). It is well-known that
(a) x0 ∈ P1 is a regular singular point of the SL-form of L iff ρ(x0;P ) = −1,−2.
(x0 with ρ(x0;P ) = −1 is a simple-pole type turning point in the WKB analysis, we
we have mentioned in §2.1.)
(b) x0 ∈ P1 is an irregular singular point of the SL-form of L iff ρ(x0;P ) ≤ −3.
(ii) Our index ρ(x0;P ) remains invariant under a symplectic transformation of the form
(x, y) 7→ (X, Y ) = (x, y + g(x)) for some function g(x), or, a gauge transformation
L 7→ e−
∫
g(x)dx ◦L ◦ e
∫
g(x)dx.
Proposition 3.3. We assume (A1) – (A4), (AQ1) and (AQ2). Then, for α ∈ P1,
(3.11) ordα
[
(y(z)− y(z))dx
dz
(z)
]
=


1
2
ρ(x(α);P ) (α 6∈ R),
ρ(x(α);P ) + 1 (α ∈ R).
Proof. Because y(z) and y(z) are two solutions of P (x(z), y) = 0, we have
(3.12)
{
y(z)− y(z)}2 =
{(
p1(x)
p0(x)
)2
− 4 p2(x)
p0(x)
}∣∣∣∣∣
x=x(z)
= 4Q0(x(z)).
Hence if α is a regular point of x(z), we have
(3.13) ordα
[
y(z)− y(z)] = 1
2
ordx(α)Q0(x) =
1
2
ρ(x(α);P ).
If α is a pole of x(z), we utilize a transformation
(3.14) X(z) =
1
x(z)
, Y (z) = −x(z)2y(z).
By this transformation, we have
(3.15) (y(z)− y(z))dx(z) = (Y (z)− Y (z))dX(z).
Furthermore Y (z) and Y (z) are two solutions of P (∞)(X, Y ) = 0, where
(3.16) P (∞)(X, Y ) = P (1/X,−X2Y ) = X4p0(1/X)Y 2 −X2p1(1/X)Y + p2(1/X).
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Hence
(3.17)
{
Y (z)− Y (z)}2 = 1
X4
{(
p1(1/X)
p0(1/X)
)2
− 4p2(1/X)
p0(1/X)
}∣∣∣∣∣
X=X(z)
= 4Q
(∞)
0 (X(z)).
Thus
(3.18) ordα
[
Y (z)− Y (z)] = 1
2
ord0Q
(∞)
0 (x) =
1
2
ρ(x(α);P ).
Now we divide the proof into four cases.
(a) α 6∈ R and α is a regular point of x(z): In this case ordα[dx/dz] = 0 follows, and hence
(3.19) ordα
[
(y(z)− y(z))dx
dz
(z)
]
= ordα [y(z)− y(z)] (3.13)= 1
2
ρ(x(α);P ).
(b) α 6∈ R and α is a simple pole of x(z): Since α is a regular point of X(z) with X(α) = 0
and X ′(α) 6= 0, we obtain
ordα
[
(y(z)− y(z))dx
dz
(z)
]
(3.15)
= ordα
[
(Y (z)− Y (z))dX
dz
(z)
]
(3.20)
= ordα
[
Y (z)− Y (z)]
(3.18)
=
1
2
ρ(x(α);P ).
(c) α ∈ R and α is a simple zero of dx(z): In this case
ordα
[
x(z)− x(α)] = 2 and ordα [dx
dz
(z)
]
= 1(3.21)
hold. Hence
ordα
[(
y(z)− y(z))dx
dz
(z)
]
=
1
2
ρ(x(α);P )× ( ordα[x(z)− x(α)])+ 1
= ρ(x(α);P ) + 1.
(d) α ∈ R and α is a double pole of x(z): Since
ordα
[
X(z)−X(α)] = 2 and ordα [dX
dz
(z)
]
= 1,(3.22)
we have
ordα
[(
y(z)− y(z))dx
dz
(z)
]
= ordα
[(
Y (z)− Y (z))dX
dz
(z)
]
(3.23)
=
1
2
ρ(x(α);P )× ( ordα[X(z)−X(α)])+ 1
= ρ(x(α);P ) + 1.
Remark 3.4. It follows from Proposition 3.3 that, if r ∈ R satisfies ρ(x(r);P ) ≤ −2, then r is
an ineffective ramification point (cf. Proposition 2.7).
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3.3 Quantum curves
In order to give our theorem in a clear form, we introduce
(3.24) Sing(P ) :=
{
b ∈ P1 | ρ(b;P ) ≤ −2}, Sing2(P ) :=
{
b ∈ P1 | ρ(b;P ) = −2}
for a polynomial P (x, y) = p0(x)y
2+p1(x)y+p2(x) ∈ C[x, y]. We also use the following symbols:
∆(z) := y(z)− y(z),(3.25)
Cβ := Res
z=β
∆(z)dx(z).(3.26)
Theorem 3.5. We assume (A1) – (A4), (AQ1) and (AQ2). Let
(3.27) D(z; ν) := [z]−
∑
β∈B
νβ[β]
be a divisor on P1, where B := x−1(Sing(P )), and ν = (νβ)β∈B is a tuple of complex numbers
satisfying
(3.28)
∑
β∈B
νβ = 1.
Then,
(3.29) ψ(x; ν, ~) := ϕ(z(x); ν, ~),
where z(x) denotes an inverse function of x(z) and ϕ(z, ~) is defined by (3.1) with the integration
divisor (3.27), is a WKB type formal solution of Pˆψ = 0, where Pˆ is defined by
(3.30) Pˆ := ~2
d2
dx2
+ q(x, ~)~
d
dx
+ r(x, ~)
with
(3.31) q(x, ~) = q0(x) + ~q1(x), r(x, ~) = r0(x) + ~r1(x) + ~
2r2(x)
whose leading terms are respectively given by
(3.32) q0(x) =
p1(x)
p0(x)
, r0(x) =
p2(x)
p0(x)
and their lower order terms are determined by
x′(z)q1(x(z)) = −∆
′(z)
∆(z)
+
2
z − z −
∑
β∈B
νβ + νβ
z − β ,(3.33)
x′(z)r1(x(z)) =
1
2
x′(z)
∂q0
∂x
∣∣∣
x=x(z)
+
1
2
x′(z)q0(x(z))q1(x(z)) +
1
2
∆(z)
∑
β∈B
νβ − νβ
z − β ,(3.34)
x′(z)r2(x(z)) = ∆(z)
∑
β∈B1
νβνβ
Cβ
1
z − β .(3.35)
Here we set B1 := x
−1(Sing2(P )).
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We call the equation Pˆψ = 0 given by Theorem 3.5 a quantum curve of the spectral curve.
Remark 3.6. (i) The set B may contain the infinity. In Theorem 3.5, we use the convention
that if β ∈ B is the infinity, 1/(z − β) in q1, r1 and r2 is zero. In what follows, we use
this convention.
(ii) It follows from Proposition 3.3 that
B = the set of poles of ∆(z)dx(z),(3.36)
B1 = the set of simple poles of ∆(z)dx(z).(3.37)
Hence, Cβ 6= 0 for β ∈ B1.
(iii) The set B may contain ramification points; this happens in examples treated in [IKoT].
It follows, however, from the definition of Sing(P ) and Remark 3.4 that ramification
points contained in B are ineffective. Hence, Wg,n’s are holomorphic there, and hence,
the formal series (3.1) is well-defined. Note also that, since Sing(P ) and Sing2(P ) are
defined in terms of order of Q0(x) or Q∞(x), they are closed by the conjugate map; that
is, if β ∈ B (resp. β ∈ B1), then β ∈ B (resp. β ∈ B1).
(iv) It is not obvious that q1(x), r1(x) and r2(x) defined by (3.33) – (3.35) are rational functions
in x. But for the examples which will be considered in §4 and [IKoT], q1(x), r1(x) and
r2(x) become rational functions in x.
(v) Because the degree of x(z) is two by our assumption (AQ1), we have two inverse functions
of x(z). By Theorem 3.5, we can construct two WKB type formal solutions from these
two inverse functions, and they form a basis of the space of formal solutions of Pˆψ = 0.
3.4 Preparations for the proof
Our proof of Theorem 3.5 is based on “diagonal specialization” which allows us to relate the
topological recursion (2.20) to the recursive relations (2.6)–(2.9) satisfied by the coefficients of
WKB solution ([DM]; see also [BE2, IS]). In this subsection we prepare several statements for
the proof.
In the remaining part of this section we denote D(z; ν) by D(z) for simplicity. We also
assume (A1) – (A4), (AQ1) and (AQ2) as we have assumed in Theorem 3.5.
Let us define
Tˆ (z, ~) =
1
~
Tˆ−1(z) + Tˆ0(z) + ~Tˆ1(z) + · · · := d
dz
logϕ(z; ν, ~),(3.38)
that is,
Tˆ (z, ~)dz =
1
~
W0,1(z) +
∫
ζ∈D(z)
(
W0,2(z, ζ)− dx(z) dx(ζ)
(x(z) − x(ζ))2
)
(3.39)
+
∞∑
m=1
~
m


∑
2g+n−2=m
g≥0, n≥1
1
(n− 1)!
∫
ζ1∈D(z)
· · ·
∫
ζn−1∈D(z)
Wg,n(z, ζ1, · · · , ζn−1)

 .
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Then, in order to prove Theorem 3.5, it is enough to show that Tˆ (z, ~) satisfies the Riccati
equation associated with Pˆ after a change of variable x = x(z). Comparing the coefficients, we
have
(3.40) Tˆm(z)dz =


W0,1(z) (m = −1),∫
ζ∈D(z)
{
W0,2(z, ζ)− dx(z)dx(ζ)
(x(z)− z(ζ))2
}
(m = 0),
∑
2g+n−2=m
g≥0,n≥1
1
(n− 1)!Gg,n(z, · · · , z) (m ≥ 1),
where
(3.41) Gg,n(z0, z1, · · · , zn−1) :=


Wg,1(z0) (n = 1),∫
ζ1∈D(z1)
· · ·
∫
ζn−1∈D(zn−1)
Wg,n(z0, ζ1, · · · , ζn−1) (n ≥ 2)
for 2g+n ≥ 2. Note that Gg,n(z0, z1, · · · , zn−1) is a meromorphic differential (1-form) in the first
variable z0, and is a meromorphic functions (0-form) in the remaining variables z1, · · · , zn−1.
We will derive a recurrence relation satisfied by Tˆm by using several properties (especially the
topological recursion (2.20)) of Wg,n.
For the later convenience, we set Gg,n = Wg,n = 0 for either g < 0 or n ≤ 0.
Proposition 3.7.
(i) Gg,n(z0, z1, · · · , zn−1) for 2g+n ≥ 3 is holomorphic in each variable on P1 \ (R∗∪B). All
singular points of them are poles.
(ii) For (g, n) = (0, 2),
G0,2(z0, z1) =
(
1
z0 − z1 −
∑
β∈B
νβ
z0 − β
)
dz0.(3.42)
Proof. Because only singularities of Wg,n for 2g + n ≥ 3 are poles whose residues vanish, we
obtain (i). By a straightforward computation usingW0,2(z0, z1) = B(z0, z1) = dz0dz1/(z0−z1)2,
we can prove (ii).
Proposition 3.8.
(i) G0,2(z0, z1) =
(
1
z0 − z1 −
∑
β∈B
νβ
z0 − β
)
dz0.
(ii) For 2g + n ≥ 3,
(3.43) Gg,n(z0, z1, · · · , zn−1) = −Gg,n(z0, z1, · · · , zn−1).
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Proof. By Theorem 2.5 (iii), we have
(3.44) W0,2(z0, z1) +W0,2(z0, z1) =
dx(z0)dx(z1)
(x(z0)− x(z1))2 .
Because W0,2 is symmetric in its variables, we also have
(3.45) W0,2(z0, z1) +W0,2(z0, z1) =
dx(z0)dx(z1)
(x(z0)− x(z1))2 .
From these two relations, we have
(3.46) W0,2(z0, z1) =W0,2(z0, z1).
Thus
G0,2(z0, z1) =
∫
ζ1∈D(z1)
W0,2(z0, ζ1) =
∫
ζ1∈D(z1)
W0,2(z0, ζ1)(3.47)
=
∑
β∈B
νβ
(∫ z1
β
dζ1
(z0 − ζ1)2
)
dz0 =
∑
β∈B
νβ
(∫ z1
β
dξ1
(z0 − ξ1)2
)
dz0
=
∑
β∈B
νβ
(
1
z0 − z1 −
1
z0 − β
)
dz0 =
(
1
z0 − z1 −
∑
β∈B
νβ
z0 − β
)
dz0.
The relation (ii) is a direct consequence of Theorem 2.5 (iii).
We now state two propositions which give recurrence relations of {Gg,n}. These relations
play key roles in the proof of Theorem 3.5.
Proposition 3.9. We have
G1,1(z0) =
B(z0, z0)
∆(z0)dx(z0)
(3.48)
and
G0,3(z0, z1, z2)(3.49)
= G0,2(z0, z1)
{
G0,2(z0, z2)
∆(z0)dx(z0)
− G0,2(z1, z2)
∆(z1)dx(z1)
}
+
G0,2(z0, z1)G0,2(z1, z2)
∆(z1)dx(z1)
+G0,2(z0, z2)
{
G0,2(z0, z1)
∆(z0)dx(z0)
− G0,2(z2, z1)
∆(z2)dx(z2)
}
+
G0,2(z0, z2)G0,2(z2, z1)
∆(z2)dx(z2)
−
∑
β∈B1
νβνβ
Cβ
{
G0,2(z0, β)−G0,2(z0, β)
}
.
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Proposition 3.10. For 2g + n ≥ 3 we have
Gg,n+1(z0, zI) =
1
∆(z0)dx(z0)
∫
ζ1∈D(z1)
· · ·
∫
ζn∈D(zn)
Wg−1,n+2(z0, z0, ζI)(3.50)
+
n∑
j=1
G0,2(z0, zj)
{
Gg,n(z0, zI\{j})
∆(z0)dx(z0)
− Gg,n(zj , zI\{j})
∆(zj)dx(zj)
}
+
n∑
j=1
{
G0,2(z0, zj)Gg,n(z0, zI\{j})
∆(z0)dx(z0)
+
G0,2(z0, zj)Gg,n(zj , zI\{j})
∆(zj)dx(zj)
}
+
1
∆(z0)dx(z0)
∑
g1+g2=g,
I1⊔I2=I,
2g1+|I1|≥2,
2g2+|I2|≥2
Gg1,|I1|+1(z0, zI1)Gg2,|I2|+1(z0, zI2),
where I = {1, 2, · · · , n}.
Proof of Proposition 3.9. It follows from the topological recursion (2.20) for (g, n) = (1, 0) that
(3.51) G1,1(z0) =
∑
r∈R∗
Res
ξ=r
[
G0,2(z0, ξ)
∆(ξ)dx(ξ)
W0,2(ξ, ξ)
]
holds (cf. (2.24) and Proposition 2.7 (ii)). Here we remind the readers that the set R∗ consists
of the effective ramification points in the sense of Definition 2.6. Because, under the assumption
(AQ2), the singular points of the integrand are contained in R∗ ∪ {z0}, the residue theorem
gives
(3.52) G1,1(z0) = −Res
ξ=z0
[
G0,2(z0, ξ)
∆(ξ)dx(ξ)
W0,2(ξ, ξ)
]
=
W0,2(z0, z0)
∆(z0)dx(z0)
.
Here we have used (3.42) to compute the residue. Similarly, it follows from the topological
recursion (2.20) for (g, n) = (0, 2) that
(3.53) G0,3(z0, z1, z2) =
∑
r∈R∗
Res
ξ=r
[
g0,3(z; z0, z1, z2)
]
where
g0,3(ξ; z0, z1, z2) = KD(ξ)(z0, ξ)
{
G0,2(ξ, z1)G0,2(ξ, z2) +G0,2(ξ, z2)G0,2(ξ, z1)
}
(3.54)
=
G0,2(z0, ξ)
∆(ξ)dx(ξ)
{
G0,2(ξ, z1)G0,2(ξ, z2) +G0,2(ξ, z2)G0,2(ξ, z1)
}
.
Since g0,3(ξ; z0, z1, z2) is holomorphic in ξ except for points in R
∗ ∪ B ∪ {z0, z1, z1, z2, z2}, the
residue theorem gives
G0,3(z0, z1, z2) = −
∑
r∈{z0,z1,z1,z2,z2}
Res
ξ=r
[
g0,3(ξ; z0, z1, z2)
]−∑
β∈B
Res
ξ=β
[
g0,3(ξ; z0, z1, z2)
]
.(3.55)
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By Proposition 3.8, we find that g0,3(ξ; z0, z1, z2) has simple poles at z0, z1, z1, z2, z2, and its
residues are given respectively by
Res
ξ=z0
[
g0,3(ξ; z0, z1, z2)
]
= − 1
∆(z0)dx(z0)
{
G0,2(z0, z1)G0,2(z0, z2) +G0,2(z0, z1)G0,2(z0, z2)
}
,
Res
ξ=z1
[
g0,3(ξ; z0, z1, z2)
]
+ Res
ξ=z1
[
g0,3(ξ; z0, z1, z2)
]
=
G0,2(z0, z1)G0,2(z1, z2)
∆(z1)dx(z1)
− G0,2(z0, z1)G0,2(z1, z2)
∆(z1)dx(z1)
,
Res
ξ=z2
[
g0,3(ξ; z0, z1, z2)
]
+ Res
ξ=z2
[
g0,3(ξ; z0, z1, z2)
]
=
G0,2(z0, z2)G0,2(z2, z1)
∆(z2)dx(z2)
− G0,2(z0, z2)G0,2(z2, z1)
∆(z2)dx(z2)
.
Next we compute the residue at β ∈ B. By Proposition 3.7 (ii) and Proposition 3.8 (i), we
have the Laurent expansion as
G0,2(ξ, z1)G0,2(ξ, z2) =
νβνβ
(ξ − β)2
(
1 +O(ξ − β))(dξ)2
near ξ = β (note that β ∈ B since B is closed by the conjugate map; see Remark 3.6 (iii)).
Hence, if ∆(ξ)dx(ξ) has a double or higher order pole at ξ = β, then
(3.56)
G0,2(z, ξ)G0,2(ξ, z1)G0,2(ξ, z2)
∆(ξ)dx(ξ)
is holomorphic at ξ = β and its residue is zero. If ∆(ξ)dx(ξ) has a simple pole at β, i.e., if
β ∈ B1 (cf. Remark 3.6 (ii)), then
(3.56) =
νβνβ
Cβ
G0,2(z, β)
(
1
ξ − β +O(1)
)
dξ
when ξ → β. Hence we obtain
Res
ξ=β
[
G0,2(z, ξ)G0,2(ξ, z1)G0,2(ξ, z2)
∆(ξ)dx(ξ)
]
=


0 (β 6∈ B1),
νβνβ
Cβ
G0,2(z, β) (β ∈ B1).
(3.57)
Then, the desired equality (3.49) follows from
(3.58)
∑
β∈B1
νβνβ
Cβ
G0,2(z, β) =
∑
β∈B1
νβνβ
Cβ
G0,2(z, β)
(cf. Remark 3.6 (iii)) and
(3.59) Cβ = Res
z=β
∆(z)dx(z) = Res
z=β
∆(z)dx(z) = −Res
z=β
∆(z)dx(z) = −Cβ (β ∈ B).
This completes the proof.
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Proof of Proposition 3.10. The topological recursion gives
Gg,n+1(z0, zI) =
∑
r∈R∗
Res
ξ=r
[f1(ξ; z0, zI) + f2(ξ; z0, zI) + f3(ξ; z0, zI)] .(3.60)
Here
f1(ξ; z0, zI) =
G0,2(z0, ξ)
∆(ξ)dx(ξ)
∫
ζ1∈D(z1)
· · ·
∫
ζn∈D(zn)
Wg−1,n+2(ξ, ξ, ζI),(3.61)
f2(ξ; z0, zI) =
G0,2(z0, ξ)
∆(ξ)dx(ξ)
n∑
j=1
{
G0,2(ξ, zj)Gg,n(ξ, zI\{j}) +G0,2(ξ, zj)Gg,n(ξ, zI\{j})
}
,(3.62)
f3(ξ; z0, zI) =
G0,2(z0, ξ)
∆(ξ)dx(ξ)
′′∑
g1+g2=g,
I1⊔I2=I
Gg1,|I1|+1(ξ, zI1)Gg2,|I2|+1(ξ, zI2),(3.63)
where
∑′′ in f3(ξ; z0, zI) means that we take the sum for
(3.64) 2g1 + |I1| ≥ 2 and 2g2 + |I2| ≥ 2.
Because f1(ξ; z0, zI) and f3(ξ; z0, zI) are holomorphic except for R
∗ ∪ {z0}, the residue the-
orem gives ∑
r∈R∗
Res
ξ=r
[f1(ξ; z0, zI) + f3(ξ; z0, zI)](3.65)
=
1
∆(z0)dx(z0)
∫
ζ1∈D(z1)
· · ·
∫
ζn∈D(zn)
Wg−1,n+2(z0, z0, ζI)
+
1
∆(z0)dx(z0)
′′∑
g1+g2=g,
I1⊔I2=I
Gg1,|I1|+1(z0, zI1)Gg2,|I2|+1(z0, zI2).
Although G0,2(ξ, zj) has a simple pole at ξ = β ∈ B, f2(ξ; z0, zI) is holomorphic at ξ = β
because ∆(ξ)dx(ξ) has a pole at β (cf. Remark 3.6 (ii)). It is also holomorphic near ξ = β with
β ∈ B. Hence the singular points of f2(ξ; z0, zI) are contained in R∗ ∪ {z0} ∪ {zj, zj}nj=1. Then,
by the residue theorem we obtain∑
r∈R∗
Res
ξ=r
f2(ξ; z0, zI)(3.66)
=
1
∆(z0)dx(z0)
n∑
j=1
{
G0,2(z0, zj)Gg,n(z0, zI\{j}) +G0,2(z0, zj)Gg,n(z0, zI\{j})
}
−
n∑
j=1
G0,2(z0, zj)
∆(zj)dx(zj)
Gg,n(zj , zI\{j}) +
n∑
j=1
G0,2(z0, zj)
∆(zj)dx(zj)
Gg,n(zj, zI\{j}).
Here the first term comes from the residue at z0, the second term from the residue at zj , and
the third term from the residue at zj . In computing the residue at zj , we have used the relation
∆(zj)dx(zj) = −∆(zj)dx(zj).
23
Let us consider the diagonal specialization of Gg,n. For the purpose, we define
Hg,n(z) :=
1
(n− 1)! Gg,n(z0, z1, · · · , zn−1)
∣∣∣
z0=z1=···=zn−1=z
.(3.67)
This is a meromorphic differential in z.
Proposition 3.11.
H1,1(z) =
W0,2(z, z)
∆(z)dx(z)
,(3.68)
H0,3(z) =
∂
∂z0
(
G0,2(z0, z)
∆(z0)x′(z0)
)∣∣∣∣
z0=z
+
G0,2(z, z)G0,2(z, z)
∆(z)dx(z)
(3.69)
−
∑
β∈B1
νβνβ
2Cβ
(
G0,2(z, β)−G0,2(z, β)
)
,
Hg,n+1(z) = − 1
∆(z)x′(z)
[
∂
∂z
Hg−1,n+2(z)− ∂
∂z0
(
Gg−1,n+2(z0, z, · · · , z)
(n+ 1)!
)∣∣∣∣
z0=z
]
(3.70)
− d
dz
(
1
∆(z)x′(z)
)
Hg,n(z)− 1
∆(z)x′(z)
∂
∂z0
(
Gg,n(z0, z, · · · , z)
(n− 1)!
)∣∣∣∣
z0=z
+
G0,2(z, z)−G0,2(z, z)
∆(z)dx(z)
Hg,n(z)
− 1
∆(z)dx(z)
∑
g1+g2=g,
n1+n2=n,
2g1+n1≥2,
2g2+n2≥2
Hg1,n1+1(z)Hg2,n2+1(z) (2g + n ≥ 3).
Here and in what follows, we use the following convention: For a meromorphic differential
f(z)dz, its z-derivative means
∂
∂z
(f(z)dz) :=
∂f
∂z
(z)dz.
Proof. Because G0,2(zj, zk) is singular along zj = zk, we need a careful treatment for the terms
which contain it. For example, the first term in the right-hand side of (3.49) becomes
lim
z0,z1,z2→z
[
G0,2(z0, z1)
(
G0,2(z0, z2)
∆(z0)dx(z0)
− G0,2(z1, z2)
∆(z1)dx(z1)
)](3.71)
= lim
z0,z1,z2→z
[(
dz0
z0 − z1 + (holomorphic along z0 = z1)
)
×
(
G0,2(z0, z2)
∆(z0)dx(z0)
− G0,2(z1, z2)
∆(z1)dx(z1)
)]
=
∂
∂z0
(
G0,2(z0, z)
∆(z0)x′(z0)
)∣∣∣∣
z0=z
after the diagonal specialization. In the same manner, we can compute the third term in the
right-hand side of (3.49), and obtain the same result. This proves (3.69). We use the same
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computation to obtain (3.70) together with Theorem 2.5 (iii) and the relation
1
dx(z)
∫
ζ1∈D(z)
· · ·
∫
ζn∈D(z)
Wg−1,n+2(z, z, ζI)
n!
(3.72)
= − 1
dx(z)
∫
ζ1∈D(z)
· · ·
∫
ζn∈D(z)
Wg−1,n+2(z, z, ζI)
n!
=
1
x′(z)
{
− ∂
∂z
Hg−1,n+2(z) +
∂
∂z0
(
Gg−1,n+2(z0, z, · · · , z)
(n+ 1)!
)∣∣∣∣
z0=z
}
.
Proposition 3.12.
Tˆ0(z)dz = −G0,2(z, z),(3.73)
Tˆ1(z) = − 1
∆(z)x′(z)
dTˆ0
dz
(z)− ∂
∂z
(
1
∆(z)x′(z)
)
Tˆ0(z)(3.74)
− G0,2(z, z) +G0,2(z, z)
∆(z)dx(z)
Tˆ0(z)− 1
∆(z)x′(z)
Tˆ0(z)
2
−
∑
β∈B1
νβνβ
2Cβ
G0,2(z, β)−G0,2(z, β)
dz
,
Tˆm+1(z) = − 1
∆(z)x′(z)
dTˆm
dz
(z)− ∂
∂z
(
1
∆(z)x′(z)
)
Tˆm(z)(3.75)
− G0,2(z, z) +G0,2(z, z)
∆(z)dx(z)
Tˆm(z)− 1
∆(z)x′(z)
m∑
j=0
Tˆm−j(z)Tˆj(z) (m ≥ 1).
Proof. It follows from the definition (3.40) of Tˆm(z) and Theorem 2.5 (iii) that
Tˆ0(z)dz =
∫
ζ∈D(z)
(
W0,2(z, ζ)− dx(z)dx(ζ)
(x(z)− x(ζ))2
)
= −
∫
ζ∈D(z)
W0,2(z, ζ) = −G0,2(z, z).
Thus we obtain (3.73).
We may write Tˆm for m ≥ 1 as
(3.76) Tˆm(z)dz =
∑
2g+n−2=m,
g≥0,n≥1
Hg,n(z).
Then, by using Proposition 3.11, we find
Tˆ1(z)dz = H0,3(z) +H1,1(z)(3.77)
=
∂
∂z0
(
G0,2(z0, z)
∆(z0)x′(z0)
)∣∣∣∣
z0=z
+
G0,2(z, z)G0,2(z, z)
∆(z)dx(z)
−
∑
β∈B1
νβνβ
2Cβ
(
G0,2(z, β)−G0,2(z, β)
)
+
W0,2(z, z)
∆(z)dx(z)
.
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Because
W0,2(z, z) =W0,2(z, z) =
∂
∂z1
(G0,2(z, z1))
∣∣∣∣
z1=z
dz
holds, we conclude that
Tˆ1(z)dz =
∂
∂z
(
1
∆(z)x′(z)
)
G0,2(z, z) +
1
∆(z)x′(z)
∂
∂z
(G0,2(z, z))(3.78)
+
G0,2(z, z)G0,2(z, z)
∆(z)dx(z)
−
∑
β∈B1
νβνβ
2Cβ
(
G0,2(z, β)−G0,2(z, β)
)
=
∂
∂z
(
1
∆(z)x′(z)
)
G0,2(z, z) +
1
∆(z)x′(z)
∂
∂z
(G0,2(z, z))
+
G0,2(z, z) +G0,2(z, z)
∆(z)dx(z)
G0,2(z, z)− G0,2(z, z)
2
∆(z)dx(z)
−
∑
β∈B1
νβνβ
2Cβ
(
G0,2(z, β)−G0,2(z, β)
)
.
Then, the equality (3.74) follows from this equality together with (3.73).
Similarly, for m ≥ 1, (3.40) gives
Tˆm+1(z)dz =
∑
2g+n−2=m+1,
g≥0,n≥1
Hg,n(z) =
∑
2g+n−2=m,
g≥0,n≥0
Hg,n+1(z)(3.79)
= − 1
∆(z)x′(z)
∂
∂z0

 ∑
2g+n−2=m,
g≥0,n≥0
Hg−1,n+2(z0)
−
∑
2g+n−2=m,
g≥0,n≥0
Gg−1,n+2(z0, z, · · · , z)
(n+ 1)!
+
∑
2g+n−2=m,
g≥0,n≥0
Gg,n(z0, z, · · · , z)
(n− 1)!


∣∣∣∣∣∣∣
z0=z
− d
dz
(
1
∆(z)x′(z)
)
Tˆm(z)dz +
G0,2(z, z)−G0,2(z, z)
∆(z)dx(z)
Tˆm(z)dz
− 1
∆(z)dx(z)
∑
2g+n−2=m,
g≥0,n≥0
∑
g1+g2=g,
n1+n2=n,
2g1+n1≥2,
2g2+n2≥2
Hg1,n1+1(z)Hg2,n2+1(z).
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From this expression we obtain (3.75), because we can compute as
∑
2g+n−2=m,
g≥0,n≥0
Hg−1,n+2(z0) +
∑
2g+n−2=m,
g≥0,n≥0
(
Gg,n(z0, z, · · · , z)
(n− 1)! −
Gg−1,n+2(z0, z, · · · , z)
(n+ 1)!
)
(3.80)
=


∑
2g+n−2=m,
g≥0,n≥2
Hg,n(z0) if m is even
∑
2g+n−2=m,
g≥0,n≥2
Hg,n(z0) +Gm+1
2
,1(z0) if m is odd
= Tˆm(z0)dz0,
and
1
dx(z)
∑
2g+n−2=m,
g≥0,n≥0
∑
g1+g2=g,
n1+n2=n,
2g1+n1≥2,
2g2+n2≥2
Hg1,n1+1(z)Hg2,n2+1(z) =
1
x′(z)
∑
m1+m2=m,
m1,m2≥1
Tˆm1(z)Tˆm2(z)dz
(3.81)
=
1
x′(z)
(
m∑
j=0
Tˆm−j(z)Tˆj(z)− 2Tˆ0(z)Tˆm(z)
)
dz
=
1
x′(z)
m∑
j=0
Tˆm−j(z)Tˆj(z)dz +
2G0,2(z, z)
x′(z)
Tˆm(z),
where we set mj = 2gj + (nj + 1)− 2 for j = 1, 2 to rewrite summation.
3.5 Proof of Theorem 3.5
Now we give a proof of Theorem 3.5. We will compare the recursive relations (3.73)–(3.75)
satisfied by the functions {Tˆm}m≥−1 to those (2.7)–(2.9) satisfied by the expansion coefficients
of the WKB solutions (which will be denoted by {Tm}m≥−1 below) after the coordinate change
x = x(z).
Transformation of the Riccati equation (2.4) to z-variable. Let ψ(x, ~) be the WKB
solution of Pˆψ = 0, where Pˆ is given by the formula (3.30) with the coefficients specified by
(3.31)–(3.35). Let S(x, ~) is a logarithmic derivative of ψ(x, ~), and T (z, ~) is that of ψ(x(z), ~);
namely,
S(x(z), ~) =
d
dx
logψ(x, ~)
∣∣∣∣
x=x(z)
=
1
x′(z)
d
dz
logψ(x(z), ~) =
1
x′(z)
T (z, ~).
Since S(x, ~) satisfies the Riccati equation (2.4) associated with (3.30), T (z, ~) satisfies
(3.82) ~2
{
d
dz
T + T 2
}
+ ~
{
U(z, ~)− ~ x
′′(z)
x′(z)
}
T + V (z, ~) = 0,
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where ′ designates derivative with respect to z, and we set
U(z, ~) = U0(z) + ~U1(z) := x
′(z) q(x(z), ~),(3.83)
V (z, ~) = V0(z) + ~V1(z) + ~
2V2(z) := (x
′(z))2 r(x(z), ~).(3.84)
Hence
(3.85) T (z, ~) =
1
~
T−1(z) + T0(z) + ~T1(z) + · · ·
satisfies (3.82) if and only if the following recurrence relations hold:
T−1
2 + U0(z)T−1 + V0(z) = 0,(3.86)
{2T−1(z) + U0(z)} Tm+1 +
{
U1(z)− x
′′(z)
x′(z)
}
Tm(3.87)
+
m∑
j=0
Tm−jTj +
d
dz
Tm + Vm+2(z) = 0 (m ≥ −1),
where we set Vm(z) = 0 for m ≥ 3. These equations determine the coefficients {Tm}m≥−1 of
T (z) uniquely.
Our task for the proof of Theorem 3.5 is to show that
(3.88) Tm(z) = Tˆm(z) (m ≥ −1).
Equivalently, we must prove that {Tˆm}m≥0 satisfies the recurrence relations (3.86) and (3.87).
The rest of this subsection is devoted to a proof of (3.88).
Proof of T
−1(z) = Tˆ−1(z). Since
(3.89) U0(z) = x
′(z)q0(x(z)), V0(z) = x
′(z)
2
r0(x(z)),
and (x(z), y(z)) satisfies y(z)2 + q0(x(z))y(z) + r0(x(z)) = 0, we find
(3.90) Tˆ−1(z) =
W0,1(z)
dz
= y(z)x′(z)
satisfies (3.86). Thus we have verified (3.88) for m = −1.
Proof of T0(z) = Tˆ0(z). Since y(z) and y(z) are two solutions of P (x(z), y) = 0,
(3.91) y(z) + y(z) = −q0(x(z)).
Therefore,
(3.92) 2T−1(z) + U0(z) = x
′(z)
{
2y(z) + q0(x(z))
}
= x′(z)
{
y(z)− y(z)} = x′(z)∆(z)
holds. Then, (3.87) for m = −1 implies that the desired relation T0(z) = Tˆ0(z) is equivalent to
(3.93) x′(z)∆(z)Tˆ0 +
{
U1(z)− x
′′(z)
x′(z)
}
Tˆ−1 +
d
dz
Tˆ−1 + V1(z) = 0.
In order to verify (3.93), we first prove the following.
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Lemma 3.13. The function U1(z) is expressed as
(3.94) U1(z) = −∆
′(z)
∆(z)
+
G0,2(z, z) +G0,2(z, z)
dz
.
Proof of Lemma 3.13. It follows from Proposition 3.7 (ii) and Proposition 3.8 (i) that
G0,2(z, z) +G0,2(z, z)
dz
=
2
z − z −
∑
β∈B
νβ
(
1
z − β +
1
z − β
)
=
2
z − z −
∑
β∈B
νβ + νβ
z − β .(3.95)
Here we have used the fact that B is closed under the conjugate map (cf. Remark 3.6 (iii)) in
the last equality. This proves the relation (3.94).
Let us prove
(3.96) V1(z) = −x′(z)∆(z)Tˆ0 −
{
U1(z)− x
′′(z)
x′(z)
}
Tˆ−1 − d
dz
Tˆ−1,
which is equivalent to (3.93). By using Proposition 3.12 and Lemma 3.13, the right-hand side
becomes
− x′(z)∆(z)Tˆ0 −
{
U1(z)− x
′′
x′
}
Tˆ−1 − d
dz
Tˆ−1(3.97)
= x′(z)∆(z)
G0,2(z, z)
dz
−
{
−∆
′(z)
∆(z)
+
G0,2(z, z) +G0,2(z, z)
dz
− x
′′(z)
x′(z)
}
x′(z)y(z)
− d
dz
(
x′(z)y(z)
)
= x′(z)∆(z)
G0,2(z, z)
dz
+
∆′(z)
∆(z)
x′(z)y(z)
− G0,2(z, z) +G0,2(z, z)
dz
x′(z)y(z)− x′(z)y′(z).
Substituting
y(z) =
y(z)− y(z)
2
+
y(z) + y(z)
2
=
1
2
∆(z)− 1
2
q0(x(z))
into the last expression, we find
(RHS of (3.96))(3.98)
=
1
2
x′(z)∆(z)
G0,2(z, z)−G0,2(z, z)
dz
− 1
2
x′(z)
∆′(z)
∆(z)
q0(x(z))
+
1
2
x′(z)2
dq0
dx
∣∣∣∣
x=x(z)
+
1
2
x′(z)q0(x(z))
G0,2(z, z) +G0,2(z, z)
dz
.
Then, thanks to the equalities (3.94) and
G0,2(z, z)−G0,2(z, z)
dz
= −
∑
β∈B
νβ
z − β +
∑
β∈B
νβ
z − β =
∑
β∈B
νβ − νβ
z − β ,(3.99)
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we conclude that the right-hand side of (3.96) is equal to V1(z). Thus we have verified (3.93),
and hence, (3.88) holds for m = 0.
Proof of T1(z) = Tˆ1(z). It follows from Proposition 3.12 and Lemma 3.13 that Tˆ1(z)
satisfies
x′(z)∆(z)Tˆ1(z) +
{
U1(z)− x
′′(z)
x′(z)
}
Tˆ0(z) + Tˆ0(z)
2
+
dTˆ0
dz
(z)(3.100)
+x′(z)∆(z)
∑
β∈B1
νβνβ
2Cβ
G0,2(z, β)−G0,2(z, β)
dz
= 0.
In view of (3.87) for m = 0, the desired relation T1(z) = Tˆ1(z) is equivalent to the following
claim:
Lemma 3.14. The function V2(z) is expressed as
(3.101) V2(z) = x
′(z)∆(z)
∑
β∈B1
νβνβ
2Cβ
G0,2(z, β)−G0,2(z, β)
dz
.
Proof of Lemma 3.14. It follows from Proposition 3.7 (ii) and the relation (3.59) that
∑
β∈B1
νβνβ
2Cβ
G0,2(z, β)−G0,2(z, β)
dz
=
∑
β∈B1
νβνβ
2Cβ
1
z − β −
∑
β∈B1
νβνβ
2Cβ
1
z − β(3.102)
=
∑
β∈B1
νβνβ
2Cβ
1
z − β +
∑
β∈B1
νβνβ
2Cβ
1
z − β
=
∑
β∈B1
νβνβ
Cβ
1
z − β .
In the last equality, we have also used the fact that the set B1 is closed under the conjugate
map (cf. Remark 3.6 (iii)). This proves (3.101).
Thus we have verified that (3.88) holds for for m = 1.
Proof of Tm(z) = Tˆm(z) for m ≥ 2. Proposition 3.12 and Lemma 3.13 show that
x′(z)∆(z)Tˆm+1(z) +
{
U1(z)− x
′′(z)
x′(z)
}
Tˆ0(z) +
m∑
j=0
Tˆm−j(z)Tˆj(z) +
dTˆm
dz
= 0 (m ≥ 1)
holds. This is the same as the equation (3.87) for m ≥ 1 satisfied by Tm+1(z). Thus we have
proved the desired relation (3.88) for all m ≥ 2.
This completes the proof of Theorem 3.5.
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4 The Voros coefficient of the Weber equation and the
free energy of the Weber curve
In this section, we discuss the Weber curve defiened by
(4.1) P (x, y) := y2 − x
2
4
+ λ = 0 (λ 6= 0),
and its quantization constructed in the previous section. This is a model case of our study of
quatum curves. We will establish a relationship between the Voros coefficient of quantum curves
and the free energy of the Weber curve. As a corollary, we can obtain an explicit expression of
both of the Voros coefficients and the free energy, and recover the expression of Fg computed
in [HZ]. Some of the results in this subsection are studied in [Ta].
4.1 Weber equation as a quantum curve
To apply the topological recursion, we parametrize the Weber curve as
(4.2)


x = x(z) =
√
λ
(
z +
1
z
)
,
y = y(z) =
√
λ
2
(
z − 1
z
)
and regard it as a spectral curve in the sense of Definition 2.1. Since
(4.3) dx =
√
λ
z2 − 1
z2
dz,
ramification points are given by R = {+1,−1} (= R∗), and the conjugate map becomes z = 1/z.
A straightforward computation gives
(4.4) y(z) = −y(z), ∆(z) = 2y(z), y(z)dx(z) = λ(z
2 − 1)2
2z3
dz.
The correlation functions and free energies for lower g and n are given be
W0,3(z1, z2, z3) =
1
2λ
{
1
(z1 + 1)2(z2 + 1)2(z3 + 1)2
(4.5)
− 1
(z1 − 1)2(z2 − 1)2(z3 − 1)2
}
dz1 dz2 dz3,
W1,1(z) = − z
3
λ(z2 − 1)4 dz, W2,1(z) = −
21(z11 + 3z9 + z7)
(z2 − 1)10λ3 dz(4.6)
and
F0(λ) = −3
4
λ2 +
1
2
λ2 log λ, F1(λ) = − 1
12
log λ, F2(λ) = − 1
240λ2
.(4.7)
Correlation functions and free energies have the following homogeneity properties with re-
spect to λ:
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Proposition 4.1 ([EO1, Theorem 5.3]).
Wg,n(z1, · · · , zn) = 1
λ2g−2+n
×
(
Wg,n(z1, · · · , zn)
∣∣∣
λ=1
)
(2g + n ≥ 3),(4.8)
Fg(λ) =
1
λ2g−2
× Fg(1) (g ≥ 2).(4.9)
Since
(4.10) Q0(x) =
x2
4
− λ, Q∞(x) = 1
x6
(
1
4
− λx2
)
,
we have
(4.11) Sing(P ) = {∞}, B = {0,∞}, B1 = ∅.
(cf., (4.4).) Therefore we choose
(4.12) D(z; ν) := [z]− ν0[0]− ν∞[∞] (ν0 + ν∞ = 1, ν = (ν0, ν∞))
as a divisor for the quantization. The quantum curve for (4.1) constructed by Theorem 3.5
becomes
(4.13)
{
~
2 d
2
dx2
−
(
x2
4
− λˆ
)}
ψ = 0,
where
(4.14) λˆ := λ− ~ν
2
and ν := ν∞ − ν0.
We call the Schro¨dinger-type equation (4.13) quantum Weber curve.
4.2 The Voros coefficient for the quantum Weber curve
A WKB solution of the quantum Weber curve (4.13) is given by
(4.15) ψ(x, λ, ν; ~) := exp
(∫ x
S(x, λ, ν; ~)dx
)
,
where S(x, λ, ν; ~) =
∑∞
m=−1 ~
mSm(x, λ, ν) is a solution of the Riccati equation (2.4) (or the
recursion relations (2.6)–(2.9)) associated with (4.13). First few coefficients are given by
(4.16) S−1(x, λ) =
√
x2
4
− λ, S0(x, λ, ν) = − x
2(x2 − 4λ) +
ν
2
√
x2 − 4λ, · · · .
Here a branch of S−1(x, λ) remains undetermined. As is explained in §2, once we fix a branch
of S−1(x, λ), all of Sm(x, λ, ν) for m ≥ 0 are determined uniquely.
By induction, we can show
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γ a1a2
(a)
0
1−1
γ˜
(b)
Figure 4.1: (a) Stokes curves of (4.13) with λ > 0 and the path γ on the x-plane. A wiggly line
designates a branch cut to define S−1(x, λ). (b) The inverse image of the Stokes curves and γ
by x = x(z).
Proposition 4.2. For m = −1, 0, 1, 2, · · · , we have
(i) Sm(x, λ, ν) = O(x
−2m−1) (x→∞).
(ii) Sm(
√
λx, λ, ν) = λ−m−1/2Sm(x, 1, ν).
The property (i) in Proposition 4.2 is nothing but a consequence of the holomorphicity of
the correlation functions Wg,n for 2g + n ≥ 3.
Before introducing the Voros coefficient of quantum Weber curve (4.13), let us make several
remarks on properties of Weber curve to specify a defining path of integration for the Voros
coefficient.
There exist two simple turning points of (4.13) at a1 = 2
√
λ and a2 = −2
√
λ. See Fig. 4.1
(a) for Stokes curves emanating from them. By the mapping x = x(z), the turning point a1
in the x-plane corresponds to the ramification point z = 1 . Because the map z 7→ x = x(z)
is double covering, six Stokes curves emanate from the point z = 1 as shown in Fig. 4.1 (b).
Same is true for x = a2 and z = −1.
x =∞ corresponds to two points z = 0 and∞ on z-plane. These two points also correspond
to two different behaviors of S−1(x) as x tends to infinity; that is,
(4.17) S−1(x(z), λ) ∼


x(z)
2
as z →∞,
−x(z)
2
as z → 0.
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Having the situation in our mind, we define the Voros coefficient
(4.18)
V (λ, ν; ~) :=
∫
γ
(
S(x, λ, ν; ~)− ~−1S−1(x, λ, ν)− S0(x, λ, ν)
)
dx =
∞∑
m=1
~
m
∫
γ
Sm(x, λ, ν)dx.
Here γ is a path from the infinity to itself (on x-plane) which crosses a branch cut once with a1
on the right-hand side, as is shown in Fig. 4.1 (a). In the figure, a solid (resp. dotted) portion
of γ means that it is in a first (resp. second) sheet. Note also that the path γ is the image of
the path γ˜ on z-plane from 0 to ∞, which is indicated in Fig. 4.1 (b). Thanks to Proposition
4.2 (i), this is a well-defined (formal) power series of ~.
Remark 4.3. Although the Stokes curves are irrelevant in the following discussion, those play
an important role when we discuss the Borel summability. In particular, it is known that the
Voros coefficient (4.18) is Borel summable (as a formal series of ~) if its defining path γ never
intersects with a Stokes curve connecting turning points. In addition, the Stokes phenomenon
(i.e., jump of Borel sum) occurring to the (exponential of) Voros coefficient is closely related
to the cluster transformation. See [IN] for details.
4.3 Relations between the Voros coefficient and the free energy
In this subsection we formulate our main result which allows us to express the Voros coefficient
of the quantum Weber curve by the free energy of the Weber curve with a parameter shift.
Let
(4.19) F (λ; ~) :=
∞∑
g=0
~
2g−2Fg(λ)
be the free energy of the Weber curve (4.1). We now claim
Theorem 4.4. The Voros coefficient (4.18) of the quantum Weber curve (4.13) and the free
energy (4.19) of the Weber curve (4.1) are related as follows.
(4.20) V (λ, ν; ~) = F
(
λˆ+
~
2
; ~
)
− F
(
λˆ− ~
2
; ~
)
− 1
~
∂F0
∂λ
(λ) +
ν
2
∂2F0
∂λ2
(λ).
(Recall that λˆ = λ− (~ν)/2 and ν = ν∞ − ν0 as we have set in (4.14).)
To prove Theorem 4.4, we need the following identity.
Lemma 4.5.
(4.21)
∂n
∂λn
Fg =
∫ ζ1=∞
ζ1=0
· · ·
∫ ζn=∞
ζn=0
Wg,n(ζ1, · · · , ζn) (2g + n ≥ 3).
Proof of Lemma 4.5. Because
(4.22) Ω(z) =
∂y(z)
∂λ
· dx(z)− ∂x(z)
∂λ
· dy(z) = −dz
z
=
∫ ζ=∞
ζ=0
B(z, ζ)
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holds, Theorem 2.10 (and (2.32)) gives (4.21), except for the case g = 0. By using the expres-
sions (4.5) and (4.7) of W0,3 and F0, we can verify (4.21) holds for for (g, n) = (0, 3) directly.
Therefore, thanks to Theorem 2.10, we can conclude that (4.21) is also valid for g = 0 and
n ≥ 3. This completes the proof.
Proof of Theorem 4.4. By Theorem 3.5, the Voros coefficient can be rewritten as
V (λ, ν; ~) =
∞∑
m=1
~
m
∫ ∞
0
(
S(x(z), λ, ν; ~)− ~−1S−1(x(z), λ)− S0(x(z), λ, ν)
)dx
dz
dz(4.23)
=
∞∑
m=1
~
m
∫ ∞
0


∑
2g+n−2=m
g≥0, n≥1
1
n!
d
dz
∫
ζ1∈D(z;ν)
· · ·
∫
ζn∈D(z;ν)
Wg,n(ζ1, . . . , ζn)

 dz
=
∞∑
m=1
~
m
∑
2g+n−2=m
g≥0, n≥1
1
n!
(∫
ζ1∈D(∞;ν)
· · ·
∫
ζn∈D(∞;ν)
−
∫
ζ1∈D(0;ν)
· · ·
∫
ζn∈D(0;ν)
)
Wg,n(ζ1, . . . , ζn).
Because
(4.24) D(∞; ν) = ν0([∞]− [0]) and D(0; ν) = −ν∞([∞]− [0]),
we have
(4.25) V (λ, ν; ~) =
∞∑
m=1
~
m
∑
2g+n−2=m
g≥0, n≥1
ν0
n − (−ν∞)n
n!
∫ ∞
0
· · ·
∫ ∞
0
Wg,n(ζ1, . . . , ζn).
Now we use Lemma 4.5:
V (λ, ν; ~) =
∞∑
m=1
~
m
∑
2g+n−2=m
g≥0, n≥1
ν0
n − (−ν∞)n
n!
∂nFg
∂λn
(4.26)
=
∞∑
n=1
ν0
n − (−ν∞)n
n!
~
n∂
nF (λ; ~)
∂λn
− ν0 − (−ν∞)
~
∂F0
∂λ
− ν0
2 − (−ν∞)2
2!
∂2F0
∂λ2
= F (λ+ ν0~; ~)− F (λ− ν∞~; ~)− ν0 + ν∞
~
∂F0
∂λ
− ν0
2 − ν∞2
2
∂2F0
∂λ2
.
Since ν0 = (1− ν)/2 and ν∞ = (1 + ν)/2, we obtain Theorem 4.4.
Remark 4.6. In the definition (4.18) of the Voros coefficient, we subtracted the first two terms
~−1S−1 and S0 because these terms are singular at end points of the path γ. However, a
regularization procedure of divergent integral (see [V2] for example) allows us to define the
regularized Voros coefficient:
(4.27) Vreg(λ, ν; ~) := ~
−1V−1(λ, ν) + V0(λ, ν) + V (λ, ν; ~),
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where V−1(λ, ν) and V0(λ, ν) are obtained by solving
(4.28)
∂2
∂λ2
V−1 =
∫
γ
∂2
∂λ2
S−1(x) dx,
∂
∂λ
V0 =
∫
γ
∂
∂λ
S0(x) dx.
Actually, we can verify that ∂2λS−1(x)dx and ∂λS0(x)dx are holomorphic at x =∞ although S−1
and S0 are singular there. Hence, the equations in (4.28) make sense and are solved explicitly
by
V−1 = λ log λ− λ, V0 = −ν
2
log λ.(4.29)
Actually, we can verify that the regularized integrals are realized by the correction terms
(4.30) V−1 =
∂F0
∂λ
, V0 = −ν
2
∂2F0
∂λ2
in the right hand-side of the relation (4.20). Thus we can conclude that the regularized Voros
coefficient satisfies
(4.31) Vreg(λ, ν; ~) = F
(
λˆ+
~
2
; ~
)
− F
(
λˆ− ~
2
; ~
)
.
4.4 Three-term difference equations satisfied by the free energy
In this subsection, we derive the three-term difference equation which the generating function
of the free energies satisfies. The precise statement is formulated as follows.
Theorem 4.7. The free energy (4.19) satisfies the following difference equation.
(4.32) F (λ+ ~; ~)− 2F (λ; ~) + F (λ− ~; ~) = ∂
2F0
∂λ2
(
= log λ
)
.
To prove Theorem 4.7, we need the following identity.
Lemma 4.8.
(4.33) V (λ, ν + 2; ~)− V (λ, ν; ~) = − log
(
1− ν + 1
2λ
~
)
.
Proof of Lemma 4.8. The following proof of this lemma uses the same idea with that in [T],
while the resulting equation (4.33) has a simpler form because we only consider the difference
of Voros coefficients with respect to ν (not λ).
We can easily verify that
(4.34)
(
∂
∂x
+
x
2~
)
ψ(ν) = (const.)× ψ(ν + 2)
holds (cf. [T]). By taking the logarithmic derivatives of both sides, we obtain
(4.35) S(x, ν + 2)− S(x, ν) = d
dx
log
( x
2~
+ S(x, ν)
)
.
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By integration, we get∫ x
xˇ
{
S0(x, ν + 2)− S0(x, ν)}dx+ V x,xˇ(ν + 2)− V x,xˇ(ν)(4.36)
= log
( x
2~
+ S(x, ν)
)
− log
(
xˇ
2~
+ S(xˇ, ν)
)
,
where
(4.37) V x,xˇ(ν) =
∫ x
xˇ
(
S(x, ν)− ~−1S−1(x)− S0(x, ν)
)
dx,
and x (resp., xˇ) is a point on γ which will be taken a limit as x tends to the end point (resp.,
the initial point) of γ. It follows from (4.17) and Proposition 4.2 (i) that
(4.38)
x
2~
+ S(x, ν) =
x
~
(
1 +O(|x|−2))
as x tends to the end point of γ. Hence we have
(4.39) log
( x
2~
+ S(x, ν)
)
= log
x
~
+O(|x|−2).
In a similar manner, it follows from
(4.40) S−1(xˇ) ∼ − xˇ
2
+
λ
xˇ
+O(|xˇ|−2), S0(xˇ) ∼ −ν + 1
2xˇ
+O(|xˇ|−2)
(care is needed for the branch, cf. (4.17)) and Proposition 4.2 (i) that
(4.41) log
(
xˇ
2~
+ S(xˇ, ν)
)
= log
(
λ− ν + 1
2
~
)
− log(~xˇ) +O(|xˇ|−1)
as xˇ tends to the end point of γ. Hence∫ x
xˇ
{
S0(x, ν + 2)− S0(x, ν)}dx+ V x,xˇ(ν + 2)− V x,xˇ(ν)(4.42)
= log(xxˇ)− log
(
λ− ν + 1
2
~
)
+O(|x|−2) +O(|xˇ|−1).
Because S0(x, ν + 2) and S0(x, ν) do not depend on ~, and V
x,xˇ(ν + 2) and V x,xˇ(ν) do not
contain constant term with respect to ~, we finally obtain2∫ x
xˇ
{
S0(x, ν + 2)− S0(x, ν)}dx = log(xxˇ)− log λ+O(|x|−2) +O(|xˇ|−1),(4.43)
V x,xˇ(ν + 2)− V x,xˇ(ν) = − log
(
1− ν + 1
2λ
~
)
+O(|x|−2) +O(|xˇ|−1).(4.44)
The last equality (4.44) proves Lemma 4.8 after taking the limit x, xˆ→∞ along γ.
2Note that (4.43) also follows from the indefinite integral∫ x {
S0(x, ν + 2)− S0(x, ν)}dx =
∫ x dx√
x2 − 4λ = log
(
x+
√
x2 − 4λ
)
.
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Proof of Theorem 4.7. By Lemma 4.8, we have
(4.45) V (λ, ν; ~)
∣∣
ν=1
= V (λ, ν; ~)
∣∣
ν=−1
.
It follows from Theorem 4.4 that
V (λ, ν; ~)
∣∣
ν=1
= F (λ; ~)− F (λ− ~; ~)− ∂F0
∂λ
~
−1 +
1
2
∂2F0
∂λ2
,(4.46)
V (λ, ν; ~)
∣∣
ν=−1
= F (λ+ ~; ~)− F (λ; ~)− ∂F0
∂λ
~
−1 − 1
2
∂2F0
∂λ2
.(4.47)
By substituting these two relations into (4.45), we obtain Theorem 4.7.
4.5 The concrete form of the free energy
As a corollary of the main result, we can find explicit formulas for the coefficients of the free
energy and the Voros coefficient. In this subsection, we derive the explicit form of the free
energy. For the explicit form of the Voros coefficient, see the next subsection.
Theorem 4.9 (cf. [HZ]; see also [IM]). The g-th free energy of the Weber curve (4.1) is given
explicitly as follows:
(4.48) Fg(λ) =
B2g
2g(2g − 2)
1
λ2g−2
(g ≥ 2),
where {Bn}n≥0 designates the Bernoulli number defined through the generating function as
(4.49)
w
ew − 1 =
∞∑
n=0
Bn
wn
n!
.
Proof. By using a shift operator (or an infinite order differential operator) e~∂λ , the equation
(4.32) in Theorem 4.7 becomes
(4.50) e−~∂λ(e~∂λ − 1)2F = log λ.
It follows from
(4.51) e−w(ew − 1)2
{
1
w2
−
∞∑
n=0
Bn+2
n+ 2
wn
n!
}
= 1
(which follows from the definition (4.49) of the Bernoulli numbers) that
(4.52) e−~∂λ(e~∂λ − 1)2
{
(~∂λ)
−2 −
∞∑
n=0
Bn+2
n+ 2
(~∂λ)
n
n!
}
= id.
Hence we find that
Fˆ (λ; ~) :=
{
(~∂λ)
−2 −
∞∑
n=0
Bn+2
n+ 2
(~∂λ)
n
n!
}
log λ(4.53)
= (~∂λ)
−2 log λ− 1
12
log λ+
∞∑
g=2
B2g
2g(2g − 2)
~
2g−2
λ2g−2
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is a solution of (4.32). Here we note that,
(4.54)
∂2F0
∂λ2
= log λ
holds by (4.7), and hence, we may choose ~−2F0 as the top term in (4.53).
Since F and Fˆ satisfies the same difference equation (4.32), their difference G := F − Fˆ =∑∞
g=2 ~
2g−2Gg(λ) satisfies
(4.55) G(λ+ ~; ~)− 2G(λ; ~) +G(λ− ~; ~) = 0.
This relation implies that, the each coefficient Gg(λ) of G must satisfies ∂
2
λGg = 0. Therefore,
each term of G must be a linear in λ. However, due to the homogeneity (Proposition 4.1),
Fg − Fˆg must be zero for all g. This shows the desired equality (4.48).
4.6 The concrete form of the Voros coefficient
Here we derive the concrete form of the Voros coefficient. Specifically, we prove the following
corollary. (Note that the special case ν = 0 of the claim has already obtained in [V1, SS, T].)
Theorem 4.10. The Voros coefficient of the quantum Weber curve (4.13) is given explicitly
as follows:
(4.56) V (λ, ν; ~) =
∞∑
m=1
Bm+1
(
(ν + 1)/2
)
m(m+ 1)
(
~
λ
)m
.
Here Bm(t) is the Bernoulli polynomial defined through the generating function as
(4.57)
weXw
ew − 1 =
∞∑
m=0
Bm(X)
wm
m!
.
Proof. The relation (4.31) between the regularized Voros coefficient and the free energy can be
written as
(4.58) Vreg(λ, ν; ~) = e
−ν~∂λ/2
(
e~∂λ/2 − e−~∂λ/2
)
F (λ; ~)
by the shift operators. Using the three term relation (4.32) of F , we have
(4.59) eν~∂λ/2
(
e~∂λ/2 − e−~∂λ/2
)
Vreg(λ, ν; ~) =
(
e~∂λ/2 − e−~∂λ/2
)2
F (λ; ~) = log λ.
Let us invert the shift operator eν~∂λ/2
(
e~∂λ/2 − e−~∂λ/2) (or solving the difference equation)
to obtain an expression of Vreg. For the purpose, we use a similar technique used in the previous
subsection. Namely, it follows from
(4.60) e−(X−
1
2
)w(ew/2 − e−w/2)
(
1
w
+
∞∑
m=0
Bm+1(X)
m+ 1
wm
m!
)
= 1
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(cf. (4.57)) that
(4.61) e−(X−
1
2
)~∂λ(e~∂λ/2 − e−~∂λ/2)
(
(~∂λ)
−1 +
∞∑
m=0
Bm+1(X)
m+ 1
(~∂λ)
m
m!
)
= id
holds. The last equality with X = (1− ν)/2 shows that the formal series
Vˆreg = ~
−1
(
λ log λ− λ)− ν
2
log λ+
∞∑
m=1
Bm+1
(
(1− ν)/2)
m+ 1
(~∂λ)
m log λ
m!
(4.62)
= ~−1V−1 + V0 +
∞∑
m=1
Bm+1
(
(1 + ν)/2
)
m(m+ 1)
(
~
λ
)m
satisfies the difference equation (4.59). Here we used B1(X) = X − 1/2 and the equality
Bm(X) = (−1)mBm(1−X).
Note that the expression (4.62) may differ from Vreg by a formal power series of ~ with
constant coefficients in an additive manner due to the ambiguity in solutions of difference
equations. However, such difference are in fact shown to be zero by a similar argument as that
given in the end of the proof of Theorem 4.9 by noting the homogeneity property
(4.63) Vm(λ, ν) :=
∫
γ
Sm(x, λ, ν)dx = λ
−mVm(1, ν),
which follows from Proposition 4.2 (ii). Thus we have Vreg = Vˆreg, which proves Theorem
4.10.
A Meromorphic multidifferentials
The correlation function Wg,n(z1, z2, · · · , zn) is a meromorphic multidifferential , i.e., a mero-
morphic section of the line bundle pi∗1(T
∗P1) ⊗ pi∗2(T ∗P1) ⊗ · · · ⊗ pi∗n(T ∗P1) on (P1)n, where
pij : (P
1)n → P1 denotes the j-th projection ([DN]). Thus a multidifferential is a meromorphic
differential in P1 for each variable. If all of the residue with respect to each variable vanish,
then we call it a multidifferential of the second kind. We summarize here some notations on
multidifferential which we use in this paper.
Local coordinate representation. In a local coordinate, we express a meromorphic
multidifferential Ω on (P1)n as
(A.1) Ω = Ω(z1, z2, · · · , zn) = f(z1, z2, · · · , zn) dz1dz2 · · · dzn,
where f is a meromorphic function (we omit the tensor product ⊗ in its expression). If Ω is
symmetric under the permutation of variables, i.e.,
(A.2) Ω(z1, · · · , zj, · · · , zk, · · · zn) = Ω(z1, · · · , zk, · · · , zj , · · · zn)
for any j, k ∈ {1, 2, · · · , n}, Ω is said to be a symmetric multidifferential.
40
Integration. Its integral with respect to j-th variable is denoted by
(A.3)
∫ zj=b
zj=a
Ω(z1, z2, · · · , zn) :=
(∫ b
a
f(z1, z2, · · · , zn) dzj
)
dz1 · · ·dzj−1dzj+1 · · · dzn
or
(A.4)
∫
zj∈γ
Ω(z1, z2, · · · , zn) :=
(∫
γ
f(z1, z2, · · · , zn) dzj
)
dz1 · · · dzj−1dzj+1 · · · dzn
for an integration path γ in P1. If Ω is symmetric under the permutation of the variables, we
write a multiple integral with a same integration contour γ like
(A.5)
∫
γ
· · ·
∫
γ︸ ︷︷ ︸
n-th
Ω(z1, · · · , zn) :=
∫
γ
dz1 · · ·
∫
γ
dzn f(z1, · · · , zn).
Further we sometimes drop off the word “n-th” if it is clear from the context.
Integration with a divisor. Let ω be a meromorphic differential on some domain U
in P1 of the second kind. Following [BE2], for a divisor D(z; ν) = [z] −∑mk=1 νk[pk], where
z, p1, p2, · · · , pm ∈ P1\{poles of ω}, and ν = (νk)mk=1 being a tuple of complex numbers satisfying∑m
k=1 νk = 1, we define the integral of ω with D(z; ν) by
(A.6)
∫
D(z;ν)
ω :=
m∑
k=1
νk
∫ z
pk
ω.
Because ω is of the second kind, this integral does not depend on the choice of paths in U from
pj to z (j = 1, 2, · · · , m). For a multidifferential Ω = Ω(z1, z2, · · · , zn) of the second kind, we
define
(A.7)
∫
zj∈D(z;ν)
Ω(z1, · · · , zj , · · · zn) :=
m∑
k=1
νk
∫ zj=z
zj=pk
Ω(z1, · · · , zj , · · · , zn).
As in (A.5), we write the multiple integral as
(A.8)
∫
D(z;ν)
· · ·
∫
D(z;ν)︸ ︷︷ ︸
n-th
Ω(z1, · · · , zn) :=
∫
z1∈D(z;ν)
dz1 · · ·
∫
zn∈D(z;ν)
dzn f(z1, · · · , zn)
for a symmetric meromorphic multidifferential of the second kind.
Pull-back. Finally, for a holomorphic map φ from some domain in P1 to P1, we write the
pullback of Ω by φ with respect to the j-th variable as
Ω(z1, · · · , φ(zj), · · · , zn) := f(z1, · · · , φ(zj), · · · , zn)dz1 · · · dφ(zj) · · ·dzn.
We frequently use this expression mainly when φ is conjugate map defined near a ramification
point.
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B Ineffectiveness of ramification points
Following [BE2], we define R as a set of ramification points of x(z), not as a set of zeros of dx(z)
as in [EO1]. However, this modification does not cause difference when the ramification points
are ineffective (in the sense of Definition 2.6). Here we give a criterion for the ineffectiveness
of ramification points (cf. Proposition 2.7).
Proposition B.1. For a ramification point r, the followings are equivalent:
(a) the correlation function Wg,n(z1, · · · , zn) with (g, n) 6= (1, 0) is holomorphic at zi = r for
each i = 1, · · · , n (i.e., r is an ineffective ramification point).
(b) The differential (y(z)− y(z))dx(z) has a pole at r.
Proof. First let us give a remark on the pole order of correlation functions at a ramification
point satisfying the above condition.
Lemma B.2. If (y(z)− y(z))dx(z) has a pole at a ramification point r, then the pole order of
(y(z)− y(z))dx(z) at z = r is greater than or equal to two.
Proof of Lemma B.2. It is enough to prove that (y(z) − y(z))dx(z) never has a simple pole
at ramification point. In other words, it suffices to prove that, there is no r ∈ R satisfying
ρ(x(r);P ) = −2 (cf. Proposition 3.3).
Suppose for contradiction that a point r ∈ R satisfies ρ(x(r);P ) = −2.
We also assume that x(r) 6= ∞ for simplicity. (The case x(r) = ∞ can be treated by a
similar way.) Then, the function Q0(x) defined by (3.9) has an expression
Q0(x) =
c0
(x− x(r))2 (1 + f(x)),
where c0 is a nonzero constant, and f(x) is a rational function of x which vanishes at x = x(r).
Taking a square root with an appropriate branch, we obtain
y(z)− y(z) = 2
√
c0
x(z) − x(r)(1 + f(x(z)))
1/2.
Since the left hand side is anti-invariant under the involution z 7→ z, the above equality and
the relation x(z) = x(z) imply
1
x(z)− x(r) = −
1
x(z) − x(r)
which leads a contradiction. This proves that no r ∈ R satisfying ρ(x(r);P ) = −2.
Remark B.3. By a similar argument presented in the proof of Lemma B.2, we can also show
that, there is no r ∈ R satisfying ρ(x(r);P ) = −2m for some m ≥ 1.
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Now let us prove Proposition B.1.
Let us assume (b), that is, (y(z)− y(z))dx(z) has a pole at r, and look at the behavior of
W0,3(z0, z1, z2) andW1,1(z0) when z0 approaches to r. By deforming the residue contour around
r, we can decompose the contribution of residue at z = r to W0,3(z0, z1, z2) as
(B.1) Res
z=r
Kr(z0, z)
(
B(z, z1)B(z, z2) +B(z, z1)B(z, z2)
)
=
1
2pii
(∮
z∈Cr,z0,z0
−
∮
z∈Cz0
−
∮
z∈Cz0
)
Kr(z0, z)
(
B(z, z1)B(z, z2) +B(z, z1)B(z, z2)
)
.
Here Cr,z0,z0 is a contour satisfying
{the domain bounded by Cr,z0,z0} ∩ R ∩ {z0, z0, · · · , zn, zn} = {r, z0, z0},
and the other contours Cz0 and Cz0 are defined similarly. Then, the first integral in the right
hand-side of (B.1) is holomorphic at z0 = r, while the other two integrals are evaluated as
(B.2) − 1
2pii
(∮
z∈Cz0
+
∮
z∈Cz0
)
Kr(z0, z)
(
B(z, z1)B(z, z2) +B(z, z1)B(z, z2)
)
=
1
(y(z0)− y(z0))dx(z0)
(
B(z0, z1)B(z0, z2) +B(z0, z1)B(z0, z2)
)
.
Therefore W0,3(z0, z1, z2) is holomorphic at z0 = r (and hence, it is holomorphic at zi = r for
i = 1, 2 as well) under the assumption on the pole property of (y(z)− y(z))dx(z) at r.
On the other hand, the behavior ofW1,1(z0) when z0 approaches to r is described in a similar
manner:
(B.3) Res
z=r
Kr(z0, z)B(z, z) =
1
2pii
∮
z∈Cr,z0,z0
Kr(z0, z)B(z, z) +
1
(y(z0)− y(z0))dx(z0)B(z0, z0).
Then we can conclude that W1,1(z0) is holomorphic at z0 = r because (y(z0)− y(z0))dx(z0) has
a double or higher order pole at r (cf. Lemma B.2) while B(z0, z0) has a double pole there.
Using the induction on 2g − 2 + n, we can conclude that the correlation functions Wg,n are
holomorphic at r with respect to each variable zi, as follows. For general (g, n), the contribution
of the residue at z = r to Wg,n+1(z0, z1, · · · , zn) is given by the following form
(B.4) Res
z=r
Kr(z0, z)Fg,n(z, z, z1, · · · , zn)
=
1
2pii
(∮
z∈Cr,z0,z0
−
∮
z∈Cz0
−
∮
z∈Cz0
)
Kr(z0, z)Fg,n(z, z, z1, · · · , zn).
Although we omit an explicit expression of Fg,n(z, z, z1, · · · , zn) (which can be read off from
(2.20)), we know it has at most double pole at z = r under the induction hypothesis. Then,
by the similar argument for W1,1(z0) presented above, we can verify that the right hand-side of
(B.4) is holomorphic at z0 = r. Thus we have verified that r is ineffective.
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Conversely, let us assume (a). Then, it follows from the definition of ineffectiveness that the
correlation functions W0,3(z0, z1, z2) must be holomorphic at z0 = r. Then, in view of (B.2), we
can conclude that the differential (y(z0) − y(z0))dx(z0) must have a pole at z0 = r (otherwise
the right-hand side of (B.2) never becomes holomorphic at z0 = r).
Thus we have proved the equivalence between the conditions (a) and (b). This also completes
the proof of Proposition 2.7 (i).
The remaining task for a proof of Proposition 2.7 is to show
Proposition B.4. If r is an ineffective ramification point, then the residue at r in (2.20)
becomes zero.
Proof. Since
∫ ζ=z
ζ=z
B(z0, ζ) is holomorphic and vanishes at z = r, we can verify that Kr(z0, z)
has a double (or more higher order) zero at z = r if r is ineffective (cf. Proposition B.1).
Therefore, Kr(z0, z)Fg,n(z, z, z1, · · · , zn) in (B.4) is holomorphic and has no residue at z = r.
This completes the proof.
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