Abstract-We consider the successive refinement of information problem with decoder side information. The rate-distortion region is unknown in general; Steinberg & Merhav and Tian & Diggavi solved it in the special case of degraded side information. We extend this special case to a new setup, conditionally less noisy side information, and we give a single-letter solution when one distortion function is deterministic.
I. BACKGROUND & MOTIVATION
The successive refinement of information problem models scenarios in which data is compressed and decompressed in stages. For example, suppose that a video file is broadcast to many users with different fidelity requirements: Some users have large screens and require high fidelity, while others have small screens and require low fidelity. It is advantageous in such situations to first broadcast low fidelity video to all users, and later send refinements to those requiring high fidelity.
Let us briefly recall the basic problem setup for a discrete memoryless source. The source emits a string of n independent and identically distributed (i.i.d.) random variables X = X 1 , X 2 , . . . , X n . An encoder maps X to an initial description (bit stream) at a relatively low rate R 1 , from which a decoder reconstructs a coarse approximationX 1 of X. The encoder then generates a second description at rate R 2 , and another decoder reconstructs a fine approximationX 2 using both descriptions -the average distortion ofX 2 being less than that ofX 1 .
An interesting information-theoretic problem is to determine those rates at which it is theoretically possible to compress X. More formally, a rate-distortion (RD) tuple (R 1 , R 2 , D 1 , D 2 ) is said to be achievable if there exists a compression scheme with refinement rates R 1 and R 2 such that the reconstructionŝ X 1 andX 2 have average distortions D 1 and D 2 respectively. The RD region is the set of all achievable RD tuples, and the problem is to find a computable expression [1, p. 262] thereof.
Another interesting problem is to determine when successive compression incurs no rate penalty, relative to an optimal source code for each user operating in isolation. Specifically, a source is said to be successively refinable if for every pair of distortions (D 1 , D 2 ) it is possible to reliably operate at rates R. Timo is supported by the Australian Research Council Discovery Grant DP120102123. M. Wigger is partly supported by the city of Paris under the programme "Emergences." corresponding to Shannon's RD function R X (·) [2] ; that is,
A plethora of work has been devoted to the aforementioned problems. For example, studies of the RD region date back to Gray and Wyner's seminal paper [3] . Koshelev [4] , Equitz and Cover [2] established necessary and sufficient conditions for a source to be successively refinable. Lastras and Berger [5] showed that all memoryless sources with squared error distortion are nearly successively refinable. Successive refinement is a special case of multiple-descriptions coding [6] , see El Gamal and Kim [7, Sec. 13 .5] for a textbook treatment.
In this paper, we wish to determine the RD region when the decoders have side information (prior knowledge about the source). For example, in video compression X can be the current video frame and the side information can be the previous frames reconstructed by the decoders. Formally, we assume a Wyner and Ziv [8] setup for the side information: A discrete memoryless source emits an i.
Here X is the source to be compressed, and Y 1 and Y 2 serve as side information about X at the first and second decoders respectively. Neither Y 1 nor Y 2 is known to the encoder.
The first such study was undertaken by Steinberg and Merhav [9] for degraded side information; that is, assuming X − − Y 2 − − Y 1 forms a Markov chain. Tian and Diggavi [10] extended the setup, approach and results of [9] from two stages to multiple stages. We extend [9] and [10] to the "conditionally less nosy" setup defined next. The definition is motivated by similar literature on degraded and less noisy broadcast channels [11] .
Let L be an auxiliary random variable jointly distributed
holds for every auxiliary random variable
forms a Markov chain. The above definition generalises that used in our preliminary work [13] on a lossless special case of successive refinement. The next proposition shows that degraded is a special case of conditionally less noisy. It can also be shown that the reverse implication is not true: conditionally less noisy does not imply degraded. Proofs of both assertions are given in [12] .
The main result of the paper (Theorem 2 in Section II) gives a single-letter characterisation of the RD region when one distortion function is deterministic and the side information is conditionally less noisy.
An important special case of successive refinement with side information is the Kaspi / Heegard-Berger problem [13] - [16] . Here, the encoder only sends one description about X to both decoders, and the problem is to determine the smallest rate at which given distortions can be achieved. Our results for successive-refinement automatically carry over to this setup.
Notation: All random variables are discrete and finite and written in uppercase, e.g., X. The alphabet of a random variable is written in matching calligraphic font, e.g. X is the alphabet of X. The n-fold Cartesian product of an alphabet is denoted by boldface font, e.g. X is the n-fold product of X .
II. FORMAL PROBLEM STATEMENT AND MAIN RESULT
A successive-refinement n-block code consists of three (possibly stochastic) maps, f , g 1 , and g 2 . The first map f defines an encoder and takes the form
where M 1 and M 2 are finite message index sets. The other two maps, g 1 and g 2 , define decoders and take the form
whereX 1 andX 2 are n-fold Cartesian products of reconstruction alphabetsX 1 andX 2 . The encoder computes (M 1 , M 2 ) := f (X). The first index M 1 is sent to both decoders, and the second index M 2 is sent only to Decoder 2. Decoders 1 and 2
The two rates of a code (f, g 1 , g 2 ) are defined by
and the two average distortions by
is said to be achievable if there exists an n-block code (f, g 1 , g 2 ) -for some sufficiently large blocklength n -satisfying
If in the above problem description we remove the message index M 2 , we obtain the Kaspi/Heegard-Berger problem [14, Sec. IIV], [15] . It can be easily shown that
is the RD function for the Kaspi/Heegard-Berger problem.
Our new results for R and R(D 1 , D 2 ) hold when the first reconstruction is an almost lossless copy of a function of X; more specifically, we will require that D 1 = 0 and δ 1 is deterministic in the following sense.
The distortion function δ 1 is said to be a deterministic [6] , [17] if there is an alphabetX withX 1 =X and a deterministic map ψ : X −→X such that
We henceforth assume δ 1 is deterministic, we let
and we assume δ 2 is arbitrary. Also, we denote the restriction of R to D 1 = 0 by
and the restriction of
Finally, let us define
where the minimisation is over all auxiliary A such that
Corollary 2.1: Under the conditions of Theorem 2, we have
Theorem 2 is proved in Section III-D ahead. In [12] we extend Theorem 2 to three receivers and additionally present results on Tian and Diggavi's "side-information scalable source coding" setup [17] .
III. PROOF OF THEOREM 2 AND COMPARISON TO DEGRADED SIDE INFORMATION A. An Achievable RD Region
A single-letter achievable inner bound to the RD region R was derived in [16, Thm. 1] . From this result, we now distil a simpler achievable RD region for deterministic δ 1 and D 1 = 0.
Let R in denote the set of all (R 1 , R 2 , 0, D 2 ) satisfying
Lemma 3 holds for arbitrary side information. Its proof is based on the following scheme. The encoder first sendsX to both decoders with rate close to max{H(X|Y 1 ), H(X|Y 2 )}; this is possible by, e.g., Sgarro [18] . The encoder then sends a lossy copy of X to decoder 2 at rate S(D 2 ); this is possible by, e.g., Wyner and Ziv [8] .
B. The RD Region for Degraded Side Information
The side information is said to be degraded if
forms a Markov chain. Steinberg and Merhav [9] and Tian and Diggavi [10] exploited (7) to derive single-letter expressions for the RD region. The result of [10] is summarised next for deterministic δ 1 and D 1 = 0. Theorem 4 (Thm. 1, [10] ): If the side information is degraded and δ 1 deterministic, then R| D1=0 = R in and (6) simplifies to
The chain (7) only plays a minor role in Tian and Diggavi's achievability proof for Theorem 4. Indeed, essentially the same random-coding argument can be used to prove Lemma 3. On the other hand, Tian and Diggavi's converse crucially relies on (7), see, for example, the equalities in [10, Eqn. (56)].
C. Beyond Degraded Side Information
We now broaden the scope of Theorem 4 to that of Theorem 2. The main effort required will be to derive a new converse without (7). The next lemma does precisely this, and its proof is the topic of Section IV.
Let R out denote the set of all (R 1 , R 2 , 0, D 2 ) satisfying
where the minimisation is taken over an auxiliary random variable W such that |W| ≤ |X | and
The proof of Lemma 5 is given later in Section IV.
D. Proof of Theorem 2
By the assumption in the theorem, H(X|Y 1 ) ≥ H(X|Y 2 ), and thus by Lemma 3 the region in Theorem 2 is achievable. It remains to prove the converse. The outer bound in Lemma 5 and the region in Theorem 2 differ only in the sum rate constraints (5b) and (8b). But when (Y 2 Y 1 |X) then by (1)
and (8b) coincides with (5b). This establishes the converse. Theorem 4 is a special case of Theorem 2. Specifically, note
by Proposition 1 and the data processing lemma.
As a final remark, we note that our proof of Lemma 5 does not readily generalise to an arbitrary distortion function δ 1 . An apparent difficulty follows from the use of a Wyner-Ziv style converse argument to construct the S(D 2 ) term using (X, Y 2 ) as i.i.d. decoder side information.
IV. PROOF OF LEMMA 5
We first state the solution to an entropy-characterisation problem: express the difference of two n-letter conditional mutual informations in a single-letter form. This problem and solution will play an important role in the proof of Lemma 5.
We will need the following notation: For a string of n ran-
A. An Entropy-Characterisation Problem
Consider a tuple of random variables (R, S 1 , S 2 , T, L) with an arbitrary joint distribution. Let (R, S 1 , S 2 , T , L) denote a string of n i.i.d. copies of (R, S 1 , S 2 , T, L). Further, suppose that J is jointly distributed with the n-string (R,
forms a Markov chain. Consider the difference I(J; S 2 |L) − I(J; S 1 |L) of n-letter conditional mutual informations. We wish to know whether this difference can be expressed in a single-letter form. The next lemma answers this question in the affirmative; its proof is given in Appendix A.
Lemma 6: Let (J, R, S 1 , S 2 , T , L) be defined as above. There exists an auxiliary random variable W with alphabet W such that |W| ≤ |R||L|,
I(J; S 2 |L) − I(J; S 1 |L)
= n I(W ; S 2 |L) − I(W ; S 1 |L) (10) and
The proof of the lemma may remind the reader of steps applied in the converse to the capacity of less noisy broadcast channels. Notice however, that our Lemma 6 does not apply to channel coding problems where the input and output sequences can have memory and thus are no candidates for our n-tuples S 1 and S 2 . In fact, when the n-tuples S 1 and S 2 are not i.i.d., then in our lemma, the right-hand side of (10) has the extra term
) , which can be positive or negative. So, also this extended form of our lemma does not directly lead to a converse for capacity problems.
B. Proof of Lemma 5
Let (R 1 , R 2 , 0, D 2 ) lie in the RD region R| D1=0 . Then, for every > 0 the tuple (R 1 + , R 2 + , , D 2 + ) is achievable i.e., for sufficiently large n we can find an n-block 2013 
For this n-block code, we have
where (a) applies Fano's inequality and ε 1 (n, ) can be chosen so that ε 1 (n, ) → 0 as → 0 (for details see [12] ) ; and (b) follows because the pair (X, Y 1 ) is i.i.d. Moreover,
where (a) holds because conditioning does not increase entropy; (b) applies Fano's inequality as in (11) , and it uses that
. Consider the first conditional mutual information on the right hand side of (13) . We have
(b)
(e)
The reasoning behind each step is as follows:
; (c) from the definition of S(·) and sinceX 2,i can be written as a function of (C i , Y 2,i ); and (d) and (e) by convexity and monotonicity of S(·). From (13) and (18), we obtain
Apply Lemma 6 to (19) with 
The proof follows now by (12) and (20), by taking the limit → 0 together with the continuity of S(·).
APPENDIX A PROOF OF LEMMA 6
The proof will make use of the following telescoping identity. For any string of arbitrarily distributed random variables, (A 1 , B 1 ), (A 2 , B 2 ) 
with the notational convention I(A n 1 ; B n n+1 ) 0 and
We first prove (10) . Notice that
by the chain rule for mutual information. Expand the first mutual information term I(J; S 2 , L) on the right hand side of (22) as follows:
where (a) and (c) follow from the chain rule for mutual information; (b) exploits the fact that the source is i.i.d. and therefore
and, finally, in (d) we define and substitute the random variable
Expand the second mutual information term I(J; S 1 , L) on the right hand side of (22) using the telescoping identity (21):
where ( 
We now single-letterize the quantity on the right hand side of (26). To this end, we introduce a time-sharing random variable: let Q be uniform on {1, 2, . . . , n} and independent of the tuple (R, S 1 , S 2 , T , L). Dividing (26) by n, we have 
where in (a) we use that Q is independent of (S 1,i , S 2,i , L i , W i ); in (b) that Q is uniformly distributed; in (c) that We also notice that 
The proof of Lemma 6 can be manipulated so as to replace the telescoping sum identity step (25) with a Csiszár sum identity step. We feel, however, that the present proof is cleaner.
