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1. INTRODUCTION 
If s > 0, 1 <p < co and 1 < q < co, then there exists a large number of 
equivalent characterizations of the (nowadays classical) Besov (or Lipschitz) 
spaces B&, defined on the Euclidean n-space R,. One can take one of these 
characterizations as a definition; e.g., Bi,, (under the above restrictions for s, 
p and q) is the collection of all complex-valued functions f(x) E L, (the 
usual L,-spaces on R,) such that 
is finite. We use standard notation: IlflL,II is the norm in L,, and 
kW)(4 =f(x + h) -f(x), Ai d&4-‘), k = 2, 3,..., (2) 
are the usual differences. In (l), 1 must be large enough, i.e., I > s. If q = co 
then one has to modify (1) in the usual way. (We remind the reader that one 
can replace some differences in (1) by derivatives.) Under the above 
restrictions for s, p, q and 1 one can take (1) as a norm in Bi,*. Other 
equivalent norms in Bi,, can be obtained with the help of the 
GauB-WeierstraB semi-group (temperatures) or the Cauchy-Poisson semi- 
group (harmonic functions). If t > 0, then the GauB-WeierstraB semi-group 
is given by 
[ W(t)f](x) = (47ct)-“‘2 1 e-‘x-y’2’yyJI) dy, (3) 
R” 
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and the Cauchy-Poisson semi-group by 
(4) 
where c, is an appropriate positive number and f(x) E L,(R,,). Again let 
s>O, 1 <p<co and l<q<co.Then 
with m > s/2 as well as 
(6) 
with m > s are equivalent norms in Bi,, . (In both cases, m is an integer. 
Furthermore, if q = co, then (5) and (6) must be modified in the usual way.) 
The restriction s > 0 can be removed as follows. If -co < s < 00, 1 <p < 03, 
l<q<co,and~>s/2,then 
(I m f(x-s’2)q ]JF-‘[(1 + ]<]Z)K e- ‘“1’Ff](.)IL,ll” $) “q (7) 0 
is an equivalent norm in Bi,q (modification if q = co). We used standard 
notations: F and F-’ are the Fourier transform and its inverse, respectively, 
in S’ (the collection of all complex-valued tempered istributions on R,,). It 
is easy to see that (7) is the generalization of (5) if one takes into 
consideration that IV(t)f satisfies the heat equation in the half-space 
{(x, t)]x E R,, t > 0) and that F(eC’“““)(x) = e-‘Xiz’2. In a similar way one 
can extend (6) to BS p? with-co<s<co,l<p<co,l<q<co.(Thenone has to replace e-“l m (7) by e- “*I.) The classical paper about this material 
is [ 141 (cf. also [ 1, Chap. 41). The above version can be found in [ 17, 
pp. 190-1961. In recent years the spaces Bi,, (always defined on R,) have 
been extended to --co <s<ao, O<p<oo and O<q<co. There are two 
versions; nonhomogeneous spaces, which cover the above classical spaces, 
and homogeneous paces, which will be denoted in the sequel by @q. 
Besides these spaces we consider a second scale Fi,, (resp. pp,q), where 
-co < s < co, 0 <p ( co and 0 < q < co. Special cases of that scale are the 
classical Bessel-potential (or Lebesgue or Liouville) spaces, which contain 
the Sobolev spaces, and the Hardy spaces. The aim of this paper is to find 
characterizations of all these spaces in the spirit of (j)-(7). However, our 
approach has nothing to do with semi-groups. Roughly speaking, we replace 
t”( 1 + ]<j2)” e-‘ll’ * in (7) by rp(rx) with t > 0 and x E R, and ask for 
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conditions upon the function p(x) such that the counterpart of (7) yields an 
equivalent norm (more precisely: quasi-norm) on ii,,. A similar question is 
asked for @i+4 (and also for the non-homogeneous counterparts Bi,q and 
Fi,,). But mostly we shall be concerned with the homogeneous paces. 
The paper is organized as follows. Section 2 contains the necessary 
definitions and also some remarks about the above-mentioned special spaces. 
The results are formulated in Section 3: Theorem 1 and Theorem 2 in 3.1 
(homogeneous paces), Theorem 3 in 3.2 (non-homogeneous spaces), and a 
discussion of the above special cases (GauD-WeierstraB semi-group and 
Cauchy-Poisson semi-group) in 3.3. Proofs of the theorems are given in 
Section 4. As usual, c and c’ denote general positive constants, which may 
differ from line to line. 
2. DEFINITIONS 
2.1. The Homogeneous Spaces 
Let R, be the n-dimensional real Euclidean space. Let S be the Schwartz 
space of all complex-valued infinitely differentiable rapidly decreasing 
functions on R,, and let S’ be the collection of all tempered istributions on 
R, (the dual of S). Let p(x) E S be a non-negative function with 
and 
SUPPP = Mf < IYI < 21 (8) 
(9) 
(there exist functions p with the required properties). F denotes the Fourier 
transform on S’ and F-’ the inverse Fourier transform. If -co < s < co, 
O<p<oo andO<q<co then 
% = 
! 
flfE S’9 llfl $,,I1 
= 2jsq J/F-‘p(2-’ .)FfIL,l)q (10) 
We recall that 
llhlLJ= (1 ~h(xJ~pdx)“p if O<p < co 
Rn 
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and 
IlW,II = eyEyP lf(x>l. ” 
Further, F-‘~(2~’ .) Ff means that F-’ is applied to p(2-jx) Ff: If q = 00, 
then one has to replace (Cz-m ~j4)“~ in (10) by sup, aj. If -co < s < 00, 
O<p<or, andO<q<co,then 
= I/ ( z 2jsq [(F-$(2-’ a> Ff)(.)l’) “‘lLP 11 < 00 1 (11) 
j=-, 
(with the above modification if q = co). The spaces ii,, and <i,p should be 
considered modulo polynomials. If P(x) is a polynomial in R,, then 
llJl~;,*ll = Ilf+ PI&II 
(and similarly for ki,,). But we do not stress that point any more, because it 
is not of interest for our purpose in this paper. A more detailed discussion of 
this somewhat delicate question has been given in [21, 5. l] (cf. also [ 19, 
Chap. 31). 
2.2. The Non-Homogeneous Spaces 
Let p(x) be the function from 2.1, and let 
PO(X) = 1 - $ p(2-‘x) if xER,. 
j=l 
If-co<s<co,O<p<co andO<q<a,then 
B;,, = I 
flf~ S’, IlflB;,,ll = lIF-l~,Wl~pll 
+ (F 2jsq IIF-‘p(2-j .) FflL,[l”)“9 < co 1 
,q 
(12) 
(usualmodificationifq=co).If-co<s<~,O<p<ooandO<q~co, 
then 
F;,, = 
! 
flfE S’, llflF;,qll = IIF-hFfl~,~l 
+ 11 (J?l 2jsq I(F-$(2-j -)FfK)iq)“qIL, // < co 1 (13) 
(usual modification if q = 00). 
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2.3. Remarks and Special Spaces 
The spaces from 2.1 and 2.2 have been studied extensively in 19, 19, 2 11. 
The definition of the spaces &i,, and Bi,4 in the above manner goes back to 
J. Peetre [6, 71. The spaces Fi,, with p > 1 and q > 1 have been introduced 
in [ 161; the extension to 0 <p < oo and 0 < q < co is again due to Peetre 
[8]. (Similar spaces restricted to p > 1 and q > 1 have also been introduced 
by P. I. Lizorkin [4,5].) We do not describe properties of these spaces, but 
we mention that the spaces from (lo)-(13) are independent of the function 
p(x): Different p’s yield equivalent quasi-norms. We describe some special 
cases: 
(i) If s>O, 1 <P-C co and 1 <q<co then the spaces from (12) 
coincide with the classical Besov spaces from the Introduction. 
(ii) If s > 0 then BS,,, = @‘” are the classical Holder-Zygmund 
spaces. 
(iii) If -co < s < co and 1 <p < 00, then Ffj2 = Hi are the usual 
Bessel-potential spaces; in particular, if 1 <p < co and m = 0, 1, 2,..., then 
Fr,, = WT are the usual Sobolev spaces. 
(iv) If 0 <p < co then pi,* = HP are the Hardy spaces in the sense of 
C. Fefferman and E. M. Stein [3]. 
Proofs of these assertions and more detailed references may be found in 
(19,211. 
As has been said, the aim of this paper is to describe characterizations of 
the spaces under consideration in the spirit of (S)-(7). For the classical 
Besov spaces Bi,, withs>O, 1 <p<oo and l,<q<co,thishasbeendone 
by M. H. Taibleson [ 141. The extension of these results to Bi,, (and ji,,) 
with p < 1 faces some difficulties. In particular, the semi-group approach has 
no immediate counterpart. Characterizations of Bi,g and ii,9 with p ( 1 in 
the sense of (6) have been obtained by Peetre [9, p. 256) (0 (p ( 1, m = 1, 
s < 1) and in the sense of (5) by Bui Huy Qui [lo]. 
3. RESULTS 
3.1. The Homogeneous Spaces 
Let f E S’ and let p(x) E S. If t > 0 then we introduce the maximal 
function 
(dt .).I-)* (x) = ;$l + It-‘AT’ IV-‘rp(t -)47-)(x -YI (14) 
with a > 0 (later on we choose a big enough). This makes sense at least if 
v(x) has a compact support (and if co is an admissible value for the left- 
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hand side of (14)). In the theorems below we use this maximal function for a 
bigger class of admissible functions (o (and under some restrictions for f). 
One can always understand the corresponding expressions as a result of a 
limiting process, where one starts with smooth cp’s with compact support in 
R, (or even in R, - {O}). In that sense the maximal function from (14) and 
also F-‘~(t .) Ff make sense for all involved q’s and f’s. But we shall not 
stress this point in the sequel. 
THEOREM 1. Let L be a natural number and let q(x) be a non-negative 
infinitely dtflerentiable function in R, - (0) such that 
SUP (IxIL + IxI-L)Iw4x)I < a3 if lal<L (15) 
XER,-lOI 
and p(x) > 0 if f < 1x1 < 4. 
(i) Let--oo<s<co,O<p<~andO<q<~.Ifa>n/pin(14) 
and if L in (15) is big enough then 
(im t-SqIJF-‘rp(t .)Ff\L,~jq$)“q 
0 
(16) 
and 
(Jrn t-““IIW *m* lL,l14 F) 1’q (17) 
0 
are equivalent quasi-norms in Ri,, (modification if q = 00). 
(ii) Let-wo(s<co,O<p<a, andO<q<co.Ifa>n/min(p,q) 
in (14) and if L in (15) is big enough then 
/I (lam tcSq I@-$4 WfK~lq~)“ql~, I/ 
and 
are equivalent quasi-norms in $i,q (modtQ?cation if q = 00). 
Remark 1. “L big enough” means 
L>Isl+6n/p+n+4 
(18) 
(19) 
(20) 
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in part (i) and 
L~Isl+6n/min(p,q)+n+4 (21) 
in part (ii) of the theorem, provided that one chooses a in (14) near to n/p 
and n/min(p, q), respectively. However, the numbers on the right-hand side 
of (20) and (21) are somewhat artificial. The search for best numbers seems 
to be a hard task, at least for the spaces Z&. On the other hand, one can 
find rather natural conditions for p(x) under which (16) is an equivalent 
quasi-norm in B;i,g. 
THEOREM 2. Let q(x) be a non-negative infinitely dzfirentiable function 
onR,-{O}suchthat~(x)>Oif~<~x~<4.Let-~<s<~,O<p~oo 
andO<q<co. Let 
op = n/2 if l<p<oo 
and 
up = n(l/p - 4) if O<p<l 
eP = oP - n/2. (22) 
Let B be the unit ball in R, and let s0 + c?,, < s < s,. If 
[xl-s1 p(x) E H+(B) with A > up, (23) 
,$y, w I~a(lxl-So(D(x))l < 00 forlal< b,] + 1, (24) 
then (16) is an equivalent quasi-norm in a;,,. 
Remark 2. We recall that H$ = H$(R,) is the usual Bessel-potential 
space on R, and that H:(B) is the restriction of H$ to the unit ball B. If 
A > 0 is an integer then Hi and H:(B) are the usual Sobolev spaces on R, 
and on B, respectively. Furthermore, [u,] is the biggest integer less than or 
equal to (I,,. In particular, the theorem shows that the behavior of q(x) near 0 
and at infinity is quite different if p < 1. Conditions (23) and (24) are fairly 
natural. One can reformulate (24) also in the language of the spaces Ht. 
3.2. The Non-Homogeneous Spaces 
In order to find counterparts of Theorems 1 and 2 from 3.1 for the non- 
homogeneous spaces, it is desirable (but not absolutely necessary) to include 
a term of the type ]] f / L, I(. If 1 <p < co this means that we must restrict s in 
%, and %I by s > 0. The case where 0 <p < 1, a bit more complicated 
question, is discussed in [21, Remark 2.5.3/ 11. It turns out that f E L, makes 
sense if fE Bi,4 or fE Fi,4 and s > n(l/p - 1). However, for technical 
reasons we sometimes need stronger estrictions. 
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THEOREM 3. (i) Let 0 < p < 00, 0 < q < 03 and s > n/p. Under the 
same conditions for q(x), L, and as in Theorem l(i), 
Ilf lLpll + ym t-S4 IleP(t ->Ff IL,l14 f) l/9 
0 
11 f lLpll + (jrn tcS4 II@@ -If >* kllq $) IiS. 
0 
(25) 
(26) 
are equivalent quasi-noms in B;,4 (modification tf q = co). 
(ii) Let 0 <p < 00, 0 < q < 00 and s > n/min(p, q). Under the same 
conditions for q(x), L, and a as in Theorem l(ii), 
Ilf ILpll + II( i, O” t-s4 ((F-‘fp(t .)Ffl(.),$pP jJ 
and 
Ilf l&II + (/ ( om t-sglMt *If>* crf)“qlL, 11 1 
(27) 
are equivalent quasi-norms in Fi,q (modification tf q = a~). 
(iii) Let 0 < p < co, 0 < q < a~ and s > max(O, n( l/p - 1)). Under the 
same conditions for p(x) as in Theorem 2, formula (25) gives an equivalent 
quasi-norm in Bi,4. 
3.3. Special Functions q(x), Remarks 
One can identify the function q(x) from 3.1 with the function p(x) from 
2.1 (after replacing 2- ’ and 2 in (8) by 4 - ’ and 4, respectively). Then (16) 
and (18) are essentially the continuous versions of 11 f Ii;,, 11 and 11 f Iii,q\l 
from (10) and (1 l), respectively. More interesting are functions q(x) which 
have no compact support. If m is a sufficiently large number, then 
(D(X) = IX(~~ e+lz, xER,, (29) 
satisfies the hypotheses of Theorem 1. On the other hand it is well known 
that 
(F-‘~&fi +) Ff )(x) = tm(-A)” (F-‘e-f’t’*Ff )(x) 
=ctm [gwwf] (xl, C#O, (30) 
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where FV(t)f is the Gaul&Weierstrab semi-group (cf. (3) and [ 17, 
p. 191/192]). 
COROLLARY 1. (i) Let--co<s<oo,O<p<ooandO<q<co.Ifm 
is a non-negative integer with 2m > s then 
(I 
co 
t(m--s/2h7 
II 
am WV 
0 arm 
(.)IL, ‘F 1!J 
II ) 
(31) 
is an equivalent quasi-norm in I$, (modification if q = 00). 
(ii) Let --co < s < oc), 0 <p < co and 0 < q < 03. Ifm is a suflciently 
large natural number then 
IIU 
cc 
f(m-s/2k7 
0 
a”;$)f (.) i’$p // (32) 
is an equivalent quasi-norm in J$q (modification if q = 00). 
Proof: The proof is an easy consequence of (29) and (30) on the one 
hand and Theorems l(ii) and 2 on the other hand (sr = 2m in (23) in part 
(i)>. 
Remark 3. This is a representation of I$, and pi,q via temperatures. 
Another interesting example of an admissible function q(x) is given by 
(p(x) = lxlm e+‘, xER,. (33) 
If m is a suffkiently large natural number, then the hypotheses of Theorem 1 
are satisfied. If t > 0 then we have 
(F-‘p(t -)Ff)(x) = tm(F1 j<l” e-‘“‘Ff)(x) 
= (-t)” & (F-leC”SIFf)(x) 
=ctm [$At)f] (xl, (34) 
where P(t)f is the Cauchy-Poisson semi-group (cf. (4) and c # 0). The last 
formula in (34) may be found in [ 17, p. 1951. 
COROLLARY 2. (i) Let--oo<s<co,O<p<coandO<q<oO.Ifm 
is a nonnegative integer with 
m>s is 1<P<co, 
m > s + n(l/p - 1) if O<p<l, (35) 
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(36) 
is an equivalent quasi-norm in @,, (mod@cation if q = ao). 
(ii) Let ---co < s < o3,O <p < 00 and 0 < q < 00. If m is a sufJiciently 
large natural number then 
I/ (Joa Ps)q 1 am;',"f(.) I* yq,Ly I/ 
is an equivalent quasi-norm in p& (modl@ation if q = 00). 
ProoJ Part (ii) is again an immediate consequence of Theorem l(ii), 
(33) and (34). The proof of part (i) is a bit more complicated than the proof 
of Corollary l(i), because p(x) from (33) is not smooth at the origin (in 
contrast to the function from (29)). If p(x) is given by (33) and (35), then 
we have to prove that (23) is satisfied. Let s, > s. Then it follows that near 
the origin 
If A is a non-negative integer then we have 
Ixlm-sl e --IX’ E H;(B) if m>l--n/2+s,. (39) 
By complex interpolation it follows that (39) is true for all A > 0. Because 
A > up, this coincides with (35). 
Remark 4. In contrast to 2m > s in Corollary l(i), the number m in (35) 
depends on p if p < 1. One can improve (35) slightly, but not essentially. If, 
e.g., s < 0 and s, = m = 0, then DaeFixi =@(/~l-‘~‘+‘) if la/ 2 1 near the 
origin. By the above interpolation argument we have e-IX’ E Hf(R,) if 
--,A + 1 > -n/2, i.e., A ( n/2 + 1. In other words, A. > u,, from (23) can be 
satisfied if either co 2 p > 1 or 0 < p Q 1 and n/p < n + 1. This shows that 
(36), with s < 0, 0 < q < co and m = 0, is an equivalent quasi-norm in ii,, if 
00 >p > n/(n + 1). 
Remark 5. One can try to study other special functions q(x) in the sense 
of Theorems l-3. Let 
q(x) = IxJ-~ (eixh - l)“, (40) 
where xh is the scalar product of x E R n and h E R n. If one chooses m and 
M in an appropriate way, then (15) with a given L is satisfied (but not the 
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other assumptions for (P(X)). What makes (40) (and modifications of (40)) 
interesting is the fact that 
(e4xf)(4 =4w’ Id-” W)(x), 
where Af?,’ are the usual differences in R,. One can follow that path, but not 
as an immediate application of the above theorems. However, it is possible 
to obtain characterizations of the spaces I& and I$,q via derivatives and 
differences in that way. For details we refer to [21, 2.5.9-2.5.121. 
Remark 6. We recall that HP = $i,z if 0 <p < 00, where H, are the n- 
dimensional Hardy spaces. Now one can compare the above characterization 
of H, via (18) and the characterization given by Fefferman and Stein in [3]. 
Let (P(X) be a function which satisfies the hypotheses of Theorem l(ii) (with 
s = 0 and q = 2) and let I&) E S with ~(0) = 1, then 
and 
are equivalently quasi-norms for H,, with 0 <p < co. Here, (42) comes from 
(31 and (41) is the specialization of (18). 
Remark 7. Finally we mention an application of the two corollaries. 
Recently F. Ricci and M. H. Taibleson obtained in [ 111 representation 
theorems for harmonic functions in R: = {(x, t)]x E R,, t > 0) via atoms 
and molecules (cf. also [ 12, 151). This approach has been extended to 
temperatures in R: by S. E. Sands (cf. [ 131). On the basis of the above 
corollaries one obtains corresponding representations by atoms and 
molecules for the spaces Bi,4. This possibility has been pointed out explicitly 
in [ 131 (and it was the starting point for the present paper). 
Finally we formulate the non-homogeneous counterparts of Corollaries 1 
and 2. 
COROLLARY 3. (i) Let 0 <p< 00, 0 <q< 00 and s > max(O, 
n(l/p - 1)). If m and k are natural numbers with 2m > s and 
k>s if l<P&o3, 
k > s + n(l/p - 1) If 0 <p < 1, 
640/35/3-l 
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IlflL,II + ( jm f(m-s’2)q 11 am;$)f (. IL, II’$) “q (43) 0 
and 
IlflLJ + (Jorn F-q 11 e$)f (.)JL, Ilo f) “q (44) 
are equivalent quasi-norms in Bi,, (modification if q = 00). 
(ii) Let 0 <p < co, 0 <qQ co and s > n/min(p,q). rf m is a 
suflciently large natural number then 
II~IL,II + lI( jam p-w)q 1 a-aul!f)f (.) Iof)“” LP I II (45) 
and 
Ilf lL,ll + II (Jorn f(m--s)q I amf$f (.) jo yqlLp II (46) 
are equivalent quasi-norms in Fi,, (modification ifq = co). 
ProoJ The proof is the same as the proofs of Corollaries 1 and 2 if one 
uses Theorem 3 instead of Theorems 1 and 2. 
Remark 8. If 1 <p < 00 and 1 < q < 00 then (43) and (44) coincide 
with (5) and (6), respectively. 
4. PROOFS 
4.1. Proof of Theorem 1 
We prove part (ii). The proof of part (i) is the same, but some details are 
simpler (cf. also Step 3). 
Step 1. We recall that we always assume that p(x) is sufficiently 
smooth. Then we have, under the hypotheses of Theorem I(ii), the maximal 
inequality 
II L 5 2-jsq ,Nl.& l(fp(Pl *)f)* ~.)lyqlLp // <cllfl~;,qlL (47) 
where c is independent off E @i,q. A proof of the non-homogeneous version 
of this estimate may be found in [21, 2.3.61 (cf. also [ 19, p. 291). There is no 
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difficulty in extending this estimate to the above homogeneous version. 
However, it is easy to see that the quasi-norm in (19) can be estimated from 
above by the left-hand side of (47) and hence by c IlflpP,,ll. Because 
ww *)Ff)(x)l < w *)I-)* (x)7 xER,,, (48) 
it follows that the quasi-norms in (18) and (19) can be estimated from above 
by c llfl~,q II. 
Step 2. We prove that IISI$,II can be estimated from above by the 
quasi-norm in (18). Afterwards it follows from (48) and Step 1 that (18) and 
(19) are equivalent quasi-norms in l+i,, . Let p(x) be the function from 2.1 
and let 1 < L < 2. Then we have 
(F- lp(2 -j -) Ff)(x) 
= 
( 
F-1 ;(!g,;*: c/l(2% *)Ff)(x) 
, PF' *I = 
$42-9 *) (YW’d-jl -)67-)(x -Y> dr- (49) 
Under the assumptions for the supports of p and cp, the first factor in the 
integral in (49) is a smooth function, which can be calculated by 
(F-‘@lv(J ~W’Y) 2’” and estimated from above by c2’“( 1 + ( 2iyl)-b, 
where b > 0 is at our disposal. Let 0 < r < min(p, q, 1). Then we obtain, 
with the help of (14), that 
IV’- 'PC-j -1 t’f)(xI 
< c((p(2-‘I, .)jy-’ (x) 
X 
I 
2j” (l + 12’Yl”)‘-’ 
(1 + I Wb 
I(F-‘(0(2-‘A -) Ff)(x -y)l’dy. (50) 
RI! 
In the first factor on the right-hand side of (50) we take the supremum with 
respect to ,I, where 1 < ,I< 2. Afterwards we integrate the modified 
inequality with respect to ,I (which appears now only in the integral). 
Because r < q we have 
I ’ [(F-‘~(2-‘A -) Ff)(x -y)l’dA 1 
-G 
(1 
* [(F-‘~(2~‘1 .) Ff)(x -y)l” dA r’9. 
1 ) 
Finally we replace the integration over R, in (50) by integrations over BWj = 
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(JJ[[.Y[<~-‘} and {,12-i”~l,l~2-i”“} with I=O,1,2,.... Then we 
have 
where d > 0 is at our disposal (a and r in (50) are fixed). Let A4h be the 
Hardy-Littlewood maximal function of a given function h. If we choose 
d > n then every term of CEO ... in (51) can be estimated from above by 
.2jF-1~(2-jrZ .)Ff(qdA r’q (x). 
1 ) I 
Consequently, 
((Pp(2-’ *)lf)(x)( <c sup (9(23 .)f)*‘-’ (x) 
1<kl<* 
** ((F-‘+7(2-‘A .)Ff)(-)I” dA 
1 
We multiply both sides with 2” and apply the I,-quasi-norm. By Holder’s 
inequality, based on l/q = (1 - r)/q - r/q, and obvious abbreviations it 
follows that 
l12js(F-‘p(2-j w.f)(x)l~,II 
<cll2jS s”,p,,(‘p(2-jp *)f)* (x)lf,ll’-’ I12iS’M(***)“q wIk7lrll~ (53) 
We take the L,-quasi-norm with respect o x. Again by Holder’s inequality, 
based on l/p = (1 - r)/p + r/p, we obtain that 
x II 2’s’~c*Y’q t-1 I~,,,1 Jgl* (54) 
The left-hand side of (54) coincides with llflZ$q II. The first factor on the 
right-hand side of (54) can be estimated from above by c llfI@P,41/‘-r (cf. 
(47)). We assume that q ( co. Then co > q/r > 1 and 00 > p/r > 1. This 
shows that we can apply the vector-valued Hardy-Littlewood maximal 
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inequality due to Fefferman and Stein [2] to the second factor on the right- 
hand side of (54). Then this factor can be estimated from above by 
c II 2jsrc * * Pq (* ) I lq,r IL,,r II 
=C 
IIC j 
E 
2 [2’“(F-‘~(2-‘11 .)Ff)(.)lqd;l r’q,L,,, 
‘=-a I ) II 
& c’ 
IN 
om It-yF-‘q(t .,Ff)(*)I’+ yLp,, 1 II 
= c’ (1 (iop tcsq l(wG ww~) l’qlL, IIF. 
If we put together these estimates then it follows from (54) that ]]fl@i,ql] can 
be estimated from above by the quasi-norm in (18). This completes the proof 
provided that q < 0~). 
Step 3. If q = co then the second factor in (54) must be replaced by 
llM[;y 2js I(ww~ *xfKwI~,,,II. 
Because co > p/r > 1, we can apply the scalar version of the Hardy- 
Littlewood maximal inequality, which yields the desired result. The proof is 
complete. In the case of the spaces a;,,, the scalar version of the Hardy- 
Littlewood maximal inequality is sufficient. But this inequality is also valid if 
p = co. This makes clear that p = co is an admissible value in part (i) of 
Theorem 1. 
4.2. Proof of Theorem 2 
Step 1. We prove that there exists a constant c such that (under the 
hypotheses of Theorem 2) 
(I lx 0 t-S9 IlF-‘p(t .~F&ll’$)“q < c Ilfl~;,,ll 
holds for every fE di,g. The function p(x) always has the meaning of 2.1, in 
particular, 
f= ? F-‘p(r’.)Ff 
j=E~ 
(57) 
(we always assume, without restriction of generality, that Ff vanishes near 
the origin). The left-hand side of (56) can be estimated from above by 
I/F-‘& -)Ff IL,llq df 2’ . (58) 
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Let 2-j < t < 2-l+‘. We put (57) in (58) and split c,aY-a, in the 2th term, in 
cf=-m and JJjY,+ i. First we deal with the terms withj Q 1. Let h(x) E S be 
a function with h(x) = 1 if 1x1< 2 and h(x) = 0 if 1x(> 4. If s, has the 
meaning of the theorem, i.e., s1 > s, then p’(x) = Jx(” p(x) has essentially the 
same properties as p(x) (in particular, (10) with p’ instead of p is a charac- 
terization of L$,, in the sense of equivalent quasi-norms). Let 1 <p < co. 
Then we have 
2’s F-‘cp(t *) $ p(2-j .)FflL, 
II j=-a, II 
< c2’(s-sl) \ 
/I 
F-‘t-S’ 1x1-Q f.p(t *) h(t *) 
x + 2”‘j7(2-’ .) FJL, 
j/Y, I/ 
<c s 2”+“(j-‘) IIF-’ I&-” p(t .)h(t .)IL,II 
j= -a 
x IIF-‘p”(2-‘+7&,1I. (59) 
The L,-factor in (59) is independent of t and we obtain 
~~F-‘~txI-“‘rp(t.)h(t.)IL,II=llF-’I~l-~’cphIL,~~ 
<c III-V 44f-fll (60) 
with I > n/2 (cf. [21, (1.5.2/8)] or (18, lemma on p. 601). By the 
assumptions for o(x) the right-hand side of (60) is finite. Then (59) yields 
2’” 
II 
F- ‘tp(t a) i p(2-j 5) Ffl L, 11 
j= -* 
< 4 .c 
kZrn 
2&rs) 2(l+k)s J(J3j(2-k-’ .)FfIL,l). (61) 
We raise (61) to the power q term by term. This can be done if one replaces 
s, -s by a number 6 with s, -s > 6 > 0. Then we integrate over t, where 
2-’ < t < 2-l+’ and multiply with 2’. Afterwards we take the sum over 1 and 
obtain that 
)( F-‘&t .) ;r. p(2-’ -) FflLp 
jz-m 
I/q 
<c Ime, II* (62) 
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Let 0 <p < 1. Then (59) must be replaced by 
‘sp 
/I 
Pqqt.) i p(2-‘*)FflL, 
II 
P 
2 
j= -a, 
I 
<c r 2lsp+sdj-l)p 2ln(l/~-l)~ 
\ 
jZa, 
x IIF-’ Ir~(-~‘p(t.)h(t ~)~Lp~~p~~F-‘~(2-‘~)Ff~~pllp. (63) 
We used that 
ll g, * g&,lI < cb”(l’p-l) IIg&II II g&II (64) 
if g, E S’, g,E S’, suppFg, and suppFg, are contained in (y] ]y] <b} (cf. 
[21, (1.5.3/3)] or [18, p. 571) ( c is independent of b). Instead of (60) we 
have 
2[“(1’p-‘)p l/F-’ Ifxl-s’(D(t .)h(t .)ILpIIP 
with I > ap (cf. [21, (1.5.2/8)] or [18, lemma on p. 601). If we put (65) in 
(63) we then obtain the counterpart of (61). The rest is the same as for 
p > 1. Consequently, we have (62) for all 0 <p < co and 0 < q < co (and 
-co < s < co). Now we deal with the terms with j > 1. We modify the above 
function h(x) by h(x) E S with h(x) = 1 if f < lx]< 2 and h(x) = 0 if either 
]x I > 4 or Ix] < 4. Let 0 < p < 1 (the necessary modifications if p > 1 are 
clear now). Then (63) with 2-’ < t < 2-‘+I, s0 instead of si and p(x) = 
]xlso p(x) (resp. (59) in the case p > 1) must be modified by 
2’sp 11 F-‘tp(t .) 2 ’ p(2-j .)FfIL, 
j=l+ 1 II 
<c f 2 IsptsoCi-Op 2jnCllp-1)~ 
j=l+ I 
x/IF-’ ~tx~-““~(t~)h(2-~~)~Lp~~P~~F-‘~(2-~~)Ff~Lp~~P. (66) 
(65) must be replaced by 
2jn(l’p--l)p IIF-’ Ilx~-s~(P(f .)h(2-’ .)IL,IlP 
<[IF’ It2’xl-SO~(2jt.)hlLpIIP 
~cII(t2’xl-“Orp(2’t.)hlH:IIP (67) 
with A. > op. We choose A = 1 + [o,]. Then it follows from (24) and the 
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properties of h(x) that the right-hand side of (67) is finite and it can be 
estimated by a constant which is independent of j (and I). We put (67) in 
(66) and obtain that 
2’sP F-‘q(t *) f p(2-’ .)FfIL, 
II j=lt I II 
P 
<c-f 2 (so-s)kp 2(l+k)w I(F-‘/j(2-k-’ .)~fl,r,(I~. (68) 
k=l 
Now we argue in the same way as after (61) and obtain the counterpart of 
(62) with C/“=,+, instead of Cj=-,. This counterpart and (62) itself prove 
(56) (cf. (57)) ( as as h b een mentioned, if p > 1 then the last calculations 
must be modified in the above way). 
Step 2. We prove that there exists a constant c such that (under the 
hypotheses of Theorem 2) 
holds for every fE &, . Let 1 <p < co. Then (49) yields 
lIF-‘P(2-’ *Kfl~,ll <c Il~-‘P(2-jJ +7-l~,ll, (70) 
where c is independent of j and 1 with 1 < A< 2. Integration over A, 
multiplication with 2” and summation over the qth power yield (69). Let 
O<p< 1. Let @)ES be a function with suppy/~{y]]y]<2~+‘} and 
I&C) = 1 if Ix] < 2K, where we choose the natural number K later on. Similar 
to (49) we have 
IF 242 -’ *) Ff)(x)l 
< j Ii 
F-’ d-’ *> 
W(e9(2-‘~ *I VW’ *)v- @--Y)l&* (71) 
Rn (p(2-‘A *) 1 1 
If x E R, is fixed then the Fourier transform of the y-function in the integral 
in (7 1) has a support which is contained in a ball with the radius c 2’ tK, 
where c is independent of I and K. We can apply an inequality of 
Plancherel-Polya-Nikol’skij type (cf. [21, 1.3.21 or [ 18, p. 291) and obtain 
that 
I(pp(2-’ .)fy-)(x)lP Q c 2(‘+K)pn(l@--l) 
1 I( 
F-’ PV*) p 
R. ‘p(2-‘A *) O) 1 I 
x I(F-~4rl(2-~~ *) ly(2-’ *)Ff)(x-y)(Pdy. (72) 
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Integration over x yields 
<c 2Kn(“p--l)p IIF-‘u)(2-‘A .) lJ/(2-’ .)FflL,II” 
<c 2KnP(1’P-1) IIF-‘~(2-‘I .)FfILpllP 
+ 2KnP(1’P-1) IIF-‘u)(2-‘1 *)(I - l//(2-’ .))FfILpIIP. (73) 
The term on the right-hand side is just what we want (cf. (70)): We multiply 
with 21Sp, integrate over 1 with respect o 1 <A < 2 and take the sum over 
the cllpth power with respect to 1. That part which comes from the second 
term in (73) can be estimated in the same way as in (68), where (4(t a) is 
replaced by ~(t .)(l - ~(2~’ .)) with t = 2-‘1. Then C’& in (68) can be 
replaced by CFEK. By assumption we have 
(s - s,)p > gpp = n(l/p - 1)p. (74) 
We take the I,-quasi-norm. Then (73) yields (after the above calculations) 
m;,,ll < c ( jom t-Sq 
IIF-‘p(t .> FfIL,llq +) 1’q 
+c2 KnPCllP-1) 2-(S-SdPK Ilflj;,qll, 
where c is independent of K. If we choose K big enough then we obtain the 
desired estimate from (74). The proof is complete. 
4.3. Proof of Theorem 3 (Outline) 
Step 1. We prove part (ii), the proof of part (i) is the same. LetfE Fi,, 
and let p,,(x) be the function from 2.2. Then we have 
llflf’;,qll - lIF%Wl~,Il + IIF-‘(1 -/GW’;.qll. (75) 
We can apply (19) with F- ‘( 1 - p,,) Ff instead off (similarly one can deal 
with (18) instead of (19)). Then we have 
llflF;,,ll - I~F-‘P~W~~,~I 
+ 
IK 
jam trSq I(rp(t a) F-’ (1 -/AJO-)* C)lq~)l’ql& 11. (76) 
The crucial point of the proof is the following estimate, 
11 (joat-” It& P’-‘/-‘oFfI* (.)lq$)‘“iLp /I 
(77) 
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where c is independent ofJ Let us take it for granted that (77) is valid. Then 
(76) yields 
t IK jam tP4 I(ql(t -)f)* (.>I” $ “‘(L, . ) /I (78) 
In [21, (2.5.9/37)] or [20, p. 11091 we proved that 
Il~-‘PcJ~fl~,II G wI~,II + & Ilfl~;,,il~ (79) 
where E > 0 is an arbitrary number [for this estimate one needs that 
s > max(O, n(l/p - l))]. However, (78) and (79) prove that (28) is an 
equivalent quasi-norm in Fi,, . We must prove (77). Let g = F-‘p,Ff. Then 
we have 
W .)g)* (xl = ,“E”RPU + lul”>-’ IV-‘N .)Fg)@ - VII Gw n 
(cf. (14)). By standard calculation it follows that 
(F-‘q(t.)Fg)(x-ry)=( (F-‘rp)(z)g(x-fy-tz)dz. (81) 
R” 
Let 
be the maximal function of the entire analytic function g. If t > 1, then (81) 
yields 
l(F-‘c4f +)Fg)(x - 0’11 
<ct”(l + Iv]“) j ]@‘-‘(P)(Z)] (1 t ]z]“)dz *g*(x). (83) 
R” 
The assumptions for p ensure that the integral in (83) converges. Conse- 
quently, 
(& *> g)* (x) 5 ct”g*(x), t> 1. (84) 
If 0 < t < 1, then we replace v(x) in (8 1) by 1x1’ v(x), which is reasonable 
(cf. (15)). We have 
(F-$)(z) = (F-l lulL FF-‘y/)(z) 
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and we shift F-’ ]u]~ F in (81) from w to g. Elementary calculations yield 
(F- ‘dt a) Fg)(x - &) 
= tL (F-‘y/)(z)(FIulLF-lg)(x-fy-tz)dz. 
I (85) R” 
Our assumptions ensure that the integral in (83) with v/ instead of a, 
converges. Then the counterpart of (84) reads as 
W.)g)* (x><~~~(Flul~F-‘g)* (x>, t< 1. (86) 
We choose a and L such that s > a > n/min(p, q) and L > s. Then we have 
We recall that g E L, and supp Fg c { y ] / Iv] < 2). The theory of these L,- 
spaces of entire analytic functions has been developed in [21, Chap. 1 ] and 
[ 18, Chap. 11. In particular it follows that ]ulL is a Fourier multiplier in 
these spaces and that the L,-quasi-norms of the above maximal functions g* 
and (F ]ulL F-‘g)* can be estimated from above by c(IglL,ll. Now (77) 
follows from (87) and we are through. 
Step 2. The proof of (i) is the same as in Step 1. We prove part (iii). 
The counterpart of (76) is obvious. Instead of (77) we must prove that there 
exists a constant c such that 
(jffi tcS9 ll(F-‘p(t a) Fg)(.)IL,Ii’$) “’ < C 11 glL,Ii (88) 
0 
with g = F-‘p,Ff and f E B&. If (88) is established, then the counterparts 
of (78) and (79) yield the desired proof. Let 1 <p < co and t > 1. Then we 
use (81) with y = 0 and obtain 
IIF-?@ 4WL,lI <c II glL,Il, t> 1. (89) 
If l<p< co and t< 1 then we use (85) with y=O and L=s, >s (cf. 
Theorem 2). We have 
iI+& .)FglL,II <ctS’ IIF-’ luls’WLpll, t< 1. (90) 
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By the same arguments as above we obtain (88). Let 0 <p < 1 and f > 1. 
Then (81) yields 
< cg*(x)I-P pal-P) IK~-‘cp)(z)l 1 +IZryP I & - Q)lP d.G (91) 
where a > n/p is sufficient for the application of the maximal inequatility for 
g E L, (cf. 121, 1.4.11 or [ 18, p. 361). In particular we can choose a in such 
a way that s > a( 1 - p) > n( l/p - 1). We raise (9 1) to the power p, integrate 
over x E R, and apply Holder’s inequality with respect o p + (1 -p) = 1. 
The result reads as 
IWW WglL,Il< CP’-P’ II g*ILpll’-p IIglLplIp 
gC’ta(‘-p) IjglL,l/, t> 1, (92) 
which is the counterpart of (89). If 0 < t < 1 (and 0 <p < 1) then (86) with 
L = S, yields (90). This shows that (88) holds also if 0 < p < 1. The proof is 
complete. 
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