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Abstract
A new meshless method called gradient reproducing kernel particle method (GRKPM) is proposed for numerical solutions of
one-dimensional Burgers’ equation with various values of viscosity and different initial and boundary conditions. Discretization is
ﬁrst done in the space via GRKPM, and subsequently, the reduced system of nonlinear ordinary differential equations is discretized in
time by the Gear’s method. Comparison with the exact solutions, which are only available for restricted initial conditions and values
of viscosity, approves the efﬁcacy of the proposed method. For challenging cases involving small viscosities, comparison with the
results obtained using other numerical schemes in the literature further attests the desirable features of the presented methodology.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper, we consider the one-dimensional nonlinear evolutionary partial differential equation:
u˙ + uu,1 = 1
R
u,11, R > 0, (1)
where u = u(x, t), <x < , t > 0 and u˙ = u/t , u,1 = u/x, u,11 = 2u/x2. This equation was ﬁrst introduced
by Bateman [2] who gives its steady solutions. It was later treated by Burgers [5,6] as a mathematical model for free
turbulence and after him such an equation is widely referred to as Burgers’ equation. Many problems can be modeled
by this equation [11]. For example, it is a one-dimensional analogue of the Navier–Stokes equations [1]. The ﬁrst term
in Eq. (1) is an unsteady term, the second represents nonlinear convection and the term on the right-hand side models
viscous dissipation. In the ﬂuid dynamic model, R is interpreted as Reynolds number and R−1 is called kinematics
viscosity. One feature of Burgers’ model is its shock wave behavior when R is large. In this case, it can be considered
as a singular perturbation problem of the parabolic partial differential equations involving a small parameter.
Burgers’ equation has been solved analytically for a restricted set of arbitrary initial and boundary conditions [10,18].
Benton and Platzman surveyed about 35 distinct exact solutions of the one-dimensional Burgers-like equations and
their classiﬁcations [4]. It is well known that the exact solution of Burgers’ equation can only be computed for restricted
values of R. Therefore, various numerical methods were employed to obtain the solution of Burgers’ equation. It is not
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our purpose to exhaust all these numerical schemes. Nevertheless, the solution methodologies commonly fall into the
following classes: ﬁnite difference method (FDM), ﬁnite element method (FEM), and spectral methods. A survey of
these techniques is given in [16,20]. To date, the development of an innovative and robust numerical method for seeking
accurate and efﬁcient numerical solutions of Burgers’ equation with large values of R, remains as a challenging task.
Meshless solution is amodern approach to deal with challenging problems exhibiting nonlinearity, large deformation,
or high gradient. Since there is no explicit mesh, one can conveniently add particles in the desired regions in order
to reﬁne the solution. Therefore, not only mesh generation time is saved, but also mesh recreation time is eliminated.
Moreover, there is no concern about encountering awkward elements. A complete review of meshfree methods and
their applications is given in [22]. The reproducing kernel particle method (RKPM) is a meshless technique in which the
function is reproduced through a linear integral transformation by a modiﬁed kernel function [23]. By insertion of the
gradient term into the reproducing equation followed by a complete reformulation of RKPM, a new class of meshless
method called the gradient RKPM (GRKPM) is developed [14]. The impressive result and high convergence rate of
GRKPM when dealing with an advection–diffusion problem exhibiting a locally high gradient are well demonstrated
[15]. The main characteristic of GRKPM is that it has two types of shape functions, rather than one. Moreover, it
leads to a positive deﬁnite and banded set of equations. In the present work, GRKPM is applied to discretize Burgers’
equation (1) in the space x ∈ (, ) with a set of initial and boundary conditions given by
u(x, 0) = h(x), <x < , (2)
u(, t) = g(t), u(, t) = g(t), t > 0, (3)
where h, g, and g are the prescribed functions of the variables. The backward difference formula (BDF) method
[12] is utilized for discretization in time. The numerical experiments for different values of R, between 10 and 105,
with uniform and nonuniform particles indicate that the present method, not only is suitable for problems in which
the diffusion term is important, but also has a high potential for the treatment of the problems involving steep gradient
regions.
The outline of this paper is as follows. In Section 2, GRKPM is elucidated in details. Section 3 is devoted to
discretization. The numerical experiments including comparisons with the available exact solution and the numerical
results in the literature are given in Section 4.
2. GRKPM
2.1. The reproducing equation
The reproducing equation in terms of the function and its gradient is deﬁned as
uR(x, t) =
1∑
k=0
∫


(k)
a (x; x − y)u,k(y, t) dy, (4)
inwhich is the one-dimensional space, t is time,uR(x, t) is the reproduced function,u,0(y, t)=u(y, t),(0)a (x; x−y),
and (1)a (x; x − y) are the modiﬁed kernel functions associated with u,0 and u,1, respectively,

(k)
a (x; x − y) = [bk(x) + (x − y)bk+1(x)]
1
a(y)

(
x − y
a(y)
)
, k = 0, 1, (5)
where bk’s are the unknown coefﬁcients which are obtained through the completeness condition. In Eq. (5), a is the
dilation parameter,  is the so-called window function which is chosen to be cubic spline in this work
(z) =
⎧⎪⎨
⎪⎩
2
3 − 4z2 + 4z3, 0 |z| 12 ,
4
3 − 4z + 4z2 − 43z3, 12 < |z|1,
0, otherwise.
(6)
The expression [bk(x) + (x − y)bk+1(x)], k = 0, 1 in Eq. (5) is referred to as the correction term. There are two
correction functions (k=0, 1) associated with the ﬁeld variable and its derivative, where the unknown coefﬁcient b1(x)
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is common. Alternative linear polynomials (with respect to the variable y) in which none of the unknowns are common,
i.e., [b0(x) + (x − y)b1(x)] and [b2(x) + (x − y)b3(x)], may be considered instead. These correction functions were
ﬁrst utilized by the authors [14] when they presented the one-dimensional GRKPM with reference to beam-columns.
Later [15], the authors analyzed the advection–diffusion problem with a high gradient using the correction functions
proposed in the present manuscript. The outcome is that both representations work equally well and display highly
accurate results and convergence rates. However, the latter representation introduces one additional unknown which
makes it unattractive as compared to the former form, which is utilized in Eq. (5).
2.2. Determination of the unknown coefﬁcients
Consider the Taylor series of u around an arbitrary point x up to the second derivative:
u(y, t)u(x, t) − (x − y)u,1(x, t) + (x − y)
2
2
u,11(x, t). (7)
Replacement of (7) in the reproducing equation (4) and applying the completeness condition leads to
M(x)b(x) = H, (8)
in which b(x) and H are the vectors of the unknown coefﬁcients and the known values, respectively
bT(x) = [b0(x) b1(x) b2(x)], (9)
HT = [1 0 0], (10)
and
M(x) =
⎡
⎢⎣
m0(x) m1(x) 0
m1(x) m2(x) − m0(x) −m1(x)
m2(x) m3(x) − 2m1(x) −2m2(x)
⎤
⎥⎦ . (11)
In (11), mi(x) is deﬁned as the ith moment of the window function at the point x,
mi(x) =
∫

(x − y)i 1
a(y)

(
x − y
a(y)
)
dy. (12)
By solving thematrix equation (8), the unknown coefﬁcients, bk’s, are obtained. It is noteworthy tomention that in some
situations having nonuniform distribution of particles is more advantageous as compared to the uniform distribution.
Consequently, employing variable dilation parameter is highly recommended. This is demonstrated in Section 4 by the
numerical experiments.
The derivative of the unknown coefﬁcients is determined by differentiation of Eq. (8):
M(x)b,1(x) = −M,1(x)b(x). (13)
b,1(x) can be determined from (13) after computing b(x) from (8).
2.3. The shape functions
The numerical computation of b(x) requires the numerical computation of M(x). To this end the integral in (12)
must be discretized. To satisfy the consistency conditions, it is necessary to utilize the same discretization rule for the
numerical integration of Eq. (4) [8]. In this paper the trapezoidal rule is applied for this purpose. Introduce a partition∏
(NP − 1) of the region [, ] over which u is deﬁned∏
(NP − 1) = {= x1 <x2 < · · ·<xNP = }. (14)
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Thus, Eq. (4) reads
uR(x, t) =
NP∑
I=1
1∑
k=0
(k)I (x)uI,k(t), (15)
where NP is the number of particles, uI,0(t) = u(yI , t), uI,1(t) = [u/y]y=yI , and
(k)I (x) = [bk(x) + (x − yI )bk+1(x)]
1
aI

(
x − yI
aI
)
yI . (16)
In Eq. (16), (k)I (x) is the kth shape function pertinent to the I th particle located at yI and⎧⎪⎨
⎪⎩
y1 = (y2 − y1)/2,
yI = (yI+1 − yI−1)/2, I = 2, 3, . . . ,NP − 1,
yNP = (yNP − yNP−1)/2.
(17)
As it is clear fromEq. (16), there are two types of shape function,(0)I (x) and(1)I (x) in GRKPM. These shape functions
have been plotted over [0, 1] for 11 uniformly distributed particles and aI =0.2 as shown in Figs. 1 and 2, respectively.
Form these ﬁgures, it is observed that the shape functions (0)I (x) and 
(1)
I (x) as with the cubic spline window function
in (6), are compact supported. This fact can be readily deduced from Eq. (16). The domains of inﬂuence for these shape
functions are equal to 2a = 0.4.
The derivative of the shape functions is obtained by differentiation of Eq. (16):
(k)I,1(x) = [bk,1(x) + (x − yI )bk+1,1(x) + bk+1(x)]
1
aI

(
x − yI
aI
)
yI
+ [bk(x) + (x − yI )bk+1(x)] 1
aI
,1
(
x − yI
aI
)
yI , k = 0, 1. (18)
2.4. Enforcement of the essential boundary conditions (EBCs)
Unlike FEM, the shape functions associated with the conventional meshless methods such as element free Galerkin
method (EFGM) [3] and RKPM do not have delta Kronecker property. Therefore, enforcement of the EBCs is
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Fig. 1. The ﬁrst type of GRKPM shape functions.
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Fig. 2. The second type of GRKPM shape functions.
problematic and should be done by application of an auxiliary method. The most efﬁcient scheme for the enforcement
of EBCs is the transformation technique, which was ﬁrst proposed by Chen et al. [8]. In the literature, there are two
versions of this technique: full [8] and boundary [9] transformation. In this work, boundary transformation concept is
employed to modify GRKPM shape functions so that they can have delta Kronecker property for the boundary particles
and subsequently the EBCs can be enforced conveniently as in FEM. To this end, consider the discretized equation
(15) in the following form:
u(x, t) = b(x)db(t) + nb(x)dnb(t), (19)
in which
b(x) = [(0)1 (x) (0)NP (x)], (20a)
nb(x) = [(1)1 (x) (0)2 (x) (1)2 (x) · · · (0)NP−1(x) (1)NP−1(x) (1)NP (x)], (20b)
and
db(t) = [d(0)1 (t) d(0)NP (t)]
T
, (21a)
dnb(t) = [d(1)1 (t) d(0)2 (t) d(1)2 (t) · · · d(0)NP−1(t) d(1)NP−1(t) d(1)NP (t)]T. (21b)
Writing Eq. (19) for the boundary points, x =  and , and using the boundary conditions (3) give
Adb(t) + Bdnb(t) = g(t), (22)
where
A =
[
b()
b()
]
, B =
[
nb()
nb()
]
, g(t) =
[
g(t)
g(t)
]
. (23)
It can be shown easily that the matrix A is invertible. Therefore, db(t) can be computed from (22) in terms of dnb(t):
db(t) = A−1g(t) − A−1Bdnb(t). Substitution of this result into Eq. (19) yields
u(x, t) = b(x)g(t) + nb(x)dnb(t), (24)
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where b(x) and nb(x) are the modiﬁed shape functions
b(x) = b(x)A−1, (25a)
nb(x) = −b(x)A−1B + nb(x). (25b)
Application of the modiﬁed shape functions ensures the exact enforcement of the EBCs.
As discussed in the previous section, the shape functions (0)I (x) and 
(1)
I (x) are compact supported. By using this
fact, it can be inferred that the vectornb(x), given by Eq. (20b), is banded. Subsequently, it can be shown thatnb(x) is
also banded. Moreover, nb(x) and nb(x) have equal bandwidth spanning over the elements with the same positions.
3. Discretization of the problem
In order to ﬁnd the numerical solution of Burgers’ equation, it should be discretized in both space and time. The pro-
posedmethod, GRKPM, is applied for space discretization whose details are given in the following section.Meanwhile,
the time integration is performed using the BDF scheme which is brieﬂy discussed in Section 3.2.
3.1. Space discretization via GRKPM
Let w(x, t) be a test function. Thus, it satisﬁes the homogeneous boundary conditions:
w(, t) = w(, t) = 0. (26)
Multiplying the residual of Eq. (1) by w and integrating over the region (, ) give∫ 

w
(
u˙ + uu,1 − 1
R
u,11
)
dx = 0. (27)
Integrating by parts and using (26) yield∫ 

w(u˙ + uu,1) dx + 1
R
∫ 

w,1u,1 dx = 0. (28)
Upon discretization of w(x, t) in the manner utilized in arriving at the discretized expression (24) for u(x, t)
w(x, t) = nb(x)cnb(t), (29)
where cnb(t) hasNP−2 elements. Sincew has arbitrary values at any points of the region (, ), cnb(t) is also arbitrary.
Therefore, substitution of Eqs. (29) and (24) into (28) yields
Ed˙nb = f , (30)
where
E =
∫ 

Tnbnb dx, (31a)
f = −
(∫ 

Tnbb dx
)
g˙ −
∫ 

(
Tnbu +
1
R
Tnb,1
)
u,1 dx. (31b)
Eq. (30) is a system of NP − 2 nonlinear ordinary differential equations (ODEs). The initial condition (IC) for this
system is obtained by substitution of Eq. (24) into (2)
h(x) = b(x)g(0) + nb(x)dnb(0), x ∈ (, ). (32)
In order to determine the unknown vector, dnb(0), Eq. (32) may be written for all of the interior particles
nb(xI )dnb(0) = h(xI ) − b(xI )g(0), I = 2, 3, . . . ,NP − 1. (33)
Eq. (33) provides a system of NP − 2 linear equations for obtaining the NP − 2 ICs for the system of ODEs
given by (30).
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3.2. Time discretization
Consider Eq. (30) with the IC obtained from Eq. (33)
Ed˙nb = f, dnb(0) ≡ d0nb. (34)
In the present work, the BDF scheme which is often called Gear’s implicit multi-step method [12] is utilized to solve
this system of nonlinear ODEs. This particular methodology, which is a variable order and variable step scheme, is
suitable for solving stiff ODE systems automatically. Even for the cases where the system of ODEs is not stiff, the
Gear’s method requires less function evaluations than other techniques.
In the BDF scheme, Eq. (34) may be discretized as
Ednnb = −
q∑
j=1
q−jEdn−jnb + qtfn, (35)
where the superscript n for a parameter shows the value of that parameter at time tn. In Eq. (35) q is the order of the
BDF scheme, q−j and q are some coefﬁcients whose values are given in [21] and t is the time step. For solution
of (35), it is necessary to calculate the Jacobian Matrix in each time step,
J = −
∫ 

[
Tnb(nbu,1 + nb,1u) +
1
R
Tnb,1nb,1
]
dx. (36)
The computer program tailored for solving the present problem incorporates the powerful subroutine “DIVPAG”
available in the IMSL library.
4. Numerical experiments
In this section, the numerical solution of Burgers’ equation (1) is given for two different types of ICs. In Section 4.1
a sinusoidal IC and in Section 4.2 a shock-like IC are considered.
4.1. Sinusoidal IC
Consider Burgers’ equation (1) with the initial and boundary conditions
u(x, 0) = sin 	x, 0x1, (37)
u(0, t) = u(1, t) = 0, t0. (38)
The exact series solution for this example was given by Cole [10]
u(x, t) = 2	

∑∞
j=1 jj sin(j	x) exp(−j2	2
t)
0 +∑∞j=1 j cos(j	x) exp(−j2	2
t) , (39)
where 
= 1/R and
0 =
∫ 1
0
exp
(
−1 − cos 	x
2	

)
dx, (40a)
j = 2
∫ 1
0
cos(j	x) exp
(
−1 − cos 	x
2	

)
dx, j = 1, 2, 3, . . . . (40b)
The numerical results for this example are presented for different values of R ranging from 10 to 105. It is noteworthy
to mention that because of the convergence issue, the result obtained from (39) may not be reliable for large values of
R. Thus for veriﬁcation, the numerical solutions are compared with the results obtained from (39) only for the cases of
R = 10 and 100.
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Table 1
Exact and GRKPM results for the sinusoidal IC with R = 10 and 100
x t R = 10 R = 100
Exact GRKPM Exact GRKPM
0.25 0.4 0.30889 0.30889 0.34191 0.34191
0.6 0.24074 0.24074 0.26896 0.26896
0.8 0.19568 0.19568 0.22148 0.22148
1.0 0.16256 0.16256 0.18819 0.18819
3.0 0.02720 0.02720 0.07511 0.07511
0.50 0.4 0.56963 0.56963 0.66071 0.66071
0.6 0.44721 0.44721 0.52942 0.52942
0.8 0.35924 0.35924 0.43914 0.43914
1.0 0.29192 0.29192 0.37442 0.37442
3.0 0.04021 0.04021 0.15018 0.15018
0.75 0.4 0.62544 0.62544 0.91026 0.91026
0.6 0.48721 0.48721 0.76724 0.76724
0.8 0.37392 0.37392 0.64740 0.64740
1.0 0.28747 0.28747 0.55605 0.55605
3.0 0.02977 0.02977 0.22481 0.22481
Table 2
Locations of the internal particles, xI , I = 2, 3, . . . , 128, for the sinusoidal IC with R = 10, 000
xI = x∗ + k/s, k = 1, 2, . . . , kmax
x∗ s kmax
0 20 8
0.400 25 5
0.600 65 13
0.800 300 45
0.950 650 26
0.990 17,0007 17
0.997 3500 7
0.999 7000 6
4.1.1. Comparison with Cole’s solution: R=10 and 100
15 and 48 uniformly distributed particles are considered for R = 10 and 100, respectively. Let x be the distance
between two adjacent particles. The dilation parameters are assumed to be 1.25x for R = 10 and 1.60x for R=100.
The results computed by the proposed method together with the exact values are presented with ﬁve digits of accuracy
in Table 1. It is observed that the results of the proposed GRKPM are in exact correspondence with those obtained
from expression (39).
4.1.2. Comparison with other methods: R=10, 000
In this case, 129 nonuniform particles have been utilized. The locations of the internal particles xI , I =2, 3, . . . , 128
are given in Table 2. The dilation parameter for the Ith particle is set equal to 1.6xI in which xI is the mean value
of the trapezoid’s widths adjacent to the Ith particle:⎧⎨
⎩
x1 = x2 − x1,
xI = (xI+1 − xI−1)/2, I = 2, 3, . . . ,NP − 1,
xNP = xNP − xNP−1.
(41)
Since the particle distribution is nonuniform, variable dilation parameter is employed. The results for time t = 1 by
the present study together with those available in the literature [7,17,19,16] are compared in Table 3. The comparisons
show that the result of GRKPM have better correspondence with the results of Hassanein et al. [16] than with the
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Table 3
Comparison between the numerical solutions for the sinusoidal IC with R = 10, 000
[7] [17] [19] [16] GRKPM
0.05 0.0422 0.0424 0.0419 0.0379 0.0379
0.11 0.0844 0.0843 0.0839 0.0834 0.0834
0.16 0.1266 0.1263 0.1253 0.1213 0.1213
0.22 0.1687 0.1684 0.1692 0.1667 0.1667
0.27 0.2108 0.2103 0.2034 0.2044 0.2044
0.33 0.2527 0.2522 0.2666 0.2469 0.2497
0.38 0.2946 0.2939 0.2527 0.2872 0.2872
0.44 0.3362 0.3355 0.3966 0.3322 0.3322
0.50 0.3778 0.3769 0.2350 0.3769 0.3769
0.55 0.4191 0.4182 0.5480 0.4140 0.4141
0.61 0.4601 0.4592 0.2578 0.4584 0.4584
0.66 0.5009 0.4999 0.6049 0.4951 0.4951
0.72 0.5414 0.5404 0.6014 0.5388 0.5388
0.77 0.5816 0.5805 0.4630 0.5749 0.5749
0.83 0.6213 0.6201 0.7011 0.6179 0.6179
0.88 0.6605 0.6600 0.6717 0.6533 0.6533
0.94 0.6992 0.6957 0.7261 0.6952 0.6952
0.96 – – – – 0.7090
0.98 – – – – 0.7228
0.99 – – – – 0.7296
0.995 – – – – 0.7330
0.999 – – – – 0.7348
0.9995 – – – – 0.6999
0.9999 – – – – 0.2599
x
u
0.997 0.998 0.999 1
0.7
0.8
0.9
1
t = 1.0
t = 0.4
t = 0.6
t = 0.8
Fig. 3. The proﬁles of u in the vicinity of x = 1 for the sinusoidal IC with R = 10, 000 resulted of the 129 particles given in Table 2.
results presented in the other papers [7,17,19]. Moreover, the proposed method gives results pertinent to the region
beyond 0.94 (x > 0.94), near the right-hand boundary, where the proﬁle becomes very steep. An accurate resolution of
such a steep layer is normally problematic and the pertinent results are not reported by the investigators referenced in
Table 3, [7,17,19,16]. In order to demonstrate the true smoothness of the results in the vicinity of x = 1, the proﬁles of
u at t = 0.4, 0.6, 0.8, and 1.0 for 0.997x1 are illustrated in Fig. 3. The sharp gradients of the proﬁles near x = 1,
especially for t = 0.6, are well distinguished.
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Table 4
Locations of the particles in the region (0.999, 1] for the sinusoidal IC with R = 100, 000
xI = x∗ + k/s, k = 1, 2, . . . , kmax
x∗ s kmax
0.9990 8000 4
0.9995 40,0003 4
0.9998 30,000 3
0.9999 60,000 6
x
u
0 0.2 0.4 0.6 0.8 1
0
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0.4
0.6
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1
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Fig. 4. The proﬁles of u for the sinusoidal IC with R = 100, 000 resulted of the 139 particles.
4.1.3. A more steep gradient case: R=100, 000
In this case, the particles in the region x0.999 are distributed in a similar fashion done for the problem considered
in the previous section. However, the particles are redistributed and 10 additional particles are placed in the region
x > 0.999, Table 4. All the other assumptions are similar to the previous case. The proﬁles of u at times 0.2, 0.4, 0.6,
0.8, and 1.0 are computed by the proposed method and illustrated in Fig. 4. It is observed that for t0.4, the proﬁles
develop extremely sharp gradients near the right-hand boundary, x =1. In order to study this boundary layer with more
details, the proﬁles are displayed for 0.9998x1 in Fig. 5. It is noteworthy to mention that the data points used
for plotting these proﬁles are arbitrary and independent of particles’ coordinates. In Fig. 5, the data points adjacent to
x = 1 are situated 10−6 apart. This aids to capture the real form of the proﬁles. It is clear that there are no spurious
overshooting and undershooting in the proﬁles. Moreover, the slopes of the proﬁles near x = 1 are in the order of 10−5
which is proportional to the value of R−1. On the whole, Fig. 5 demonstrates the outstanding features of the proposed
method in handling this challenging problem.
4.2. Step IC
Consider Burgers’ equation (1) with R = 1000 and an initial step like wave given by
u(x, 0) = 10.0, 0x0.100,
= linear, 0.100x0.101,
= 0, 0.101x1. (42)
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Fig. 5. The proﬁles of u in the boundary layer for the sinusoidal IC with R = 100, 000 resulted of the 139 particles.
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Fig. 6. The proﬁles of u for the step IC with R = 1000 resulted of the 750 uniform particles.
Associated boundary conditions are assumed
u(0, t) = 10, u(1, t) = 0, t0. (43)
This problem has been considered by Gelinas et al. [13]. The solution develops a shock whose width is in the order
of R−1. The shock travels at velocity of 0.5 (u+ +u−) where u+ and u− are the values of u just ahead, and just behind
the shock front, respectively. GRKPM, along with the Gear’s method, is applied to solve this problem for two cases
of uniform and nonuniform distributions of particles. In both cases 750 particles with dilation parameter aI = 1.6xI
are used, where xI is deﬁned by Eq. (41). For demonstration, the proﬁles of u at times 0.04, 0.08, 0.12, 0.16, and
0.20 are examined. Fig. 6 illustrates the results associated with the uniform particles. The slope of the initial front
which propagates with the speed of 5 is 10,000. The front evolves with time and approaches the right-hand boundary
at t = 0.2. At this time a steady state boundary layer is formed with a thickness of approximately R−1, as would be
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Table 5
Locations of the internal particles, xI , I = 2, 3, . . . , 749, for the step IC with R = 1000 in the case of nonuniform particles
xI = x∗ + k/s, k = 1, 2, . . . , kmax
x∗ s kmax
0.000 200 18
0.090 1000 20
0.110 27,00037 135
0.295 2000 6
0.298 4000 16
0.302 2000 6
0.305 14,00019 140
0.495 2000 6
0.498 4000 16
0.502 2000 6
0.505 14,00019 140
0.695 2000 6
0.698 4000 16
0.702 2000 6
0.705 14,00019 140
0.895 2000 6
0.898 4000 16
0.902 2000 6
0.905 10003 30
0.995 2000 6
0.998 4000 7
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Fig. 7. The proﬁles of u for the step IC with R = 1000 resulted of the 750 nonuniform particles given in Table 5.
expected theoretically. However, a few insigniﬁcant overshooting and undershooting are observed near the traveling
shock. In order to increase the accuracy, some particles have been placed in the leaps. Table 5 presents the positions
of the 748 internal particles for this case whose results are illustrated in Fig. 7. It is seen that, for this distribution of
particles the overshooting and undershooting are eliminated. To further investigate this feature, the magniﬁed view of
u shown in Fig. 7 is depicted in Fig. 8. The ability of GRKPM is handling this problem, specially when the steady state
solution is approached, is well demonstrated in Fig. 8.
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Fig. 8. The magniﬁed view of u shown in Fig. 7.
5. Conclusions
GRKPM in conjunction with the Gear’s method have been applied to solve the Burgers’ equation subjected to various
types of initial and boundary conditions. For the case of sinusoidal IC with moderate value of R, for which the exact
solution exists and is reliable, the proposed method gives highly accurate result. For large value of R, a sharp gradient is
developed, and the proposed method works superbly specially in the boundary layer. It is well known that an accurate
resolution of such a boundary layer is a challenging numerical problem. Adding a few particles in the boundary layer
can lead to an outstanding result for amuch larger value ofR. Moreover, study of the step IC demonstrates the usefulness
of the proposed methodology for capturing the real form of the traveling shock.
The robustness of GRKPM in handling the Burgers’ equation together with its meshfree nature suggest that it has the
potential to be employed to other areas of computational physics where the numerical solution of nonlinear evolutionary
partial differential equations is desired. Formulation of GRKPM for higher dimensional problems with high gradients
is of particular interest.
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