In this paper, we address the risk-sensitive filtering and smoothing problem for discrete-time nonlinear and linear Gauss-Markov state-space models. Also, connection between L2 filtering (termed here risk-neutral filtering) and risk-sensitive filtering is described via the limiting results when the risk-sensitive parameter tends to zero. The technique used in this paper is the so-called reference probability method which defines a new probability measure where the observations are independent. The optimisation problem is in the new measure and the results are interpreted as solutions in the original measure.
Introduction
Kalman filter is known to be the optimal filter for linear Gauss-Markov systems since it achieves the minimum variance estimate by minimising the energy of the estimation error. Of course, minimum variance estimation can be achieved also for nonlinear stochastic systems via infinite-dimensional filters in general. A more general estimation problem is minimising the exponential of the squared filtering error, or its expectation, thus penalising all the higher order moments of the estimation error energy. This problem is termed the risk-sensitive jiltering problem, in analogy with a corresponding risk-sensitive control problem The index of the exponential is usually weighted by a risk-sensitive parameter which exaggerates the error when the risk is high due to plant and noise uncertainty, so that risk-sensitive filtering allows a trade-off between optimal filtering for the nominal model case and the average noise situation, and robustness to worst case noise and model uncertainty.
The risk-sensitive filtering problem has been addressed for linear Gauss-Markov signal models in 121. Risk-sensitive control problems are relatively more abundant in literature [5] [6] . Recently a solution to the output feedback problem for linear and nonlinear discrete-time systems using information state techniques has been proposed in [7] [4]. Risk-sensitive filtering problems are closely con- . It has been shown that in the small noise limit risk-sensitive filters have an interpretation in terms of a deterministic worst case noise estimation problem given from a differential game.
In this paper, we derive the risk-sensitive filtering and smoothing results for quite general stochastic nonlinear state-space signal models and the linear Gauss-Markov model as a special case. The derivation techniques used in this paper involves a change of probability measure technique which has been proposed and developed in [3] . The preliminary task is to define a new probability measure where the observations are independently identically distributed (i.i. 4 . Then, one can reformulate and solve the optimisation problem in the new measure using the independence of the observations. Moreover, it is shown that known risk-neutral filtering results can be recovered from the risk-sensitive results as a special case when the risk-sensitive parameter tends to zero.
In Sec. 2, we describe a nonlinear stochastic state space model, formally define the risk-sensitive filtering problem, and then deal with the change of measure and reformulation of the problem in the new probability measure to achieve the filtering and smoothing results. Sec. 3 specialises the results of Sec. 2 to achieve linear risksensitive filters and smoothen. In Sec. 4, we introduce a more general nonlinear signal model and briefly talk about the measure change technique and state the filtering and smoothing results. Sec. 5 presents the connection between risk-neutral and risk-sensitive filtering. We do not present the proofsin this paper due to lack of space, but the proof techniques are similar to those of [3] and are readily available with the authors.
Filtering and Smoothing for Nonlinear Discrete-time State Space Model
In this section, we consider a nonlinear stochastic statespace model. We first introduce the measure change technique and reformdate the problem in the new probability measure, Next, we present an infinite-dimensional linear recursion for the information state and express the optimising state estimate in terms of an integral involving this information state. Finally, smoothing results are presented.
Signal Model
We consider the following discrete-time state-space model defined on a probability space (Q, F , P):
(1) 
Problem Definition

Now, recall that minimum variance estimate is defined by
where Q 2 0. The equivalence of these two optimization tasks is well known. One risk-sensitive generalization of this problem is to find &It, such that where 19 > 0 is the risk-sensitive parameter. This generalizes the first optimization task of (2) to the risk-sensitive case. This problem has been solved for continuous-time and discrete-time nonlinear and linear signal models in [lo] .
We concentrate on a related risk-sensitive estimationproblem which has been solved for the linear Gaussian signal model in [2] . The problem objective is to determine an estimate &It of zt such that 
Reformulated Cost Criteria
In this section, we will work under measure P , where 
where I? denotes expectation under P . Hence, our problem objective becomes to determine an &It such that Remark2.3 Note that Q k J k -l ( X ) d X can also be interpreted as an information state [12] . It can be considered as the information state of an augmented plant where the state includes the actual state of the system and part of the risk-sensitive cost. For details and the outline of an alternative treatment of ourproblem, see [lo] . 
Lemma 2.1 The information state
Smoothing
In this section we obtain the density function of the smoothed state estimates from a fixed set of observations YT = (yo, . . . , y~)'. We assume knowledge of the optimal filtered estimates 3~ = (2010,. . . M TIT)'. This smoothing is essentially an off-line processing and technically known as fixed-interval smoothing. We will also define 2; = (Bnln,. . .,&I.) and L," = ll;,,/jlk. These definitions will apply to the smoothing theory for the linear signal model and the more general non-linear model discussed later, irrespective of the definition of &. Now, we will define the unnormalised density of the smoothed estimate y k ,T ( X ) and the backwards filtered unnormalised density (or backwards information state) / ? k , T ( Z ) defined as follows. 
Linear Discrete-time Signal Model
In this section, we consider special case of the signal model described in Sec. 2, namely, the linear discretetime stochastic signal model described below: In this section, we vanslate the problem under probability measure 3 as mentioned in Remark 2.2. We do not provide the measure change techniques in detail because they are similar to those of Section 2. Instead, we just present the main results. 
Recursive Estimates
Remark 3.4
It is clear from (20) and (21) that the apriori filter is given by
and the ( I posteriori filter is given by 
Smoothing
A General Non-linear Risk-sensitive Filter
In this section, we consider a more general non-linear signal model than the one described in Sec. 
. 1 . General Non-linear Signal Model
The general non-linear signal model defined in (Q, F , P )
is given by: 
Limiting Results
In this section, we will consider the case when the risksensitive parameter 6' approaches 0. It is easy to see that in that case, we identify the optimisation problem in Sec. In the non-linear filtering problem, the form of the recursive estimation involving the information state described by (11) approaches the form derived in [3] as 0 -+ 0.
There is a minor technical difference of course, due to the fact that in [3] , the information state is defined as aklk(o)dz = E [ A k I ( X k E dx) lY,] which is obvious for risk-neutral filtering because the conditional-mean estimate is also the minimum variance estimate. Accordingly, if we redefine the information state defined by Definition 2.1 (for the signal model of Sec.2 ) as we can obtain the corresponding infinite-dimensional linear recursion in the information state. It is trivial to show that when 0 i 0, this recursion will be of exactly the same form as the recursion obtained in [3] . 
