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Text corpora with rich metadata can be represented as labeled directed graphs.
This graph representation enables a number of retrieval tasks such as ad hoc retrieval,
personalized recommendation, or collaborative ﬁltering to be formulated as typed prox-
imity queries in the graph. However, existing retrieval models are not designed to fully
leverage the rich metadata.
We propose a thesis work on eﬀectively learning complex retrieval strategies which
can leverage rich structural information presented as heterogeneous graphs. More
speciﬁcally, we generalize the popularly used random walk with restart models so that
the retrieval strategies are represented as relation paths or relation networks on the
graph. A major challenge of such structural learning tasks on relational data is that
the space of candidate strategy grows prohibitively fast as the model’s order of Markov
dependency grows. Therefore, we develop algorithms that can eﬃciently discover and
execute these complex strategies. We propose to test these models on recommendation
tasks in biology domain (possibly extending to other domains like computer science or
chemistry), and other information extraction/integration tasks.
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iii1 Introduction
1.1 Motivation
Past research on accessing text corpora has mainly focused on a small-number of well-deﬁned
tasks which represent a corpus as a set of documents: such tasks include ad hoc retrieval
based on keyword queries, or named entity recognition (NER) and normalization. In fact,
many text corpora naturally include substantial metadata such as author names, citations,
and publication venues, as well as derived metadata (such as gene and protein names, in
the biomedical literature). An alternative way to represent a corpus is as a labeled directed
graph, with typed nodes representing documents, terms, and metadata, and labeled edges
representing the relationships between them (e.g., “authorOf”, “datePublished”, etc). This
graph represents not only text, but also implicitly includes social-network information (via
co-authorship, and paths between authors and conference venues), and expertise information
(via paths between an author and entities mentioned in her publications). Domain knowledge
can also be easily added to the graph (e.g., adding known relationships between entities, such
as protein-protein interaction information).
Representing a corpus as a labeled graph enables a number of retrieval tasks to be for-
mulated as typed proximity queries in the graph, in which the user provides as input a set
of query nodes and answer type, and receives as output a list of nodes of the desired answer
type, ordered by proximity to the query nodes. In general, the appropriate notion of “prox-
imity” may be task- or user-speciﬁc, and hence must be learned or engineered. There are
general-purpose graph proximity measures such as random walk with restart (RWR) (also
called personalized PageRank) which are fairly successful for many types of tasks. More
recently, much work has been done on optimizing the RWR proximity measure by assigning
a weight to each edge type and and tune them in a supervised fashion [1,6,8,19].
However, such One-parameter-per-edge label proximity measures are limited because the
context in which an edge label appears is ignored. For example, in a reference recommenda-
tion task (see detail in section 2.1.2), one of the query nodes is a year. There are two ways
in which one might use a year y to ﬁnd candidate papers to cite: (H1) ﬁnd papers published
in year y, or (H2) ﬁnd papers frequently cited by papers published in year y. Intuitively,
the second heuristic seems more plausible than the ﬁrst; however, a system that insists on
a using a single parameter for the “importance” of the edge label PublishedInYear cannot
easily encode this intuition.
1.2 Thesis Goal
The goal of this thesis work is to explore diﬀerent ways of parameterizing the random walk
models so that rich semantics can be encoded. We will validate whether better retrieval and
recommendation quality can be achieved by new ways of parameterization. More speciﬁcally,
we generalize the popularly used RWR measure so that the retrieval strategies are represented
as relation sequences or relation networks on the graph. In order to handle the complexity
of such learning tasks, we develop algorithms that can eﬃciently discover and execute these
complex strategies.
11.3 Expected Contributions
The proposed thesis consists of two related lines of work, which reﬂects two aspects of the
relational retrieval problems. The ﬁrst aspect is the complexity of the retrieval models. The
more general and complex the models are, the better they are potentially able to leverage
the rich structure of data. In our previous work [14], we introduced retrieval models based
on path constrained random works. Here we propose the following model extensions, with
increasing complexity.
1. Virtual Relations. In order to easily integrate other algorithms into the framework
of a random walk model, we propose to generalize the concept of a relation to any
algorithm that projects a node distribution in the graph to another distribution on the
graph. For example, we can collapse inﬁnite steps of random walk with restart starting
from a particular node into a single virtual step, or we can treat a query expansion
algorithm as a relation which maps a set of keywords to another set of keywords.
2. Path concatenation. We can eﬃciently explore unbounded strategy space by com-
bining existing strategies. A sparse approximation of the candidate strategies’ gradi-
ents can be estimated by combining forward random walk and backward propagation
of gradients.
3. Graph structure learning. This is a generalization to the popular entity experts in
our previous work, which is an edge that directly connects a query entity to a target
entity. This edge itself is a path, and has its own weight parameter. As a generalization,
we will allow new types of edges to connect any two types of entities.
4. Relation networks. We deﬁne the relation network (rNet) model for information
retrieval. Unlike regular one-to-one mapping edges, hyper-edges are important for
expressing concepts which have more than one argument. In relation networks, each
node can have one or more parents. Here we assume the two types of hyper-edges
(AND, IF-NOT), which are potentially useful for retrieval tasks.
Another aspect of relational retrieval is the eﬃciency of learning and query executing
algorithms. In our previous work [13], we explored several techniques including sampling
and truncation strategies for eﬃcient query execution, ℓ1-regularization for strategy selection,
and sparse gradient estimation to explore large strategy spaces. Here we propose two more
techniques that speed up learning and query execution.
1. Combining forward inference and backward gradient propagation. As the
complexity of our models increase, it becomes impractical to enumerate all candidate
strategies (features). We propose a way to eﬃciently estimate a sparse approximation
of their gradients by combining forward inference and backward gradient propagation.
2. Cost sensitive parameter regularization. In order to balance between retrieval
eﬃciency and accuracy, we propose to add the cost of random walk as an regularization
term in the objective function.
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Figure 1.1: Scope of this thesis. Boxed items are our prior work.
The technologies we introduced above can potentially be applied to diﬀerent scenarios,
and it is important that we can test the proposed models in a wide range of applications.
1. Recommendation tasks in biology domain. In our previous work, we have con-
sidered recommendations tasks on speciﬁc biology databases. For example, there are
four tasks that are encounter while users are writing a paper or submitting a paper (see
detail in Section 2.1.2. We are also considering reading recommendation tasks which
suggest new publications to users but require no other input from users except their
reading or citation history (see detail in Section ).
2. Recommendation tasks in other domains. We are also considering recommenda-
tion tasks in other domains. For example, there are many scientiﬁc literature databases
(e.g. DBLP, CiteSeer) in the computer science domain. There are also patent databas-
es in chemistry domain (e.g. Prior Art task in TREC Chemistry track). We can still
test the four paper completion, and reading recommendation tasks on these datasets.
3. Information extraction/integrations tasks with ontology or parsed text cor-
pora. We might also consider diﬀerent types of tasks such as sentiment analysis for
product reviews, or learning to extend a partial ontology database.
Figure 1.1 summarizes our expected contributions, and we plan to ﬁnish writing and
defend this thesis work in May 2012. In the remainder of this proposal, we ﬁrst brieﬂy
reviews our prior work. We next present the proposed tasks and model extensions. Finally,
a schedule of the proposed thesis work is provided in Section 5.
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2 Prior Work
2.1 Background
2.1.1 The Relational Retrieval Problem
Before describing our previous work, let’s deﬁne the relational retrieval problem on hetero-
geneous graphs. Many relational structured data can be represented by an Entity-Relation
(ER) graph, where nodes represent entities and typed edges represent the relations between
them. Formally, a schema S = (T,R) consists of a set of entities types T = {T}, and a set
of relations R = {R}. An entity-relation graph G = (E,S) is an instantiation of the schema
S to a set of entities E = {e}. Each entity has type e.T ∈ T. The instantiation of a type T
is I(T) = {e|e.T = T}. Let R be a binary relation. We write R(e,e′) if e and e′ are related
by R, and deﬁne R(e,·) ≡ {e′ : R(e,e′)}. Fig. 2.1 and 2.2 show two example schemas of
datasets in biology domain.
We deﬁne a general task called Relational Retrieval: given a set of query entities Eq =
{e′}, predict the relevance of each entity e of the target entity type Tq. We call q = (Eq,Tq)
a query. In other words, the task is to model p(Rel(e)|q), e ∈ I(Tq), where Rel(e) is the
relevance of e, which is a label given by the user. Here we assume that Rel(e) is a binary
variable indicating whether or not the user likes the result e.
2.1.2 Tasks and Datasets
We have considered four tasks that are well-suited to solution by typed proximity queries.
4Gene recommendation, considered by Arnold and Cohen [3], is the problem of predicting,
given past publishing history, which genes an author will publish about over the next year.
Here the query nodes are an author and a year, and the answer type is “gene”. This task is
an apapproximation to predicting future interests.
Venue recommendation is the problem of ﬁnding a venue to publish a new research paper.
Here the query is a heterogeneous set of nodes: the terms in the title of the new paper, the set
of entities (genes or proteins) associated with the paper, and the current year. The answer
type is “journal”, so the answer will be a list of biological journals, ranked by suitability for
the new paper.
Reference recommendation (or citation recommendation) is the problem of ﬁnding rele-
vant citations for a new paper. The query is, as in venue recommendation, the title terms
and relevant entities for the new paper, the current year, and the answer type is “paper”.
The desired answer is a list of papers ranked by appropriateness as citations in the new
paper. This task is similar to The TREC-CHEM Prior Art Search Task [16], and can also
be seen as a simpliﬁed version of the context-aware citation recommendation task [12].
Expert ﬁnding is the problem of ﬁnding a domain expert for a particular topic. The
query is again a list of terms and relevant entities, the current year, and the answer type is
“person”. The desired answer is a list of people with expertise on this topic.
The ﬁrst three of these tasks are encountered in preparing a new paper, and the fourth
is encountered in ﬁnding reviewers, or new collaborators. To evaluate performance on these
tasks, we will compare the ranked list from a query associated with a paper to the actual
metadata associated with the paper–e.g., we will compare the actual venue to the recom-
mended venues, or the actual citations to the recommended citations. Perhaps more spec-
ulatively, we will also compare the authors of a paper to the experts recommended by the
query based on the title and related-entity set for the paper.
We extract training data for all the four tasks from a publication database. More specif-
ically, in reference recommendation, the training labels are presumably the actual citations
in the given paper; for venue recommendation, the training labels are the actual venues the
papers were published in; as for the list of experts, we use the actual authors of a paper.
Depending on which task it is, we use the actually paper titles, authors, or genes in the
papers as the query entities.
We created two publication data sets (Yeast and Fly) in the biological domain. Paper
content and metadata information are crawled from two resources: PubMed1 is a free on-line
archive of over 18 million biological abstracts for papers published since 1948; and PubMed
Central (PMC)2 contains full-text and references to over one million of these papers.
Fig. 2.1 shows the schema of the yeast corpus. We extracted gene mentions from the
Saccharomyces Genome Database(SGD)3, which is a database of various types of information
concerning the yeast organism Saccharomyces cerevisiae, including about 48K papers, each
annotated with the genes it mentions. The title words are ﬁltered by a stop word list of size
429. The Authorship relations are further distinguish into three sub-types: any author, ﬁrst
author, and last author. We extracted gene-gene relations from Gene Ontology (GO)4, which
1www.ncbi.nlm.nih.gov/pubmed
2www.ncbi.nlm.nih.gov/pmc
3www.yeastgenome.org
4www.geneontology.org
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Graph Size No. Query
paper node edge train dev test
Yeast 48K 164K 2.8M 2K 2K 2K
Fly 127K 770K 3.5M 2K 2K 2K
is a large ontology describing the properties of and relationships between various biological
entities across numerous organisms.
Fig. 2.2 shows the schema of the ﬂy corpus. It is extracted from Flymine5, which is
an integrated database for Drosophila and Anopheles genomics, and contains about 127K
papers tagged with genes and proteins. The schema is similar to that of the yeast data,
except for a new entity type Protein, and several relations among genes. The Downstream
and Upstream relation connect a gene to its two neighbors on the DNA strand.
Each paper can be used to simulate a query and relevance judgements for any of the four
above mentioned tasks. However, for this way of generating training examples, we need to
prevent the system from using information obtained later than the query’s date. Therefore,
we deﬁne a time variant graph in which each edge is tagged with a time stamp (year). When
doing random walk for a query generated from a particular paper, we only consider edges
that are earlier than the publication date of that paper. For each task on any of the two
corpora, we randomly hold out 2000 queries for development, and another 2000 queries for
testing. We evaluate models by Mean Average Precision (MAP).
2.2 The Path Ranking Algorithm (PRA)
2.2.1 Basic Algorithm
One-parameter-per-edge label RWR proximity measures are limited because the context in
which an edge label appears is ignored. For example, in the reference recommendation task,
one of the query nodes is a year. There are two ways in which one might use a year y to
ﬁnd candidate papers to cite: (H1) ﬁnd papers published in year y, or (H2) ﬁnd papers
frequently cited by papers published in year y. Intuitively, the second heuristic seems more
plausible than the ﬁrst; however, a system that insists on a using a single parameter for the
“importance” of the edge label PublishedInYear cannot easily encode this intuition.
To deﬁne heuristics of this sort more precisely, we use dom(R) to denote the domain of
R, and range(R) for its range. A relation path P is a sequence of relations R1 ...Rℓ with
constraint that ∀i : 1 < i < ℓ − 1,range(Ri) = dom(Ri+1). We deﬁne dom(R1 ...Rℓ) ≡
dom(R1) and range(R1 ...Rℓ) ≡ range(Rℓ), and when we wish to emphasize the types
associated with each step in a path, we will write the path P = R1 ...Rℓ as
T0
R1 − → ...
Rℓ − → ...Tℓ
where T0 = dom(R1) = dom(P), T1 = range(R1) = dom(R2) and so on. In this notation,the
two heuristics suggested above would be written as:
H1 : year
PublishedInYear−1
− − − − − − − − − − → paper
H2 : year
PublishedInYear−1
− − − − − − − − − − → paper
Cite − − → paper
5www.ﬂymine.org
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Figure 2.3: A 2-level relation tree for a simple schema of paper and author
This notation makes it clear that the range of each relation path is paper, the desired type
for reference recommendation. We use −1 to denote the inverse of a relation, which is
considered as a diﬀerent relation: for instance, PublishedInY ear and PublishedInY ear−1
are considered as diﬀerent relations.
Now we deﬁne the Path-Constrained Random Walk (PCRW). For any relation path
P = R1 ...Rℓ and set of query entities Eq ⊂ dom(P), we deﬁne a distribution hEq,P as
follows. If P is the empty path, then deﬁne
hEq,P(e) =
{
1/|Eq|, if e ∈ Eq
0, otherwise (2.1)
If P = R1 ...Rℓ is nonempty, then let P ′ = R1 ...Rℓ−1, and deﬁne
hEq,P(e) =
∑
e′∈range(P′)
hEq,P′(e
′) ·
I(Rℓ(e′,e))
|Rℓ(e′,·)|
,
where I(R(e′,e)) is an indicator function that takes value 1 if R(e′,e) and 0 otherwise. If we
assume that I(R(e′,e)) = 0 when e′ is not in dom(R), then the deﬁnition naturally extends
to the case where Eq is not a subset of dom(P).
More generally, given a set of paths P1,...,Pn, one could treat these paths as features
for a linear model and rank answers e to the query Eq by
θ1hEq,P1(e) + θ2hEq,P2(e) + ...θnhEq,Pn(e)
where the θi are appropriate weights for the paths.
In this work, we consider learning such linear weighting schemes over all relation paths
of bounded length ℓ. For small ℓ (e.g., ℓ ≤ 4), one can easily generate P(q,l) = {P}, the set
of all type-correct relation paths with range Tq and length ≤ l. The distributions deﬁned
by all the relation paths can be summarized as a preﬁx tree (Figure 2.3), where each node
corresponds to a distribution hP(e) over the entities. A PRA model ranks e ∈ I(Tq) by the
scoring function
s(e;θ) =
∑
P∈P(q,l)
hEq,P(e)θP, (2.2)
In matrix form, this could be written as s = Aθ, where s is a sparse column vector of scores,
and θ is a column vector of weights for the corresponding paths P. We will call A the feature
matrix, each column of which is a sparse distribution produced by one of the relation paths.
We denote the i-th row of A as Ai.
72.2.2 Parameter Estimation
For supervised learning of the proposed random walk model, we used a binomial log-
likelihood loss function. We applied L-BFGS [2], a commonly used second order optimization
procedure in many machine learning problems, to optimize this loss function.
We consider each training sample as an entity e of target type under a certain query q.
x is a vector of all the path features, and y indicates whether e is relevant to q. Given a set
of training data D = {(xi,yi)}, the parameter estimation of the PRA can be formulated as
maximizing the following regularized objective function
O(θ) =
∑
i
oi(θ) − λ|θ|2/2, (2.3)
where λ controls ℓ2-regularization to prevent overﬁtting. oi(θ) is a per-instance objective
function deﬁned as
oi(θ) = wi[yi lnpi + (1 − yi)ln(1 − pi)] (2.4)
where wi is an importance weight to each example (see [14] for detail), and pi is the predicted
relevance deﬁned as
pi = p(yi = 1|q;θ) =
exp(θTAi)
1 + exp(θTAi)
. (2.5)
Its derivative is
∂oi(θ)
∂θ
= wi(yi − pi)Ai, (2.6)
and its second order derivative with respect to the k-th parameter will be useful in some of
our proposed algorithms.
∂2oi(θ)
∂θ2
k
= wipi(1 − pi)A
2
i,k. (2.7)
2.2.3 Query-Independent Experts
The features above describe a entity only in terms of its position in the graph relative to the
query entities. However, the relevance of an entity may also depend on query-independent
qualities—for instance, its recency of publication, its citation count, or the authoritativeness
of the venue in which it was published. To account for these intrinsic properties of entities,
we extend every query set Eq to include a special entity e∗. We then extend the graph so
that for each type T, there is a relation AnyT such that AnyT(e∗,e) is true for every e ∈ T.
For example, the relation AnyPaper maps e∗ to each paper, and the relation AnyYear maps
e∗ to each year. Therefor, the path e∗ AnyPaper − − − − − − → paper
Cite − − → paper deﬁnes this random-walk
process: start from any paper with equal probability, and then jump to one of its referenced
papers. This results in higher probability mass to the papers with high citation count. A
path that starts with AnyPaper and then follows two Cite edges assigns weight to papers
frequently cited by other highly-cited papers: as path length increases, a combination of this
variety of query-independent paths begins to approximate the PageRank for papers on the
citation graph.
These scores can be seen as a rich set of query-independent features, which can be com-
bined with query-dependent path features to rank the target entities. To use them, the
8scoring function in Eq.(2.2) remains unchanged. However, since these paths are query-
independent, we improve performance by computing their distributions oﬄine. In particular,
using the time-variant-graph described in Section 2.1, we calculate, for each year, the h score
for all query-independent paths, using only edges earlier than that year.
2.2.4 Popular Entity Experts
Previous work in information retrieval has shown that entity speciﬁc characteristics can
be leveraged for retrieval. For the ad hoc retrieval task as an example, those lower ranked
documents may be clicked often by the users because of features not captured by the system’s
ranking function. In this case, promoting these popular documents to higher rank would
result in a better user experience [27]. For personalized search [9], diﬀerent users may have
diﬀerent information needs under the same query: for instance, the word “mouse" can mean
diﬀerent things for a biologist and a programmer.
In this work, we provide a simple yet general way of modeling entity popularities by
adding biases and query-conditioned biases to the target entities. For a task with query
type T0, and target type Tq, we introduce a popular entity bias θpop
e for each target entity
e ∈ Tq. We also introduce a conditional popular entity bias θe′,e for each query-target entity
pair (e′,e), where e′ ∈ T0,e ∈ Tq. The scoring function in Eq.(2.2) is extended to
s(e;θ) =
∑
P∈P(q,l)
hEq,P(e)θP + γθ
pop
e + γ
∑
e′∈Eq
θ
pop
e′,e, (2.8)
or in matrix form s = Aθ +θpop +Θq, where θpop is an concatenation of all bias parameters,
Θ is an matrix of all conditional bias parameters, and q is a binary vector indicating whether
each entity is included in the query. γ is a scaling parameter to make sure that the magnitude
of pop parameters have similar magnitude as the relation path parameters, which is useful
for setting regularization parameters. The L2 and L1 regularization deﬁned in Eq.(2.3)
still applies to the popular entity experts parameters to prevent over ﬁtting and do feature
selection.
We can see that the number of parameters is potentially very large. For example, θpop
has the length of the total number of entities of the target type, and Θ is a huge matrix
with number of rows and columns equal to the number of entities in the target and query
entity type. Since it is impractical to include all of them to the model (consider the task
of retrieving documents using words), we use an eﬃcient induction strategy which only add
the most important features [21]. At each LBFGS training iteration, we add to the model
the top J popular entity expert parameters which have the largest gradient (in magnitude)
w.r.t the objective function in Eq.(2.3). It can be easily proved that this procedure always
converges to an global optimum. In practice, we found that training a PRA model with
popular entity experts is not much more expensive than training a regular PRA model.
2.2.5 Experiment
Table 2.2 shows a subset of features for a PRA+qip+pop model trained for the reference
recommendation task on the yeast data. Feature #1-#8 are regular path features. Among
them, feature #6 resembles what most ad-hoc retrieval systems would do to ﬁnd relevant
9Table 2.2: Subset of features from a PRA+qip+pop model trained for the reference recommendation task
on the yeast data. In is a shorthand for the PublishedInYear relation.
ID Weight Feature
1 272.4 word
HasTitle−1
− − − − − − → paper
Cite−1
− − − − → paper
Cite − − → paper
2 156.7 word
HasTitle−1
− − − − − − → paper
Cite − − → paper
3 100.5 gene
HasGene−1
− − − − − − − → paper
Cite−1
− − − − → paper
Cite − − → paper
4 83.7 word
HasTitle−1
− − − − − − → paper
Cite−1
− − − − → paper
5 50.2 gene
HasGene−1
− − − − − − − → paper
Cite − − → paper
6 41.4 word
HasTitle−1
− − − − − − → paper
7 29.3 year
In−1
− − − → paper
Cite − − → paper
8 13.0 year
Before−1
− − − − − → year
In−1
− − − → paper
Cite − − → paper
...
9 3.7 e∗ AnyPaper − − − − − − → paper
Cite − − → paper
10 2.9 GAL4>Nature. 1988. GAL4-VP16 is an unusually potent
transcriptional activator.
11 2.1 CYC1>Cell. 1979. Sequence of the gene for iso-1-cytochrome c
in Saccharomyces cerevisiae.
...
12 -5.4 year
Before−1
− − − − − → year
In−1
− − − → paper
13 -39.1 year
In−1
− − − → paper
14 -49.0 e∗ AnyY ear − − − − − → year
In−1
− − − → paper
papers: ﬁnding papers with many words overlapping with the query. However, we can see
that this feature is not considered the most important by the model. Instead, the model
favors the papers that are well cited by on-topic papers (#2), and the papers cited together
with the on-topic papers (#1). Papers cited during the past two years (#7,#8) are also
favored. In contrary, general papers published during the past two years (#12,#13) are
disfavored.
Features starting with e∗ are query-independent path features. We can see that well cited
papers are generally favored (#9). Since the number of papers published is increasing every
year, feature #14 actually disfavors old papers. Features of the form “> XXX” are popular
entity biases on speciﬁc entities. Features of the form “XXX > XXX” are conditional
popular entity biases that associate a query entity with a target entity. We can see that
papers about speciﬁc genes (e.g. CAL4, CYC1) often cite speciﬁc early works (#10,#11).
Here we use the commonly used Random Walk with Restart (RWR) model as our baseline.
Basically, a random walker can follow any type of edge at each step in a RWR model. While
in a trained RWR model, the walker can have preference over diﬀerent type of edges which is
expressed as edge weights. For parameter estimation of the one-weight-per-edge-label RWR
model, we use the same log-likelihood objective function and LBFGS optimization procedure
as for PRA. Since a RWR can be seen as the combination of all the PCRWs with each path
10Table 2.3: Compare baseline RWR with PRA and its two extensions: query-independent path experts (+qip)
and popular entity experts (+pop). The tasks are Venue Recommendation (Ven), Reference Recommenda-
tion (Ref), Expert Finding (Exp), and Gene Recommendation (Gen). Performances are measured by MAP,
and the numbers in the brackets are relative improvement (%) over the trained RWR model. Except those
marked with †, all improvements are statistically signiﬁcant at p<0.05 using paired t-test.
Corpus Task RWR PRA
trained trained +qip +pop +qip+pop
yeast Ven 44.2 45.7 (+3.4) 46.4 (+5.0) 48.7 (+10.2) 49.3 (+11.5)
yeast Ref 16.0 16.9 (+5.6) 18.3 (+14.4) 19.1 (+19.4) 19.8 (+23.8)
yeast Exp 11.1 11.9 (+7.2) 12.4 (+11.7) 12.5 (+12.6) 12.9 (+16.2)
yeast Gen 14.4 14.9 (+3.5) 15.1 (+4.9) 15.1 (+4.9) 15.3 (+6.3)
ﬂy Ven 48.3 50.4 (+4.3) 51.1 (+5.8) 50.7 (+5.0) 51.7 (+7.0)
ﬂy Ref 20.5 20.8 (†+1.5) 21.0 (+2.4) 21.6 (+5.4) 21.7 (+5.9)
ﬂy Exp 7.2 7.6 (†+5.6) 8.3 (+15.3) 7.9 (+9.7) 8.5 (+18.1)
ﬂy Gen 19.2 20.7 (+7.8) 21.1 (+9.9) 21.1 (+9.9) 21.0 (+9.4)
having its weight set to the product of all the edge weights along the path, we can calculate
the gradient of edge weights by ﬁrst calculating the gradient w.r.t. the paths, and then
applying the chain rule of derivative.
Table 2.3 compares the eﬀectiveness of diﬀerent ranking algorithms on all four tasks and
two copora. We can see that PRA performs signiﬁcantly better than RWR under most
tasks. The query-independent path experts (PRA+qip) manage to improve over basic PRA
model in all tasks, and especially in reference recommendation and expert ﬁnding tasks.
The popular entity experts (PRA+pop) also manage to improve over basic PRA model in
all tasks, and the diﬀerent is very signiﬁcant on yeast tasks.
2.2.6 Related Work
The this work is most closely related to other systems that learn task-speciﬁc proximity
measures on labeled graphs. Most of these systems have used some variant of the simpler one-
weight-per-edge-label parameterization scheme which we use as our baseline (e.g., [6,8,24]).
One line of work that uses a richer “feature set” is described in Minkov, Cohen and Ng [18],
which explored using n-grams of edge labels as features for re-ranking results of an RWR-
based system, and Minkov & Cohen [17], who proposed a method that upweights RWR-paths
which are more likely to reach relevant entities. Our approach can be viewed as principled
discriminative version of this algorithm—one important advantage of which is the ability
to easily incorporate additional types of information, such as the query-independent and
popular entity experts described above.
There have been much previous work in supervised learning of random walk models. Nie
et al. [19] use exhaustive local search over each edge type, which is only applicable when
the number of parameters is very small. Diligenti et al. [8] and its follow up [18] optimize
weights on the relations using back-propagation, which has linear convergence, therefore
requires many iterations to reach convergence. Recent work [1] [6] uses more eﬃcient second
11order optimization procedure like BLMVM for numerical optimization. In our study, we
used L-BFGS [2], a commonly used second order optimization procedure in many machine
learning problems, and binomial log-likelihood loss functions.
Furthermore, most previous work on supervised training of RWR-based proximity mea-
sure have used a small number of training queries–for instance, Minkov and Cohen used more
than 30 queries [18]—or else used artiﬁcially generated document orderings [1,25]. Using
large amounts of realistic data in our study makes it possible to learn more complex models.
2.3 Sparse Random Walks
In this section, we describe four strategies to speedup the random walks, which are used
in both parameter estimation at training time and query execution at test time. They all
approximate the exact random walk distribution deﬁned by equation (2.1), but with diﬀerent
ways of generating or sparsifying h(e) at each step of random walk.
2.3.1 Motivation
PCRW query systems are expensive to evaluate. The number of nodes with non-zero proba-
bility grows very fast on a well connected graph. However, one important fact about random
walks is that, in general, we expect that the random walk will lead to very uneven dis-
tributions over all the entities: high probability on a few entities, usually entities of high
in-degrees, and low probability on the remainder. For example, this kind of uneven distri-
bution (called power law distribution) has been observed [20] on PageRank scores of web
pages; PageRank is also a type of random walk model. As a consequence, a few nodes have
a large inﬂuence on the retrieval result, and most nodes have very small inﬂuence, and it is
plausibly acceptable to ignore, or approximate, the weight of most nodes. In past work, a
sampling based random walk strategy has been shown to give inaccurate estimations for low
ranked nodes; in spite of this, however, Fogaras et al. [10] showed that using a Monte Carlo
algorithm and a small number of trials is suﬃcient to distinguish between the high, medium
and low ranked nodes accurately in Personalized PageRank scores; as well, Chakrabarti [5]
used a dynamic pruning strategy for the calculation of Personalized Pageranks, in which
weights smaller than a threshold are pruned, and showed that this operation has minimal
eﬀect on accuracy. Therefore, we can expect that keeping the distribution reached by ran-
dom walks sparse may signiﬁcantly reduce the amount of time and memory spent on query
execution.
In our previous work, we investigated the trade-oﬀ between inference eﬃciency and re-
trieval quality for supervised learning of PCRW models. We compared the query execu-
tion speedups by diﬀerent strategies that help maintain sparsity of random walk, including
ﬁngerprinting, particle ﬁltering, and truncation strategies. Our experiments on several rec-
ommendation and retrieval tasks involving scientiﬁc publications showed that appropriate
sparsity strategies can improve retrieval eﬃciency by up to two orders of magnitude without
noticeably eﬀecting retrieval quality.
122.3.2 The Fingerprinting Strategy
Fogaras et al. [10] suggested a Monte Carlo algorithm to approximate the distributions of
personalized PageRank, where K independent random walks are simulated starting from the
query node. The probability of a node u is approximated by the normalized count of the
number of times it is visited by the random walkers, and the amount of computation can
be easily controlled by varying K. The authors showed that using only a relatively small
number of random walkers is suﬃcient to distinguish between the high, medium and low
ranked nodes in the fully computed Personalized PageRank scores. Although the ordering
of the low ranked nodes are usually not as accurate using sampling, it is most often the high
ranked nodes that determine the quality of retrieval.
In this study, we test the eﬀectiveness of this sampling strategy in the context of PCRW.
The distribution hi+1(e) at the i + 1-th step can be approximated by the normalized count
of the number of walkers visiting a node e after a one step walk starting from their positions
in the previous step i
hi+1(e) =
#walkers visiting e at the i + 1-th step
#walkers
.
2.3.3 Weighted Particle Filtering
One possible downside for the ﬁngerprinting strategy is the waste of computation when the
number of walkers is much larger than the number of links. For example, if we start with
30k walkers from a node which only has three outlinks, the ﬁngerprinting strategy will draw
30k random numbers, and assign each of the walkers to follow a speciﬁc outlink. However,
with knowledge of probabilities, we know that it is expected to have around 10k walkers
following each of the outlinks.
Here we describe a weighted particle ﬁltering procedure (Algorithm 1), which is an com-
bination of exact random walk and sampling. Conceptually, we can treat the initial 30k
walkers as a single particle, and at the ﬁrst step of random walk it splits into three equal-
sized particles— each containing 10k walkers and following a diﬀerent link. If we let the
particles split to arbitrarily small sizes, then we just get the exact random walk deﬁned by
equation (2.1). In order to keep the distribution sparse and speedup random walk, we set a
threshold εmin on the minimum size of the particles. If a potential split breaks a particle to
particles with sizes smaller than the threshold, we switch to the sampling strategy.
13Input: distribution hi(e), relation R, threshold εmin
Output: hi+1(e)
Set hi+1(e) = 0 (should not take any time);
foreach e with hi(e) ̸= 0 do
sizenew = hi(e)/|R(e,·)|;
if sizenew > εmin then
foreach e′ ∈ R(e,·) do
hi+1(e′)+ = sizenew;
else
for k=1..floor(hi(e)/εmin) do
randomly pick e′ ∈ R(e,·);
hi+1(e′)+ = εmin;
Algorithm 1: Weighted Particle Filtering
2.3.4 Truncation Strategies
As we explained before, random walks usually have an uneven distribution over all the
entities: high probability on a few important entities, and low probability on many noisy
entities. Therefore, we hypothesize that removing the low-weight entities from a distribution
will not signiﬁcantly aﬀect the random walk’s ability to identify important entities, but on
the other hand may signiﬁcantly reduce the amount of time and memory spent on random
walk. Chakrabarti [5] applied a dynamic pruning strategy to the calculation of Personalized
Pageranks, for which elements in the ﬁngerprint vectors smaller than a threshold are pruned.
They discover that this operation has a dramatic eﬀect on keeping the ﬁngerprint vectors
sparse, while having a minimal eﬀect on accuracy.
Here we test the eﬀectiveness of this strategy in the context of PCRW. At each step of
the random walk, we add a truncation step to the distribution estimated by equation (2.1):
hi+1(e) = max(0,hi+1(e) − ε),
where ε is a parameter to control the harshness of truncation. This procedure also has
the eﬀect of putting more regularization on longer paths. Since longer paths are generally
reduced more harshly by this truncation procedure, their weights need to be larger than the
short paths in order to achieve the same eﬀect in the ranking function. We call this approach
ﬁxed truncation.
One possible disadvantage of ﬁxed truncation is that the truncation parameter ε is not
directly related to the sparsities of probability distributions. Therefore, we design an adaptive
truncation strategy called beam truncation, which explicitly constrains the random walk to
the desired sparseness. The truncation step is deﬁned as
hi+1(e) = max(0,hi+1(e) − εW(hi+1)),
where εW(hi+1) is the W-th highest probability in distribution hi+1, and W is called the
width of the beam.
142.3.5 Experiment
In order to investigate the trade-oﬀ between speedup of query execution and retrieval quality,
we vary for each sparsity method its sparsity parameter— from the most ineﬃcient to the
most eﬃcient setting— and see how the retrieval speed and quality are aﬀected. We provide
three baselines as references to the quality of retrieval: exact but unsupervised RWR (uniform
weight 1.0), exact RWR, and exact PCRW. For supervised models we ﬁx the regularization
parameter λ to 0.001.
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Figure 2.4: Speedup vs. MAP for diﬀerent strategies on the yeast (upper row) and ﬂy (lower row) data. T0
is the average query execution time using exact PCRW. l is the maximum length of random walk paths. So
points are marked with the number of random walkers or the maximum number of particles (estimated by
1/εmin). The points marked with § have improvements over exact PCRW that are statistically signiﬁcant
at p<0.00001 using paired s-test.
Figure 2.4 compares the speedup of query execution verses MAP for diﬀerent sparsity
strategies. From left to right we order the tasks in increasing order of random walk complex-
ity. The average single query execution times range from 0.15 seconds to 2.7 seconds when
using exact calculation of PCRW. We can see that all four strategies manage to speedup
query execution to a certain extent without signiﬁcantly sacriﬁce the quality of retrieval.
The strategies are relatively more eﬀective on complex tasks like gene recommendation and
reference recommendation.
15The two truncation strategies (ﬁxed and beam truncation) have relatively limited ability
to speedup query execution (ranging from 2- to 10-fold). This is because, at each step
of random walk, they need to calculate the full distribution before truncation. When the
truncation is harsh, on the other hand, it is likely to produce empty distributions, which
are useless for retrieval. Fixed truncation generally has slightly better retrieval quality than
beam truncation. After close inspection, we found that although ﬁxed and beam truncation
can produce random walk distribution with the same sparsity when their parameters are
properly set, ﬁxed truncation has an extra eﬀect of demoting longer paths.
The two sampling based strategies (ﬁngerprinting and particle ﬁltering) have relatively
larger speedups (ranging from 10- to 100-fold on various tasks). For plot in Figure 2.4, we
mark the number of random walkers and the maximum number of particles (1/εmin) at the
points where retrieval quality starts to drop quickly. We can see that particle ﬁltering is
almost always 2- to 4-fold faster than ﬁngerprinting. This is what we have expected, since
particle ﬁltering can potentially represent a large number of walkers with a small number of
particles during the ﬁrst few steps of random walk. Overall, we can see that around 1k to
10k particles (or random walkers) are enough for producing good retrieval quality.
Furthermore, particle ﬁltering almost always produces better retrieval quality than ﬁn-
gerprinting. This is a result of the fact that although both strategies rely on sampling to
estimate the exact distribution, particle ﬁltering will have lower variance than ﬁngerprinting.
For example, imagine a node with only two outlinks, and let the two strategies each have
two particles (minimum particle size 0.5) and two walkers respectively. Fingerprinting has
a high chance (0.5) to put all the probability mass to only one of the outlinks. Particle
ﬁltering, on the other hand, will always assign equal probability 0.5 to both of the links.
2.3.6 Related Work
The eﬃciency of keyword search on graph has been the concern for many previous systems.
Most of them [22] [11] [7] build two-level representations of the graphs oﬄine. Tong et
al. [23] studied fast RWR methods based on low-rank matrix apapproximation, and graph
partitioning. Chakrabarti [5] developed the HubRank algorithm, which precompute oﬄine
the Personalized Pagerank Vectors (PPVs) for a small fraction of nodes, carefully chosen
using query log statistics. It is not immediately apparent how to adapt these methods to
path-constrained random-walk distance measures; hence, in this study, we focued on methods
for maintaining a sparse approximation of random walk distributions at query time.
3 Proposed Tasks
We have the following candidate data and task sets for the proposed thesis work:
1. Bio-publication Domain: Following our previous work, we can test the proposed
new algorithms on the four paper completion tasks for Yeast and Fly datasets. We are
also considering two versions of reading recommendation tasks which will be described
in detail.
2. Information Extraction/Integration tasks: We might also consider diﬀerent
types of tasks such as sentiment analysis for product reviews, or learning to extend
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Figure 3.1: Schema of the augmented yeast data. Numbers in the boxes indicate the number of entities for
the corresponding type. Numbers on the edges indicate the number of links for the corresponding type.
a partial ontology database. For example, the Read The Web project 6 produces an
ontology called NELL which contains about half million beliefs. We are exploring the
potential of extending NELL by formulating it as a link prediction task.
3. Computer Science Domain: We might also consider scientiﬁc literature databases
(e.g. DBLP, CiteSeer) in the computer science domain. We can still test the paper
completion, and reading recommendation tasks on these datasets.
4. Chemistry Patent Domain: We might also consider patent databases. For exam-
ple, in the TREC Chemistry track, there is a Prior Art task which predicts the actual
citations in patents. The provided corpus contains 1.2M patents, and has entities like
patent, country, date, category, company, inventor, agent, etc. There are text ﬁelds
like title, abstract, description, claim, etc.
In the reminder of this section, we will describe two versions of reading recommendation
tasks, and some initial experiment results on them.
3.1 Reading Recommendation Tasks
The rapid growth of research in biology, and the increasing degree to which diﬀerent subareas
of biology are connected, make it diﬃcult to monitor the published literature eﬀectively. To
address this problem, we propose reading recommendation tasks that requires no other input
from users except their reading or citation history. This free the users from the problem of
expressing their information need using query languages. We use the yeast data set as
described in Section 2.1.2. However, as shown in Fig. 3.1, we further augment the dataset
with meta-data regarding topics and aﬃliations of the papers.
We report empirical results of comparing PRA with unsupervised RWR model (RWR
no training), and its supervised version (RWR). We also compare to a version of PRA
with query-independent path experts (PRA+qip). Because the setting of our tasks does
not have much information in the queries (only user IDs and year IDs), we found that
the popular entity experts extension developed by Lao and Cohen [14] cannot improve the
retrieval quality. Therefore, we are not reporting results related to this extension. For
sanity checking, we further include a simple baseline recommendation strategy, which ranks
the publications of each year based on the number of citations they receive from any other
papers. The citations are extracted from all papers in the dataset.
6http://rtw.ml.cmu.edu
17Table 3.1: A subset of features in a PRA+qip model trained for the citation-based reading recommendation.
ID Weight Feature Comments
1 1007.7 year
In−1
− − − − → paper Prefer papers from the query year
2 945.8 author
Read
− − − − → paper
Cite−1
− − − − − → paper
Cite
− − − → paper Prefer papers that are co-cited with what I read
before
3 538.8 author
Read
− − − − → paper
HasTitle
− − − − − − → word
HasTitle−1
− − − − − − − − →
paper
Prefer papers that share title words with papers I
read before
4 398.2 author
Read
− − − − → paper
HasChemical
− − − − − − − − − − →
chemical
HasChemical−1
− − − − − − − − − − − − → paper
Prefer my favorite Chemicals
5 324.0 year
In−1
− − − − → paper
Affiliation
− − − − − − − − →
institute
Affiliation−1
− − − − − − − − − − → paper
Prefer papers published by the query year’s popular
institutes
6 202.6 author
Read
− − − − → paper
Affiliation
− − − − − − − − →
institute
Affiliation−1
− − − − − − − − − − → paper
Prefer papers published by my favorite institute
7 155.3 author
Read
− − − − → paper
HasGene
− − − − − − − → gene
HasGene−1
− − − − − − − − − →
paper
Prefer genes which I often read
8 87.7 author
Read
− − − − → paper
Write−1
− − − − − − → author
Write
− − − − → paper Prefer my favorite authors
9 82.9 author
Read
− − − − → paper
Cite
− − − → paper
Cite−1
− − − − − → paper Prefer papers which share references with what I
generally read
10 74.8 e∗ AnyGene
− − − − − − − → gene
HasGene−1
− − − − − − − − − → paper
Cite
− − − → paper Prefer papers cited by bioinformatics papers (talk-
ing about genes)
11 60.3 author
Write
− − − − → paper
Cite−1
− − − − − → paper
Cite
− − − → paper Prefer papers co-cited with my own papers
12 -243.1 e∗ AnyInstitute
− − − − − − − − − − → institute
Affiliation−1
− − − − − − − − − − → paper Disfavor papers published by less established insti-
tutes
13 -270.7 e∗ AnyGene
− − − − − − − → gene
HasGene−1
− − − − − − − − − → paper Disfavor papers related to less popular genes
14 -363.0 e∗ AnyJournal
− − − − − − − − − → journal
In−1
− − − − → paper Disfavor papers published by less popular journals
We use standard retrieval quality metrics like Mean Reciprocal Rank (MRR) and Mean
Average Precision (MAP) to evaluate diﬀerent models. MRR is deﬁned as the inverse rank
of the highest ranked relevant document in a set of result. If the the ﬁrst returned document
is relevant, than MRR is 1.0 otherwise, it is smaller than 1.0. MAP is deﬁned as the average
precision from the top of the result list to each of the relevant documents. While MRR
focuses on top part of the result list, MAP evaluates the overall quality of the result list, or
how easy it is to ﬁnd all the relevant documents. We also report a metrics called precision
at K (p@K), where K is the number of true relevant documents. p@K measures that if a
system is to produce a result list at the same size of what the user actually wants to read,
what is the probability that each result is actually relevant to the user. We further report
the average log-likelihood (LL) on test data as deﬁned in Eq.2.4.
3.2 Results for Citation-based Reading Recommendation
In this set of experiment, we approximate the reading recommendation task with a version
of citation-based recommendation task, which we can readily generate labels automatically
from a publication database. For each author in the SGD database, we know all the papers
that he has published. We assume that each citations in an authors paper is somewhat
related to his interest (here we only consider ﬁrst authors). Therefore, predicting whether
a paper is going to be cited by a particular author is approximately predicting whether the
18Table 3.2: Compare baseline RWR with PRA and its extension with query-independent path experts (+qip)
for the citation-based reading recommendation task. L is the maximin length of relation paths, M is the
maximin length of query independent relation paths. The improvements ∆ are based on the untrained
RWR models with the corresponding tree depth L. Bolded number are better than the second best with
statistically signiﬁcant at p<0.01 using paired t-test.
No. Features MRR ∆ MAP ∆ p@K ∆ LL
Rank by No. Citations 0.222 0.080 0.077
RWR(no training) L=2 0.386 0.189 0.192 1.371
L=3 0.361 0.210 0.185 1.356
L=4 0.352 0.192 0.176 1.346
RWR L=2 28 0.412 7% 0.204 8% 0.203 6% 1.325
L=3 28 0.426 18% 0.251 20% 0.218 18% 1.267
L=4 28 0.362 3% 0.202 5% 0.180 2% 1.910
PRA L=2 10 0.444 15% 0.218 15% 0.223 16% 1.303
L=3 89 0.517 43% 0.304 45% 0.281 52% 1.193
L=4 404 0.521 48% 0.296 54% 0.269 53% 1.255
PRA(+qip, L=3) M=2 104 0.528 46% 0.319 52% 0.293 58% 1.000
M=3 155 0.532 47% 0.306 46% 0.283 53% 0.882
M=4 564 0.539 49% 0.315 50% 0.293 58% 0.837
author is interested in this paper. We’d like to test on those authors whose major research
interest is yeast related, therefore we only consider users who has published more than 10
papers in SGD. There are 213 such authors in total.
For each year and each author, our task is to predict which papers of that year is going
to be cited by the author. There are 3,791 year-author pairs with non-empty citations (the
other pairs are thereafter ignored). Each of these year-author pairs is a query, and the set
of papers actually cited are treated as the relevant targets. Among all these queries, those
of early years do not have enough citation history, which is not good for a recommendation
system based on citation history. Those queries of later years are also not ideal, because
their citation judgement are inaccurate— some of the paper are going to be but not yet cited
by the user’s future publications. To avoid these two situations, we pick for each author the
year in the middle of all his/her year-author pairs. In this way, we pick 213 labeled queries,
one for each user. The Yeast graph is augmented with one extra relation Read, which links
a user to all the papers he/she has ever cited. We reserve 50 of these queries for testing
purpose, and use the rest for training. Hyper parameters of the models like β and λ are
tuned by 5-fold cross validations on the training data.
Table 3.1 shows a subset of features from a PRA+qip model trained for the citation-based
reading recommendation task. Feature #2-4,6-9 leverage user’s past citation history to ﬁnd
interesting new publications. Feature #10,12-14 starting with e∗ are the query-independent
path features. We can see that these features put negative weights on less popular institutes,
genes and journals. For example, #12 starts with an even distribution among all the insti-
tutes. Therefore, papers from institutes which have only few publication will be negatively
aﬀected more heavily than papers from institues which have many publications. Similarly,
#14 starts with an even distribution among all the journals, papers from journals which have
fewer publication will be negatively aﬀected more heavily than papers published at journals
which have many publications.
19Table 3.2 compares the eﬀectiveness of diﬀerent ranking algorithms. First, we can see
that simply ranking papers by their number of citations cannot give as satisfactory result as
random walk based approaches. Second, longer (thus more complex) relation paths (L=3)
generally gives better retrieval quality. However, even longer paths (L=4) cannot further
improve the results, because of the over ﬁtting problem (even after the tuning of regularizer
parameters). Results for L=1 are much worse, and thus are not shown here. By comparing
RWR with RWR no training we can clearly see that training with labeled data can signiﬁ-
cantly improve model quality. Third, the PCRW based PRA models do signiﬁcantly better
than RWR based models by leveraging the semantics of diﬀerent edge sequences, and the
query-independent paths can further improve the result of PRA model by capturing general
qualities of candidate papers. The most useful query-independent paths are those of length
2, longer paths only slightly improve the MRR measure.
3.3 Results for History-based Reading Recommendation
In this set of experiment, we use the PRA system to recommend readings to a biologist
(Doctor W) who’s major research interest is Saccharomyces. We try to collect all the papers
Doctor W has read during the past 21 years (1988-2008, and the data was collected during
2009). We found 364 papers from his computer, and 265 of which can be matched in the
SGD database. Since Doctor W cannot remember exactly in which year he read each of
the papers, we assume that he read each paper the following year after its publication. The
yeast graph is augmented with two extra relations. One is the relation Read, which links a
user (Doctor W) to all the papers he has read in the past (265 papers). Another, with some
notation overloading, is the Read relation, which links each year to the set of papers read by
the scientist at that year.
Our task is to predict for each year, which papers Doctor W actually read based on the
papers he had read before that year. A query consisting of the user node (corresponding to
Doctor W) and the year node is generate for each year, and its relevant target nodes are the
papers which are actually read by Doctor W in that year. Therefore, we have 21 labeled
queries. We use the last 6 of them for testing, and the rest for parameter tuning with 5-fold
cross validation.
Figure 3.2 illustrates how the L2-regularizer parameter β and L1-regularizer parameter
λ aﬀect retrieval quality on the cross validation data. We can see that L2-regularization is
very eﬀective in improving MAP, p@K and negative log-likelihood on the test folds. L1-
regularizer can slightly improve MRR and can signiﬁcantly reduce the number of features
with non-zero weights. Therefore, L1-regularizer can potentially be used as a way to do
feature selection and improve test eﬃciency, because paths which correspond to zero weight
features can be excluded from random walk at test time.
Table 3.3 shows a subset of features for a PRA+qip model trained for the history based
reading recommendation task. Feature #2-5 leverage user’s past reading history to ﬁnd
interesting new publications, while #10 leverages user’s recent reading history, and feature
#6-9,11 leverage user’s publication history. These features relies heavily on meta-data in-
formation like citation, Mesh qualiﬁer, paper titles, and authors. Feature #12,14 start with
e∗, and they are query-independent path features. Similar as in the citation-based reading
recommendation model, these features put negative weights on less popular institutes, and
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Figure 3.2: Tuning L2-regularizer parameter β (ﬁrst row) and L1-regularizer parameter λ (second row) for
the PRA model on the cross validation data of the history-based reading recommendation task. L is the
maximum depth of relation trees.
journals.
Table 3.4 compares the eﬀectiveness of diﬀerent ranking algorithms. The trends are
similar to what we observe in the citation-based reading recommendation task. First, we
can see that simply ranking papers by their number of citations has very bad performance.
This indicates the importance of leveraging user’s behavior history when doing personal-
ized recommendation. Second, the PCRW based PRA models do signiﬁcantly better than
RWR based models by leveraging semantics of diﬀerent edge sequences. Third, the query-
independent paths (PRA+qip) can further improve the result of PRA models signiﬁcantly.
We further apply a PRA model trained on all the query set to predict which papers
Doctor W would like to read for 2009 and 2010. We show the set of retrieved documents
to Doctor W, and Doctor W labels for each of them whether it is relevant to his research
interest. Because we calculated that Doctor W has been reading about 20 papers on average
for the past ten years, here we report p@20 as a measure of the successfulness of our system.
For 2010, we also report p@50, where 50 is the number of results Doctor W is willing to
label for each query. For 2009, we also report p@16, where 16 is the number of results with
scores higher than 0 (the bias term is ignored). Because the results with negative scores
are even less relevant judged by our model than most documents in the database which are
not retrieved, we consider it meaningless to show these results to the user. The number of
relevant document for the 2010 query is very small, because the SGD database and PubMed
papers was downloaded in 2010, when many papers of that year have not been included in
the databases.
From Table 3.5 we can see that, when evaluated by Doctor W’s explicit judgement,
our system gains higher precision values than those evaluated by implicity judgements (Ta-
ble 3.4). This can be due to the way these judgements were collected. The implicit judge-
21Table 3.3: A subset of features from a PRA+qip model trained for the history-based reading recommendation.
MQ stands for Mesh qualiﬁer.
ID Weight Feature Comments
1 1712.4 year
In−1
− − − − → paper Prefer papers from the query year
2 1099.6 author
Read
− − − − → paper
HasMajorMQ
− − − − − − − − − − − →
topic
HasMajorMQ−1
− − − − − − − − − − − − → paper
Prefer papers with similar mesh qualiﬁer to
what I read before
3 767.0 author
Read
− − − − → paper
HasTitle
− − − − − − → word
HasTitle−1
− − − − − − − − → paper Prefer papers with similar titles to what I have
read
4 672.2 author
Read
− − − − → paper
Write−1
− − − − − − → author
Write
− − − − → paper Prefer paper written by my favorite authors
5 441.2 author
Read
− − − − → paper
Cite
− − − → paper
Cite−1
− − − − − → paper Prefer papers which share references with what
I generally read
6 337.9 author
Write
− − − − → paper
HasMajorMQ
− − − − − − − − − − − →
topic
HasMajorMQ−1
− − − − − − − − − − − − → paper
Prefer papers with the same major Mesh qual-
iﬁer as my papers
7 131.3 author
Write
− − − − → paper
HasGene
− − − − − − − → gene
HasGene−1
− − − − − − − − − →
paper
Prefer the genes that I have been working on
8 71.4 author
Write
− − − − → paper
Cite−1
− − − − − → paper
Cite−1
− − − − − → paper Prefer follow up papers to my own paper
9 37.2 author
Write
− − − − → paper
Cite−1
− − − − − → paper
Cite
− − − → paper Prefer papers co-cited with my papers
10 26.7 year
After
− − − − → year
Read
− − − − → paper
Cite−1
− − − − − → paper Prefer follow up papers to my readings last year
11 25.6 author
Write
− − − − → paper Prefer my own papers
12 -285.1 e∗ AnyInstitute
− − − − − − − − − − → institute
Affiliation−1
− − − − − − − − − − → paper Disfavor papers published by less established
institutes
13 -325.6 author
Read
− − − − → paper
HasGene
− − − − − − − → gene
HasGene−1
− − − − − − − − − → paper Disfavor genes which I have already read about
14 -334.2 e∗ AnyJournal
− − − − − − − − − → journal
In−1
− − − − → paper Disfavor papers published by less popular jour-
nals
15 -399.9 author
Write
− − − − → paper
Affiliation
− − − − − − − − →
institute
Affiliation−1
− − − − − − − − − − → paper
Disfavor paper from my own lab
Table 3.4: Compare baseline RWR with PRA and its extension with query-independent path experts (+qip)
for the history-based reading recommendation task. L is the maximin length of relation paths, M is the
maximin length of query independent relation paths. The improvements ∆ are based on the untrained
RWR models with the corresponding tree depth L. Bolded number are better than the second best with
statistically signiﬁcant at p<0.001 using paired t-test.
No. Features MRR ∆ MAP ∆ p@K ∆ LL
Rank by No. Citations 0.046 0.020 0.016
RWR(no training) L=2 0.395 0.172 0.220 -1.380
L=3 0.527 0.294 0.291 -1.362
L=4 0.571 0.317 0.301 -1.330
RWR L=2 39 0.485 23% 0.239 39% 0.282 28% -1.228
L=3 39 0.647 23% 0.369 26% 0.383 32% -1.183
L=4 39 0.576 1% 0.339 7% 0.360 20% -1.062
PRA L=2 15 0.471 19% 0.225 31% 0.279 27% -1.344
L=3 126 0.786 49% 0.406 38% 0.380 31% -1.129
L=4 585 0.702 23% 0.392 24% 0.365 21% -0.988
PRA(+qip, L=3) M=2 141 0.769 46% 0.439 49% 0.413 42% -0.896
M=3 196 0.794 51% 0.451 53% 0.431 48% -0.858
M=4 651 0.714 35% 0.394 34% 0.366 26% -0.821
22ments might not be complete, because the pdf ﬁles we found in Doctor W’s computer might
not include all the papers Doctor W considers as relevant to his research interest. On the
other hand, the explicit judgements might be inaccurate, because Doctor W needs to give
judgements based solely on the title and abstract of a paper. Nevertheless, Doctor W is very
satisﬁed with the personalized reading list our system provides to him.
Table 3.5: Evaluation of the reading recommendations to Doctor W for year 2009 and 2010.
Year Measure
2009 P@20 1.00
2009 P@50 0.82
2010 p@16 0.63
2010 p@20 0.53
3.4 Related Work
Several other recommendations tasks for scientists have been considered previously. For
instance, Basu et. al. [4] recommend paper submissions to reviewers based on textual sim-
ilarity between paper abstracts and reviewer proﬁles which are extracted from the Web.
See [26] for a survey of systems recommending papers to reviewers. Arnold and Cohen [3]
used proximity queries on co-authorship graph (including document-level metadata on en-
tities associated with publications) to ﬁnd “nearby” gene-protein entities, and showed that
this nearby entities predicted new gene-protein entities that an author would publish papers
about in the near future. He et al. [12] developed a non-parametric probabilistic model to
measure the relevance of a document to a citation context. Recommendations are suggested
to slots in a manuscript, where citations are needed. This work is diﬀerent by focusing on
reading recommendation tasks, which require no other input from user except their reading
or citation history.
4 Proposed Model Extensions
4.1 Virtual Relations
In order to easily integrate other algorithms into the random walk based retrieval framework,
we’d like to generalize the concept of a relation to any algorithm that projects a node in
the graph to a distribution on the graph. For example, we can collapse an inﬁnite number
of steps of random walk with restart starting from a particular node into a single virtual
step. For another example, we can plug in any algorithm that calculate the similarity score
between nodes as a special type of relation.
4.2 Path Concatenation
A major challenge of relational retrieval is to eﬃciently explore large strategy spaces. This is
similar to the structural learning problem of statistical relational learning tasks [15], where
the Markov blanket of a variable grows prohibitively fast as the model’s order of Markov
23￿
word
AsTitle
Paper
Paper
Author
Paper
WrittenBy
Cite
CitedBy
Paper
Paper
Author
Paper
Author Paper
WrittenBy
Write
Cite
Cite
CitedBy Paper
Paper
Write
CitedBy
concatenate paths
Figure 4.1: Path concatenation for a simple task of retrieving paper with words. A relation tree and its
reversed relation tree are shown on the left and right respectively.
dependency grows. The PRA algorithm [14] adopts a naive approach that exhaustively
enumerates all paths shorter than a predeﬁned threshold L. Since the number of paths
is typically exponential in their lengths, only very short paths (e.g. 4) can be explored.
However, previous study [17] on parsed text corpus showed that useful paths are often much
longer than 4. Therefore, eﬃcient way of exploring longer paths are very desirable.
Here we propose to eﬃciently explore an unbounded strategy space by combining existing
strategies (relation paths). As shown in Fig. 4.1, we ﬁrst deﬁne the reverse of an relation
tree to contain the same set of relation paths, but is rooted at the target node instead
of the seed node. We will add edges that connect nodes in the original relation tree to
nodes in the reversed relation tree. As described in Algorithm 2, a sparse approximation
of candidate paths’ gradients is estimated by combining forward random walk with relation
tree and backward propagation of gradients on the reversed relation tree. A forward path
can be concatenated with a back propagation path only if their types match. We also avoid
evaluating candidate paths that are already in the relation tree.
while true do
Estimate parameters θ with LBFGS;
Estimate the gradient of any entities in the reversed tree on all training queries, by
back propagation of gradients;
Estimate a sparse apapproximation of the gains of candidate paths by aggregating
gains from individual entities;
if no candidate path has positive gain then
break;
Add top J best candidate paths to the model;
Update both the forward and the backward relation trees;
Algorithm 2: Path Concatenation
More precisely, the gradient of an entity e w.r.t. the i-th sample is deﬁned as
gi,e =
∂oi(θ)
∂α
= wi(yi − pi)hP(ei), (4.1)
where P is the path in the reversed relation tree that connects this entity to the target entity
type, and hP is the distribution produced by the path constraint random walk starting from
entity e and follows path P. Here we assume that the prediction function (2.5) is modiﬁed
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Figure 4.2: Graph Structure Learning for a simple task of retrieving paper with words
to include hP as a feature with weight α
pi = p(yi = 1|q;θ) =
exp(θTAi + αhP(ei))
1 + exp(θTAi + αhP(ei))
. (4.2)
The gradient of an entity in the root node is simply gi,e = wi(yi − pi). The gradient of
an entity in a non-root node can be eﬃciently calculated by the back propagation formula
gi,e =
1
|R(e,·)|
∑
e′∈R(e,·)
gi,e′ (4.3)
We will consider relation trees for now, although we believe that the extension to relation
networks can be done similarly. For eﬃciency, we can exclude the nodes with too many
entities in the (reversed) relation trees.
4.3 Graph Structure Learning
Existing graph structure might not be enough to represent the correlations observed in the
data. Therefore, adding extra structure to the graph during training can potentially achieve
better modeling capability. In order to model correlated nodes we can either directly add
links between them (structure learning), or add super nodes (clustering). In this proposal,
we will only consider adding links.
Here we introduce a generalization to the popular entity experts [14], which are edges
that directly connect query entities with target entities. Each edge is a path, and has its own
weight parameter. As a generalization, we will allow new edges to connect any two types of
entities. We will add edges that connect nodes in the original relation tree to nodes in an
reversed relation tree. The induction process as described in Algorithm 3 is similar to the
path concatenation algorithm.
25while true do
Estimate parameters θ with LBFGS;
Estimate the gradient of any entities in the reversed tree on all training queries, by
back propagation of gradients;
Estimate a sparse apapproximation for the gains of candidate links by truncation
or sampling strategies.
Estimate a sparse apapproximation of the gains of candidate edge types by
aggregating the corresponding link gains;
if no candidate edge type has positive gain then
break;
Add top J best candidate edge types to the model;
Update both the forward and the backward relation trees;
Algorithm 3: Graph Structure Learning
4.4 Relation Networks
In certain retrieval or recommendation tasks, there is need to express the semantics of con-
junctions. For example, we may want the retrieved document to be relevant to both the
query words and the user who sent the query. Therefore, we propose an AND operator
which generates a new distribution by simply multiplying two distributions. We can also
imagine that for certain recommendation tasks diﬀerent queries are better served by diﬀerent
strategies. For example, depending on whether a user has reading (or publication) history,
the optimal weighting of relation paths might be diﬀerent. For another example, if the text
query cannot retrieve satisfactory results, the relative weighting of other query expansion
strategies might need to be adjusted. Therefore, we propose an IF-NOT operator which
decides to include a path A to the ranking function only if another path B produces an
empty distribution. We deﬁne the relation network (rNet) model for information retrieval.
Unlike regular one-to-one mapping edges, hyper-edges are important for expressing concepts
(e.g., AND, IF-NOT) which have more than one argument. In relation networks, each node
can have one or more parents. Here we assume the following two hyper-edges that might be
useful for retrieval tasks.
AND operator:h(e)A∧B = hA(e)hB(e) (4.4)
IF-NOT operator:h(e)A¬B = empt(hB)hA(e), (4.5)
where empt(h) = 1 if h is empty, and 0 otherwise. Both of these two hyper-edges take two
distributions hA(e), hB(e) as input, and produce a single distribution.
A relation network is similar to a relation tree except that each node may have one or
two parents. Since the whole relation network does not consist of trees as in the PRA model,
we cannot use depth ﬁrst search to traverse through all the nodes. We can, however, assume
that there is a total ordering among all the relation nodes—the order in which they are
added to the relation network. Therefore, we can just enumerate the nodes according to this
ordering and have the guarantee that when reaching a particular node, all of its ancestors
have already been visited. With relevance judgment data, the parameter estimation process
is similar to that of PRA.
26Because the potential number of super nodes is large, we will only select a subset of them
to the network. Like previous structure learning approaches (grafting 2006; Zhu etc. 2010),
we guide the discovery of potentially useful nodes by the gradients of the objective function.
To reduce the search space we further assume that these hyper nodes cannot be the parent
to any other nodes. This implies that before introducing the hyper relations, the network
G0 consists of only relation trees. The number of potential IF-NOT nodes is nm where n is
the number of nodes in G0, and m is the number of nodes in G0 with the query target type.
The number of potential AND nodes is m2.
Let’s assume that we have existing node A and B, with parameter θA, θB respectively.
Now we want to estimate the gain of adding a A¬B or A ∧ B node.
Inducing IF-NOT nodes
The ﬁrst and second order gradient of θA¬B are
∂O(θ)
∂θA¬B
=
∑
i
wi(yi − pi)empt(hB,i)Ai, (4.6)
∂2O(θ)
∂θ2
A¬B
= wipi(1 − pi)empt(hB,i)A
2
i,g = VA. (4.7)
We may just evaluate candidates based on their gradients (as previous approaches do
[21]), or we can evaluate by their estimated gain [15]–in that case, second order gradients
are needed.
Here we introduce a mechanism to further reduced the computation when estimating the
gradients. Assuming that the existing model is converged, we have
∂O(θ)
∂θA = wipi(1−pi)A2
i,g =
VA (regularization is ignored). This means that if B is non-empty only for a small portion
of the training samples, then we just need to sum over these samples
∂O(θ)
∂θA¬B
= 2
∑
i:emptB,i=1
wi(yi − pi)Ai. (4.8)
Similarly, if B is empty only for a small portion of the training samples, then we just need
to sum over these samples
∂O(θ)
∂θA¬B
= −2
∑
i:emptB,i=0
wi(yi − pi)Ai. (4.9)
Furthermore, we can ignore the samples on which |pi−yi| is small. The algorithm to estimate
a sparse approximation to the candidate IF-NOT nodes’ gradients is given as Algorithm 4.
If the eﬃciency of this algorithm is not good enough, we can do sampling at each stage of
the foreach loop.
27Input: threshold ϵ
Output: gradients {gA¬B}
foreach entity ei with |pi − yi| > ϵ do
foreach node A with Ai ̸= 0 do
foreach node B that is empty/non-empty do
gA¬B+ = wiAi(pi − yi);
Algorithm 4: Estimate the gradients of IF-NOT nodes
Inducing AND nodes
The induction of AND nodes is similar to that of the IF-NOT nodes. The ﬁrst and second
order gradient of θA∧B can be written as
∂O(θ)
∂θA∧B
=
∑
i
wiAiBi, (4.10)
∂2O(θ)
∂θ2
A∧B
= wiA
2
iB
2
i pi(1 − pi). (4.11)
Again, we ignore those samples for which |pi − yi| is small. For those entities with
signiﬁcant |pi − yi|, we only need to consider those paths with non-zero values on it.
Input: threshold ϵ
Output: gradients {gA∧B}
foreach entity ei with |pi − yi| > ϵ do
foreach node A with Ai ̸= 0 do
foreach node B that is empty/non-empty do
gA¬B+ = wiAi(pi − yi);
Algorithm 5: Estimate the gradients of AND nodes
4.5 Cost Sensitive Parameter Regularization
In this section, we present the cost sensitive parameter regularization, which potentially
can improve query execution time more eﬀectively than L1 regularization. We augment the
objective function by the estimated cost of random walk on training data as
O(θ) =
∑
i
oi(θ) − µ
∑
j
cj(π) − λ|θ|2/2, (4.12)
where cj(π) is the cost of random walk on the j-th node measured by the number of addition
operations, and µ is a parameter to control the penalty on this cost. π is the parameter
indicating whether or not each node on the relation network is enabled.
Since cj(π) behave like an ℓ0-regularization, which is not diﬀerentiable w.r.t. π, we
optimize 4.12 by alternating between optimizing θ, and optimizing π.
28θ step: Optimize θ with LBFGS. For those nodes with πi = 0, their weights are ﬁxed to 0.
π step: For any node with πi = 0, if δi −µci > 0, then set πi = 1; for any node with πi = 1,
if δi + µci > 0, then set πi = 0
Here δi is the estimated diﬀerence of the objective function O(θ) as a result of adding or
removing a node from the model. Using Taylor expansion of the objective function (4.12).
We can prove that the best gain 1
2
⌊gi⌋2
λ1
Vi+λ2 is achieved at θi = −
⌊gi⌋λ1
Vi+λ2, where ⌊⌋ is a truncation
operator: ⌊a⌋b = a − b, if a > b; a + b, if a < −b; 0, otherwise. gi and Vi are the ﬁrst and
second order derivatives as deﬁned in (2.6) and (2.7).
Alternative design. Instead of treating cost as a non-diﬀerentiable 0-1 loss, which is
harder to optimize, we can multiply the cost of a path to its ℓ1-regularization term.
5 Schedule
Year Month Research Activity
2011 Feb-Mar Explore recommendation tasks on other data sets,
and explore other information extraction/integration tasks
Apr Experiment with the path concatenation algorithm
May Experiment with the structure learning algorithm
Jun-Jul Experiment with the relation network algorithm
Aug Experiment with cost sensitive parameter regularization
Sep Experiment with virtual edges
Oct-Dec Path concatenation and structure learning for relation networks
2012 Jan-Apr Write thesis
May Defend thesis
Table 5.1: Schedule towards the completion of the thesis. Our plan is to defend in May 2012.
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