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Abstract
Recognizing 3-D objects from range imagery has received considerable attention in the
last few years. Laser radar range imagery is degraded by the combined effects of laser
speckle and local oscillator shot noise, resulting in range anomalies and Gaussian noise
in the local accuracy of the range measurements. Our objective was to develop a statis-
tically optimum approach for doing model-based object recognition using low-resolution,
noise-degraded laser radar range images. The object recognition system we developed
consists of preprocessing, segmentation, feature extraction and alignment/scoring steps.
For the preprocessor, we have employed the fast ML/EM algorithm, which is an es-
sentially optimal anomaly suppression scheme. The resulting range profile is segmented
using planar range profiling to estimate and isolate the target region from the background
as accurately as possible. The feature extraction module provides relevant edge-based
features that distil the essential characteristics needed to identify the target in the seg-
mented range images. The alignment/scoring step estimates the pose of the target in the
image, based on the posterior marginal pose estimation method (PMPE), and performs
matching between image and model features. The output of the system is the value of
the objective function of the PMPE matcher, which gives an indication of the degree
of alignment between the image and each member of the object-model data base. The
scores of alignment for each model are compared to find the type of the located target
in the image. Performance results for the object recognition system are presented using
laser radar data from the MIT Lincoln Laboratory Infrared Airborne Radar data release
and 3-D CAD models that account for possible military targets that may be present on
the site imaged by the laser radar. The performance of the system is also analyzed as
a function of the sensor parameters to determine the effect of sensor physics capabilities
on the recognition module.
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Chapter 1
Introduction
A coherent laser radar can produce range, intensity or Doppler images by raster scanning
a field of view in 3-D pulsed imager mode. The goal of this research is to develop a target
recognition system capable of detecting and recognizing military vehicles in range images
provided by airborne laser radars. In particular, we will focus on using laser radar range
imagery in a model-based, statistical object recognition system. Toward that end, it is
effective to use an essentially optimal image processing mechanism that can act as the
input stage for the recognition system to combat the degradation processes encountered
in generating range imagery. The result is a laser-radar-based object recognizer.
Recognizing 3-D objects from range imagery has received considerable attention in
the last few years. However, most approaches followed so far are applicable to high
angular-resolution and high range-precision range images. In this thesis, we focus on
developing an end-to-end object recognition system operating on noisy, low resolution
range data to recognize an object and find its location throughout the image.
Research on the statistics of peak-detecting coherent laser radars has led to the devel-
opment of techniques for performing target detection for 2-D imagers and 3-D imagers.
Previous work by T.J. Green [1] has shown maximum-likelihood (ML) planar range profil-
ing with the expectation-maximization (EM) algorithm to be a computationally simple
and efficient procedure with good noise and anomaly suppression. I. Fung and D.R.
Greer [2]-[4] extended the planar range profiling work to fit a multiresolution basis at a
sequence of increasingly fine resolutions to a laser radar range image. The EM algorithm
was used to obtain the ML estimate for the range image. The multiresolution range
profiling work was applied to 3-D real laser radar range imagery by means of a more
powerful EM algorithm designed using the special structure of the Haar wavelet basis
employed in the algorithm, which provides low computational complexity and excellent
numerical robustness.
An effective feature-based object recognition system must be able to deal with vari-
ability in the positions of image features and the appearance of unexpected features
due to background effects. This issue of uncertainty in feature location and detection
suggests a statistical approach to object recognition. A statistical framework for object
recognition was formulated by W.M. Wells [5], which provides explicit models for the
uncertainties involved. By these probabilistic models, methods of statistical estimation
were used in recognition of objects in high resolution video or synthetic range images.
The research in this thesis focuses on whether the preceding mechanisms can success-
fully be combined to process real, low resolution laser radar range images. The combined
system will be applied to real laser radar range images in the IRAR Data Release from
MIT Lincoln Laboratory. These images have low resolution compared to the previously
used video images and synthetic range images. Moreover, there is an additional di-
mensionality reduction involved in multiresolution range profiling of data. The resulting
resolution may not be sufficient to have adequate number of image features for the object
recognition algorithm to work properly. The objective of this research is to find out if
this approach works for real laser radar range data.
The object recognition system is extended to involve a data library of 3-D models,
which will be used to identify the target in the real laser radar data among a collection of
possible military targets. Moreover, as opposed to 2-D range truths used previously, use
of 3-D models of specific military vehicles converts the object recognition module into a
system that can recognize objects having 6 degrees of freedom of position. Our intent is to
obtain an object recognition algorithm that can be applied to real data with an optimal
front end by which the effects of sensor physics capabilities on the feature extraction
mechanisms and hence the object recognition performance can be well understood. In
this way, it may be possible to backpropagate the feature accuracy requirements of the
object recognition module to the performance requirements for the near-optimal front
end processor. These requirements, in turn, would be backpropagated to determine the
radar, atmosphere and scene conditions required for desired recognition performance.
The remainder of this thesis is organized as follows. Chapter 2 describes maximum-
likelihood (ML) range profile estimation via the expectation-maximization (EM) algo-
rithm. Both planar range profiling approach, which is appropriate for estimating a planar
background, and its extension to parametric range profiling, which is used to estimate
range data corresponding to arbitrary scenes, are presented. In Chapter 3, the theoretical
framework for the model-based statistical object recognition system used in this thesis
is explained. The components of the statistical formulation are constructed and used
with statistical estimation methods to develop the required object recognition algorithm.
Chapter 4 presents the steps followed in the overall object recognition system. The char-
acteristics of the inputs to the system are described and the system modifications needed
to perform object recognition on laser radar range imagery are discussed. Chapter 5
concentrates on processing real laser radar range images to extract compact information
to be used in the pose estimation and object classification steps. Chapter 6 focuses on
estimating the position of the object, as well as identifying the target in the image. The
results of our recognition experiments will be presented and analyzed. In Chapter 7, the
major conclusions of this work are summarized.
Chapter 2
Maximum-Likelihood Laser Radar
Range Imaging
There has been a long interest in the statistics of peak detecting coherent laser radars,
which started by examining the fundamentals of single pixel statistics [6] leading to
target detection studies for 2-D imagers [7]-[9] and detection [10], [11], planar range
profiling [1] and parametric range profiling [2]-[4] for 3-D imagers. Combining theory,
experiments and computer simulations, a considerable degree of understanding about
the characteristics of laser radar has been achieved, permitting statistical detection and
estimation theory for optimum use of sensor data.
These studies lead to an effective algorithm for suppressing noise and range anomalies
without appreciable loss of information in the range image. This algorithm will be used
as the front-end processor of our model-based object recognition system. Moreover, these
techniques will also be used in constructing some of the building blocks of the system.
This chapter presents the general theory behind maximum-likelihood laser radar range
imaging. Understanding this theory is crucial in using these ideas to accomplish different
goals throughout the system.
We start with describing the single-pixel statistical model for the laser radar. A
framework for maximum-likelihood (ML) range profiling is presented for fitting a planar
surface to laser radar range data via a computationally convenient approach based on
the expectation-maximization (EM) algorithm. Then, the extension of this work to
parametric range profiling used to fit a multiresolution basis to an arbitrary scene is
discussed. The EM algorithm used in parametric range profiling is modified to yield a
computationally efficient and a numerically robust procedure in processing much larger
range imagery at high resolutions.
2.1 Measurement Models
A coherent laser radar transmits a series of laser pulses, one for each pixel in a raster
scan. The reflected light for each pixel then undergoes optical heterodyne detection,
followed by IF (intermediate frequency) filtering, video and peak detection [12], [131, as
seen in Fig. 2-1. The range image of some field of view is formed by measuring the
time delay between the peaks of the transmitted and detected waveforms. Laser radar
range images are degraded by the combined effects of laser speckle and local oscillator
shot noise. The former is due to the rough-surfaced nature of the encountered objects
when compared to the laser wavelength, which causes constructive and destructive in-
terference in the reflected light [14]. The latter is the fundamental noise encountered in
optical heterodyne detection [15] and results in Gaussian noise in the local accuracy of
range measurements. Speckle degrades range imagery through range anomalies, which
occur when a deep speckle fade combines with a strong noise peak, resulting in a range
measurement substantially different from true range value [6], as shown in Fig. 2-2.
Collectively, these degradation mechanisms suggest a statistical approach to laser
radar image processing. A statistical characterization for a single pixel of the laser radar
data has been theoretically developed and experimentally verified [6]. It takes the form
of a conditional probability density function that a measured range value, r = R occurs,
given that the true range value is r* = R*,
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Figure 2-1: Block diagram of a monostatic, shared-optics coherent laser radar.
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Figure 2-2: Range measurement examples showing anomalous and non-anomalous be-
haviour.
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exp(- (R R*)2) 1
prlr*(RIR*) = [1 - Pr(A)] 26R2 + Pr(A) (2.1)
In this equation, Pr(A) is the probability of anomaly, i.e., probability that speckle and
shot noise effects combine to yield a range measurement more than one range resolution
cell from true range; AR is the width of the radar's range uncertainty interval R =- [Rmin
, Rmax]; and 6R is the local range accuracy, i.e., the root-mean-square (rms) range error
given the data is not anomalous.
The first term, which is equal to the product of probability that the measurement
is not anomalous and a Gaussian probability density with mean equal to the true range
value, represents the local range behavior. The second term represents the global range
behavior and is equal to the probability that the pixel is anomalous times a uniform
distribution of the anomalous range values over the entire range uncertainty interval.
In terms of radar's range resolution, R, k cT/2 for a laser pulse with duration
T, where c is the speed of light; number of range-resolution bins N AR/Rre ; and
carrier-to-noise ratio,
average radar return powerCNR (2.2)average local-oscillator shot noise power
the local range accuracy and probability of anomaly are given by
6R R (2.3)
and
1 1
Pr(A) (In(N) - + 0.577), for CNR > 1 and N > 1 (2.4)CNR N
By means of Eqs. 2.2 to 2.4, the results of the range estimation problem can be
connected to the physical parameters of a real laser radar system. However, the following
formulation is confined to the parameters given in Eq. 2.1.
The measured data is a JxK pixel 3-D range image, {rjk : 1< j < J, 1 < k < K},
where the value of rjk represents the depth of the pixel. The corresponding true range
values are, {rj*k : 1< j _ J, 1 < k < K}. Both the range data and the true range values
are rearranged into Q=JK-dimensional column vectors, r = {rq : 1 < q < Q} and r*
= {rq : 1 < q < Q} respectively. For a Q-pixel range image of some field of view, the
pixel spacing is usually large enough so that the range measurements are statistically
independent given their respective range truths. Thus, the joint probability density that
r = R given r*= R* , is given by the individual products of single-pixel pdfs,
Q exp(- (Rq -1
prir.(RIR*) = [1 - Pr(A)] 2R 2  + Pr(A) 1 (2.5)
q=1
The laser radar range profiling problem is then to find the optimal range estimate,
given this likelihood function. To find the optimal range estimate of the true range image,
r*, given the measured data, r, maximum-likelihood (ML) estimation is employed. Given
a particular observation vector, R , the ML estimate of the range data is the R* that
maximizes Pr(r* (RIR*), i.e., it maximizes the likelihood of our observing the data vector,
R, we have obtained.
rML(R) = arg max(prrl,(RIR*)) (2.6)
However, the joint probability density in Eq. 2.5 implies that the ML estimate of
the range image is the raw data itself. This means that the range anomalies, which may
occur on more than 10% of the pixels at reasonable CNR's, cannot be suppressed by
this method. Therefore, an additional resolution constraint is provided in the problem
to serve the purpose of suppressing the anomalies in the range data while at the same
time giving the desired resolution to image features.
2.2 Planar Range Profile Estimation
The objective of planar range profiling is to find the optimal estimate of the true range
image, r*, given the observed data, r. The pixel values of the true range are assumed to
comprise a plane, given by
rjk -= lj + x2k + x3 1 < j < J , 1 < k < K (2.7)
where x1 and x2 are the elevation and azimuth range slopes, respectively, and x3 is the
range intercept. These three parameters are to be estimated using the measured range
data. The 3-D parameter vector that characterizes the planar profile will be defined as
x = [x1 x 2 X3]T (2.8)
Similar to Eq. 2.5, we can express the joint probability density for r = R to occur, given
S= X as
(Rik - k 2J K exp(- 2 1
j=1 k=
To estimate the parameter vector x, maximum-likelihood estimation is employed.
Since the logarithm is a monotonically increasing function, the logarithm of the likeli-
hood function can be maximized to obtain the maximum-likelihood estimate, XML. The
necessary condition that needs to be satisfied for an extremum at X = XML is
Sn[Prlx(RIX)]lx-ML = 0 (2.10)
Plugging Eq. 2.9 into Eq. 2.10 leads to a nonlinear vector equation for SXML,
j=1 k=1
X--ML
where X 1, X2 and X3 are the components of the vector X and the jkth pixel weight, wjk,
is defined as
exp - 26R
2
[1 - Pr(A)] 2rR
wjk (X) - 26R2 (2.12)
Rjk- R k (X))
exp - 26R2
[1 - Pr(A)] + Pr(A)-
where
Rik (X) = Xlj + X 2k + X3  (2.13)
From Eq. 2.12, it is clear that we have 0 < wjk _ 1, i.e., the weights of the pixels
are proper fractions. Indeed, wfk(X) represents the conditional probability that rik is
not anomalous, assuming that the true parameter vector is X. Eq. 2.11 appears to be
a linear equation in X, but it is not since the weights Wjk, are functions of X. If the
anomaly probability is very small, so that wjk # 1 for all j, k, then Eq. 2.11 becomes
linear and its solution can easily be shown to be,
XML = G-IK (2.14)
where the matrices G and K are defined as
JK
G = k j k 1 (2.15)
j=1 k=1
1
and
K= k R.k (2.16)
j=1 k= 1
However, the probability of anomaly is usually substantial in most of the data obtained
by the laser radar. Therefore, the nonlinear nature of the of the problem cannot be
ignored. The nonlinear estimation problem will be solved by an iterative approach using
the expectation-maximization algorithm, which will be presented in the next section.
2.2.1 Expectation-Maximization Algorithm
The EM algorithm is effectively used for ML estimation problems in which the observation
vector constitutes incomplete data [16]. An incomplete data problem is one in which the
observation vector, available for processing, is only a part of the complete data vector
and there is a degree of freedom for constructing a complete data vector. In ML range
profiling, the natural complete data vector is
y = (2.17)
a
where r is the range observation vector and a is the anomaly data, which is the missing
part of the complete data. If the complete data vector were available, the anomalous
pixels would be identified and suppressed, and the ML range profiling problem would
become a linear problem including nonanomalous pixels only. However, since a is not
directly observed, this perfect elimination is not possible, and the ML estimation tries
to deal with the possibility of anomalous pixels in a statistical fashion, resulting in a
nonlinear estimation problem. The iterative EM algorithm is a computationally simple
procedure to solve this problem because of the linear nature of the complete data problem.
The EM algorithm starts from an initial estimate of the parameter vector, i(O), and
produces a sequence of parameter estimates, { i(n) : n = 1, 2,3, ...} by an alternating
sequence of expectation and maximization steps. The associated likelihood sequence is
monotonically increasing. Hence, the EM algorithm converges to a likelihood maximum.
However, the EM algorithm, being a local nonlinear optimization method, needs a
good initial starting value to converge to the correct local maximum. If the initial estimate
is good enough to place the EM algorithm on the highest hill, the global maximum
will be achieved. For imagery with low probability of anomaly, Pr(A) < 0.1, a linear
least-squares (LS) initial estimate is sufficient. For many cases of interest, however,
such a simple initial estimate is insufficient for reliable location of the global likelihood
maximum. The recursive expectation-maximization algorithm is presented in the next
section as an extension of the LS-initialized EM estimation procedure.
In essence, the LS-initialized EM algorithm starts by assuming that all of the pixels
are nonanomalous, which corresponds to solving Eq. 2.11 assuming Wjk = 1 for all j,
k. The EM algorithm uses the latest estimate to update the weights and then solves
the linear estimation problem with the new weights, treating them as constants. In
particular, when {wjk(n), i(n)} pair is available, {wjk(n + 1), f(n + 1)} is obtained by
a two-step procedure:
1. First the expectation step updates the weights by means of
(Rjk-R k((n))
exp - 26R2
wk(n + [1 -Pr(A)] - v2rr 2  (2.18)
exp[1 -Pr(A)] - 26R2 + Pr(A)
2. Next, the maximization step updates the estimate by means of
XML(n + 1) = G(n + l)-'K(n + 1) (2.19)
where the matrices G(n + 1) and K(n + 1) are defined as
J K
G(n+I)=E E k wk(n+1) j k 1 (2.20)
j=1 k=1l
and
K(n+ 1)= wk(n 1)Rk (2.21)
j=1 k=1l
Since the likelihood function is increasing in each step, the EM algorithm is guaranteed
to provide improving parameter estimates. This iterative process is terminated when the
difference between successive likelihoods lies within some predetermined threshold. The
final estimate is the ML estimate if the initial estimate is on the highest likelihood hill.
2.2.2 Recursive EM Algorithm
The Recursive EM (REM) algorithm is an extension of the least-squares (LS) initialized
EM estimation procedure. It has been shown to provide better initialization, using a
recursive approach, for cases with appreciable anomaly probabilities, both in planar [1]
and parametric [4] range profiling work.
The REM Algorithm begins by setting the local range accuracy, 6R, in the single
pixel range density equal to the whole range uncertainty interval, AR. The resulting
density is used in an LS initialized EM algorithm to obtain the zeroth order estimate.
Then the local range accuracy is set to half of the range uncertainty interval, i.e., half
of the value for the local range accuracy used in the previous recursion. This time the
resulting density is used in irem(0) initialized EM algorithm. This process goes on until
the local range accuracy is set to 6R. The output of the last stage is the final REM
estimate.
Because the local range accuracy is gradually decreased in the REM algorithm, only
the most likely anomalous pixels are discarded. This reduces the chance that a lot of
non-anomalous pixels are removed from the estimate, making it more likely for the REM
estimate to coincide with the ML estimate, because of the quality of the initial estimate.
2.2.3 Range Profile Results
In this section, we will demonstrate the results for planar range profiling of simulated
laser radar range imagery. The sample image to be profiled corresponds to a planar
background without any target. The elevation/azimuth angles and the range intercept
of this plane are selected to be consistent with those of the planar background associated
with the real laser radar range image taken from the available data release used later.
The generated image is 45x128, which is the size of the range images in the data set.
This image can be seen in Fig. 2-3. In this figure, the gray level of each pixel represents
the distance in range bins where one range bin is equal to 1.1 meters. The imaged
field-of-view is about 400 to 500 range bins away from the laser radar as shown by the
calibration bar on the right. Considering the additional range gate offset of 427 meters,
the actual distance is approximately 870 to 980 meters. For this particular image almost
no anomalies can be observed. Thus, in order to test the EM/ML procedure, range data
is synthesized using this image as the range truth by adding noise and simulating the
anomalies. In particular, zero-mean Gaussian noise with a standard deviation, 6R = 2,
is added to each pixel of the range truth and anomalies are simulated at a 5% rate using
a uniform probability density across the range uncertainty interval, AR = 1524 bins.
This process will be discussed in more detail in Chapter 4. The resulting range image is
shown in Fig. 2-4.
A planar range surface is fitted to this range data using the procedure described
earlier. The fitted planar background is shown in Fig. 2-5.
The resulting profile suppresses the anomalies, which appear as black and white pixels
in the range data in Fig. 2-4. The algorithm assumes that the range data constitute a
plane. Therefore, planar range profiling algorithm is most effective for a very restricted
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Figure 2-3: Range image of a planar surface.
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Figure 2-4: Range data of a planar surface, artificially created from the range truth by
addition of statistically independent, zero mean Gaussian noise to each pixel and random
creation of anomalies.
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Figure 2-5: Planar range profile fitted to the planar surface.
type of range data, having a planar terrain without any target. To process range imagery
in which a target is present, this approach should be applied to the target region and
the background region separately. In the next section the planar range profiling work is
extended to parametric range profiling, which involves fitting a multiresolution wavelet
basis to any type of scenery.
2.3 Parametric Range Profile Estimation
Range profiling using the ML estimation approach need not be confined to fitting a
planar surface to range data. In this section the framework for the more general case of
parametric range profiling based on the EM algorithm is briefly presented.
For this method, we need to derive a parametric representation for the true range
vector, r*, of length Q,
r
r* = (2.22)
We denote the parameter vector by x, which is also of length Q,
x 1
x = " (2.23)
and an associated orthogonal Q x Q transformation matrix by H, whose columns, {( :
1 < q < Q}, form an orthonormal basis for the Q-length vector space,
H = [* .. )Q ] (2.24)
This transformation matrix is defined to be such that it transforms the true range
vector into a parameter vector via
x = HTr* (2.25)
Since H is an orthogonal matrix, H -1 = HT, the true range vector can be represented
as
r* = Hx (2.26)
Suppose, now that the true range can be characterized by a parameter vector, x of
length P < Q , i.e., only the first P dimensions of x are non-zero, then,
r* = HpXp (2.27)
where X1
xp = ] (2.28)
Xp
and
Hp= [41 42 ... 4(P (2.29)
The last Q - P columns in H are then not used in the characterization of the range
truth and hence not used in finding the range estimate. This provides a means of selecting
the resolution, P, of the estimated range data since choosing P < Q involves suppressing
certain data, which is beneficial, since our objective is to suppress anomalous data.
The likelihood function is now conditioned on xp , the parameter vector, with R*
replaced by Hpxp and is given by
Q exp(- H 2  1
Prxlx(RIXp) = 1 [1 - Pr(A)] x ,- 26_R2  + Pr(A) (2.30)
q=1
where R* = (HpXp)q is the qth component of the true range vector R*. Note that
estimating r* from r is equivalent to estimating xp from r,because
r'ML(R) = HPiPML(R) (2.31)
The rest of the procedure is very similar to planar range profiling. ML estimation
is used to estimate the true range vector, r*, given the observed range vector, r. The
necessary condition that needs to be satisfied by the ML estimate is
aXp ln[Prix,(RIXp)]IXP=iPML = 0 (2.32)
for an extremum point. Substituting Eq. 2.30 into Eq. 2.32 yields a nonlinear vector
equation,
6 HT W(Xp)(R - HpXp)Ixp=PI L = 0 (2.33)
where W ( Xp) is a Q x Q diagonal matrix. The qqth element of W is the qth weight w,,
which is equal to the conditional probability that the associated pixel is not anomalous,
given that the true parameter vector is Xp,
[1 - Pr(A)] e "  r-  2 .32
W(XP) R2 (2.34)(x (Rq-(HpXp)g) 2
[1 - Pr(A)]exp - 26R + Pr(A)
If probability of anomaly is very small then Eq. 2.33 becomes linear and it is easily
solved. In general, however, the probability of anomaly cannot be neglected. We solve
the nonlinear estimation problem iteratively via the EM algorithm, as explained in Sec-
tion 2.1.2. In particular, the algorithm calculates the weights by Eq. 2.34, using the
latest estimate for the parameter vector and then uses the recently calculated weights to
estimate the new parameter vector, via Eq. 2.33. The REM algorithm is used to solve
the initialization problem for the EM algorithm.
2.3.1 Haar Wavelet Basis & Fast EM-ML Algorithm:
Parametric range imaging is employed so that we can impose regularity conditions, which
ensure a certain degree of anomaly suppression. If the true range image may be assumed
to be reasonably planar, the natural parametric model to employ is given in planar
range profiling work in Eq. 2.7. However, for more general type of imagery, as when
we are trying to profile the target and the background simultaneously in the image, the
parametric model to be used is not so clear. The natural approach to follow in this case is
to use a wavelet basis, {(q}, which has been ordered such that increasing q corresponds
to increasingly fine scale behavior.. In this way, it is possible to extract coarse-scale
features from the range data first, by using a small P value, and then to progress to find
estimates of increasing resolution by increasing P. A weight-based procedure, using the
statistics of the number of anomalous, low-weighted, pixels, for optimally terminating
the coarse-to-fine scale progression of EM/ML range imaging is given in [3].
In the previous work [2]-[4], the Haar wavelet basis was used to construct the or-
thogonal transformation matrix. This transformation matrix is formed of orthonormal
column vectors, 4q, such that increasing q corresponds to increasing resolution, as re-
quired. This multiresolution nature of the Haar wavelet basis permits ML range imaging
at any desired resolution.
To obtain some initial understanding for the choice of this basis, we focus on 1-D
Haar wavelet basis first. The extension from 1-D to 2-D Haar wavelet basis, which is
used to profile the 3-D laser radar range imagery, is straightforward.
In 1-D Haar wavelet basis, the wavelets have a progression of finer scale behavior.
Below is an example to illustrate the nature of the Haar wavelet basis for P=8 and Q=8:
= i [ 1 1 1 1 1 1 1]
S= V [1 1 1 1 -1 -1 -1 -1]
T = [1 1 -1 -1 0 0 0 0]
0T =0 0 1 1 -1 
-1]
)T = [1 -1 0 0 0 0 0 0]
j= [0 0 1 -1 0 0 0 0]
0 0 0 0 1 -1 0 0]
S  [0 0 0 0 0 0 1 1]
The range estimate is composed of some linear combination of the wavelets {Dp}. By
choosing P, a piecewise constant profile at a particular resolution can be fitted to the
range data. In fact the range estimate, for P a power of two, consists of P piecewise
constant Q/P length intervals .
The 2-D Haar wavelet basis, used with real laser radar imagery, is constructed by
multiplying two 1-D bases, one in each of the image dimensions, to form the 2-D Haar
wavelet basis. Suppose Hp , which is J x Pj, and Hpk
1-D bases,
, which is K x Pk , are 2 initial
jl
Hp -[1 Jp I where = , for 1 <j < P
and
"' Pk ] where k =
Okl
ckK
, for 1 < k < Pk (2.36)
The 2-D Haar wavelet basis, HPpk, is given by,
<j I Pj and 1< k < Pk (2.37)
where {''jk} is the column-vector basis for the Q = JK -length vector space, given by,
4 jkl
-k = (2.38)
4j kK
Notice that it is possible to associate different resolutions, Pj and Pk values, for
the two 1-D bases. Thus the range data can be estimated using different resolutions in
elevation and azimuth directions. For convenience in notation, we define P = P7Pk ,
Q = JK and 4 = Tik,where 1 < p P, 1 j J , and l<k<K. As a result , the
Q x P 2-D Haar wavelet basis, Hp can be written as;
(2.39)
In the range estimation problem, fitting this basis to range data corresponds to esti-
(2.35)
Hpk = I 4
HP~P, pk 11 "F , for 1
Hp Hp~,pk -[ 4, ... ,
J4 K
Figure 2-6: Illustration of 2-D Haar wavelet range space.
mating the values of P = PjPk blocks of constant value in an image of Q = JK pixels,
where each block is J/P by K/Pk as illustrated in Fig. 2-6.
The conventional EM algorithm can only be used to range profile small imagery at
low resolutions due to calculational complexity of the algorithm. The computational
complexity of the conventional EM Algorithm is dominated by the maximization step,
which involves a huge matrix inversion and this load increases as the image size Q and the
resolution P are increased. However using the special structure of Haar wavelet basis,
in particular the non-overlapping support nature of the range space of this basis, the
maximization step is converted from a matrix inversion to a simple matrix multiplication
[2] , which yields a procedure (the fast EM/ML algorithm) that is both computationally
efficient and numerically robust. Essentially, the algorithm splits the Q-pixel range image
into P blocks, each of size Q/P pixels, as shown in Fig. 2-6, and estimates the value of
each block by the weighted sum of pixel values in the block, normalized by the sum of
the weights.
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L
' (n) = iEQ(p) i(n) for p such that i E Q,(p) (2.40)
where {Q,(p) : 1 < p < P} represents a nonoverlapping tiling of the image and wi(n)
is the conditional probability that the associated pixel is not anomalous given that the
most recent parameter vector estimate is correct.
By means of this algorithm, it is possible to profile much larger imagery at much
higher resolutions, at a calculation speed increased by many orders of magnitude.
2.3.2 Range Profile Results
In this section, we present the results for parametric range profiling of real imagery using
fast EM/ML algorithm at several resolutions. The image to be profiled contains an
armored personnel carrier (apc) as the target located behind a tree and a pole. The
video image can be seen in Fig. 2-7. The corresponding range image to be profiled is
shown in Fig. 2-8. Note that the field-of view of the laser radar range sampler is more
focused than that of the video recorder. The tree and the pole appear partially in the
range image as dark pixels which represent low range values with respect to the sensor
location. The range image is contained between 780 and 900 range bins or equivalently
1285 and 1420 meters away.
Similar to the range image processed by planar range profiling in Section 2.2.3 ,
this range image has almost no anomalies, so the actual range data is generated from
this image assuming it to be the range truth by adding zero-mean Gaussian noise with
standard deviation, 6R = 2, and simulating the anomalies at 5% rate. The resulting
range image is shown in Fig. 2-9. The pixel values on the edges are preset to zero to
remove the edge effects.
Given the range data and the necessary parameters, range profiling is performed at
various resolutions , P = {512, 1024, 2048, 4096}, to find the maximum-likelihood range
estimate by the fast EM/ML approach. This corresponds to using 4x8-pixel, 4x4-pixel,
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Figure 2-7: Video image of an armored personnel carrier.
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Figure 2-8: Range image of an armored personnel carrier.
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Figure 2-9: Range data of an armored personnel carrier, artificially created from the
range truth by addition of statistically independent, zero mean Gaussian noise to each
pixel and random creation of anomalies.
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2x4-pixel, and 2x2-pixel blocks respectively. The resulting profiles are shown in Figs.
2-10 to 2-13.
As seen in these profiles, the anomalies are almost completely suppressed. In this
particular range image, the target apc is located sufficiently far from the laser radar that
it is hard to discern the target's shape because of the limited number of pixels on the
target. Therefore at low spatial resolutions, the target cannot be located clearly. Since
the tree and the pole consist of thin branches, most of the pixels with them are suppressed
by the large amount of background pixels in large block sizes. The range profile displays
more detailed information about the image as the resolution increases. At the highest
resolution, the general outline of the target, the tree and the pole can be well observed
against the planar, sloping, but otherwise featureless background.
Some other insight into the operation of the fast EM/ML algorithm is provided by the
final weights associated with the profiles, which are arranged into 45 x 128 pixel images.
The weight images are demonstrated in Figs. 2-14 to 2-17. Weight images are specifically
useful for this image due to the presence of the tree and the pole, since the pixels that
constitute these objects are not concentrated on a region, but appear isolated as if they
were anomalous pixels.
Note that the weights for the pixels vary from 0, meaning completely anomalous, to
1, meaning completely non-anomalous. In the range profiles, for each block, pixel values
close to the block's range estimate are weighted close to one and those far from this
estimate are weighted close to zero. Especially at lower resolutions, the weight images
clearly display the boundary between the target and the background. This phenomenon
is easy to understand. When the block size is large, the EM algorithm suffers in fitting
the wide variation in pixel values inside a block at a range discontinuity. Eventually, the
estimate for the block will be close to the range value of the majority of the pixels and the
rest of the pixels inside the block will be treated as anomalous and are weighted close to
zero, as shown in the weight images. Therefore, the weight images of low resolution fits
can be used to locate parts of an object that are significantly smaller in one dimension
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Figure 2-10: Multiresolution Haar wavelet EM/ML 4x8 fit to range data.
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Figure 2-11: Multiresolution Haar wavelet EM/ML 4x4 fit to range data.
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Figure 2-12: Multiresolution Haar wavelet EM/ML 2x4 fit to range data.
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Figure 2-13: Multiresolution Haar wavelet EM/ML 2x2 fit to range data.
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than the block size used in the ML/EM fit or to detect the edges of an object that appear
as a cluster of pixels in the weight image.
0.8
0.6
0.4
0.2
020 40 60 80 100 120
Figure 2-14: Weight image associated with the multiresolution Haar wavelet EM/ML
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Figure 2-17: Weight image associated with the multiresolution Haar wavelet EM/ML
2x2 fit
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Chapter 3
Model-Based Statistical Object
Recognition System
In the computer vision literature there are many different approaches to the object recog-
nition problem. Many of these approaches actually deal with the object verification
problem; that is, they are aimed at finding if a particular object is present in an image,
and if so, computing the position and orientation of the object. The position and ori-
entation of an object in an image is usually referred to as the 'pose' of the object. A
general recognition system is expected to identify and locate arbitrary objects of a model
database.
In this chapter we first discuss the object recognition problem and the approaches
used in this thesis to solve this problem. We then present the framework for the statistical
approach, which this research rests on. The probabilistic models are presented explicitly
and statistical estimation methods are developed to use these models. These methods
were previously formulated by Wells [5] and used for high resolution video and synthetic
range images. In this work we use these methods to establish the matching step of
our object recognition system, which incorporates modifications required to process low
resolution laser radar range imagery.
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Figure 3-1: Raw range image of a truck.
3.1 Model and Feature-Based Recognition
Model-based approaches represent state-of-the art techniques for object recognition. In
model-based object recognition, objects are represented by models which are known in
advance and are expected to provide all the information necessary for recognition and
localization. The problem then becomes using the model to locate instances of the objects
in the image of interest.
Figs. 3-1 and 3-2 constitute a typical example for the model-based object recognition
problem. The rendered model image in Fig. 3-2, which is a representation of the object
we wish to recognize, is used to locate the object in the image in Fig. 3-1, which displays
that object in a noisy degraded image together with a background.
A common approach to model-based vision is the recognition of the objects by use
of localized feature matching between the model and the image. This formulation is
referred to as feature-based recognition. A feature and model-based recognition approach
is used in this work. Feature-based approaches, in which simple geometrical entities,
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Figure 3-2: Rendered image generated from 3-D CAD model of a truck.
i.e., points, lines and curves, are used to represent the object model and the image,
have been used for many years. Features are abstractions that summarize some type of
structural information in an image. Different types of features can be used, such as point
features, point-radius features, oriented-range features and points of maximal curvature,
each conveying different levels of information. Such compact representations of the object
model and the image facilitate the search algorithms involved in the recognition problem.
The main objective in feature-based recognition is to determine the optimal pairings
between the model features and the image features in the sense to produce the greatest
metrical consistency among the paired features. This constraint can be expressed mathe-
matically using different measures. In this work, a statistical approach is used to develop
an objective function for evaluating the hypothesized solutions to the problem.
3.2 The Statistical Approach
In this thesis, statistical methods are employed to solve the object recognition problem.
Statistical models are developed to represent the uncertainty present in the problem. This
approach converts the recognition problem into a well-defined optimization problem. If
the domain is modeled well, the resulting statistical formulations are expected to produce
reasonable results.
In order to use a statistical approach to the object recognition problem, first the
components of the statistical formulation need to be identified explicitly. These models
capture the essential probabilistic behavior involved in the problem and can be used to
estimate pose and recognize the object. Accurate models are required to recognize the
objects reliably and to interpret the results.
To be clear about the modeling procedure, it is essential to examine the various
components of the formulation separately. We will start with a discussion on the types
of features that can be extracted from the images. The image features are interpreted
using a correspondence model. The projection model expresses the mathematics of the
deterministic transformation from the model domain to the image domain. These models
are used to describe the probabilistic models of image features, which form the main
component of the statistical theories of object recognition.
3.2.1 Features
As discussed in Section 3.1, feature-based object recognition is achieved by matching
the extracted image and model features, which represent information about the image
analyzed and the model object, respectively. Such concise representations of the salient
aspects of the image and the model greatly simplify the search procedure for the optimal
solution. In general, edge-based features are used since the edge contours in an image
contain a great deal of information about the objects in a scene. The feature data is
constructed from edge curve fragments, that is, the obtained edge curves are broken
arbitrarily into fragments to form discrete features.
Different feature types can be used. In determining the feature type, there is a
compromise between using complex features and detecting such features. Rich features
contain more information, provide more constraints and therefore simplify recognition of
objects. However, the more complex the features get, the harder it is to detect them. In
the 2-D Point Feature model, the features are defined by the coordinates of the feature
points extracted from the edge curve fragments. The 2-D Point-Radius Feature model is
an extension that incorporates information about the normal and curvature at a point
on a curve in addition to the coordinate information. The 2-D Oriented-Range Feature
model was designed for use in range imagery instead of video imagery. The difference is
that the inverse of the range at the discontinuity is used in this model, rather than the
inverse of the curvature.
We will be working with two sources of features throughout this thesis: image features
and model features. Image features are the features that we extract from the input image
in which we are trying to locate the object model. Model features are the features that
we extract from a model image and use to build a representation of the object model.
Background features are all image features that do not come from the object model in
the image. The background features are collectively represented by the symbol, I .
In our work, we use the 2-D Point Feature model. Both the image features and
the model features have information about the 2-D coordinates of the feature point
extracted along the edge contours. This type of feature provides a good compromise
between simplicity and accuracy.
The image to be analyzed is represented by a set of two-dimensional column vectors,
denoted collectively by Y.
Y = (Y, ... ,Y,) (3.1)
The object model is represented by a set of real matrices, denoted by M,
M = (M,... , Mm) (3.2)
In this formulation, image features are represented by column vectors whereas the
model features are represented by matrices. This particular representation is used since
it facilitates the problem formulation and solution, as explained in Section 3.2.3.
3.2.2 Correspondence Model
In any image, the features arise either from the model object we are trying to locate or
from the background objects present in the scene. The statistical behavior of the features
in an image depends on the source of the features. Therefore, in object recognition, it is
essential to provide an interpretation of the observed image in terms of determining the
source of the image features. The matching of each image feature to the model features
or the background features is referred to as the correspondence. By interpretation of
the image, we mean a set of correspondences, one for each image feature.
Correspondence
In this work, we represent the mapping from each image feature, Yi, by the correspondence
function, F(Yi), which represents the model or the background feature that corresponds
to that particular Yi. Since this mapping involves a finite number of elements, it can be
represented by a finite vector, the correspondence vector,
r = ((3.3)
rF(Y )
In this notation, the expression F(Yi) is equivalent to ri. The correspondences are
defined as a collection of variables indexed in parallel with the image features. The
expression F(Y4 ) = 5 means that the image feature Y4 corresponds to model feature
M5 whereas the expression F(Y7 ) =1 means that the image feature Y7 corresponds to
background.
An example of a set of correspondences can be observed in Fig. 3-3. In an interpre-
tation, each image feature is assigned to a model feature or background. However, every
model feature may not be used in the correspondence set.
Probabilistic Model for Correspondences
A simple probabilistic model is used for the correspondences based on the clutter level
in the image, with the intent of capturing some information bearing on correspondences
before the image is compared with the object. The probability that an image feature
belongs to the background may be denoted by
Pr(rF =1) A B (3.4)
The remaining probability is uniformly distributed between m model features,
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Figure 3-3: A set of correspondences between the image features and model-background
features.
P
1-B
Pr(Fr = M) = 1-B (3.5)
m
Then the marginal probability mass function of the discrete random variable Fi can
be represented as
B ,if ri (3.6)
S 1- ,ifri E M
The value for B can be estimated using sample images in the domain. For instance,
B = 0.1 would mean that 10% of the image features are expected to arise because of
clutter in the image.
In this thesis, the correspondences for different image features are assumed to be
independent before the image is observed. Dependent correspondence models used in a
few recognition systems are discussed in [5].
By assuming independence of the components of the correspondence vector, its joint
probability mass function can be expressed as the product of the marginal pmfs,
p(r) = lp(r)
1--B
= m B B (3.7)
In previous work, use of the independent correspondence model has been proven to
give good performance in recognition systems. In this thesis, the independent correspon-
dence model is used.
3.2.3 Projection Model
The positions of the image features corresponding to the target object in the image are
determined completely by their correspondences and the pose when there is not any noise
in the observed image. Thus in the absence of uncertainty, the projection model is a way
to express the deterministic transformation from the model features to the image features
in mathematical terms.
In the most general form, the projection model can be expressed as
i = P(M, P) (3.8)
where P(.,.) is an arbitrary projection function, 77 represents the projection of the model
feature into the image coordinate system and # represents the pose of the object.
3-D rigid body motion in space involves six degrees of freedom, three in translation
and three in rotation. This six parameter pose space may be split into two parts, the first
part being translations and in-plane rotation, which account for four of these parameters
and the second part being the out-of-plane rotations.
In model-based object recognition systems, pose determination is a primary step to
find the alignment of the object model and the image data. The pose determination
problem may be greatly simplified by the use of a projection model that is linear in the
pose parameters. In this way, the resulting optimization problem may be solved using
the least squares approach, involving easily obtained closed form solutions.
A linear projection model can be constructed for the 2-D Point Feature model, de-
scribed in Section 3.2.1. This model will essentially be two-dimensional, covering the first
part of the pose space: 2-D translation, in-plane rotation and scaling in the plane. This
approach will be used for recognizing 3-D objects by means of weak perspective projec-
tion, which approximates perspective projection by orthogonal projection and scaling.
By this projection model, four parameters of the pose space are handled leaving only the
out-of-plane rotation to be treated separately.
In the 2-D Point Feature model, the image features are represented by 2-D column
vectors,
Y = , for 1 < i < n (3.9)
L i
where xi and yi denote the coordinates of the image feature point. Since the pose vector
involved in the projection model has four degrees of freedom, it can be represented as a
column vector, 3 E 1R4,
= tx t, (3.10)
Transformation of the model feature point by the pose vector is equivalent to rotation
by 0, scaling by s, and translation by T, where,
T = s = (/p + v2 9 = atctan 3.11)
This definition of the pose vector permits a linear relation to be established between
the projected features and the pose vector, by representing the model features as matrices
M = 1 for < m (3.12)
SYi x 0 1
where mx and y, denote the coordinates of the model feature point. The resulting linear
projection model is then
77 = P(M )) = M 3= xj -y 1 0 v (3.13)
Formulating the projection model in this way, where the pose vector is a column
vector and the model feature is a matrix may seem awkward at first, but it is essential
to obtaining a simple solution approach for determining the pose vector.
Linear projection models can also be constructed for other feature models, such as
the 2-D Point Radius Feature model, the Oriented-Range Feature model and the 3-D
Linear Combination of Views features. These models are developed in [5].
3.2.4 Probabilistic Models for the Image Features
Using the framework developed so far, it is possible to construct an observation model,
from which we can determine the probabilistic models for the image features to be used in
the following statistical formulations. These models are presented as probability density
functions for the coordinates of the image features conditioned on their correspondences
and pose.
In object recognition, the features observed in a particular image correspond to either
a projected model feature or a background feature with some added noise due to sensor
effects, filtering and edge distortions. The probability density function (pdf) for the
coordinates of the image features shows different characteristics depending on the source
of these features.
Model for Background Features
Different models can be used to characterize the behavior of the image features matched
to the background. Developing a satisfactory pdf for the background features is com-
plicated, since no apriori information exists about the distribution of the background
features. Therefore, it is reasonable to use a uniform density bounded by the limits of
the coordinate space of the image features, which captures the maximum entropy nature
of the problem. Assuming that the image features, Y, are 2-D vectors, the pdf for the
background features is expressed as
1
p(Y Iri, ) = , if r, =1 (3.14)
W1W2
in the image where Wi denotes the extent of the image coordinate system along dimension
i. For instance, in an 256x256 image, the pdf becomes
1
p(F, ) = 256 256 if =1 (3.15)256 x 256
within the image.
This model represents only the expectation that the image features lie within the
bounds of the image coordinate space. It is otherwise as noncommittal as possible. It
has been shown that this model works well in the recognition experiments in [5]. Other
models, trying to have a better understanding of the background have also been used in
some works, such as in [17].
Model for Projected Model Features
For image features that are matched to the object model we are trying to locate, the
observation is modeled as a deterministic projection of the model features with a specific
pose determining the required coordinate transformation, and some added noise. The
aggregate effect of this noise is modeled as Gaussian noise. The use of this model has
been proven to be effective in [5]. Thus the projected model features are assumed to be
normally distributed about their predicted position in the image and the pdf is expressed
as
1 1
p(YF Ii,) = 2r exp( (Y - P(M,))TI( - P(M,/))), ifFr = Mj (3.16)
where P(M,fl) represents the projection of the associated object feature j into the image
with pose / and ij is the covariance matrix of the Gaussian or the normal pdf for the
correspondence between the image feature i and the model feature j. The covariance
matrix, oij, can be estimated from observations done on sample images in the domain.
This procedure is discussed in more detail in Section 6.1. This pdf will be succinctly
denoted
p(YI F, p) = N(P(M,f3), ij) , if F1 = M (3.17)
where N(.,.) indicates a Gaussian or normal distribution with mean P(Mj,,3) and covari-
ance bij-
Model for the Overall Observation Vector
The image features are collected in an observation vector Y,
Y = (Y1,..., Y) (3.18)
The conditional pdfs for the image features have been specified in previous sections as
( 1 ifri =1
p(i IFri, 3) = W , W2 (3.19)
N(P(Mj,0),ij) , if ]F=Mi
Assuming that the image features are independent, the joint probability density of the
image features can be expressed as
p(YI,o) = 1p(Ylr,13)
i
= WW N(P(M~,f),rpg) (3.20)
i:ri= 1 2 ij:ri=Mj
3.3 Alignment and Parameter Estimation
In object recognition, the primary need is to find and evaluate the alignment of the model
and the image data. The alignment problem involves comparing a predicted image of an
object with the actual observed image. The predicted image can be synthesized using an
object model and a given pose. The parameters to be estimated in finding the correct
alignment are the correspondences between the image and the model features and the
pose of the object in the image. These parameters can be estimated using standard
statistical methods of parameter estimation using the statistical framework developed in
the previous sections.
Two different statistical formulations can be used for parameter estimation. In MAP
Model Matching (MMM) method, a complete hypothesis consists of a description of the
correspondences between the image and the model features as well as the pose of the
object. In contrast, the Posterior Marginal Pose Estimation (PMPE) method includes
only the pose of the object, i.e., no restrictions are imposed on the correspondences
between features. In this thesis, PMPE formulation of recognition is used. But, since
PMPE builds on MMM, a brief presentation of both is given in the following. A thorough
discussion on these methods can be found in [5],[18],[19].
3.3.1 MAP Model Matching (MMM)
In this method, maximum-aposteriori-probability (MAP) estimation is used to obtain
estimates of the correspondences and pose by maximizing their posterior probability
density given the observed image features,
F, / = arg maxp(F, 3IY) (3.21)
T,#
Using Bayes' rule, the posterior probability density on these parameters given the
observation of the image features is
p(r, |Y) =p(YI, (3.22)p(Y)
where p(Y), the probability of observing the image features acts only as a normalization
factor because it is constant with respect to the pose and correspondence vectors.
Thus the posterior probability density can be found by using the probability density
for the coordinates of the image features, conditioned on the parameters of pose and
correspondence, and the prior probability density of these parameters.
The conditional probability density for the coordinates of the image features is given
in Eq. 3.20. The next step is to construct a joint prior density for the parameters to
be estimated. The probability model for the correspondence is given in Eq. 3.7. Prior
information for the pose parameter is assumed to be given as a normal density,
p(O) = N(, 0 2p)
where 3o is the mean and 00 is the covariance matrix of the normal density. In general,
since there is not much information about pose prior, it is left out in formulations,
resulting in a maximum-likelihood estimation for the pose.
Assuming that the correspondence and the pose are independent, the joint prior
density for these parameters becomes
1-B
p(F, 3) = N(o, p) m I B (3.24)
ij:ri= M i:ri=I
Combining all this information together, we can introduce an objective function,
L(F, p), which is a scaled logarithm of the posterior probability density of correspondence
and pose, p(F, ,3Y). The same estimates will be obtained if the maximization is carried
over the objective function; i.e.,
F, = arg max L(F, 3) (3.25)
r,p
where
L(F, C,) (P(FCIIY)) (3.26)
for C1 a constant.
3.3.2 Posterior Marginal Pose Estimation (PMPE)
The PMPE formulation builds on MAP Model Matching. It treats the pose parameter
as the most important aspect of the problem. This is effective since it allows us to esti-
mate the pose without directly considering the correspondences. Similar to MMM, the
maximum-aposteriori estimation technique is used to find the pose estimate by maximiz-
ing the posterior probability density of the pose given the observed image features,
(3.23)
P = argmaxp(fIY) (3.27)
The posterior probability density of the pose may be computed from the joint posterior
probability of correspondences and pose, by sulmming it over all correspondences, i.e., by
taking the marginal over all possible matches,
p(IY) = Z p(r, ,3Y) (3.28)
r
Using Bayes' rule, this marginal can be expressed as
p()IY) = : p(Ylf, P)p(r, ) (3.29)
r p(Y)
This expression takes the following form under the feature independence and correspondence-
pose independence assumption,
p(3y) =(y E... E Hp(YIr',13) flp(r)p(3) (3.30)
or equivalently,
p(pIY) =P() i[p( , r)p(Frr )] (3.31)
ri r,, i
Simplifying this expression by breaking factors out of the product, one at a time,
yields
p(OIY) = () Hp(Y e ) (3.32)
where
p(Yi3) = :[p(Yri,)p(ri)]
p(Ylri =1, ) Pr(ri =1) + p(Flri = Mj, ) Pr(r, = Mj) (3.33)
Substituting the probability density functions developed in the previous sections leads to
p(YI) = W1 - 2 B+N(P(Mj,,3), # ) B (3.34)
Similar to the previous section, an objective function for PMPE, L(3), may be defined
as the scaled logarithm of the posterior probability density of the pose, p(03Y),
L() = In (P Y)) (3.35)
where C2 is a constant. After several manipulations, and using the linear projection
model, this objective function can be expressed as
1 + [ W2 1 ]
L(O) = 2 f - fo)T 1 _ -- o) + In 1 + m :W1W2 1-B N((Mj,3), p) (3.36)
Close examination of this objective function reveals that it measures the degree of align-
ment between the image and the model data, penalizing the deviations from the predicted
location in the image.
The most important property of this formulation is that the resulting objective func-
tion for evaluating a pose hypothesis is a smooth function of the pose. As explained in
more detail in the next section, the expectation-maximization (EM) algorithm may be
used to search for local maxima. Therefore, computation involved in PMPE formulation
of object recognition shares the same mechanism with that of ML range imaging. Both
methods use the EM algorithm to find statistically optimal estimates of the variables
of interest. The zero gradient condition results in a nonlinear equation which can be
solved iteratively in successive expectation and maximization steps. If the initial pose
estimate is sufficiently good, i.e., if it is on the likelihood "hill" associated with the global
maximum, then the EM algorithm will converge to that global maximum.
3.3.3 Expectation-Maximization Algorithm
The expectation-maximization (EM) algorithm has been presented in detail in Section
2.2.1. In this section, a specific formulation of the EM algorithm is presented to be used
for PMPE estimation. In PMPE, the pose is estimated by maximizing the posterior
probability density given the image,
= argmaxp(P3Y) (3.37)
This estimate should satisfy
Sn(p(=lY))p = 0 (3.38)
which is the necessary condition for an extremum at 3 = 3. The posterior probability
density for the pose given the image is given in Eq. 3.32. Computing the gradient and
setting it equal to 0 leads to
1-B N((MI3), i)MTj (Yi - MM13)
B13 WB - 0)+ M B lS = 0 (3.39)
i W 1 W 2  Mkg(kf)¢k)
which can be expressed compactly as
4 3 - ')+ E Mf 1 (, - M  =0 (3.40)
ij
where
w N((Mj 3),1)) for all i, i (3.41)
1-B W + EkN((MkI), Pik)
Note that wij is the conditional probability that image feature Y and model feature M
correspond, given that the most recent pose estimate is correct.
Eq. 3.40 looks like a linear equation in /, but it is not since the weights, wij, are
functions of 3. Therefore, to solve for 3, the EM algorithm is used, which iterates be-
tween the following two steps producing a sequence of estimates for which the associated
objective function values are monotonically increasing:
1. The weights are computed using the most recent pose estimate by Eq. 3.41. This
is called the expectation step. It corresponds to computing the probability that
the ith image feature and jth model feature correspond. At the end, the weights
provide continuous-valued estimates of the correspondences given the image.
2. Eq. 3.40 is solved as a linear equation for a new pose estimate 3 assuming the
current estimates of the weights, wj, are correct. This is called the maximization
step in the original formulation of the EM algorithm [16] since it corresponds to
computing the maximum-likelihood estimate.
At the end of EM iterations, good measures of feature correspondences are obtained
in the expectation step, although they have been left out in the original formulation of
PMPE.
The EM algorithm can be started in either step, depending on whether an initial set
of weights or an initial pose is available. In this work, we assume that a good initial pose
is provided and we are interested in refining the value of the pose vector by a local search
in the pose space.
Chapter 4
Object Recognition System
Characteristics
The objective in this thesis is to develop a target recognition system capable of recognizing
military vehicles in registered noisy range images produced by airborne laser radars.
This system is intended to contain modules having quantitative performance criteria for
optimum use of sensor data. Statistical detection and estimation theory provides rigorous
approaches to develop these models so that overall system optimization may be possible.
Toward that end, the previously developed fast EM/ML algorithm could serve as
an essentially optimal preprocessor. The resulting range profiles would be used as the
input to the successive modules in the system. For the object recognition module, we
have chosen to employ a model-based statistical method, in particular the PMPE object
recognition algorithm, used previously on a totally different domain including video im-
ages with high resolution and appreciable amount of clutter in the background. Figs.
4-1 and 4-2 demonstrate two examples to compare the type of imagery for which the
algorithm has been successfully used before with the type we intend to work on.
Our research will combine these modules to develop a system suitable for real laser
radar range images by doing the required modifications and by constructing the inter-
mediate steps. The theoretical framework required for these modules has been presented
Figure 4-1: Video image.
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in Chapters 2 and 3. In this chapter an overview of the overall object recognition sys-
tem will be given. The characteristics and the parameters of the inputs to the system,
namely the range images and the model, will be presented. In the latter part of this
chapter implementation details suitable to achieve alignment of the object models with
the imagery of interest will be discussed.
4.1 Overview of the Object Recognition System.
The object recognition system contains modules that are applied sequentially to raw
sensor data. The key components of the overall object recognition system are summa-
rized in Fig. 4-3. The algorithm works in a parallel fashion, assigning two independent
processors dedicated to processing the two inputs of the system, the range image and
the object model. The output of the system is the value of the objective function of the
PMPE matcher, which gives an indication of the degree of the alignment between the
image and the particular object model. For each image of interest, the models in the 3-D
Model Library, that account for the possible military targets in the image, are applied
to the system. The corresponding scores of alignment at the output of the system are
compared to find the type of the located target in the image.
The noisy, low resolution laser radar range image is first processed by the fast EM/ML
algorithm to extract the finest scale information adequately supported by the raw obser-
vation data, while simultaneously suppressing the range anomalies. The resulting range
profile is segmented to isolate the target to be identified from the background as accu-
rately as possible. The purpose of the following feature extraction module is to distil
the essential characteristics needed to identify the target in the segmented raw images.
In order to accurately and concisely model arbitrarily shaped objects, the images are
represented by features extracted from the edge contours in the image. This provides
a transition from the raw sensor data to a different domain involving a set of relevant
edge-based features. Then the range image is submitted to the recognition stage to de-
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Figure 4-3: Block diagram of the overall object recognition system.
termine whether or not the target in the image corresponds to an object that is known
to the object recognition system.
The 3-D CAD models that represent the separate objects that may be present in the
image are first processed, one at a time, by the available renderer program to synthesize
binary, 2-D views of the object at an arbitrary pose. These 2-D images have much higher
resolution than the range images used. Therefore, the resolution of these images are
reduced by grouping pixels and assigning to each cluster a value consistent with the
majority of the pixels. The same feature extraction module used for the range images
is applied to the resolution-degraded 2-D model image to construct a similar compact
representation for the object model.
The matching of the object model to the image is done by the PMPE recognition
module. Essentially, the object model is projected into the image plane with the predicted
pose and then compared with the actual image. The output of this algorithm is the value
of the objective function of the PMPE module, which provides a level of alignment of
the object model with the range image.
4.2 Laser Radar Range Imagery
The laser radar imagery used in this work has been collected by MIT Lincoln Laboratory,
as part of the Infrared Airborne Radar (IRAR) program and is available via the IRAR
data release [20]. All of the data sets were collected from experimental ground-imaging
sensors aboard a Gulfstream G-1 aircraft. The sensors are divided into two independent
units according to the area scanned as the aircraft moves along its flight trajectory on
a data collection measurement: a forward-looking unit with the sensor field-of-regard
pointing ahead and somewhat below the direction of flight and a down-looking unit with
the sensor field-of-regard pointing directly at the ground below the aircraft.
The forward-looking optical sensor suite has two operating modes: linescan mode
and framing mode. In linescan mode, the scanning mirror scans in azimuth with the
12-element detector array providing an image of 12x3840 pixels. The framing mode
provides more rapid imaging of a smaller area than does the linescan mode, providing
images with visually apparent specific objects. The down-looking system which supports
a single scanning mode, operates similar to the linescan mode in the forward-looking
unit.
More specifically, the imagery particularly used in this thesis was produced by a radar
system carried on the aircraft equipped with laser intensity and range sampling, Doppler
sampling and video recording, operating in framing mode. As the aircraft flew towards
the target, large sets of measurements have been taken, each set composed of a video,
range, intensity and passive IR images in order.
In this research, we are mainly interested in processing forward-looking framing-mode
range images. Fig. 4-4 illustrates a sample video image containing an army tank viewed
from the back. The corresponding range image is shown in Fig. 4-5 and illustrates a tank
situated in sloping, but otherwise featureless terrain. It is apparent from these images
that the field of view of the laser radar range sampler is much more focused than the
field of view of the video recorder.
The range data is a 45 x 128 pixel image. The gray shade of each pixel represents the
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Figure 4-4: Video image of a tank viewed from the back.
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Figure 4-5: Range image of a tank viewed from the back.
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Figure 4-6: Range data of a tank, artificially created from the range truth by addition of
statistically independent, zero mean Gaussian noise to each pixel and random creation
of anomalies.
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distance in range bins measured by the laser radar. The calibration bar in Fig. 4-5 shows
that the range image is between 700 and 950 range bins away from the laser radar.
According to the single pixel statistical model used in this research, the range image
involves some anomalous pixels and a certain amount of Gaussian noise. However, this
image was taken under high CNR conditions and therefore the fraction of anomalous
pixels seems to be small; it is almost anomaly free. Therefore, this image is taken to be
the range truth from which realistic, simulated raw images can be produced. Actually,
this is not the case since the Gaussian noise due to the local oscillator shot noise is always
present in the range measurements and Fig. 4-5 is in fact, R* + n, where n is a Q-D
column vector composed of independent Gaussian random variables, each with zero mean
and 6R 2 variance. However, this range image is assumed to give the true range values
throughout this work.
From this range truth, R*, range data, R, is produced in accordance with the statisti-
cal model presented in Section 2.1. In particular, for each raw image generated from this
range truth, local Gaussian noise with standard deviation, 6R = 2, is added to each pixel.
Then the anomalies are simulated with a 5% anomaly rate using a Bernoulli process to
select the pixels to be made anomalous. For each selected pixel, a random range value
is chosen uniformly across the range uncertainty interval given by the range gate width,
AR = 1524 range bins. The result is a raw laser radar range image conforming to the
developed statistical model with a known range truth. The resulting range image, R, is
shown in Fig. 4-6. Note that in the image in Fig. 4-6 the top and left edges are shown as
solid black lines, corresponding to pixels where the laser radar had recorded 'no reading'.
These pixels were set to zero producing these edge effects in the image.
4.3 3-D CAD Models
Representation of the objects is an important issue in model-based object recognition.
For recognition, it is essential to predict the image features that will appear in an image of
the object using the object model itself. Usually, 3-D data structures that may be derived
using CAD programs are used for 3-D recognition. This is due to the fact that computer
graphics techniques can be used to synthesize reasonable images from 3-D models in any
pose desired.
Such 3-D representations are useful especially for polygonal objects since it is easy to
determine how the object will appear at different poses. On the other hand, for objects
that are smoothly curved, it is difficult to predict how the object will look like in an image
at a particular pose using a 3-D representation. Another alternative for modeling the
objects is to use an image-based approach, in which the images of the object are used to
construct the model in a way that covers the space of poses that the object may assume.
Ullman and Basri [25] presented such an approach, known as linear combination of views
to construct a model of an object using a number of 2-D views interpolated to synthesize
images at a given pose. An image-based approach has been used in the previous work in
[5], assuming the interpolated view has already been generated.
In this thesis, we have chosen to use 3-D CAD models to represent the targets in the
images since an image based approach is not as effective for this domain as it is for the
video image domain. The drawback of using 3-D CAD models is not being able to select
the low resolution edge features that are likely to appear in an image as opposed to a
view-based approach. However, for the targets of interest, alignment experiments have
shown that the 3-D CAD models provide satisfactory representations for the objects.
The required 3-D models for the specific military vehicles, that might be present in
the area scanned by the laser radar, have been found by Web search and have been
purchased from the REM 3-D Model Bank in the format appropriate for use on existing
rendering programs. Each model was available at three different levels of detail, we have
chosen to use moderate level of resolution for our purposes.
It is possible to render the object models with an arbitrary pose using the "Inventor"'
rendering program. In this way, 2-D images of the object from any viewing angles can
1"Inventor", Silicon Graphics Inc., Mountain View, CA.
be generated. Figs. 4-7 and 4-8 illustrate binary images corresponding to two different
renderings of the same object model. Other synthesized 2-D images for two other models
in our model library can be seen in Figs. 4-9 and 4-10.
4.4 Alignment of Image and Model Features
In object recognition, the main task is to find and evaluate the alignment of the image
and the model data. The general problem of alignment involves comparing a predicted
image of the object model with the actual image. Given an object model and a particular
pose, the resulting image can be predicted. The predicted image can then be compared
to the actual image directly and if the object model and the pose are correctly estimated,
the predicted and actual image should match.
For our case, the 2-D image generated from the object model and the raw range data
are formed by totally different mechanisms. Basically, they are representations of the
target in different domains. Figs. 4-11 and 4-12 show the noisy raw range image of
an M60 tank on a sloping background and the image generated from the corresponding
object model respectively. Note that the pose with which the object model is rendered
in Fig. 4-12 is not the actual pose of the object in the range image in Fig. 4-11.
Hence, the procedure described for the image-based approach in Chapter 3 needs to
be modified for the alignment of the features extracted from the laser radar range image
and the rendered object model.
4.4.1 A New Coordinate system for the Features
The features of both the analyzed range image and the rendered object model are ex-
tracted from the edge contours. In the 2-D Point feature model, as explained in Section
3.2.1, each feature contains information about the x and y coordinates of the extracted
feature point, using number of pixels as a measure along each dimension. However, since
the two images are obtained using different imaging processes, it is reasonable to use
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Figure 4-7: Rendered image generated from the 3-D CAD model of an M60 tank.
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Figure 4-8: Rendered image generated from the 3-D CAD model of an M60 tank.
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Figure 4-9: Rendered image generated from the 3-D CAD model of a truck.
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Figure 4-10: Rendered image generated from the 3-D CAD model of an armored personnel
carrier.
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Figure 4-11: Raw range image of an M60 tank situated on a sloping background.
information about the actual dimensions (in meters) instead of using the number of pix-
els as the measurement unit in the matching process. Therefore in order to make a fair
comparison between the features in the range image and the object model, both must be
mapped to a 3-D coordinate system in which they represent the object with its actual
size. This can be done by figuring out what the pixel sizes are in meters for each image.
The features of the range image are located in 3-D rectangular coordinate system
using the various settings used by the laser radar to produce the imagery. The distance
in the range image is represented by range bins. The size of a range bin is 1.1 meters,
the range gate offset is 1400 feet=427 meters, and the range gate width, AR , is 5500
feet=1524 range bins=1676 meters. The origin is placed at the center of the image and
the frame of reference for the coordinate system is set as shown in Fig. 4-13. The distance
corresponding to the z coordinates of locations of each pixel is calculated via
z = (# of rangebins) x (1.1m) + Range Gate Offset(in m) (4.1)
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Figure 4-12: Rendered image generated from the 3-D CAD model of an M60 tank.
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Figure 4-13: Sensor coordinate system.
The laser radar has a 0.2-mrad-full-angle instantaneous field-of-view per pixel. This
determines the size of each pixel at a certain range value, from which the x and y
coordinates of the pixels, corresponding to the image features, can be deduced, i.e., a
pixel at 1 km is 20 cm in length and width.
Similarly, the 3-D coordinates of the model features in the rectangular coordinate
system may be found from the parameters used by the available renderer program in
synthesizing the 2-D views of the object. However, the renderer used in this thesis does
not reveal quantitative information about the position of the object with respect to the
camera or the actual dimensions of the object, from which the pixel size in meters can
be deduced. Instead, information about the actual size of the targets in meters have
been supplied by the REM 3-D Model Bank, where the corresponding 3-D models were
purchased. This information has been used to determine the pixel size for the rendered
images. To be more accurate, the width or height of the target in terms of number of
pixels is compared with the actual dimensions in meters to find the pixel size. This
may give incorrect results if the rendering of the target object involves out-of-plane
rotations. Therefore, the pixel size is calculated for an initial pose involving no out-of-
plane rotations, after which the required out of plane rotations are applied keeping the
other four parameters of the pose constant. The origin is assumed to be at the center of
the image and the same frame of reference used for the range image coordinate system is
used for the rendered range image. Although not perfectly precise, this approach yields
a reasonable approximation for the location of the x and y coordinates of the model
features in the 3-D coordinate system. Note that the z coordinates of the model features
cannot be deduced from this information. This is not a problem since only the in-plane
pose parameters are explicitly modeled in our object recognition system. Hence, the z
coordinate information is not used in the alignment process.
4.4.2 Transformations in Pose Space
In this research, we are trying to develop an object recognition system intended to handle
all six parameters of the rigid body motion. A linear projection model incorporating
translation in three dimensions and in-plane rotation has been defined in Eq. 3.13 for
the model features. However, for the out-of-plane rotations, a projection model linear
in the parameters of the transformation cannot be defined. Therefore, an objective
function in which the out-of-plane rotation pose parameters, denoted by 0. and O,, are
incorporated cannot be optimized efficiently. The subscripts in the notation illustrate
the axis of rotation consistent with the coordinate system defined in Fig. 4-13. Instead,
these parameters are determined by forming a set of discrete hypotheses in the form of
2-D synthetic views of the 3-D model. In-plane translation, rotation and scaling of the
views are used to approximate full three-dimensional motion of the object.
We used the rendering program to vary the out-of-plane rotation parameters and
create 2-D synthetic images from the 3-D model. These "standard orientations" cover
the space of 3-D rotations whose axis is perpendicular to z axis. A certain number
of views, 1 < k < K, are catalogued and the same algorithm is applied to each one
of them to obtain the view for which the algorithm gives the highest score, which is
determined by the value of the objective function. This view determines the out-of-plane
pose parameters of the object.
The remaining four parameters can be handled by defining an explicit projection
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Figure 4-14: Orthographic (parallel) projection of features onto a reference plane.
model, an example of which is the linear projection model defined for the 2-D Point Fea-
ture model in Section 3.10. These models are essentially 2-D since the transformations
comprise translation, rotation and scaling in the plane within weak perspective projec-
tion which approximates perspective projection by orthogonal projection with scaling.
Therefore, in the search process, the image and the model features should contain in-
formation about only x and y coordinates. This is equivalent to applying orthographic
(parallel) projection to features located in a 3-D coordinate system, by which we obtain
the actual size of the image projected onto a reference plane, as shown in Figure 4-14.
Use of range data as the input to our recognition system results in further simplifica-
tion in the search process. The pose vector, which we are trying to estimate by a local
search in pose space, has been defined to be a vector having four degrees of freedom in
Eq. 3.10. The associated linear projection model represents transformations in the form
of in-plane translations, in-plane rotation and scaling which represents information about
translation in z direction. Since in the case of range data we have the range information
available, we can get rid of the scaling parameter search in our algorithms. This reduces
the dimension of the search space from four to three; the only parameters to be estimated
are the in-plane translations and the in-plane rotation. A projection model linear in these
three parameters will be presented in the next section. Explicitly modeling translation
and rotation in the plane combined with considering the appearance of an object from
the possible viewing directions and with the available range information approximates
the full, six-dimensional transformation space.
Using discrete hypotheses for out-of-plane pose parameters and discharging z-translation
result in a reduction of the search space. The idea is similar to that used in [24], in which
"marginalization" over one of the dimensions is proven to be a powerful tool for reducing
the complexity of the optimization problem. In that work, search in 2-D space results
in starting values to be used in the subsequent 3-D search. In our case, however, an
additional search is not required because the range information is already available in
the images. At the end of PMPE optimization by which the optimum values for the
in-plane translation and rotation parameters are found the z-translation parameter value
is recovered using the range information available, specifically by the average of the range
values of the pixels corresponding to the target.
4.4.3 A New Projection Model
Use of range images as the input to the object recognition system allows us to do search
in a pose space having only three dimensions. Neglecting the scaling parameter in the
search and dealing only with the three in-plane parameters is probably one of the most
important characteristics of the developed object recognition system in terms of classifi-
cation between distinct object models. Models of considerably different size with respect
to the actual target in the image are constrained to have poor degree of alignment since
they are not allowed to be scaled in the course of the search process. If scaling were
allowed during alignment, the matching algorithm would be allowed to align the main
boundaries of the target in the image and the model in process, no matter how disparate
their true sizes were. This would drastically increase the probability of misclassification
for low resolution data. For instance, two different tanks of different sizes can be con-
fused in the recognition algorithm, since when scaled, the overall shape of the target
in the image generated by the features may be insufficient to distinguish between the
two objects. Excluding the scaling parameter in the process precludes the possibility of
confusing targets which, although similarly shaped, have different dimensions in the real
world.
Nevertheless, this improvement leads to another discrepancy in the system. The linear
optimization with respect to the pose vector of the PMPE objective function via the EM
algorithm is one of the most attractive features of the PMPE algorithm. For the search
in 3-D pose space, it is impossible to define a projection model which is linear in the
three in-plane parameters of the pose preventing us from solving the problem via linear
optimization.
To overcome this difficulty, we have employed the following approximation. Note that
the algorithm is provided with a sufficiently good initial estimate and it serves to refine
this initial pose estimate. Since the initial rotation angle is very close to its correct value,
the rotation involved in the projection can be linearized around the initial estimate. More
precisely, during the iterative operation of the EM algorithm, the estimate for the angle
does not change extremely at each stage provided that its initial estimate is sufficiently
good. Therefore, we can linearize the rotation operation around the most recent estimate
of the angle at each stage. This leads to an affine projection model, which allows us to
optimize the resulting objective function linearly.
Suppose we denote the most recent angle estimate, which is the linearization point
at this stage, by 0o and we use the following notation,
cos 0' LPo , sin 0o A (4.2)
Within the assumption that 0 0 o, cos 0 and sin 0 can be linearized around 0o as
cos 0 = cos ((0 - 0o) + 0o)
= cos(9 - 0o) cos 0 - sin(9 - 00) sin 00
Io - (0 - (o)vo
SKo - vo (4.3)
where
Ko = 1o + v00  (4.4)
and similarly,
sin = sin(( - o)+ 0 )
= sin(O - o0) cos 0o + cos(9 - 0 o) sin 0
; (0 - o)o + Vo
=K + Mo8 (4.5)
where
K1 = Vo - IoM0 (4.6)
We now define 3 to be a 3-D vector,
S=[ 0 t. tY (4.7)
The preceding approximations lead to an affine projection model similar to that given in
Eq. 3.13.
P(M, = M(-voXj + oj) 1 0 (K ox 3 + Kyj)
(-oXj - Voyj) 1 1 (-Klxj + Koyj)
(4.8)
where 1i represents the projection of the model feature into the image coordinate system,
Mj denotes the model feature, specifically defined in matrix form to be able to define a
projection model linear in 3, and P represents the pose of the object.
Since the linearity property is preserved in the new projection model, the EM iteration
steps used for optimization needs only minor changes. Eqs. 3.40 and 3.41 used to solve
the pose estimate and the weights in the maximization and expectation steps now become
-0 1 % 0) + w~MniA I (v - (M i + K)) =0 (4.9)
and
N((MiP + K), ¢j)
N((M = for all i, j (4.10)
1-B WW 2 _+ Ek N((Mk + K), ik)
respectively, with 6 and M defined as in Eqs. 4.7 and 4.8.
Chapter 5
Processing Raw Data
The algorithmic components of the developed object recognition system can be decom-
posed into preprocessing, segmentation, feature extraction and classification. Concep-
tually, the act of classification, in the narrow context, consists of determining which of
the models from the 3-D model library best matches the information extracted from the
laser radar imagery.
This chapter discusses in detail the constituent subsystems of the model-based recog-
nition system used to process the input raw data from the sensor to extract compact
information that will be used in the matching procedure. In particular, the preprocess-
ing, segmentation and the feature extraction steps will be presented respectively. The
approaches used in each subsystem will be described together with their implementation
details. Each module will be used to process the range data shown in Fig. 5-2, generated
from the range truth, given in Fig. 5-1, in accordance with the procedure explained in
Section 4.2. In this chapter, the sample image to be processed contains an army tank as
the target. The corresponding video image is shown in Fig. 5-3. The results of processing
this input image by each successive step of the recognition algorithm will be illustrated
pictorially at the end of each section.
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Figure 5-1: Range image of an M60 tank.
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Figure 5-2: Range data of an M60 tank, artificially created from the range truth by
addition of statistically independent, zero mean Gaussian noise to each pixel and random
creation of anomalies.
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Figure 5-3: Video image of an M60 tank.
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5.1 Preprocessing Step
The real laser radar range images, as discussed in Section 4.2, are characterized by
coarse range precision, added noise and an appreciable amount of anomalous pixels.
These images first need to be preprocessed to reduce these sensor-dependent effects.
The purpose of the preprocessing operation is to improve the image quality so that the
effectiveness of the subsequent processing steps is enhanced.
A wide variety of approaches can be used in the preprocessing step to accomplish this
purpose. However, in this research, ad hoc image enhancement schemes such as median
filtering have been avoided since they do not rely on the appropriate statistical model
for the coherent laser radar range images. Ad hoc methods do not provide the quan-
titative performance criteria by which the impact of sensor capabilities on recognition
performance can be assessed.
We have chosen to employ the multiresolution fast EM/ML algorithm as our pre-
processor. The theoretical framework behind this algorithm was presented in Chapter
2. This approach is intended to overcome the degradation processes encountered in laser
radar imaging process. It is distinguished from all other straightforward anomaly sup-
pressing image enhancement techniques by the virtue of building on the sensor physics
and thus providing the required, quantified, near-optimal performance characteristics.
The fast EM/ML algorithm has been developed from the conventional EM/ML al-
gorithm using the special structure of the Haar-wavelet basis. This leads to a very
computationally efficient and numerically robust method to find the ML estimates of
real large imagery at various resolution levels subject to the anomaly suppression con-
straint. This approach, therefore, yields a compromise between resolution and anomaly
suppression. The weights associated with the EM iterations can be used to determine the
proper resolution at which adequate anomaly suppression is achieved, while preserving
the fine-scale range truth details. This is called the 'stopping rule' and it is basically de-
termining the resolution at which the fraction of the low weight pixels behaves according
to the statistics of number of anomalous pixels in the image, which is a binomial random
variable whose mean is simply related to the easily-estimated CNR value [3].
The ML fits for the sample range image using 2x2-pixel and 2x4-pixel blocks can
be seen in Figs. 5-4 and 5-5. As needed, the anomalous pixels have been successfully
suppressed in all cases, with a very small number of exceptions in 2 x 2 (finest scale) case.
The tank's body can be discerned at all resolutions. As the resolution increases, finer
details, such as the barrel of the tank which is suppressed at low resolutions, become
more evident. It has been shown in previous work that at high resolution, estimation
performance approaches the ultimate limit set by the complete-data (CD) bound. Hence,
although there may be a few unsuppressed anomalous pixels in the ML estimate, we have
chosen to use the finest scale fit as the input to subsequent steps of the overall system.
5.2 Segmentation Step
A typical field-of-view of the laser radar might contain one or more objects of interest
(targets) and one or more other objects (clutter), all of which are embedded in a back-
ground. Clutter refers to objects that are imaged, like buildings and trees, that are not
the targets of primary interest. In the general context, the segmentation step is employed
to distinguish all possible object regions, both target and clutter, from each other and
from the background.
Clutter may dominate the imagery when the targets are sparse compared to the
environment. However, for the case of framing mode laser radar range images, only a
small area containing the target is imaged. Hence, the images used in this thesis do not
involve clutter. Segmentation only serves the purpose of isolating the target from the
background. However, this step is essential in the system since the target is partially
embedded on the sloping ground on which it stands in the input image, as seen in Fig.
5-6, which represents the output of the preprocessing step. The subsequent feature
extraction step determines the features by tracing the edge contours of the image. The
algorithm which is used to locate the edge discontinuity curves in the image is incapable
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Figure 5-4: Multiresolution Haar wavelet EM/ML 2x2 fit to range data.
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Figure 5-5: Multiresolution Haar wavelet EM/ML 2x4 fit to range data.
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of determining the ground attachment of the target object in the range image. This
results in great loss of information in terms of accurately modeling the object by its
edge-based features. The features extracted in this way represent only the upper half of
the object in the image. The edge curves determined by using the unsegmented image
directly are illustrated in Fig. 5-7.
There are a number of techniques that can be used to solve this segmentation problem.
Due to the nature of the input imagery, the simplest approach is to try to estimate the
background, which is reasonably planar, in these images and to determine the pixels
that lie above this plane which correspond to the target. For this purpose, planar range
profiling is used to find the maximum-likelihood (ML) estimate of the background.
ML planar range profiling has been presented in Chapter 2. This method is employed
to fit a planar surface to the input image neglecting the presence of the target and
assuming that the true range values of the pixels comprise a plane. The algorithm
treats the target object as a mass of anomalous pixels placed on a planar background
profile. These pixels can be located using the final weights of the pixels, which are
provided by the expectation step of the iterative EM algorithm. The weight of each pixel
represents the conditional probability that associated pixel is not anomalous. Hence, the
pixels corresponding to the target are the low weighted pixels and can be determined
by comparing the weights against a certain threshold. The pixels whose weights are less
than this threshold value are selected to determine the target region in the image. The
threshold is selected to be 0.5. This is a reasonable approximation to determine the low
weighted pixels since the pixel weights are clumped around 0 and 1. Figs. 5-8 and 5-9
illustrate the fitted planar background and the resulting segmented image. Note that
all segmented images in this section are displayed on light backgrounds corresponding to
pixels having much higher range values.
However, since thresholding is used to determine the pixels corresponding to the
object, the algorithm skips an appreciable amount of pixels at the bottom of the object,
whose range values are very close to those of the background. The coarse range resolution
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Figure 5-6: Input image to segmentation step.
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Figure 5-7: Edge discontinuity curves corresponding to the unsegmented image.
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Figure 5-8: Planar range profile fitted to the range image.
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Figure 5-9: Pixels corresponding to the target determined by locating the low-weighted
pixels in fitting a planar surface to the input image.
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of the input imagery is another factor that makes it difficult to determine the ground
attachment of the target.
The preceding segmentation procedure can be improved by using planar range pro-
filing separately for the target and the background. The range values corresponding to
the target and the background are assumed to constitute two different planes. The idea
is to estimate the planar surface associated with the target and to compare this plane
with the original image to determine the pixels consistent with it.
This target/background planar profiling can be achieved in a systematic manner using
planar range profiling sequentially. The first step is, as described before, to fit a planar
surface to the original input image and extract the anomalous pixels which correspond
to the upper part of the target object by thresholding. This image is referred to as the
first segmentation. These pixels contain adequate information to determine the plane
associated with the target, which we will refer to as the target plane. Planar range
profiling is used once more to estimate the target plane, using these pixels only. Fig 5-10
shows the resulting plane.
The next step is to compare the estimated target plane with the original image to
extract the pixels whose range values lie on this plane. To make this comparison, a
weight-based procedure is used. The weight of each pixel of the original image, which
represents the conditional probability that the associated pixel is not anomalous, is evalu-
ated conditioned on the assumption that the true range plane for this image is the target
plane. The resulting high weighted pixels are determined by selecting those pixels that
have weights greater than 0.9 corresponding to nonanomalous pixels which are on the
target plane. A threshold of 0.9 is selected to be able to extract the truly nonanomalous
pixels on the target plane. The pixels selected as a result of this procedure are displayed
on a light background, corresponding to pixels with very high range values in Fig. 5-11.
This image is referred to as the second segmentation.
The application of two stage segmentation is hindered by the very low resolution
nature of the input image. The bottom of the tank in the sample image is embedded in
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Figure 5-10: Estimated target plane.
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Figure 511: Pixels that lie on the estimated target plane.
Figure 5-11: Pixels that lie on the estimated target plane.
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Figure 5-12: Intensity image.
the ground. The range values of the pixels at the bottom of the tank are very close to
range values of the pixels on a tiny strip along the sloping ground, that the tank stands
on. Therefore, the procedure described above extracts that tiny strip as being part of
the tank since the range values of the pixels of that strip also lie on the estimated target
plane. This phenomenon is illustrated in Fig. 5-11.
Fig. 5-11 shows us that the range images do not contain sufficient information to
locate the ground attachment of the target precisely. This is an important issue, since
accurately discerning the shapes of the targets in the raw data is essential to matching
the object model to an object in the image. Use of the associated intensity image of the
range image is hopeless since the reflectivity contrast of the target and the background
is not considerable and the enormous intensity fluctuations due to speckle behavior even
conceals the presence of a target in the image. The corresponding intensity image for the
range image is seen in Fig. 5-12. The colorbar on the right indicates that the intensity
values lie between 0 to 200 bins.
Under these circumstances, it is reasonable assume that the intercept of the line
parallel to the strip, which defines the bottom edge of the tank, is a random variable
uniformly distributed between the intercepts of the parallel lines defining the bound-
aries of the strip. The least squares estimate of a random variable, which minimizes
the expected mean square error, is its mean value. For this case, this corresponds to
placing the ground attachment on the line passing through the center of the strip. To
recover the overall shape of the target, the front and the backward boundaries of the
object are located in the first segmentation and extrapolated until they intersect the
ground attachment line. To facilitate the implementation of this procedure, both the
first segmentation and the second segmentation images are rotated to align the bottom
of the tank with the horizontal pixel grid. This is achieved, for the image in Fig. 5-11
by a 15 degree clockwise rotation. The ground attachment line is determined as the line
passing through the center of the strip in the second segmentation. The front and the
backward boundaries of the object are determined using the first segmentation and are
extended straight down until they hit the ground attachment line. The target region
determined in the first segmentation is augmented by the pixels bounded by these lines
in the second segmentation to constitute the overall target region in the image. The final
segmented image is obtained by back rotating this image by the same amount. This
process is demonstrated in Fig. 5.13. Fig. 5-14 displays the final segmented image on a
light background corresponding to pixels having much higher range values. This image
is used as the input to the subsequent feature extraction module.
It is shown in the recognition experiments in the next chapter that this approximation
works fairly well for the targets of interest in the alignment process. However, difficulties
may be encountered for curved objects since our algorithm estimates the bottom part of
the object by sharp corners and straight lines.
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Figure 5-13: Final segmentation process: top figures illustrate the first and second seg-
mentations rotated to aling the bottom of the tank with the horizontal pixel grid; the
bottom figure on the left is the first segmentation augmented with the estimated addi-
tional target region; the bottom figure on the right, the final segmented image, is obtained
by back rotating this image.
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Figure 5-14: Final segmented image.
5.3 Feature Extraction
The object recognition process is crucially based on the matching of the image and the
model data. Both the image and the object model are represented by a set of edge-based
features and matching is performed in this new domain. Hence, the feature extraction
step directly affects the classification performance of the matching algorithm.
The primary goal of the feature selection is to obtain compact information about the
image and the object to be used in matching, which results in computational efficiency
in the search process. This module is intended to extract the necessary information from
the inputs of the recognition system to identify the target in the image. The quality of
these features is essential for target classification since classification depends strongly on
whether these adequately represent the target to distinguish different objects.
Edges contain a great deal of information about arbitrarily shaped objects. Use
of edge-based features in object recognition has been proven to be effective in the past.
Basically, the feature extraction module consists of two separate steps. The edge extractor
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attempts to extract the range discontinuities that correspond to object boundaries in the
input image. The following feature extractor decomposes the extracted edge contours
into subcontours, on which the feature points are located. In the following sections,
these subsystems will be discussed in more detail.
It is important to emphasize at this point that the same feature extraction process is
applied to both the preprocessed, segmented range image and the rendered image gener-
ated from the object model. Using the same processing enables us to select the relevant
features in a similar fashion for the target in both images. This aids the recognition
processor, which attempts to locate model features in the image. However, since the two
images correspond to target representations in different domains and thus are different
in nature, determining the relevant features from the object model that are likely to be
detected in the image is not always possible. It will be shown in the next chapter that
the features extracted in this manner give good matching performance in recognition
experiments.
5.3.1 Edge Extractor
The edge extractor tries to determine the boundaries of the objects in the image. These
edges are accurate and compact representations of the overall shape of the objects.
Many different techniques can be used to locate the edge contours in an image. For
the case of range data, edges may simply be regarded as borders separating the areas
of different range values. This is also valid for the binary image corresponding to the
rendered object model. Therefore to locate the edge contours, the simplest approach is
to use thresholding between neighboring pixels.
The segmentation step extracts the target region and places the target object on a
background having zero range values. Therefore the target is characterized by having
high range values in the segmented image. The extractor finds the edge discontinuity
curves by searching the image and thresholding the neighboring pixels. This is done by
comparing each pixel to its 8 nearest-neighbor pixels. If there is a nearest-neighbor of
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the center pixel, whose range value is less than that of the center pixel by more than a
pre-chosen threshold, then the center pixel is selected to represent a range discontinuity,
which constitute the edge contours at the object boundaries. Note that in thresholding
process, the pixel is selected only if its range value is greater than that of its neighbor by
an amount greater than the threshold. In this way, we only pick the pixels on the target
boundary as feature points, not allowing the representation of the same edge behavior
by two distinct pixels. The edge discontinuity curves corresponding to the sample image
and the object model are shown in Figs. 5-15 and 5-16 respectively.
5.3.2 Feature Extractor
The next step in the feature extraction process is to decompose the determined edge
curves into subcontours, which correspond to the extracted feature points and convey
relevant information to construct the associated feature vector. This decomposition is
done by segmenting the edge curves into smaller fragments of predetermined size.
This segmentation is achieved via a "march-down-the-curve" process. The search in
the image is started: Whenever a pixel is found to be an edge discontinuity point, the
curve through that particular point is traced upwards and downwards respectively and
segmentation into groups of a certain number of pixels is done. This process goes on
until all the curves are traced and segmented. Each of the resulting fragments is used to
construct features consistent with the 2-D Point Feature model used. According to this
model, the features contain information about the x and y coordinates of the extracted
feature point. This information is determined using the curve fragments. Each curve
fragment is assumed to represent a feature point whose coordinates are obtained as the
mean value of the pixel coordinates of the segment. For image features, each feature point
also preserves the range information corresponding to the average of the range values of
pixels forming the fragment since this information is needed in mapping these features
into the new coordinate system defined in Section 4.4.1.
The fragment length used in segmentation is arbitrary as long as it is small enough
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Figure 5-15: Edge discontinuity curves corresponding to the segmented range image.
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Figure 5-16: Edge discontinuity curves corresponding to the rendered image of the object
model.
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so that the set of the features constitute a good representation of the target. A different
value of segment length has been used for the range image and the rendered image,
since the two images have different sizes and the target region in these images contain
different number of pixels. The segment length used in each image is determined by the
constraints imposed by the covariance structure used in the objective function of the
recognition module, which will be discussed in Section 6.1. The extracted feature points
from the range image and the object model are illustrated as points on the located edge
curves in Figs. 5-17 and 5-18.
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Figure 5-17: Extracted feature points from the range image located on the edge curves.
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Figure 5-18: Extracted feature points from the rendered image located on the edge curves.
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Chapter 6
Pose Estimation and Classification
The matching step constitutes the most important part of our system. Essentially, our
primary goal in the overall recognition system can be stated compactly as finding and
evaluating the alignment of the image and the model data. The parameter to be estimated
in finding the correct alignment is the pose of the object in the image. This step estimates
the pose of the target in the image and performs matching between the image and the
model features. The output is a score which gives an indication of the degree of alignment
between the image and the particular object model. This procedure is applied to all
models in the data library that account for the possible targets and the resulting scores
are compared to detect which of the models correspond to the target in the image.
In this chapter, we present the alignment results between the sample image we have
been processing so far and some representative models selected from the data library.
We start by examining the objective function used in pose estimation and scoring. First,
the approach used in determining the parameters involved is explained . The behavior
of the objective function is investigated using probes, which are the samples of the ob-
jective function passing through the known location of the object in the pose space. The
alignment results and the scores of alignments, which lead to classification of the target
in the image, are then presented. The results are analyzed by looking at multiple trials
of matching simulated range images randomly generated from the range truth with the
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correct model and one of the other models and by examining the effect of resolution on
the performance of the system. Finally, system performance is examined as a function
of the sensor parameters.
6.1 Determination of the Required Parameters
The matching mechanism of the system employs the posterior marginal pose estimation
(PMPE) method of Section 3.2.5, which is used in estimating the pose of the object in
the image and acts as a scoring measure for determining the correct model. The PMPE
objective function was given in Eq. 3.36. We assume that no pose prior is available and
the first term can be left out. The final form of the objective function is therefore
L() = lIn [1 + 1 W2  B N(Y; (M ),,ii) (6.1)
In Eq. 6.1, Y and Mj represent the image and the model features respectively. From
this expression it is clear that the objective function is a measure of degree of alignment
between the image features and the projected model features.
Even after the choice of the statistical models and formulation, it is still necessary
to supply the specific parameters for the model, namely the background probability, B,
and the covariance matrices of the normal densities, 'b#, to be able to use this objective
function in the required optimization.
The background probability may be estimated by taking simple statistics on images
from the domain. For range imagery, the background features may come from other
objects present in the image, from anomalies which could not be suppressed by the
front end processor or from anomalous pixels that arise due to segmentation step. For
convenience, the background probability is assumed to be constant for all image features.
The proportion of the extracted background features is quite small in comparison with
the total number of the features for the available data set. Therefore, the background
probability is set to 0.1 throughout the recognition experiments.
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The covariance matrix that appears in the statistical model of the matched image
features is allowed to depend on both the image feature and the model feature involved
in the correspondence. However, substantial simplification results by assuming that the
covariance matrix is independent of the model features and that the feature statistics
taken relative to the coordinate systems attached to each image feature are stationary
in the image. This approach, known as "oriented stationary statistics" [18], permits
estimation of the covariance matrix using observations on matches done on a sample
image and the associated rendered object model. During this process, the pose of the
object is kept the same in the two images. Correspondences are made between image
features and model features. Suppose that the x and y coordinates of the observed image
and the model features are given by the vectors Y and Y, respectively. The observed
residuals,
Ai = Yi - Y (6.2)
are transformed into coordinate systems specific to each image feature defined by the
local edge at the feature point by means of the corresponding rotation matrices, R.,
Ai = P (6.3)
Then, the stationary covariance matrix of the matched feature fluctuations observed in
the feature coordinate systems, is estimated using the maximum-likelihood method as
follows,
During the recognition process, the covariance structure representing the fluctuations
of image feature coordinates is required. Therefore, the constant covariance matrix found
in the image feature coordinate systems needs to be specialized to each image feature by
transforming it back to the image system using the rotation matrices, R.,
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Previous studies on the structure of the covariance matrix reveals that the equiproba-
ble contours associated with the covariance matrix should be elliptical. This is expected
since the variance pertaining to feature deviations perpendicular to the edge contour is
different from the variance related to deviations parallel to the edge contour. However, it
is possible to achieve a circularly symmetric covariance structure by adjusting the para-
meters used in feature extraction process considering the mechanisms resulting in feature
fluctuations. Using a circularly symmetric covariance structure removes the need for the
rotation step, hence improves the computational efficiency.
Deviations perpendicular to the edge contour are due to sensor characteristics and the
edge detection algorithm. The perpendicular variance, which is assumed to be stationary
for the image features, can be estimated experimentally using the procedure explained
above. On the other hand, deviations parallel to the edge contour are affected primarily
by the feature spacing used along the contour. This assumption is reasonable since using
20-pixel spacing instead of 5-pixel spacing in extracting the features results in a much
larger variance along the contour. Therefore, it should be possible to adjust feature
spacing so that a circular covariance structure can be obtained for feature fluctuations.
Suppose that the features are extracted using d-pixel spacing along the contour. This
suggests that the predicted location of each of the image features can be at most +
pixels away from the true location. This is illustrated more in Fig. 6.1. If we assume
that the starting points in feature extraction are equally likely, it is reasonable to model
the parallel deviation of a feature to be a uniform random variable over the d-pixel
neighborhood of the true feature location . Hence, the variance along the edge can be
taken to be equal to the variance of this uniform random variable given by
d2
o2 _ (6.6)11 12
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(6.5)
dFigure 6-1: Effect of feature spacing on the variance of features along the contour; lAx] <
d where Ax is the error between the projected model feature location and the actual
feature location and d is the model feature spacing.
However, the starting point of feature extraction process is not equally likely and
therefore, it is reasonable to model the parallel deviation of a feature to be a Gaussian
random variable centered on the true feature location with the same variance as the
uniform density, .d2
This result suggests that the feature spacing can be selected properly to achieve a
circularly symmetric structure. In particular, we choose the feature spacing as
d- 1~~ (6.7)
where a' is the estimated variance for the perpendicular deviations. The resulting co-
variance matrix then becomes
Sa= a i Vi (6.8)
The approach explained above has been used to determine the covariance matrix used
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in our recognition experiments. First, the variance for deviations perpendicular to edge
contours has been estimated by the maximum-likelihood method using a sample image
from the domain and a 2-D view of the object model rendered with the same pose. The
value of a1 has been found to be 0.243 meters. This value has been used to find the
feature spacing, d, to be equal to 0.8421 meters using Eq. 6.7. The equivalent value in
terms of pixels is found for the 2-D views of the correct object model to be 12 pixels
and used in feature extraction for all of the models. The pixel spacing value used for the
image features is chosen so that the resulting features form an adequate representation
of the target edge discontinuity curves.
6.2 Probes of the Objective Function
Pose estimation is the first step in the matching process between the image and the
model data. The matching system estimates the pose of the target in the image using
the PMPE method of Section 3.2.5. The statistical formulation used in this method leads
to an objective function given in Eq. 6.1, which is repeated here for convenience,
L(I)= In 1 + > 1 B N(Yt; (Mj3), 4)] (6.9)
The previous section presented our method of determining the required parameters
involved in this expression. These predetermined values for these parameters will be used
throughout our recognition experiments.
The pose estimation step requires that this objective function be optimized in the
pose space. Before doing so it is worthwhile to investigate the behavior of the objective
function by taking its samples at discrete locations in the pose space to find out if it has
a peak close to the correct pose of the target in pose space. The resulting graphs are
referred to as the 'probes' of the objective function.
Although rigid body motion is characterized by six degrees of freedom, we have re-
duced our search space to three dimensions. As explained in detail in Section 4.4, our
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pose space is characterized by translation in x direction, denoted by t, translation in
y direction, denoted by ty, and in-plane rotation, denoted by 0. The correct pose of the
target in the image with respect to the initial location of the object model is not known
apriori. Therefore, the probes can only be used to illustrate the existence of peaks of the
objective function along each component in pose space. The pose estimate found as a
result of pose estimation experiments that will be explained in the next section is given
below to demonstrate that the peaks occur very close to the estimated values.
S= [0 t, t] = [0.0612 1.0631 3.50621 (6.10)
Samples taken along a line through the location of the true pose in pose space parallel
to tx~ axis are shown at the top in Fig. 6.2. Samples are taken at 0.5 meter intervals in
[0,4] meter interval, which includes the correct value of the relevant pose parameter. The
discrete sample points are joined with straight line segments for clarity. Similar probes
have been taken parallel to t, axis with a sampling interval of 0.5 meters in [0,4] meter
interval, and 0 axis, with a sampling interval of 0.01 radians in [0, 0.1] radian interval, as
illustrated in the same figure.
These probes demonstrate that the objective function has a prominent, sharp peak
very close to the estimated location in the pose space. Note that in the general sense
this method does not provide us with the optimum pose parameter values since a global
searching was not performed. On the other hand, it does show that a reasonable pose
estimate can be obtained via a search in the pose space. The next step is to perform
this search, starting from a good initial value, by means of an appropriate numerical
optimization algorithm.
6.3 Matching
The input to the matching subsystem consists of compact descriptions of the image and
the model in the feature domain. With this data, the matching step deduces the identity
111
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.
theta
2.5
2.5
3.5
3.5
ty
Figure 6-2: Probes along t; , t, and theta axes.
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of the target in the data library that best matches the image of interest.
The matching module consists of two stages. In the first stage, the pose of the object
in the image is estimated such that the maximum number of optimal pairings between
the two sets of features and thus the best alignment between the two is achieved. In the
second stage, the actual image features are compared with the model features projected
onto the image plane with the pose estimated by the posterior marginal pose estimation
(PMPE) algorithm as the measure for comparison. The alignment with each model is
evaluated in this manner to classify the target in the image as one of the models in the
data library.
6.3.1 Pose estimation
In this section, we present alignment results pertaining to features derived from the
preprocessed, segmented sample image, which contains the M60 tank as the target. The
resulting image features are sketched as black points in Fig. 6.3. Note that in this figure,
each pixel has 0.1 meter width and height.
Four representative models have been selected from the data library to perform match-
ing with the image of interest. Fig. 6.4 illustrate the rendered 2-D views of these models.
The top left rendered view corresponds to the actual target present in the image,
namely an M60 tank. We have also included another tank model, the T80 tank model,
to test the ability of our algorithm to distinguish different models of the same type of
vehicle. Note that the tank models and the GMC CCKW truck model are almost the
same size, i.e., 7-8 meters in length, whereas the Ford GPA jeep model is much smaller, i.e.
2.9 meters in length. This helps us emphasize one of the most important characteristics
of our alignment procedure, namely performing matching using actual dimensions of the
targets. These models are also transformed into the feature domain using the same
feature extraction model. The corresponding features are plotted as dots on the edge
curves in Fig 6.5. Table 6.1 provides data pertaining to the feature extraction process for
the sample range image and the four test models used in the recognition experiments.
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Figure 6-3: Image feature points.
Feature Spacing Number of Features
Range Image 5 37
M60 Tank Model 12 44
T80 Tank Model 12 38
GMC CCKW Truck Model 12 39
GPA Jeep Model 12 35
Table 6.1: Data associated with the feature extraction process.
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Figure 6-4: Rendered views of object models.
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Figure 6-5: Model features.
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Given the two sets of features and the necessary parameters, the PMPE method with
the EM algorithm is employed to find the optimum alignment between the image and
each of the models separately. As discussed in Section 2.2.1, the EM algorithm will
converge to a local likelihood maximum. It requires proper initialization to reach the
global likelihood maximum. Therefore in our research, we assumed that we are provided
with a good initial pose estimate and our purpose is to refine the value of the pose vector
by a local search in the pose space. In our experiments, the initial pose estimate is
determined as a result of alignment by hand.
We start with the alignment of the image with the correct model, the M60 tank model.
Note that in all figures in which alignment between two sets of features are displayed,
the white dots represent the model features whereas the black dots represent the model
features. Fig. 6.6 shows the initial alignment between two sets of features at the top,
i.e., the alignment of the image with the rendered view. The pose of the object in the
initial rendered views is referred to as the null pose, 3 = [0, 0, 0], and is taken as the
reference in evaluating the pose estimates. The initial pose is selected by an alignment
done by hand. Fig. 6.7 illustrates the alignment of the image features with the model
features projected onto the image with the pose estimated by the PMPE method using
EM algorithm.
Since we do not know the actual pose of the target in the image with respect to the null
pose, we cannot deduce how close the estimated pose is to the correct one. However, the
resulting alignment is good enough in terms of aligning the boundaries of the object from
which we can infer that we achieved a reasonably good pose estimate. The features do not
perfectly match in this particular alignment. There are several reasons for this behavior.
The most significant mismatch is observed at the corners of the object and on the barrel.
The corner behavior arises due to characteristics of our processing mechanisms. The
extracted image features tend to lie on sharp corners, at the top due to block structure
of the preprocessor, the fast EM/ML algorithm, and at the bottom due to straight line
extrapolation of the segmentor. The barrel mismatch is due to the fact that the elevation
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Figure 6-6: Initial alignment with M60 A3 Tank model.
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Figure 6-7: Final alignment with M60 A3 Tank model.
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angle of the barrel may not be the same in the image and the model. This implies that
it is difficult to deal with movable parts of the targets by our algorithm.
Nevertheless, the resulting alignment reveals that the overall shape of the target in
the actual and predicted images match reasonably. This will be reflected in the value of
the alignment score, which will be given in the next section in the context of classification
of the target among possible candidates from the data library.
The initial and the EM alignments corresponding to T80 tank model are illustrated
in Figs. 6.8 and 6.9 respectively. The final alignment results for the M60 tank model
and the T80 tank model, illustrated in Figs. 6-7 and 6-9, show that there is a stronger
match between the image data and the M60 tank model claiming that the target is more
likely to be an M60 tank. This observation will also be reflected in the alignment scores.
It is easy to understand the behavior of the pose estimate for the T80 tank model. The
pose is estimated such that the maximum number of matches is achieved between two
sets of features. The algorithm tries to match regions of the image and the model, where
there is a cluster of features. This is revealed in the final EM alignment in Fig. 6.9,
since the region in front of the tank close to the barrel, which isrich with features in
both the image and the model, are aligned by the algorithm. The effect of using actual
dimensions in the alignment is reflected in the same figure. Due to the size difference,
the algorithm is incapable of matching all boundaries, instead it leans the object model
to the front border of the tank in the image to get the maximum number of pairings
between features.
Similar behavior can be observed in the alignment results of the truck model, illus-
trated by initial and EM alignments in Figs. 6.10 and 6.11. The truck model contains
a similar region clumped with features in the front. The pose is estimated in such a
fashion as to align this region with the cluster of image features. Also, the rotation angle
is selected so that the boundaries of the truck are aligned with those of the tank in the
image.
The last matching is performed with the jeep model. The initial and EM alignments
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Figure 6-8: Initial alignment with T80 Tank model.
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Figure 6-9: Final alignment with T80 Tank model.
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Figure 6-10: Initial alignment with GMC CCKW 353 Truck model.
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Figure 6-11: Final alignment with GMC CCKW 353 Truck model.
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Pose Estimates Number of Iteration Steps
M60 Tank Model 0.0612 1.0631 3.5062 10
T80 Tank Model 0.2956 -0.2238 3.5444 6
GMC CCKW Truck Model [0.2551 0.1425 2.7671 25
GPA Jeep Model 0.5244 0.2038 -0.5451 12
Table 6.2: The EM pose estimates and the required number of iteration steps.
can be seen in Figs 6.12 and 6.13. This matching is a clear manifestation of the main
characterization of our algorithm: a model whose size is very different from the true
object is forced to have a low scoring. The best EM alignment depends extensively on
the initial pose. Starting from an initial pose, which attaches the model to one boundary
of the tank in the image, the EM algorithm traces these boundaries and converges to a
local maximum. The number of iteration steps required to achieve the local maximum
changes considerably depending on the provided initial pose.
The resulting pose estimates with respect to the null pose together with the number
of iteration steps required for the EM algorithm to converge are given in Table 6.2.
6.3.2 Classification
Pose estimation is crucial in obtaining a predicted image of each model in the data library
for best comparison with the actual image. The last stage of the recognition module
involves performing these comparisons with each model to get the best alignment which
leads to our decision as to the identity of the target in the image.
This comparison is done using the PMPE objective function, which is basically a
scaled logarithm of the likelihood function of the pose, defined as the likelihood of our
obtaining the observed image features given the true pose vector, P. The objective
function is essentially a measure of how closely the projected model features match the
image features. Hence, it is expected that the value of this scaled log-likelihood function
is greater for the alignment with the correct model.
The values of the objective function evaluated using the final EM alignments of the
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Figure 6-12: Initial alignment with Ford GPA Jeep model.
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Figure 6-13: Final alignment with Ford GPA Jeep model.
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Null Scores Initial Scores EM Scores
M60 Tank Model 63.8718 148.4487 154.5272
T80 Tank Model 56.0621 132.6367 133.9441
GMC CCKW Truck Model 37.4015 76.3891 138.1546
GPA Jeep Model 37.3844 37.3844 60.6572
Table 6.3: Scores for each of the models corresponding to the null pose, hand aligned
initial pose and the final EM pose.
object models act as the scores corresponding to each experiment. These scores are
compared to deduce the identity of the target among possible candidates known to the
recognition system. The final EM scores for our sample image and the four candidate
models are given in Table 6.3. Scores corresponding to the null pose and the hand aligned
initial pose are also included to show the amount of improvement achieved by the EM
refinement step. Comparing these scores leads to our classification of the target in the
input image as an M60 tank.
Despite the poor resolution in the input image, the system acquired enough informa-
tion to arrive at a correct decision for classification. These results imply that mismatch,
if it occurs, is mostly likely to be between targets of approximately the same size. The
use of actual dimensions in the alignment process thus greatly reduces the probability of
misclassification.
6.4 Analyzing the Results
In this section, the alignment results of Figs 6.6 to 6.13 are analyzed. First, multiple
trials of matching of the correct model and one of the incorrect models to the image are
performed. Then, we investigate the effect of resolution factor in input imagery on the
alignment results.
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Figure 6-14: Scatter diagram illustrating the scores resulting from multiple-trial experi-
ments.
6.4.1 Multiple Trials
The single-trial experiment conducted in the previous section was able to arrive at the
correct decision about the identity of the target in the image. However, this single trial is
not adequate to demonstrate the robustness of the algorithm. To be more confident about
the behavior of the scores, multiple -trial matching experiments have been conducted for
the correct model, the M60 tank model, and one of the incorrect models, the T80 tank
model, using simulated data randomly generated from the range truth. Only a small
number of trials could be performed due to large run-time requirement of this experiment.
The resulting scores obtained from sets of statistically independent identically distributed
trials for both of the models are illustrated in Fig. 6-14 in the form of a scatter diagram.
The results show that the algorithm gives a correct decision in every case giving us a
reasonable level of confidence that the algorithm works properly.
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Mean Standard Deviation
M60 Tank Model 161.28 7.79
T80 Tank Model 137.49 6.03
Table 6.4: The mean and standard deviation of the scores corresponding to two models
The same set of trials were used to get some understanding of the statistical behavior
of the objective function. The statistics may not be quite accurate because only a small
number of trials were performed. The mean and the standard deviation for the two
distinct models estimated using these trials are shown in Table 6.4. Figs. 6.15 and 6.16
are illustrations of the 17-trial histograms for the objective function values for the correct
model and the incorrect model.
6.4.2 Resolution Factor
An additional analysis was done on the recognition experiments to deduce the effect of
spatial resolution on the alignment and scoring process.
The input preprocessor, namely the fast EM/ML algorithm, can profile noisy range
imagery involving anomalous pixels at arbitrary levels of spatial resolution. To test the
effect of spatial resolution of input data on the alignment results, a noisy raw range data
was generated from the range truth and profiled at 2x2-pixel and 4x4pixel block sizes.
Moreover, we have also used the range truth as the input to our system, assuming that
it is the profiled image corresponding to a higher resolution noisy raw range data. Using
these three preprocessed images we can probe the effect of increased resolution on the
performance of our alignment and scoring algorithm.
Each of these three restored range images are processed to extract compact infor-
mation required for matching, i.e., all are transformed into feature domain where the
matching with the model features of the correct model is performed. The corresponding
alignment results are seen in Fig. 6.17, where the top figure corresponds to the alignment
with the range truth, the middle figure with the 2x2 profile and the bottom figure with
the 4x4 profile.
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Figure 6-15: Histogram of scores resulting from alignments with M60 A3 tank model.
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Scores for the incorrect model
Figure 6-16: Histogram of scores resulting from alignments with T80 tank model.
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Figure 6-17: Alignment results of the correct model with different resolution input data:
top 1xl block size, middle 2x2 block size, bottom 4x4 block size.
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Final Scores Number of Features Number of Iteration Steps
Range Truth 164.5077 38 6
2 x 2 Profile 154.5272 37 10
4 x 4 Profile 130.3048 29 9
Table 6.5: Scores and relevant data corresponding to matching input data of different
resolutions with the correct model.
The resulting scores of alignment together with the related data used in the matching
process are given in Table 6.5. The results clearly indicate that the resolution associated
with the input data has a strong impact on the scores, which reflect the degree of match
between the two sets of features. This is expected since more detailed information ex-
tracted from the input data about the target of interest will result in a better match with
the object model. Note that the number of features extracted decreases as the resolution
is reduced in the restored images consistent with the reduction in the level of detail.
A similar experiment has been performed to test the effect of spatial resolution of
input imagery on the alignment results of the target with an incorrect model, the T80
Tank Model. In particular, three images preprocessed at different levels of resolution are
matched with the T80 Tank Model and the corresponding scores are compared. In the
previous section, it has been demonstrated that our algorithm gives a correct decision
between the M60 Tank model and the T80 Tank Model when the noisy input image is
profiled using 2x2-pixel blocks. By means of this experiment, we can probe the effect of
spatial resolution of input images on the classification ability of our algorithm.
The resulting alignment results are illustrated in Fig. 6.18 and the scores of alignment
of these three input images with the T80 Tank model are given in Table 6.6 with the
relevant data. The results show that decreasing the spatial resolution decreased the
alignment scores for the incorrect model as well. This behavior can be explained by
examining the alignment results. As the block size in profiling the range data is increased,
the target edges tend to be characterized by sharper corners and straight lines. This
results in a poorer matching with the incorrect tank model, because it has smooth curved
edges.
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Final Scores Number of Features Number of Iteration Steps
Range Truth 147.684 38 6
H. I
2 x 2 Profile 133.9441 37 1 6
114 x 4 Profile 103.7614 29 1 13
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Table 6.6: Scores and relevant data corresponding to matching input data of different
resolutions with the incorrect model.
Final Scores for the Correct Model Final Scores for the Incorrect Model
Range Truth 164.5077 147.684
2 x 2 Profile 154.5272 133.9441
4 x 4 Profile .130.3048 103.7614
Table 6.7: Scores for matching input data of different resolutions with the correct and
the incorrect model.
Table 6.7 displays the final alignment scores for the three preprocessed images for
the correct and the incorrect model together. As seen, despite change in resolution of
input imagery, the algorithm is still successful in reaching at correct decisions about the
identity of the target.
6.4.3 Feature extraction mechanism
Our next goal is to assess the effects of sensor physics capabilities on the feature extraction
mechanism and hence on object recognition system performance. This is a complicated
problem since the statistical behavior of the features extracted from the target in the
image is affected by a variety of mechanisms. The variance for feature deviations perpen-
dicular to the underlying edge curve is a good measure of object recognition performance
because the matching algorithm essentially examines the deviations of the actual and
the predicted features and the resulting alignment score is a function of these deviations.
In this section, we first derive an analytical expression for this variance under some rea-
sonable simplifying assumptions. We then generate synthetic range images and calculate
the variance experimentally for different values of sensor parameters.
Analytical Results
The matching algorithm in our system uses edge-based features to make the comparison
between the actual and predicted images. Thus the variability in the feature location is
equivalent to the variability in the edge detection.
It is crucial that we identify the mechanisms that result in uncertainties in the edge
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Figure 6-19: Effect of beam width on edge detection process.
detection process. One of the effects is the beam width of the laser radar, which de-
termines the range measurement per pixel. At the edges of the target, the field-of-view
imaged by the beam may include both the target and the background behind it, as shown
in Fig. 6.19. The range measurement for that pixel is determined based on the relative
intensities of the return signals which are proportional to the relative areas of the target
and the background regions viewed by the beam. Other effects that may cause variability
in detecting the edges in the range image are the speckle behavior, which results in range
anomalies, and the local oscillator shot noise, which results in Gaussian noise in the local
accuracy of the range measurements.
It is possible to develop a probability density function, which incorporates these ef-
fects, for the variation of a point feature on the edge perpendicular to the underlying edge
curve. The probability density function takes a complicated form for edges which are not
aligned with the pixel grid. However for pixels on aligned edge contours, it simply takes
the form of a uniform distribution since given the pixel grid, the edge is equally likely
to be anywhere in the image and the area covered by the target in the region viewed by
the beam, which determines the range measurement for that pixel, is a linear function of
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Figure 6-20: Perpendicular feature deviation is characterized by a uniform distribution
centered on the correct location, e*, with support equal to the pixel size, p.
the perpendicular variation of the edge. This distribution is centered at the correct edge
point, denoted by e*, and has a support equal to the pixel size, as illustrated in Fig 6-20,
where y is a random variable representing the detected location of the edge point and
p is a random variable representing the pixel size. Note that the pixel size is a random
variable since it is a function of the measured range value. The variance of y is given by
Var(y) = E [Var(yjp)] + Var (E[ylp])
= E - + Var(e*)
12
0
E 2 (6.11)
The pixel size p is a function of the measured range value
p = Or (6.12)
where r is the measured range value in meters and 0 is the full-angle beam width of the
laser radar. The expected value and variance of p can be found in terms of the expected
value and the variance of r,
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Var(y) = E -
1 [Var(p) + (E[p]2 )]12
1 [( 2 Var(r))+ (¢E[r])2 ] (6.13)
It is shown in previous work [1] that the optimal front end processor used in our system,
the fast EM/ML algorithm, calculates range estimates that are nearly unbiased with
error variances that approach the complete-data bound at higher resolutions, which is
slightly weaker than the Cram&r-Rao bound, the ultimate performance limit of unknown
parameter estimation. Therefore it is reasonable to assume
E[r] = r* (6.14)
6R2 P
Var(r) = 1 - Pr( (6.15)1 - Pr(A)Q
where P is the resolution, Q is the number of pixels in the range image, SR is the local
range accuracy and Pr(A) is the probability of anomaly. SR and Pr(A) represent the
physical parameters of a real laser radar system. Substituting these values in Eq. 6.13
leads to
Var(y) - 12 6R 2 P 1)212 1 - Pr(A) Q +()2 1
1[ ( 6R2 P)[ ± 2 ( Ri2AP) + (p*)2  (6.16)
12 1 - Pr(A) Q 12 (6.16)
where p* is the pixel size at the true range value of the target.
Table 6.8 shows the resulting feature variance and standard deviation for certain
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Coarsening Pixel Size Pr(A) SR Variance Standard Deviation
8x8 0.16 m 0.05 2 bins 21.3 cm 2  4.61 cm
10 x10 0.2 m 0.05 2 bins 33.3 cm 2  5.8 cm
8x8 0.16 m 0.1 4 bins -21.3 cm 2 ' 4.62 cm
Table 6.8: Variance and standard deviation for feature fluctuation for different values of
sensor parameters.
values of sensor parameters. It is clear from these results that the pixel size, which is
a function of the laser beam width and the range of the target to the sensor, is the
dominant factor which affects the feature fluctuation and in turn the object recognition
performance. The anomalies and the Gaussian noise that affects the range estimates are
not that significant, because of the full angle beam width which is in general on the order
of 0.1 mrad.
Experimental results
We would like to study the performance of the object recognition system we developed
as a function of sensor parameters using feature variance as a measure. The real input
imagery used in this work has been taken from Infrared Airborne Radar (IRAR) data
release. Unfortunately, the available real images are inadequate to perform experiments
in which the sensor parameters can be varied arbitrarily. Therefore, we have generated
synthetic range images using 3-D CAD models of the targets.
We are particularly interested in the statistical behavior of features along edges that
align with the pixel grid so that we can use these experimental results to confirm the
validity of the statistical model developed in the previous section. Therefore, we used
the GMC CCKW truck model which has a fairly flat top to generate 2-D rendered views
in which the top aligns with horizontal pixel grid. The result is a 464 x 454 binary image
as seen in Fig. 6-21. We then generated a planar background whose slope is chosen
according to the slope of the planar background associated with the real laser radar
range image used in the recognition experiments. The target is placed at 500 meters on
this plane. The range values in the generated image vary between 450 to 580 meters
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approximately. These values are converted to range bins by subtracting the range gate
offset of 427 meters and quantizing the values to 1.1 meters to get an equivalent image
in terms of range bins, as shown in Fig. 6-22. This corresponds to coarsening the range
resolution and has the effect of losing information about the ground attachment line
because of poor range contrast. This image is between 0 and 150 range bins as indicated
in the calibration bar on the right.
The spatial resolution of the resulting image is coarsened by choosing 8 x 8-pixel blocks
and assigning to each block a value consistent with the range values of the majority of
the pixels inside the block. Finally, we add anomalous pixels at 5% rate to simulate the
speckle behavior and add zero-mean Gaussian noise with standard deviation, 6R = 2,
to each pixel to account for the local oscillator shot noise similar to what we have done
for the real laser radar range imagery. We have set the range values of the pixels at the
edges to zero to simulate the effect of dropouts that appear on the edges of real imagery.
The final synthetic range image is illustrated in Fig. 6-23.
The generated synthetic range image is applied as the input to our system and
matched with the original GMC CCKW Truck Model. The resulting alignment of im-
age features with the model features is shown in Fig. 6-24. In this figure the white
dots represent the image features whereas the black dots represent the model features
and the pixel size is 0.1 meters. This procedure is performed ten times using simulated
data randomly generated from the coarsened synthetic range image by adding noise and
anomalous pixels. The variance for the perpendicular feature deviation is calculated as
the sample variance of the features at the top of the truck.
This experiment is repeated by changing the sensor parameters: first by increasing the
standard deviation of the added Gaussian noise to 4 range bins and Pr(A) to 0.1 and then
by coarsening the image by 10x 10-pixel blocks. The calculated variances and standard
deviations for these cases are shown in Table 6.9 together with the sensor parameters
used in the experiments.
These results confirm our earlier observation that the feature variance is affected
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Figure 6-21: Rendered view of GMC CCKW truck model.
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Figure 6-22: Noiseless synthetic range image of a truck with a planar background, coars-
ened in range resolution.
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Figure 6-23: Synthetic range image of a truck.
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Figure 6-24: Alignment of the image and the model features.
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Coarsening Pixel Size Pr(A) SR Variance Standard Deviation
8x8 0.16 m 0.05 2 bins 11.1 cm 2  3.33 cm
10 x10 0.2 m 0.05 2 bins 305.2 cm 2 17.47 cm
8x8 0.16 m 0.1 4 bins 12.48 cm2  3.53 cm
Table 6.9: Variance and standard deviation for feature fluctuation for different values of
sensor parameters
mainly by the pixel size, which in turn is a function of beam width and range of the target
to the sensor. The effect of the noise and anomalous pixels is minor. The experimentally
calculated values differ from the analytically calculated values, which may be due to two
reasons. First, the variance of the range estimate approaching the complete-data bound is
an approximation used in the analytical calculation. The range estimate variance may be
affected by the resolution of the input imagery. Secondly, the number of trials performed
could have been insufficient to obtain an accurate experimental estimate of the variance.
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Chapter 7
Conclusions
Recognizing 3-D objects from range imagery has received considerable attention in the
last few years [21,22]. Laser radar range imagery taken from IRAR data set is character-
ized by coarse range precision and low azimuth and elevation resolution. In addition, it is
degraded by the combined effects of laser speckle and local oscillator shot noise, resulting
in range anomalies and Gaussian noise in the local accuracy of the range measurements.
In this thesis, our objective was to develop a statistically optimum approach for doing
model-based object recognition using low-resolution, degraded laser radar range images.
We have attempted to build an end-to-end system that operates in an autonomous fash-
ion, using raw sensor images as its input and making a recognition decision at the output.
In the computer vision literature, many of the approaches used in object recognition
focus on target detection and pose estimation [5,24]. However, our goal was to do object
recognition in the general sense, i.e., our algorithm was supposed to deduce the identity
of the target in the image among possible candidates in a database. Therefore, the first
step in constructing the system was forming a data library involving 3-D CAD models
which are adequate representations of military targets that are likely to be present on
the site imaged by the laser radar. The system is built on the basic idea of providing a
score for the degree of match between the image of interest and each of the models and
comparing these results to reach a final decision.
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In developing the system, we used a modular and well-understood building block
approach. Our intent was to use established and mathematically well-understood tech-
niques, especially in the main components of the system. However, we did use ad hoc
techniques, as in feature extraction process, when necessary. The structure of the de-
veloped object recognition system can be decomposed into preprocessing, segmentation,
feature extraction and matching steps. Throughout our development, we investigated the
problem in two separate stages: processing the input data to extract compact information
and matching.
The preprocessor is the first component in processing the raw input data. Its aim
is to reduce the sensor-dependent perturbations so that the image quality is enhanced,
increasing the performance of the successive modules. For the preprocessor, we have
used the fast EM/ML algorithm. It performs maximum-likelihood range profile estima-
tion via the expectation-maximization algorithm, subject to regularity conditions. This
approach differs from ad hoc image enhancement techniques by the virtue of building on
the sensor physics and thus providing the required, quantified near-optimal performance
characteristics. By using the special structure of Haar wavelet basis in the maximization
step of the EM algorithm, a computationally efficient and numerically robust procedure
is obtained. The next step in our system is segmentation. Segmentation is employed not
because of clutter in the image, but to deal with the ground attachment of the target.
There are many different approaches that can be employed to this segmentation task.
However, because the input imagery is a planar, sloping, featureless background with a
target embedded in it, we have found employing an optimal laser radar imaging approach
to be the most appropriate to satisfy our purpose. Basically, we have estimated the target
and background planes separately, using the ML/EM planar range profiling approach,
and isolated the target region from the background as accurately as possible. The last
step prior to pose estimation is to extract features of both the object in the restored
image and the object model. In both cases this is accomplished from the edge curves
determining the boundaries. What results is two sets of final, compact information for
141
use in the matching process.
The matching step uses a statistical approach, posterior marginal pose estimation
(PMPE), to achieve and score the best alignment between the image and the model
data. The resulting objective function is optimized using the EM algorithm to find the
best pose estimate starting from a good initial pose, i.e., we assumed that we are provided
with the initial pose value and our purpose is to refine this value using the EM algorithm.
The search process is simplified by splitting the six-dimensional pose space into two
parts. The first part covers the two out-of-plane rotation pose parameters, which we
determine by forming a set of discrete hypotheses in the form of 2-D synthetic views of
the 3-D model. The use of available range information then reduces the dimension of the
search space to three, involving in-plane translations and in-plane rotation. In our work,
we focus on these three parameters. Reduction of the pose space, in addition to being
computationally efficient, brings an additional benefit. Both the image features and the
model features are transformed into a new coordinate system, using the available data, in
actual object dimensions instead of number of pixels. As a result, models of considerably
different sizes with respect to the actual target in the image are automatically elimi-
nated because they are not allowed to be scaled, and hence are constrained to have poor
degrees of alignment. The only misclassification possibilities arise from models having
approximately the same size as the target.
The recognition experiments performed to test the system confirm these expectations.
These experiments show that, despite the low-resolution nature of the input imagery, our
algorithm succeeds in gaining adequate information to correctly recognize the target
among the military vehicles known to the recognition system. It is also possible to
discriminate two different models of the same vehicle, i.e., two tanks, by means of this
algorithm, as long as their shapes and sizes are sufficiently distinct.
Recognition performance was explored by employing multiple trials of matching of
the correct model and one of the incorrect models to randomly generated range data.
These results also achieved the correct decision in each case, giving us confidence in the
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robustness of the developed system. Further analysis involved performing matching of
the correct and the incorrect tank models to input imagery preprocessed at different levels
of resolution. The results demonstrated that the alignment performance was degraded
by reducing the spatial resolution of the input imagery. The target edges become sharper
by increasing the block size used in preprocessing, resulting in poorer matches with the
tank models having curved edges.
Finally, the object recognition performance was investigated in terms of the effect of
sensor parameters. An analysis, using reasonable assumptions, followed by experiments
in which synthetic range images were generated, was used to explore the effect of varying
the sensor parameters. The results show that the most important parameters are the laser
beam width and the range of the target to the sensor, which collectively determine the
size of the pixels on the target. The effect of the anomalous pixels and the Gaussian noise
is not that significant, because of the size of the beam width and our use of the optimal
front-end processor whose range-estimation performance approaches the complete-data
bound.
Future work can proceed in many directions. First, it is necessary to find a method to
figure out a suitable initial pose for PMPE refinement. In principle this could be achieved
by an exhaustive search over the whole image. Determining the initial pose becomes
even more difficult when clutter is involved in the image. Our algorithm claims that the
misclassification occurs only because of the object models in the data library that are
similar in appearance and size to the correct model associated with the input data. The
algorithm can be improved by including a hypothesis testing step after the classification is
done to reject the targets having scores below a certain threshold. Recognition may also
be improved by identifying appendage-like parts which are highly specific to particular
vehicles. In addition to these issues, there is room for improvement in the segmentation
and feature extraction steps of the system so that they provide better performance.
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