Abstract. Certain excess versions of the Minkowski and Hölder inequalities are given. These new results generalize and improve the Minkowski and Hölder inequalities.
Introduction and summary
Let p and q be positive real numbers such that where, as usual, X p := E 1/p |X| p ; see, e.g., [7] . From now on, to avoid unpleasant trivialities, let us assume that X p + Y p + Y q < ∞.
A special case of Hölder's inequality is Lyapunov's inequality, which states that E X α is log-convex in real α, with the conventions 0 0 := 1, 0 α := ∞ for α < 0, and 0 · ∞ := 0, so that E X 0 = 1, and E X α = ∞ if α < 0 and P(X = 0) > 0. In particular, we have X 1 X p . So, we may define the (always nonnegative) p-excess of X by the formula
One may note that E 2 (X) is the standard deviation of the r.v. X. Introduce also the covariance-like expression
which is the true covariance, Cov(X, Y ), of the r.v.'s X and Y in the case p = 2.
As will be shown in this note, the following Minkowski-like and Hölder-like inequalities for the p-excess hold: if p 2 (so that 1 < p 2), then
More generally, for θ ∈ [0, 1] define the (p, θ)-excess of X by the formula
which interpolates between X p = E p,0 (X) and E p (X) = E p,1 (X), and then also
which interpolates between Cov(X p−1 , Y ) = C p,0 (X, Y ) and C p (X) = C p,1 (X, Y ). Inequalities (1) and (2), along with the Minkowski and Hölder inequalities, can be extended as follows:
and
For any real p > 2 and any θ ∈ (0, 1], inequalities (3) and (4) do not hold in general.
Obviously, the Minkowski and Hölder inequalities are the special cases of inequalities (3) and (4), respectively, corresponding to θ = 0, and (1) and (2) are the special cases of (3) and (4) corresponding to θ = 1. Moreover, considerations in Round 1 of the proof of (4), to be given in Section 2, show that inequality (4) is, in a sense, an improvement of Hölder's inequality (for p ∈ (1, 2)). Similarly, the derivation of (3) from (4) in the paragraph containing formulas (31) and (32) shows that inequality (3) is an improvement of Minkowski's inequality (again for p ∈ (1, 2)).
Proof of Theorem 1
We shall see at the end of this section that inequalities (3) and (4) are easy to obtain from each other, so that it is enough to prove one of them. (4) . This proof is much more difficult than that of Hölder's inequality. It will be done by a number of rounds of reduction of the difficulty of the problem.
Proof of inequality
Round 1: Reduction to the case θ = 1 Consider the differences
between the left and right sides of inequalities (4) and (2), respectively. For nonnegative real numbers A, B, C, consider also
The following lemma will also be used in Round 8 of this proof. Introduce also
Lemma 2. Suppose that the nonnegative real numbers
and then a := γc −1/q and b := c 1/q . Then
. Lemma 2 is thus proved.
Now take any θ ∈ [0, 1] and note that ∆ p,θ (X, Y ) = ∆ p;A,B,C (θX, θY ) with
. Thus, to prove inequality (4), it is enough to prove its special case, inequality (2).
Round 2: Removing the case p = 2
This round is very easy. As was noted, the case p = 2 of (2) is the Cauchy-Schwarz inequality. So, it is enough to prove (2) for p ∈ (1, 2), which will be henceforth assumed.
Round 3: "Finitization" of the probability space Wlog the r.v.'s X and Y take only finitely many values (one may approximate X and Y from below by nonnegative simple r.v.'s and then use the monotone convergence theorem). Therefore, wlog X and Y are defined on a finite probability space. For instance, we may assume that the probability space is (I, Σ, µ), where I is the finite set {(x, y) : P(X = x, Y = y) > 0}, Σ is the σ-algebra of all subsets of I, the probability measure µ is defined by the condition µ({i}) = w i := P(X = x, Y = y) for all i = (x, y) ∈ I, and the r.v.'s X and Y are defined by the conditions X(i) = x and Y (i) = y for all i = (x, y) ∈ I. So, the r.v.'s X and Y maybe identified with finite-dimension vectors (x i ) i∈I and (y i ) i∈I , respectively.
Round 4: Reduction to an extremal problem
Introducing also the vector W := (w i ) i∈I , we can rewrite inequality (2) as
where m 1,1 , m 1,p , m 2,1 , m 2,p are any (strictly) positive real numbers,
the symbol · denotes the dot product in R I , and T I;m1,1,m1,p,m2,1,m2,p is the set of all triples (X, Y, W ) of vectors X = (x i ) i∈I , Y = (y i ) i∈I , and W = (w i ) i∈I with nonnegative coordinates such that
here and in what follows, 1 := (1) i∈I , the vector with all coordinates equal 1. One may note that, in view of the standard convention sup ∅ = −∞, inequality (9) is trivial whenever m 1,1 , m 1,p , m 2,1 , m 2,p are such that T I;m1,1,m1,p,m2,1,m2,p = ∅. A reason for the numbers m 1,1 , m 1,p , m 2,1 , m 2,p to be assumed strictly positive is that, if at least one of them is 0, then for any (X, Y, W ) ∈ T I;m1,1,m1,p,m2,1,m2,p at least one of the r.v.'s X, Y is almost surely 0, which makes inequality (9) trivial.
Round 5: Compactification, by a change of variables To solve an extremal problem such as the one stated in Round 4, it is natural to use the method of Lagrange multipliers. To be able to do that, we need to ensure a priori that the supremum in (9) is attained. However, this does not seem easy to do, since the set T I;m1,1,m1,p,m2,1,m2,p is not bounded and hence not compact in general; indeed, for any real β > 0 and any i ∈ I such that w i = 0, one may take however large x i 0 so that the condition x whereT I;m1,1,m1,p,m2,1,m2,p is the set of all triples (U, V, W ) of vectors U = (u i ) i∈I , V = (v i ) i∈I , and W = (w i ) i∈I with nonnegative coordinates such that
and, for (U, V, W ) ∈T I;m1,1,m1,p,m2,1,m2,p ,
Indeed, the supremum in (9) is no greater than that in (11); at this point, we can only say "no greater" because the (following by (10)) expressions x i = (u i /w i ) 1/p and y i = (v i /w i ) 1/p of x i and y i in terms of u i , v i , w i will only be valid if w i = 0. The important point here is that the setT :=T I;m1,1,m1,p,m2,1,m2,p is compact, and the function∆ p is continuous on it. So,∆ p attains the (global) maximum on the setT wheneverT = ∅, which will be henceforth assumed wlog.
For any vector R = (r i ) i∈I ∈ [0, ∞) I , let
In view of (13) and the condition (stated below (9) may be identified with the triple (U | I U * , V | I V * , W | I W * ) of the restrictions of U, V, W to the sets I U = I U * , I V = I V * , I W = I W * , respectively; here, for instance,
Round 7: Obtaining Lagrange multiplier equations
Now we are ready to apply (say) the Carathéodory-John version of the Lagrange multiplier rule (see e.g. [6, page 441] ). In view of (15), there exist some real numbers α, λ, µ, ν, ρ, ω (Lagrange multipliers) -with α corresponding to the minimized∆ p (U, V, W ), and λ, µ, ν, ρ, ω corresponding to the restrictions in (13) and (12) 
and the triple (U * , V * , W * ) is a solution to the following system of equations for (U, V, W ):
Multiplying (both sides of) equations (18) and (19) by u i and v i , respectively, we have
A difficulty in analyzing these Lagrange multiplier equations is that some of the Lagrange multipliers α, λ, µ, ν, ρ, ω may take zero values. In a certain sense, this corresponds to the fact the difference between the left and right sides of inequality (2) can attain its maximum (zero) value in a number of ways, including the cases when X = Y and when Y is a constant. Also, we have to account for cases when some of the values of u i , v i , w i are 0, that is, when i is not in the corresponding sets I U , I V , I W .
In particular, we have to consider the cases when u i > 0 or v i > 0 while w i = 0 that is, when i ∈ (I U ∪ I V ) \ I W . Recalling (10), we see that, in terms of the "original, pre-compactification" variables x i , y i , w i , these cases reflect the possibility for these variables to vary in such a way that for some i ∈ I we have w i ↓ 0 while x i → ∞ or y i → ∞ and, moreover, x p i w i or, respectively, y p i w i converges to a finite nonzero limit. This kind of phenomena may be thought of as part of the mass of the "distribution" of U or V running away to ∞. This brings us to the following round.
Round 8: Analysis of Lagrange multipliers, part I: Removing "the masses at ∞" Take any triple (U, V, W ) ∈ ([0, ∞) I ) 3 satisfying the Lagrange multiplier equations (18)-(20). On the set I W , define the probability space by the condition P({i}) = w i for all i ∈ I W , and then define r.v.'s X and Y on this probability space by the conditions
The r.v.'s X and Y are well defined, because w i > 0 for all i ∈ I W and i∈IW w i = i∈I w i = 1. Then, by (14) and (7),∆ p (U, V, W ) = ∆ p;A,B,C (X, Y ), where
"the masses at ∞". By Hölder's inequality, here the condition
Thus, it remains to show that ∆ p (X, Y ) 0 for X and Y as in (23) Proof. This proof consists in the consideration of a system of simple cases, keeping in mind the condition µ = 0. If E p,θ (X + tY ) = 0 for some t 0, then obviously g(t) 0; otherwise that is, if E p,θ (X + tY ) > 0 , we can write
in view of already proved inequality (4); here, g ′ (0) is understood as the right derivative of g at 0. So, for each real t 0 such that g(t) > 0, we have g ′ (t) 0. Also, g(0) = 0 and the function g is continuous. Suppose now that g(1) > 0 and let a := sup{t ∈ [0, 1] : g(t) = 0}. Then g(a) = 0 and 0 a < 1; also, g > 0 and hence g ′ 0 on (a, 1]. In view of the mean value theorem, this contradicts the conditions g(a) = 0 < g (1) . Therefore, g(1) 0; that is, inequality (3) holds.
To finish the proof of Theorem 1, it remains to show that inequalities (3) and (4) are false in general if p > 2 and θ ∈ (0, 1]. To this end, suppose, e.g., that P(X = 1) = P(X = 0) = 1/2. Let δ p,θ (t) := ∆ p,θ (X, X + t); cf. (28) Remark 5. The simple deduction of (3) from (4) in the paragraph containing formulas (31) and (32) is essentially reversible, so that, vice versa, (4) is easy to deduce from (3). Indeed, take again any θ ∈ [0, 1]. If E p,θ (X) = 0, then P(X = a) = 1 for some real constant a 0; moreover, if, in addition, θ < 1, then necessarily a = 0. So, inequality (4) is trivial if E p,θ (X) = 0. Therefore, wlog E p,θ (X) > 0 and hence g ′ (0) exists (cf. (32)), where g is as in (31). Moreover, (3) with tY in place of Y yields g(t) 0 for t 0. Since g(0) = 0, we have g ′ (0) 0. Now (4) follows by the equality in (32). Inequality (1) was conjectured in [3] .
