We explore the precision of neural timing in a model neural system with n identical input neurons whose firing time in response to stimulation is chosen from a density f . These input neurons stimulate a target cell which fires when it receives m hits within ε msec. We prove that the density of the firing time of the target cell converges as ε → 0 to the input density f raised to the m th and normalized. We give conditions for convergence of the density in L 1 , pointwise, and uniformly as well as conditions for the convergence of the standard deviations.
Introduction.
Coincidence detection, in which a neuron (or group of neurons) fires only when it receives two or more inputs almost simultaneously, has long been thought to play an important role in the central nervous system [Abeles (1991) We formulate the question of the improvement of standard deviation by coincidence detection as follows. Imagine n identical input neurons each of which sends a projection of equal length to a target cell. (see Figure 1) . In response to a stimulus each of the input neurons sends a signal after a time delay selected independently from a density f . The target cell fires, if it fires at all, at the first time that it received m inputs in the previous ε msec. We denote the random variable for the time of firing (conditioned on success) by T m,n,ε,f , its density by g m,n,ε,f and its standard deviation by σ m,n,ε,f . The mathematical question is to determine the behavior of σ m,n,ε,f (and g m,n,ε,f ) as a function of n, m, ε, and f .
In [Reed, Blum, and Mitchell (2002) ] it was shown using Monte Carlo simulations that the dependence of σ n,m,ε,f on ε and m is complex and often counter-intuitive. For example, one might expect that as ε increases, the timing would become less accurate, i.e. σ n,m,ε,f would be an increasing function of ε. In some cases, this is what was observed (for example, n = 10, m = 2, f is exponential). On the other hand, for the same f and n but with m = 8, σ m,n,ε,f is a decreasing function of ε and with m = 5, σ n,m,ε,f is non-monotone and has a peak at an intermediate value of ε. Similarly, one might expect that as m increases, σ n,m,ε,f would decrease. In fact, for most choices of parameters, σ n,m,ε,f is a non-monotone function of m. A scaling argument showed that it is sufficient to consider f with standard deviation equal to 1 msec.
This paper is devoted entirely to the mathematical issues involved in the small ε limit.
Specifically, the purpose of this paper is to prove that the density g m,n,ε,f of T m,n,ε,f converges to the input density f raised to the m th power and normalized as ε → 0. We begin with convergence 
In terms of the order statistics, T m,n,ε,f is conditioned on success in triggering a response, i.e.
on Aε := {i : Xi − Xi−m+1 ≤ ε} = ∅. Therefore we define
In the course of the L 1 proof we take the additional time to find explicit bounds on the errors terms because these will be helpful in proving the other types of convergence addressed in Section four.
THEOREM 1 Let f be a density and let
Throughout the proof we will refer to five Lemmas stated and proved in the next section.
The first lemma allows us to consider the above limit without normalizing the densities. Lemma 2 is essentially set theoretic and is used to estimate the key integrals which have as limits of integration a minimum of two variables. Lemmas 3, 4 and 5 introduce and give properties of the bounded linear transformation Jε, which appears repeatedly. In the proof m, n, and f are fixed, so for simplicity of notation we will denote T m,n,ε,f by Tε and g m,n,ε,f by gε. Note however that m, n, and f do play a strong role in the proof. In fact, it is the elimination of the dependence on n which makes the proof difficult and it is the specific characteristics of the density f which determine the type of convergence.
Proof of Theorem 1:
Let f {X i |Tε=X i } (x) denote the conditional density of X i given that T ε = X i and let P i be the probability that T ε = X i . The density g ε of T ε is the normalized sum from i = m to n of these conditional densities.
where P (success) = P (Aε = ∅). Using the joint density of the Xis (1), we can compute
by integrating over the appropriate event. 
where Ω 1 ,Ω 2 , and Ω 3 are the sets
The upper limit of integration for x k , where 1 ≤ k ≤ i − m, is therefore the minimum of x k+1 and x k+m−1 − ε which we denote x k+1 ∨ x k+m−1 − ε (We'll call these mins). We can now write the integral over the first i − m variables as follows
The upper limit on the first integral is simply
Lastly, since Ii(x) does not depend on xi + 1, . . . , xn, it can be pulled out of the integral (4) to give
where F (x) is the cumulative distribution function of the Yis. Using (7) and multiplying the numerator and denominator by the convenient factor
where
By Lemma 1, it suffices to show convergence of the un-normalized functions P ε g ε
If we could replace (8) then the binomial theorem would give us precisely P ε g ε = f m . We therefore proceed to show that
and to obtain explicit bounds on the errors. This is the heart of the proof since the integrals Ii and the errors depend on n but the limit does not.
The case i = m is simple,
Where
For i > m, we must find estimates of h(
Since each of the variables
is approximately h(x, . . . , x, ε). Subtracting the integrals and using the positivity of f , for
Applying the triangle inequality with each of the variables xi−m+1, . .
If m < i < 2m, then we can compute h(x, . . . , x, ε) explicitly:
If i ≥ 2m, we shall show that h(x, . . . , x, ε) is approximately
. Above, we were able to remove all of the mins from the limits of integration. In this case there are more than m − 1 variables so only the last m − 1 mins can be removed yielding
Lemma 2 shows how to take an iterated integral with a min in the upper limit of the first variable and change it to a similar iterated integral without the min by subtracting an error term. Applying Lemma 2 repeatedly, we have
We must now estimate these error terms. In the formation of the j th error term, we have used Lemma 2 with k = i − m − j and l = i − 2m − j + 2. Therefore the j th error term is given by
Using the positivity of f , and applying Lemma 3 which bounds
Note that this estimate depends on the fact that Reed and Simon (1975) ]. Summing these estimates and using the binomial theorem, we have
Now we can estimate I i (x). In the integral for I i (x) given in (6) we replace h(
, giving rise to
From (9)
If m < i < 2m, E 2 = 0 by (10) and if i ≥ 2m, we use (11) to obtain
Finally, Lemma 4 shows that
Summing (12) over i and using the binomial theorem yields
We can now estimate
where we have used Lemma 3 and Hölder's Inequality to bound the first term and Lemma 3 to bound the error terms. By Lemma 5, 
. Then, by the L 1 convergence of fε, we can choose α so that
and, similarly
Taking the integral of both sides gives
for all ε ≤ α which proves the lemma.2
LEMMA 2 Let f be an integrable function on R k−l+1
, and let k ≥ l then
Proof: Let A, B, and C be the sets in R j−i+1
Then, the lemma can be rewritten
We therefore need only prove that A = B ∪ C and that B and C are disjoint. 
Proof: Young's inequality [Reed and Simon (1975) ], shows that J ε f r ≤ j ε 1 f r ≤ f r and Hölder's inequality proves the second inequality. 2
LEMMA 4 Let f be a density and F its cumulative distribution. Then, for n
Proof: Parts (a) and (c) are proved in [Folland (1995) ]. To prove (b) we let F be the cumulative distribution of f . Then by the mean value theorem, for each x,
Other types of convergence.
In section 2, we proved that the density g m,n,ε,f of the random variable T m,n,ε,f converges in
In this section we extend Lemma 1 to include other types of convergence and state additional hypotheses on f required to obtain other forms of convergence of the densities. We then discuss convergence of the standard deviation σ m,n,ε,f .
LEMMA 6 Let B be a Banach space of measurable functions. Let . denote the norm on B.
Let {fε} be a parametrized family of non-negative functions in
Suppose that fε → f as ε → 0 in L 1 and in the norm . and that f < ∞ and f 1 > 0.
Then,
using the same trick as in Lemma 1, for all ε ≤ α,
2

COROLLARY 1 If, in addition to the hypothesis of Theorem 1, f is left-continuous, then
Proof: Since f is left-continuous, Lemma 5b states that J ε f → f pointwise. Therefore, equations (16) and (17) 
We begin with 3 Lemmas. The proof of Lemma 7 is elementary and is omitted.
. Then, using the definition of J ε and Hölder's Inequality,
Where we can estimate fy p,1, using the change of variables t = x − y, as follows
Plugging back into equation (19) gives
we can pick n so that f − f n p,1 is arbitrarily small and it is sufficient to show that 
Proof of Theorem 2: By Lemmas 6 and 7 it is sufficient to show that
We estimate the first term using Hölder's inequality and the bound on J ε proven in Lemma 8.
Since f ∈ L m,1 by interpolation, Lemma 9 applies and Jεf − f m,1 → 0. Lastly we estimate Ẽ 1 1,1, Ẽ 2 1,1, and Ẽ 3 1,1 using the bounds on these error terms from equation (17) and the bound on J ε proven in Lemma 8. ForẼ 1 we must also use equation (20) with y = ε. Note that the convergence of the standard deviation required a special type of convergence of the density functions and does not imply convergence in mean or in mean square of the underlying random variables. We have only discussed the convergence of the densities because each of the random variables, T m,n,ε,f is on a different probability space. Since the outputs are conditioned on the target cell firing, the sample space of T m,n,ε,f is the set of input firing times which will elicit a response. If we think of the input firing times as a vector in R n , then the sample space is the subset of R n with at least m of the entries within ε of eachother. Therefore, although we have given conditions for several types of convergence of the densities, we have not claimed any type of convergence of the random variables. In fact, it only makes sense to talk about the convergence of the random variables in distribution which follows easily from Theorem 1.
The First Asymptotic Correction in ε
The limiting behavior for ε small is important because it gives a simple expession for the output density g m,n,ε,f in terms of the input density f . However, as ε → 0 the probability that the target cell will fire also goes to 0. This means that the actual neural system can not operate at ε = 0. If ε is small, however, we can estimate g m,n,ε,f and σ m,n,ε,f by g m,n,0,f and σ m,n,0,f and the error can be bounded using the explicit bounds given.
If, in addition to the hypotheses of Theorem 2, we require that the input density f is differentiable, then we can compute the first correction to the density g m,n,0,f and to the standard deviation σ m,n,0,f . As in the preceeding proofs, we begin by estimating h(x i−1 , . . . , x i−m+1 , ε).
In fact, a set theoretic argument similar to the one in Lemma 
