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1. INTRODUCTION AND STATEMENT OF RESULTS 
Using new results about the propagation of singularities, we shall show 
that it suffices to approximate the exact solution of the Helmholtz equation 
locally for justification of geometrical optics. The methods which we 
describe allow us to show that the geometrical-optics approximation 
converges to the exact solution of the Helmholtz equation for a large class of 
obstacles. Apart from some technical assumptions concerning the behaviour 
of the reflected rays, we only need that solutions of the wave equation decay 
exponentially outside of the obstacle. This is true, if rays are not trapped, 
cf. [S]. In this paper, however, we shall not treat the most general case, but 
approximate the solution of the Helmholtz equation only at points X, 
satisfying the additional conditions (A2) and (A3) given below. A more 
general case will be considered in a sequel to this paper. 
Let B be a bounded open set with C” boundary in R3, and Q = R3 - B. 
The solution of 
Au + k2u = 0, (1.1) 
UlaL? =,4 P E CW), (1.2) 
a,24 = iku + @r-l), r = 1x1+ co, (1.3) 
will be approximated for k - 00. We shall calculate the contribution of the 
values of P in a neighborhood of x8 E 3B to the value of u at x, E B under 
the following assumptions. 
Let S be a given ball containing B. 
(Al) The local energy in S - B of a solution of 
<a; - A)u = 0 (1.4) 
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goes to zero as t + co, uniformly with respect to all solutions of (1.4) of unit 
energy which vanish outside S at time t = 0. 
For x,, we assume: 
(A2) None of the rays starting at x,, and reflected at aB as usual has 
more than one point in common with cYB. 
(A3) Every ray starting at x, is at most tangent to aB, to finite order. 
It will be shown that condition (Al) implies exponential decay of the 
energy in bounded subsets of Q, since we only consider three-dimensional 
space. We need assumption (A3), since we use the results in [6], which have 
been proved under this condition. Assumption (A2), finally, will be 
weakened in the sequential to this paper mentioned above. Rays involving 
finitely many reflections can be allowed, and it is only for simplicity in 
notation and proof that we state this assumption. 
In the investigation of this problem points of contact of grazing rays must 
be considered separately from the other points of aB. The latter will be called 
regular points. First we shall study the regular points. We shall approximate 
the normal derivative of the Green’s function G(x, y, k) of problem 
(l.l)-( 1.3) at such a regular point xB E aB. To this end we note that the 
Fourier transform 
R(x, y, t) = (27~~’ 1 G(x, y, k) epikt dk 
of G is the Riemann function to the wave equation. R satisfies 
(a; - d)R = 6(X - JJ) d(t), (1.5) 
RI XE8B = 0, (1.6) 
R=O for t < 0. (1.7) 
As in [ 1 ] we shall approximate R by a progressing wave expansion. The 
Fourier transform of this progressing wave expansion yields the approx- 
imation of G. This method is superior to the direct approximation of G, since 
new results about the propagation of singularities (cf. [2, 3,5,6, 91) allow US 
to show that it is sufficient to approximate R and therefore also G locally. 
Along the ray starting at x0 and reflected at x, , R (x, x,, , t) will be approx- 
imated by 
Rm(x,xo,t)=(4~~x-xo/)-16(t-~x --%I> 
cc 
> H,(f - @(X))Prn(X>~ (1.8) + c WAt - @(xl m=-1 
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where H-,(r) = 6(r), and for m > 0, 
H,(r) = l/m! rmH(r) = l/m! P, 
= 0, 
r 2 0, 
I < 0. 
w(s) E P(R) is equal to 1 in a neighborhood of 0, and vanishes for ) s 1 > 1. 
A, > 0 tends to infinity sufficiently fast for m + co. @ and p, are solutions 
of differential equations from geometrical optics: 
(my = 1 (eikonal equation) (1.9) 
2V~.Vp,tAlpp,=Ap,-,,p_,=O (transport equations). (1.10) 
For Q, we choose the function defined by Q(x) = (distance between x,, and 
x, measured along the ray starting at x0, passing over x, and reflected 
between x,, and x). It is well known that this function is a solution of (1.9) in 
a sufficiently small neighborhood of aB. We require that R, vanishes at 8B. 
At x E 8B, p, therefore has to satisfy 
p,(x) = -(4n lx - x01>-‘5 m=-1, 
= 0, m > 0. 
These relations are initial conditions for pm. Observe that R cc coincides, for 
r < d = dist(x,, B) with the exact solution 
R(x,x,,t)=lqx,x,,t)=(4nIx-x0\)-‘d(t-Ix-x,1), (1.11) 
R’ being the free space solution of (1.5) and (1.7). It will be shown that R, is 
a parametrix for the wave operator. 
Our result for regular points is: 
THEOREM 1.1. Let xg E 3B. 
(i) If none of the rays starting at x0 passes over xg, then 
8, G(x,, x0, k) decreases faster than any power of k. a,, denotes dSfferen- 
tiation with respect to the exterior normal of aB. 
(ii) If there is a ray passing over x,, which is not tangential to aB at 
xg, then 
a, G(x,, x0, k) = eiklxBexo’ ik (xB - x0) . n (xB - 4 . n 
2x(x,-XJ - 47c/xB-xxg13 
+ $, (-ik)Y-%,,p,,(x,)) + O(k-‘-‘), k+ co. (1.12) 
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The limit is uniform with respect to xs varying in any compact set of 
regular points. 
It is well known that the Green’s function cannot be approximated at 
points of contact of grazing rays using such a simple Ansatz. Here we shall 
prove some results which allow us to treat these points in some cases. First, 
we show that the asymptotic behaviour of the Green’s function depends at 
xB E aB only on the shape of the boundary in an arbitrary small 
neighborhood of x,. This allows us to reduce the problem of approximating 
the Green’s function of complicated obstacles to the approximation of the 
Green’s function of simple obstacles. For example, if B is strictly convex in a 
neighborhood of x,, then it follows from our result, that the function 
constructed by Ludwig in [4] is approximate to G, since it has been proved 
in 181, that this is the case for strictly convex obstacles. 
To formulate the result, assume that B, and B, are obstacles and that x,, is 
a point in the common exterior such that (A 1 )-(A3) are satisfied for B, and 
B,. Assume moreover that the boundaries LIB, and aB, coincide in a 
neighborhood of xB E aB, f” aB,, and that the straight line between x0 and 
x8 also belongs to the common exterior. Let G, and G, denote the Green’s 
functions for B, and B,. Then we have: 
THEOREM 1.2. There is a relativelv open neighbourhood UC f? of xA 
with 
for k -+ co, faster than any power of k, and un$orm[y with respect to x E U. 
Using this result we can show that the contribution to u(x,,) of the values 
of p in a neighborhood of x, can be neglected in some cases. Let U be a 
neighborhood in R3 of supp,u c aB, and assume that aB coincides in U with 
the boundary of a strictly convex obstacle B,. Let x0 be a point in the 
common exterior such that (Al)-(A3) are satisfied for B and B, , and 
assume that x E supp p can be connected to x0 by a straight line in iFi 3 - 5 if 
and only if this straight line lies in R3 - B, . Theorem 1.1 (i) and Theorem 1.2 
now imply for the Green’s functions 
I a, G(x, x0 k) - a,, G,(x, x,, , k)l-, 0, 
uniformly for x E supp ,u, hence 1 u(xo, k) - u,(xo, k)l + 0, for k -+ a), faster 
than any power of k. Here u1 denotes the solution of (l.lt(1.3) with B 
replaced by B,. It therefore suffices to determine u,(x,, k). We consider the 
Fourier transform u of ui. It will be seen that v satisfies 
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<a; - d)v = 0 in 0, 
u LB =4x> w>, 
v=o for t < 0. 
(1.13) 
(1.14) 
(1.15) 
In 191 it is shown (Theorem 1.3) that for strictly convex obstacles WF(v) 
is contained in the bicharacteristic strips of the operator 3: - d passing over 
the elements of WF&(x) s(t)) G P(aB, x R). Let M@) be the projection to 
the (x, , x2, x,)-space of these bicharacteristic strips passing over 
IVY@(x) s(t)). Using this result we obtain: 
LEMMA 1.3. Let x0 @G Mb). Then ul(xO ,k) -+ 0, hence also u(x, , k) + 0 
for k * 00, faster than any power of k. 
Suppose now that aB coincides in a neighborhood of all the points of 
contact of the grazing rays starting at x, with the boundary of a strictly 
convex obstacle B, , and that x,,, B, and B, satisfy the assumption made 
before Lemma 1.3. Let I’, , V2 5 aB be an open covering of aB, where 
V, G aB n aB, is a neighborhood of the points of contact of the grazing rays 
starting at x0. We choose I’, so small, that none of the normals n(x) at 
x E v, is parallel to x -x,,. Let x,, xZ E P(aB) with supp xi c I’, and 
supp x1 G V, be a partition of unity. Theorem 1.1 and Lemma 1.3 imply 
COROLLARY 1.4. Let ,u E C(aB), and assume that p is injinitely differen- 
tiable in V,. Then we have for the solution u of (l.l)-( 1.3) 
4d = ( iu(x>xl(x) eik’x-’ 
(x - x0) . n (x - x0) . n 
a 
ik 2n lx -xol2 - 4n ,x _ xo,3 
+ g (-ik)-“-’ a,p,(x) dS, + O(k-‘-*). (1.16) 
m=-I 
This can be seen as follows: Let ,uu, =xi,u and pu, = x2,u, hence fi =~i +P,. 
Mb,) is contained in the set of all points x + yn(x) with x E V2 and y > 0, 
since ,u2 is infinitely differentiable and supppu, c V,. Thus we have 
x0 @ M(,& by definition of V,, hence, by Lemma 1.3, the contribution of p2 
to u(x,) decreases faster than any power of k. Equation (1.16) therefore 
follows from (1.12). 
Assume that p is Z-times differentiable. In this case the limit of the integral 
in (1.16) can be calculated by the method of stationary phase, leading to the 
usual geometrical optics approximation of u. It is readily seen that the 
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essential contribution to u(xO) comes from the values of p in a neighborhood 
of the points x where n(x) is parallel to x -x,. However, if p is not smooth, 
then also the values of ,D at other points of 3B can yield essential 
contributions to u(xO). 
2. PROOF OF THEOREM 1.1 
The proof consists of three parts. In the first part we define more precisely 
what we mean by a solution of (1.5F(l.7). Then we show that a unique 
solution exists. 
Let <YO denote the space of all functions 4(x, t) E Cm@ X R) with 
d,“@(x, t) = 0 for x E cYB, m = 0, 1, 2 ,..., and 
sup 1zQ”$(z)1 < al 
rcBXR 
(2.1) 
for all multi-indices a, /I. We supply L4*0 with the topology induced by these 
seminorms. By ,i”b we denote the dual space. For u E <i”b we define Au and 
2,~ by Vu, 4) = (~3 4x4) and (a,u, 4) = - (u, a,#). By a solution of 
(1.5~(1.7) we mean R E %Yh with 
(2; - d)R = 6(x - x0) d(t) (2.2) 
and 
R =O, for t < 0. (2.3) 
Here we set y = x0. Let us show, that R exists and is uniquely defined. By 
,‘Yh,, we denote the space of all 4 E C”(D) with dm#laB = 0 for m = 0. 1, 2,..., 
and SUP,,~ ( x4Dal < co for all multi-indices a, p. 
Just as in the proof of Lemma 2.1 of [8] it follows that for every 4 E ,yO*, 
there exists w(x, t) = U(t)4 E YO,, with 
<a: - d)w = 0, for t < 0 
w(x, 0) = 0 
2, w(x, 0) = -(b(x). 
Using imbedding theorems in Sobolev spaces, we also obtain 
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where the constant C is independent of t. These properties of w show that 
t’(X, t) = v(t)4 = I” U(t - s) #(y, s) ds, 4 E <;“o, 
f 
satisfies (a:-d)v=# and ~u(x~,~)~~C~~~,~,,~,~~SU~~~~~~,~Z~D~~/. 
Moreover, we have u(x,,, 0) = 0 if supp 4 G (t < 0). The distribution R E 96 
defined by 
(4 4) = (66 - xo) J(t), 4~ 4) = u(xo, 0) 
is therefore a solution of (2.2), (2.3). 
We show next that R is uniquely defined. Note first, that x-+ V(t)4 E 9& 
for all 4 E ,YO, which follows from a domain of dependence argument and 
the fact that d is rapidely decreasing. This implies r(t) V(t)t$ E -VO, where 
5 E C”(R) satisfies 
t(s) = 0, s < -2, 
= 1, s > -1. 
Now suppose that S is another solution of (2.2), (2.3). Then we have 
(R - S, (8: - A)#) = 0 for all Q E .i;vO, hence, in particular, 
0 = (R - S, (a: - ~)(O’(t)~)) 
= (R - S, 6%) WW + W,W, W>$)) 
+ (R - 5 t$>. 
The first term on the right-hand side of this equation vanishes, since 
suPPIG%) V(f)4 + 2(U)(a, I+)991 5 it < 01, 
and R - S vanishes for t < 0. This yields (R - S, 54) = 0, hence 
(R - S, $) = 0, as supp(1 - <)# E {t < O}. Since 4 is arbitrary, we conclude 
R = S. 
In the next step of the proof we verify the following lemma. 
LEMMA 2.1. Let x, be a reguiar point, and suppose that xB is a point of 
reflection of a ray starting at x0, 
(i) Then there exists a relatively open neighborhood U of xB in fi and 
u E P(U x I?) with 
R(x, x0, t> = R,(x, x,,, t> + u(x,xo, t) 
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for (x, t) E U x R. Here, 
+ ? v(W - @>I H,(t - @)P,, (2.4) 
m=-I 
where the sequence A,,, > 0 tends to infinity suflciently fast. 
(ii) If none of the rays starting at x, is reflected at xB, then we have 
R E Cm(U x iR). 
(iii) For every multi index a E Z4 and every r > 0 there exist 
constants T, C, C, > 0 such that 
I 
ID*R /’ dx-< C,eeCt, t > T. 
a, 
Here weset0,={xED)/xl<r}. 
Proof: (i) Choose a bounded, relatively open neighborhood VG fi of 
xs such that @ is defined in V. The definitions (1.8) of ly and H, imply that 
the series in (2.4) is uniformly convergent in V if 1, --) co suffkiently fast. 
We show that we can choose 1, such that 
(a;-d)R, E Coo(Vx IR). (2.5) 
From the definition (1.8) of H, and v it follows that 
lD”(H,,,(t - @)p,)J < C, /t - @plm-la’, CW 
for (x, t) with 1 t - @(x)1 < 1, and 
(2.7) 
uniformly in V, where a E L4, /a/ <m - 1 in (2.6) Let 
R,=(~~c[x-x,,()-‘8(t-/x-xX,()+ i vGL(t - @I> H,& - @I pm. 
??=-I 
By some calculations we obtain that 
(Ma: -A)#) = U, + g, + h,, 4) V-8) 
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for 4 E Y,, with supp 4 G V X R. Here 
f,==2 i TV/. v’(H,p,)EC”? 
m=-I 
g, = i H,p,(d: - A)t,u E C”, 
??=-I 
and 
h, = \‘ y@; - A)(H,p,), 
m=-I 
where V’ = (i 8X1 )..., i a,, , a,), and the arguments of v/ and H,,, are the same 
as above. Note that h, i C’- ‘(V X R), since (1.9), (1 .lO), and the fact that 
v = 1 near 0 imply 
h, = ly(l,(t - CD)) H,(t - @) Ap, E Cl-’ 
in a neighborhood of (x, t) with t = Q(x). 
Leibniz’ rule, (2.6), and (2.7) together yield 
(2.9) 
for ] a] < m - 2 and A,,, sufficiently great. Here we used that 
v(A,(t - di)) = 0 for /1, It - @j > 1. This estimate and (2.9) show that h, 
converges to an infinitely differentiable function for 1 --f co, and in the same 
way we can achieve this for f, and g,. On the other hand, (a: -A} R, -+ 
@-A)R,, so (2.5) follows from (2.8). 
We also have that R, is infinitely differentiable away from the points 
(x, t) with l= Q(x) if i, -+ cg sufficiently fast. We omit the proof, since it is 
almost the same as the proof given above. 
Let u(x, t) = R(x, x0, t) - R,(x, x0, t). For the proof of (i) it suffices to 
show that u E P(U x R) for a suitable relatively open neighborhood U E d 
of x,. First we show that (x,, t) & sing supp u for all t. Let t, = Jxg - x0 ] 
and 
PO = (x0,0, -5(x, -x0) IXB -x0/-‘? f> E q&,o,(Q x RI. 
Let y: [0, fH] + (r*(n x F?)\O)u P(XI x W) be the integral curve of the 
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broken Hamiltonian flow with y(O) =por so that y(t) E r*(Q X in) for 
0 < t < te and y(t,) E T&,lsl (30 x IR). The results proved in [ 3, 5,6,9] show 
that if p E WF,(R(~, x0, .)) has the x-coordinate equal to x8, then its t 
coordinate is equal to t,. 
Note that we need assumption (A3) at this point, since the results in 161 
have been proved under this assumption. As noted above, the same fact 
holds for R, , which implies that (xB, t) @ sing supp c for t # t,. Hence it 
suffrcies to show that (x,, tB) @ sing supp L’. 
Observe that supp v(., t) G (Ix - x0/ < t) for t < t,, and we shall see that 
m@>> 6s suPP n(.. t) (2.10) 
for t < t,. Here II: r*(Q x IR) -+ B x iR is the natural projection. Therefore 
we have dist(supp v(., t), x,) > t, - t. This fact, u lxGas = 0, and 
(a: - d)v E Cm(V X iR) together imply that (xs, tB) @ sing supp U, which 
follows from the transversal case of the reflection of singularities theorem. 
Alternatively, it can be seen by standard energy estimates. 
Equation (2.10) follows from a domain of dependence argument, which 
shows that in a neighborhood of ZZ(y(t)) for t < t, the Riemann function R is 
equal to the free-space Riemann function defined in (1.11). By definition, this 
is also the case for R oo, which proves (2.10), hence (xs, t) & sing supp c’ for 
all t. 
From this we conclude that for every bounded interval I there exists a 
neighbourhood U of xg with U x In sing supp z: = 0. Since the definition 
of R, and the reflection of singularities theorem show that 
Vf’ sing supp v(., t) = 0 for large t, the proof of (i) is complete. 
(ii) This is a direct consequence of the propagation of singularities 
theorem. 
(iii) Choose r > 0 such that B G (1x1 < r}. By the propagation of 
singularities theorem we know that there exists t, such that 
sing supp R(-, t, x0) G {[xl > 4r} for all t > t,. For such t we decompose R in 
the following way: Let cr. & E Cm(lR3) with 
r,(x) = 0, 1x1 < jr, 
= 1, Ix1 > 4r, 
L(x) = 0, I-X < r, 
ZZ 1, 1x1 > 2r. 
Let L’~ be the solution of 
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(a;-d)v,=O in i2 x [to, co) 
L’l LB = 0 
qJ,(x, to) = (1 - G(x)) ap(x1 x0, to>, m=o, 1. 
It follows from assumption (Al) and the results of [8] that 
IDnv,/2 dx< C,e-” for suitable C, C, > 0. 
Let u2 be the free space solution of 
(a;-d)v,=O in R3 X [to, co), 
a;v,(x, to) = t, (xl 6”R (A x,, , to), m=o, 1. 
The propagation of singularities theorem implies that L’~ has the same 
singularities as R, and Huygens’ principle implies that there is t, such that 
E?(x, r) = 0 for 1x1 < 2r and t > f,. as supp <,(.) R(., x0, to) is compact. The 
function (3: - d)(r,(x) v,) therefore is infinitely differentiable and has 
compact support in R x (to, co). Hence, the solution uj of 
(a:-d)v,=-(8:-d)(r*u,) in0 X R, 
v3 LatJ = 0, 
v3 =o, for t<t,, 
also satisfies lo, lDau3 I2 dx < C, ec”. 
v, + r, v2 + v3 is a solution of the wave equation for t > to, vanishes at 3B 
and is equal to R at t = to. Since also the time derivatives coincide at r = lo, 
we have R = vi + czv2 + vj. From the properties of U, , v2 and u3 the 
assertion of (iii) thus follows. 
In the last step of the proof we study the Fourier transform R^ of R and 
show that it is equal to G. As usual we define the partial Fourier transform 
Z?(x, x0, k) of R(x, x0, t) with respect to t as follows: fi E 9; is the 
distribution defined by (R^, 4) = (R, 4) for all 4 E Yo, where 
4(x, t) = 1$(x, k) eikt dk. 
Let B o,x be the subset of .i”i,, of all functions with bounded support, 
supplied with the suitably modified topology of Schwarz’ space g. For 
d E go,, and x E P’(R) we obtain 
(R^, i(x) x(k)) = CR #lx) i(t)) = 1 (R, e’“‘#(x)) X(k) dk, (2.11) 
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where (R(x, x0, t), e’&‘+(x)) is defined in an obvious way using 
Lemma 2.1 (iii). This formula shows that, for every k, I?(., x0, k) defines a 
distribution on QO,x defined by 
(R^(x, x0, k), #(x))~ = (R, eikf#), (2.12) 
and since, by (2.2), 
(-(A + k’)R ,^ 4(x) x(k)) = (4~ - xo> 4th 4(x> i(t)) = d(xo) j- x dk 
(2.11) implies 
-(A + k2) I?(., x0, k) = 6(x - x0). (2.13) 
Standard elliptic regularity theorems now yield I?(., x0, k) E Cm(L?\(xo)). 
Also, we can derive a representation formula for I?: 
Choose r > lx01 such that Bs {lx/ < r}, and choose (E P(lR”) with 
C(x) = 0, /xl < r, 
= 1, Ix/ >r+ 1. 
<(x)R vanishes for t < 0 and is the free space solution of (a: - d)w =A 
where f = -2V< . VR - R A& Therefore we have t;R = I? * f, where I? is the 
free space Riemann function defined in (1.1 l), and convolution is defined by 
(R” *.A 4) = (KY, s>, (KY, x, 4, 4(x, t + s))), (ii E .9yR4). 
The function (y, s) b (I?(y, x, t), 4(x, t + s)) is not necessarily contained in 
P’(lR”), but it is rapidly decreasing with respect to s, hence, since 
suppS(., s) is bounded independently of s, the definition makes sense. 
Equations (1.11) and (2.12) now imply for 4 E go,, with supp 4 G 
(1x1 > r + 1): 
(I& @), = (a * A eikf#) = (f(y, s), eiks(Rx, y, 0, e’“‘#(x))) 
= (fly, k), 1 (4n Ix - yl)-’ eikttxby’ d(x) dx), 
=~(J:(4nIx-y~)~‘eik’“-Y’)y~(x)dx. 
Here we used the definition off and the fact that suppfn supp 4 = 0. Thus 
we have for 1x1 > r+ 1 
I?(x, x0, k) = (j: (471 Ix - y I)- ’ eik’x-y’)y, (2.14) 
which is the desired representation formula. 
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Now we are ready to show that l? = G. Note first that G(., x0, k) E Cd;., 
satisfies 
and 
-(A + k’) G(x. x0, k) = 6(x - x,,) (2.15) 
G(x, x0, k) = [ (4n 1.x - ~1)~’ eik’x-y’ g(y, k) d) (2.16) 
for 1x1 > Y + 1, where g = -2V[ . VG - G d<. It suffices to show that 
(I? -- G, 4) = 0 for all rj E g,,,. Let W, = -(G * 4) . {,(1x] - r), where 
5, E C”‘(R) with 
r(s) = 1, s < 0, 
= 0. s> 1. 
Then we have W, E tioqX and, by (2.13) and (2.15), 
0 = (d - G, (A + k*) w,) = lim (R  ^- G, (d + k*) wr) 
r-m 
= (Z? - G, 4) - p+i 1. (It - G)[2V(G * 4). VY,(]xi - r) 
f (G * ~)~<,(lxl- r>l dx. 
Partial integration and the asymptotic behavior of R^ and G, which can be 
obtained from (2.14) and (2.16), show that the last term of this equation is 
equal to 
-?i; [ (& - G) V(G * 4) - (G * #) V(R^ - G)] * V<,(]X] - I) dx = 0, 
' . 
1. 
hence (R  ^- G, 4) = 0 and therefore also Z? = G, since $ is arbitrary. 
It remains to calculate the Fourier transform in a neighborhood of xg. 
Using (2.12), Lemma 2.1 (i), and the fact that suppR,(x, x,,, .) is bounded 
uniformly in U, we obtain 
x(x, x0, k) = (R,(x, x0, t), ei’“), + 6(x, I). 
As 2) E Cm(U x R) and v together with all derivatives decreases 
exponentially as t + co, uniformly in CJ, we obtain 0: z? -+ 0 for t + co, faster 
than any power of k, and uniformly in U. By construction the series in (2.4) 
is uniformly convergent in U after termwise differentiation to arbitrary order. 
This yields 
DZ(Rm, ,i’“), = D,“(4n Ix - xo I)- ’ eiklx-d 
+ 9 D:(@,(t - @)) H,(t - @)P,, eilkjr, 
m--1 
from which the assertion of Theorem 1.1 follows by a simple computation. 
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3. PROOF OF THEOREM 1.2 
We use the notations introduced before Theorem 1.2. Let VE 8B, f‘l dB, be 
a neighborhood of xB. For x E IR” let 
Assumption (A2) implies that E, = s(xs) > 0. We choose a sphere S with 
centre at xB and radius I < c,/4. Then we have 
4x1 > &l/2 (3.1) 
for all Y E S. Assumption (A2) also implies, that the surfaces {Q,(x) = t} U 
(ix - x01 = t} and (Q*(x) = t) U (lx - q,I = t) have positive distance from 
-yB for t > lx, -x01. @, and Q2 are the phase functions to B, and B,. In 
particular, there exists e, > 0 such that the distances of these surfaces from 
x8 are greater than s2 for all t > IxB -x01 + c,/2. We choose r < F>. Thus 
the sphere S does not intersect these surfaces for t > /xB - x,, 1 + si /2. 
Let R”’ = R + u, and R’*’ = p + z:~ be the Riemann functions for B, and 
B,, respectively. Using (3.1) we obtain from a domain of dependence 
argument, that u, and u2 depend in S n fi for t ,< lx, -x,, + E, /2 only on 
the values of al,, hence v1=u2 in Snbfor t</x,-x0/+s,/2. 
As in the proof of Theorem 1.1 we see that sing supp R”’ c { @, = t} U 
(/x - x0 ) = t} and sing supp R”’ E {@2=t}U((x-x,l=t}. Therefore S 
does not intersect sing supp R(‘) and sing supp R”’ for t > /xB - xOI + e,/2, 
hence R”’ and R”’ are infinitely differentiable in Sn n for 
t>lx,-x01+&,/2. Summing up, we obtain R”‘-R’2’EC”C(Sn?ZXIR). 
Fourier transformation of R”’ and R”’ now proves the assertion of 
Theorem 1.2. 
4. PROOF OF LEMMA 1.3 
The proof is straightforward. Just as in the proof of Theorem 1.1 it can be 
shown that the Fourier transform of the solution v of (l.l3t( 1.15) is a 
solution of (1. l)-( 1.3). The results mentioned before Lemma 1.3 show that u 
is infinitely differentiable at x,, @ Mb). Hence the statement of the lemma 
follows from the properties of the Fourier transformation. 
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