













This thesis has been submitted in fulfilment of the requirements for a postgraduate degree 
(e.g. PhD, MPhil, DClinPsychol) at the University of Edinburgh. Please note the following 
terms and conditions of use: 
 
This work is protected by copyright and other intellectual property rights, which are 
retained by the thesis author, unless otherwise stated. 
A copy can be downloaded for personal non-commercial research or study, without 
prior permission or charge. 
This thesis cannot be reproduced or quoted extensively from without first obtaining 
permission in writing from the author. 
The content must not be changed in any way or sold commercially in any format or 
medium without the formal permission of the author. 
When referring to this work, full bibliographic details including the author, title, 
awarding institution and date of the thesis must be given. 
 
























Understanding how tutors and students adapt to one another within Second Language
(L2) learning is an important step in the development of better automated tutoring
tools for L2 conversational practice. Such an understanding can not only inform con-
versational agent design, but can be useful for other pedagogic applications such as
formative assessment, self reflection on tutoring practice, learning analytics, and con-
versation modelling for personalisation and adaptation.
Dialogue is a challenging domain for natural language processing, understanding,
and generation. It is necessary to understand how participants adapt to their interlocu-
tor, changing what they express and how they express it as they update their beliefs
about the knowledge, preferences, and goals of the other person. While this adapta-
tion is natural to humans, it is an open problem for dialogue systems, where managing
coherence across utterances is an active area of research, even without adaptation.
This thesis extends our understanding of adaptation in human dialogue, to better
implement this in agent-based conversational dialogue. This is achieved through com-
parison to fluent conversational dialogues and across student ability levels. Specifi-
cally, we are interested in how adaptation takes place in terms of the linguistic com-
plexity, lexical alignment and the dialogue act usage demonstrated by the speakers
within the dialogue. Finally, with the end goal of an automated tutor in mind, the stu-
dent alignment levels are used to compare dialogues between student and human tutor
with those where the tutor is an agent.
We argue that the lexical complexity, alignment and dialogue style adaptation we model
in L2 human dialogue are signs of tutoring strategies in action, and hypothesise that
creating agents which adapt to these aspects of dialogue will result in better environ-
ments for learning. We hypothesise that with a more adaptive agent, student alignment
may increase, potentially resulting in improved engagement and learning.
We find that In L2 practice dialogues, both student and tutor adapt to each other, and
this adaptation depends on student ability. Tutors adapt to push students of higher
ability, and to encourage students of lower ability. Complexity, dialogue act usage and
alignment are used differently by speakers in L2 dialogue than within other types of
conversational dialogue, and changes depending on the learner proficiency. We also
find different types of learner behaviours within automated L2 tutoring dialogues to
those present in human ones, using alignment to measure this. This thesis contributes
new findings on interlocutor adaptation within second language practice dialogue, with
an emphasis on how these can be used to improve tutoring dialogue agents.
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Lay Summary
Speakers in conversations dialogue adapt to one another in di↵erent ways,
changing things like their choice of words or phrasing depending on what
they believe about the person they are speaking with. For example, if some-
one believes they are talking to someone who is not a fluent speaker of the
language, they might choose simpler words or ask questions to see that the
other person understands them. We might expect to see this kind of adap-
tation in dialogues where learners of a second language (L2) are practising
conversation with a tutor. This thesis claims that in L2 practice dialogues,
tutors and students adapt to each other in di↵erent ways depending on
learner ability, consistent with the idea that tutors seek to strike a balance
between language that is simple enough for the learner to follow the conver-
sation while still challenging the learner, and that learners take advantage
of the examples that tutors are providing. We show that over the course of a
single dialogue, the tutor and student adapt to each other and this changes
with student ability level.
We demonstrate Linguistic Complexity adaptation. We show that how
hard or easy the language of each speaker is will change over the course of a
dialogue. For students with a low ability level, if a tutor’s language is much
more complex than the learners, tutors make their language easier towards
the end of the dialogue. For students who are more fluent speakers, if the
tutor’s language is of a complexity too similar to the student, the tutor will
increase the di culty of their language, which we think is a sign of them
pushing the student to learn.
We demonstrate Lexical Alignment, which means we show that over the
course of an interaction, tutors and students begin to use the same words as
each other. In fluent conversational dialogue between native speakers (such
as a typical telephone conversation between acquaintances), alignment is
stronger than it is in second language dialogues. We find that with students
with higher ability align more to their tutor than lower ability students, be-
coming more like fluent conversational speakers. We also find that students
align more to harder words, which we think may be a sign of them learning
vocabulary from the interaction.
We demonstrate Dialogue Style adaptation, which we measure by com-
paring the types of things speakers say, which we call Dialogue Acts (DAs).
For example, whether they ask many questions, make more statements, or
just make simple yes and no answers. We show that low ability learners
have a less similar pattern of dialogue interaction to their tutors than high
ability learners do. We also show that over the course of a dialogue, the
types of DA speakers use become more similar. For low ability learners,
tutors adapt their DAs to be more similar to the student. For high ability
learners, it is the student’s DA use that changes, becoming more similar to
the tutor’s. We compare dialogue style in L2 dialogue to fluent conversation,
finding DA usage in L2 is very di↵erent.
Finally, we compare student alignment when they talk to a human tutor
to student alignment when they are talking to a tutor-bot(an automatic L2
tutoring dialogue agent). We show that the types of words and phrases
of the tutor that the student uses are di↵erent when the dialogue is with
an agent. We find that when learning from an agent, they show di↵erent
behaviour patterns which we can see in the words they use.
We think it is important to understand tutor adaptation and how learn-
ers interact with both human tutors and agents. We hope that our work can
be used to develop more personalised adaptive L2 dialogue tutoring agents.
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Total immersion is one of the best ways to learn a second language language, since
students learn more quickly when they are given extended opportunities to use the
language interactively (Genesee 1985, 2004). A large part of learning a language while
living in a country where the target language is spoken is that the learner is forced to
interact in the target language on a regular basis as best as they can. This constant
dialogue practice is often missing in a classroom setting due to syllabus, class size and
time constraints (Rossiter et al. 2010).
Second Language (L2) tutoring dialogue agents can help make up for the lack
of dialogue practice in a classroom setting, and have been trialled by online learn-
ing platforms such as Duolingo1 and Babbel2. Autonomy and independence in L2
language learning is important, and providing learner-centric technology which helps
learners find what works for them plays an increasingly important role in language
learning (Benson & Voller 2014). Tutorial dialogues are very effective teaching meth-
ods (Vanlehn 2006), and a better understanding of a tutor’s approach in one-to-one
settings could help improve upon automated tutoring.
The goal of dialogue practice for a second language learner is to facilitate their
production of dialogue similar to that between native speakers. Dialogue allows a
learner to practice constructing newly learnt concepts, the paraphrasing and repetition
of their tutor in a collaborative context leading to better retention (Ahmadian et al.
2014).
Tutors adapting their strategy to student ability is very intuitive, and has been well
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2000a). There is less empirical work to understand how this works in practice. This
thesis takes some of these theoretical ideas and tests them empirically.
Thesis Statement: In L2 practice dialogues, both student and tutor adapt to each
other, and this adaptation depends on student ability. Tutors adapt to push
students of higher ability, and to encourage students of lower ability.
This thesis demonstrates that tutors adapt in terms of linguistic complexity, lexical
alignment and dialogue act usage, challenging the students who are more capable, and
simplifying their language for the less capable. These effects can be seen over the
course of a single interaction. Student adaptation is also demonstrated, with alignment
correlating with ability level, and with ability corresponding to greater levels of both
convergence of and change in dialogue act usage.
Example
A tutor’s role in conversational second language practice is to adapt to the needs of
the learner in order to foster their learning. This can include interacting within the
learners’ capabilities such as translating their language to the language of the learner
(such as in the Beginner dialogue in Table 1); and outwith it, to introduce new linguis-
tic concepts or vocabulary within a space where they are comforTable and can learn
through context, such as adding more natural conversational interaction to a routine
practice dialogue. For example, at line 10 of the intermediate dialogue in Table 1, the
tutor comments “quite early” in response to the student, instead of a simple “ok good’.
There is less empirical work to understand how this works in practice.
[htp]
Beginner Intermediate
1 do you like the school ? do you like this school ? 1
2 [-spa] m-entens ? yes . 2
3 0 [= says nothing] yes ? 3
4 “do you like” ? what are you planning to do next year ? 4
5 do you like the school ? I would like to study zoology . 5
6 hmm what time did you arrive here this morning ? 6
7 no si t-agrada l-escola ? this morning ? 7
8 do you like the school ? yes . 8
9 yes . I ... I am here since eight o’clock . 9
10 yes ok . uhhuh right quite early . 10
11 now what time do you begin in the morning ? and when will you leave ? 11
12 0 [= says nothing] . I ... I finish my time-Table in half-past-two . 12
13 [-spa] m-entens ? 13
14 [- spa] no . 14
3
A human tutor makes constant adjustments throughout a lesson, making choices
about how to deliver feedback, corrections, content, new concepts, and reassurances.
They must also consider adapting the level of the interaction to be an appropriate bal-
ance between being within reach of the learner yet still stretching them. Table 1 shows
snippets from two tutor interactions, one with a Beginner student and one with an In-
termediate student. When working with beginners, tutors provide learners with much
more support in the form of repetition (for example in Table 1 lines 5 and 8) and trans-
lation (lines 7 and 8). Even acknowledgements are short: for example, at line 10,
a simple confirmation is given to the beginner student, since they would in this case
probably not understand anything more. With students of higher ability however, since
tutors do not need to provide as much support, they can push the student to converse
in a more fluent manner, asking longer-form questions, follow up questions, and giv-
ing longer-form response acknowledgement. This can be seen in lines 10 and 11 in
the Intermediate column of Table 1, where the student is given a commentary on their
response, as would be the case in a real conversational setting.
Table 1 shows that tutor adaptation to the student is key to ensure that any dialogue
takes place at all. What these examples illustrate is that good tutors, subconsciously
or not, adapt in a manner in-keeping with Vygotsky’s Zone of Proximal Development
(ZPD; Vygotsky 1987). According to the ZPD model, a ‘good’ dialogue tutor should
adapt their interactions to remain within reach of the learner’s capabilities, yet provide
sufficient challenge to push the learner to the farthest extent of their abilities. This
adaptation can present itself in the form of a number of different tutoring strategies,
such as: simplifying statements, gradually increasing their complexity over time; pro-
viding example answers; repeating or providing key vocabulary; grounding new con-
cepts within the context of what the student already knows; or describing more clearly
the task.
For automatic L2 tutoring agents, contextual adaptation to the needs of an indi-
vidual in dialogue is not yet possible. Before we can build tutoring agents to adapt
to learners, we need to understand what human tutors do. To better model contextual
adaptation, this thesis analyses aspects of interlocutor adaptation at different levels of
student ability to better understand how tutors leverage their adaptation and that of
their students within their teaching. We present our findings with respect to their in-
forming the design of better automatic tutoring dialogue agents, and their potential for
use in existing pedagogic applications.
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1.1 Thesis Outline
A main aim of this thesis is to model aspects of dialogue to extend our understanding
of adaptation within L2 learner dialogue. We therefore model how each speaker in a
one-to-one L2 conversational practice dialogue adapts to the other over the course of
a dialogue. There is a large difference between how tutors interact with high and low
ability students, as can be seen in Table 1. Firstly, it is noticeable that when interacting
with a Beginner as opposed to an Intermediate student, the tutor uses simple language
and short phrases, which is a sign of reduced Linguistic Complexity. Secondly, the tu-
tor repeats both their own words and phrases and that of their students’ (and vice versa
for Intermediate students), which is an indicator of Lexical Alignment. Finally, the
interaction styles between Beginner and Intermediate is considerably different. One
way to model interaction is with Dialogue Acts, which can capture how the Intermedi-
ate student makes more statements and questions in comparison to the Beginner, who
makes more simple yes-no responses.
The following subsections outline the main content chapters of this thesis, explor-
ing linguistic complexity (Chapter 3), lexical alignment (Chapter 4), and dialogue act
usage (Chapter 5) in the context of L2 dialogues; comparing the effects found to those
within fluent conversational dialogues and fluent task-based dialogues. Lexical align-
ment is also used to explore the contrast between the behaviour of students interacting
with a human tutor, to that with an L2 tutoring agent (Chapter 6).
1.1.1 Linguistic Complexity
When modelling linguistic complexity adaptation, it helps to think of how we ourselves
alter our conversation when confronted with someone who has less of a grasp on the
language being used to communicate than we do. In practice, this may mean we use
fewer complicated words, simpler tense and grammatical structure, and shorter sen-
tences as seen when simplifying sentences in Heilman et al. (2007) and Aluisio et al.
(2010). This adaptation that we automatically make is in order to interact at a level
where our interlocutor is able to understand us, but not such a low level where our
interaction is artificially impeded by communicating at their exact level; since often
comprehension is at a higher level than production in L2 speakers. In a context where
the goal of interaction with an L2 interlocutor is to foster their learning of the target
language, adapting language in order to maintain this ideal distance between what they
are capable of producing and what they can comprehend from context is key; therefore
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being aware of the competencies of the learner is a key aspect of oral L2 tutoring.
At line 4 in Table 1, lack of a response from the learner prompts the tutor to simplify
the question and highlight a phrase that the learner may know without the distraction of
the topic word. It is the low-complexity of the tutor’s response and the clear indication
of non-understanding which prompts them to translate the sentence before repeating
the question in English. This informs the tutor’s learner-model that the learner is a be-
ginner. When working with the intermediate student, the simple yes response on line 8,
although linguistically non-complex, informs the tutor that the learner has understood
the question and can respond. This response prompts a follow-up question which is
more open and therefore more complex.
In Chapter 3, we show that tutors adapt their linguistic complexity to maintain a
certain distance from that of their students, either through reducing it for lower abil-
ity students, or increasing it for those of higher ability. We interpret that this could
be evidence of their adherence to the ZPD. In this thesis, we show evidence of and
demonstrate that tutor adaptation of their linguistic complexity can be measured via a
set of surface features in the text within the utterances. We show that utterances with
different functions exhibit different complexity traits. This work is published in Sin-
clair et al. (2017), and, along with an extended description of the experiments involved,
is presented in Chapter 3.2.1.
1.1.2 Lexical Alignment
Lexical alignment, in layman’s terms, is the phenomenon whereby if we interact over
time with an interlocutor, we will begin to use the same words and phrases as they
do (Pickering & Garrod 2004a). This can also be seen in lines 6 and 7 of the Interme-
diate dialogue in Table 1, where the learner repeats the final noun phrase of the tutor’s
question. The Interactive Alignment Model (Pickering & Garrod 2004b) suggests that
successful dialogue arises from an alignment of representations (including phonologi-
cal, lexical, syntactic and semantic), and therefore of speakers’ situation models. This
model assumes that these aspects of the speakers’ language will align automatically as
the dialogue progresses, and will greatly simplify both production and comprehension
in dialogue. Alignment in L2 dialogue has been less well studied, and the factors lead-
ing to alignment within L2 learning may differ from how this occurs between native
speakers (Costa et al. 2008), and can be due to both the goals of the tutor and the abil-
ity of the learner. The tutor may repeat themselves during an interaction to repeat and
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reinforce new or unfamiliar vocabulary to the learner (such as in lines 1, 5 and 8 of the
beginner column in Table 1), or through repeating what the learner says to acknowl-
edge or encourage the correct usage of words which stretch them. A learner will be
constrained by their production abilities in terms of what words they can repeat from
the tutor’s language. However, the repetition of these less familiar words is part of the
learner’s process of picking up new vocabulary from the context of the interaction (this
may be what is happening in line 7 of the Intermediate dialogue in Table 1).
Consider what happens in Table 1 on line 5. The intermediate learner response to
the question could have been framed as ‘I want to...’ or ‘I will’ or simply ‘to study
zoology’ each of which would have resulted in a linguistically less complex sentence
(due to the use of the conditional tense, and the higher frequency of the phrases want
to and will). It could simply be the case that ‘I would like to...’ is a phrase that the
learner has learnt corresponds to ‘quiero’, i.e., want in Spanish. It could also be the
case that the recent usage of ‘like’ by the tutor in line 1 has primed the learner to use
this vocabulary item which arguable is more complex to them than ‘want’ due to its
less frequent use in the English language3.
In this thesis, we expand on previous work measuring alignment effects within
conversational and task based dialogue, measuring alignment within L2 dialogue. We
show that alignment correlates with student ability, and that between speaker alignment
is asymmetric in L2 dialogues, with students aligning more to tutors than vice versa.
Finally, we find that students at higher levels align to ‘harder’ words more so than stu-
dents at lower levels, which we hypothesise may be evidence of them using alignment
as a vocabulary learning strategy. This work is published in Sinclair et al. (2018), and
it is presented in Chapter 4 along with additional, unpublished experiments.
1.1.3 Dialogue Act Usage
Dialogue Acts (DAs) are often used to model discourse structure within dialogue; a DA
describes the meaning of an utterance (Stolcke et al. 2000). Examples of DAs include
statement (lines 5, 9, 10, 12 Intermediate Table 1) response-acknowledgement (line 10
Beginner Table 1), question (lines 1, 2, 4, 5, 7, 8, 11, 13 Beginner and lines 1, 4, 6,
11 Intermediate Table 1), and yes-answer (line 9 Beginner and lines 2, 8 Intermediate
Table 1), among others. The types of interactions within the dialogue at a high level
as captured by DA usage is another aspect of interaction which will, in L2 dialogue,
3want has a ranking of 83rd and like 208th in terms of most common word according to a corpus of
contemporary American English (https://www.wordfrequency.info)
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differ from conversational dialogues between fluent speakers. The difference is due to
tutoring strategy, which can be seen at the level of DAs (Rus et al. 2017, Boyer et al.
2011). In conversational dialogue between native speakers, which is the goal for L2
practice dialogue, the speakers’ interactions will be largely symmetrical (Sinclair et al.
2017), with an even give and take of statements, questions, and acknowledgements.
The hierarchical nature of the tutor-student relationship will influence this symmetry,
as the tutor has the lead both in terms of their language proficiency, and in their more
influential status within the dialogue, regardless of their goal to facilitate relaxed con-
versational dialogue practice. Over the course of a dialogue, both speakers may adapt
to the other in terms of the style of dialogue they produce; the tutor to set the learner
at ease, and the learner as they use the example of the tutors interaction in context.
For example, in Table 1, the beginner student is unable to respond to the question
on line 5, however the intermediate one displays another important aspect indicative
of learner proficiency - the ability to ask a clarification question. This change in in-
teraction from the intermediate student from passively answering questions to actively
taking part in the dialogue is a marker of proficiency. The tutor adapts to this by
changing their role of questioning and support, to response (line 8) and commentary
(line 10).
Chapter 5 shows that the usage of dialogue acts in L2 dialogue changes for both
speakers as a function of student ability. We find that interlocutors tend to converge to
similar DA usage patterns, contrasting our findings with fluent conversational and task
based dialogues. We find that speaker DA usage across corpora has some distinctive
differences, and show convergence over the course of a dialogue to be greater in L2
than in the non-educational dialogues compared. We propose using dialogue acts as an
additional feature when observing alignment at a higher level; that is, not at a level of
sequential utterances, rather at a less fine-grained level to measure conversational sym-
metry, and whether it is present within the dialogue, as a sign of student competence.
This work is published in Sinclair, Ferreira, Lopez, Lucas & Gasevic (2019), and an
extended journal version under submission is presented in Chapter 5.
1.1.4 Student to Agent
Chapters 3, 4 and 5 explore adaptation between humans, comparing the relationships
between linguistic complexity, lexical alignment and dialogue act usage of students
and tutors to those between speakers in fluent, non-educational interactions. Since one
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of the goals of this thesis is applying our better understanding of human interactions to
the task of automatic tutoring, in Chapter 6, we compare alignment within the human
L2 corpus to that between student and agent in an automatic tutoring setting.
In an interaction where a learner knows they are interacting with a dialogue agent,
the adaptation of learner to tutor may be very different to how they would act with a hu-
man. Interaction with a tutor-agent could have positive aspects for the student such as
reducing social pressure e.g. students will not be embarrassed about their accent, such
as could be the case for the hesitation in the Beginner dialogue in Table 1. However,
for less engaged students, an automated tutor may not have the ability to keep them on
track; which the tutor of the Beginner, in the example in Table 1, has to do. We know,
that humans do align, thereby adapting, to computers more so than to other humans, in
the context of task-based (Branigan et al. 2010) and negotiation dialogues (Duplessis
et al. 2017). In educational settings, by contrast, alignment has been found to predict
both student learning and engagement (Ward & Litman 2007a). In the case of user
interaction with a virtual agent, alignment increases perceived interaction naturalness
and maintains user engagement (Yu et al. 2016). Although alignment may be different
in L2 dialogues with an agent, using alignment as a predictor of engagement could
prove useful in the analysis of effective agent interactions. Whether L2 students will
be able to align to an agent, which does not provide them with the same level of sup-
port as a tutor would, or whether this would be done in a similar manner to which they
align to a human tutor is a question we address in Chapter 6 of this thesis.
In this thesis, we expand on previous work comparing alignment in human-human
vs human-agent in negotiation dialogues, contrasting human-human vs human-agent
in L2 learner corpora. We use alignment, at the level of expression repetition, to find
different patterns of learner engagement behaviour within the human-agent corpus in
comparison to the more uniform alignment distribution present in human corpora. We
offer a discussion on the qualitative differences between these corpora. This work is
published in Sinclair, McCurdy, Lopez, Lucas & Gasevic (2019), and is presented in
Chapter 6.
1.2 Contributions
This thesis contributes to our understanding of adaptation in L2 dialogue. We find that
within the L2 practice dialogues we explore, tutors and students adapt to each other
in different ways as a function of learner ability. We find evidence of tutor adaptation
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to the linguistic complexity of a student (Sinclair et al. 2017); that alignment effects
correlate with student ability (Sinclair et al. 2018); that speakers’ Dialogue Act usage
converges over the course of an interaction (Sinclair, Ferreira, Lopez, Lucas & Gase-
vic 2019); and finally, that L2 learners will align to a conversational agent, albeit in a
manner different to that of a human tutor (Sinclair, McCurdy, Lopez, Lucas & Gasevic
2019). This understanding of adaptation opens up new questions about how adaptation
may change on more levels than those explored in this thesis, and how learning and
tutoring strategy may influence these. Our work has implications for the design of au-
tomatic tutoring agents, and as pedagogic tools in L2 language learning. It also serves





This chapter introduces and motivates the importance of conversational practice in
L2 learning, the need for better tools, and the significance of dialogue practice in
L2 education (Section 2.1). This chapter also provides background on the aspects
of speaker adaptation modelled in this thesis and why they are relevant to L2 learning
(Section 2.2). Finally, the corpora used for our analyses are described in Section 2.3.
2.1 Second Language Learning
Learning a second language is a useful and desirable skill, since this opens doors for
communication, also allowing the learner to see the world through the eyes of the
culture their target language expresses, leading to an expanded view of concepts, as
expressed in both their mother tongue and their L2 (Cook et al. 2006). Immersion1
has been described as the “mother’s method” (Lenneberg 1960) for learning an L2.
Immersion is a communicative approach that reflects the essential conditions of first
language learning and at the same time responds to the special needs of L2 learners
(Genesee 1985).
Learning a language via immersion is not always practical or possible, however true
it is that L2 acquisition is enhanced when students are given extended opportunities to
use the language interactively (Genesee 2004). Immersion gives learners the context
to constantly practice expressing themselves in their target language: the best environ-
ment in which to learn if viewing L2 acquisition through the lens of Socio-Cultural
Theory (SCT) (Lantolf 2000b), where the development of human cognitive and higher
1Immersion can both mean the educational technique of teaching bilingual learners in both lan-
guages, or immersing a learner in their target language (Genesee 2004)
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mental functions comes from social interactions. SCT emphasises the central role of
dialogic interaction in all learning, where, as a result of dialogic inter-psychological
activity, new knowledge is appropriated. In other words, students learn through talk-
ing (Hawkes 2012).
One-to-one spontaneous dialogue practice represents an important aspect of L2
learning in both a classroom setting and online learning platforms. This form of
dialogue practice has been shown to provide greater opportunities for L2 learning
(Hawkes 2012, Bailey 2001, Samana 2013, Birjandi & Jazebi 2014, Lantolf 2000a), as
learners can both take advantage of the example of their interlocutor, and learn through
practice.
However, student speaking difficulties are common many L2 learning classrooms,
with reasons cited being lack of student support, student shyness or simply lack of
exposure to practice (Al Hosni 2014). Similarly, Rossiter et al. (2010) argue that cur-
rent L2 resources for oral practice must be supplemented, as a lack of oral exercise in
classroom materials contributes to a general lower oral proficiency in the L2 learning.
Dialogue agents have high potential for serving as an inexhaustible source of L2
practice. An ideal agent should be able to mimic a tutor in its ability to adapt its
linguistic complexity to suit the learner (Morales-Jones 2011), keeping the dialogue in
the Zone of Proximal Development (Vygotsky 1987), and scaffolding linguistic knowl-
edge (Abbott 2014). If we view dialogue as a mediated or collaborative learning pro-
cess, we can expect to see both speakers trying to arrive at a shared understanding at
the utterance exchange level (Lantolf 2000a). While we expect speakers to arrive at a
communicative symmetry (Van Lier 1996), we do not expect them to be able to do so in
all cases, as the nature of a tutor-student relationship has an expert-novice asymmetry.
That said, at higher levels of student ability, the tutor should begin to alter their role to
that of conversational peer, to better encourage student independence and autonomy;
thus slowly removing some support (Birjandi & Jazebi 2014). An ideal L2 dialogue
tutoring system would take all of the above into account.
2.1.1 Computer Assisted Language Learning (CALL) Dialogue
The automation of L2 teaching is extremely desirable as it allows learners better ac-
cess to education through their smartphone or computer, and addresses some of the
constraints of the L2 classroom mentioned above. Examples of large scale app-based
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CALL systems include Duolingo2, Memrise3, and Babbel4. These applications have a
large user base and already serve to make language learning more accessible. CALL
for adaptive feedback can take the form of guided self assessment, for example, in an
interface which “grades” input text on language proficiency level, using a colour scale
to highlight irregularities or errors (Yannakoudakis & Briscoe 2012). This “grading”
analyses the coherence of user-input discourse, having learnt from both large collec-
tions of correctly formed texts, and error-annotated English assessment scripts from the
Cambridge Learner Corpus (Briscoe et al. 2010). These applications are adaptive in so
far as they have a model tailored to individual user progression, rather than forcing a
user to follow a static script, or allow the user to regulate their own learning.
Conversational dialogue agents have been explored for their potential use in e-
learning (Kerry et al. 2009, Graesser et al. 2005, Dzikovska et al. 2014) and as a partner
for L2 practice (Levy 2009, Stewart & File 2007). Examples of dialogue agents for one
on one L2 learning include CLIVE, an agent which allows learners to practice basic
conversation and fall back on their native language for clarification (Zakos & Cap-
per 2008), and more form-based teaching, which varies the explicitness of corrective
feedback (Wilske & Wolska 2011). Most L2 dialogue agents are heavily constrained
and do not adapt their language complexity to the student, rather they focus on the
troubleshooting of the content communication (Wilske & Wolska 2011), or other, less
open-ended conversational goals. An example of this constrained style of interaction
was Duolingo’s chat-bot, which allowed the user to participate in a heavily scripted
dialogue with constrained text entry5. Immersive games-based dialogue tutoring has
also been proven an effective environment for language learning (Johnson & Valente
2009).
Adaption of agent to learner, however, is an ongoing research task, although out-
side L2 tutoring, is a well-explored area from which we can learn much about how
different strategies in automatic tutoring affect student learning (Graesser et al. 2005).
Alignment, or “more lexical similarity between student and tutor” has been shown to
be more predictive of increased student motivation (Ward et al. 2011, Forbes-Riley &
Litman 2012). Adaptation of feedback strategies, for example, are important to best
tailor agent interaction to student needs, such as adapting to the common errors a stu-
2Duolingo is an automated language teacher with syllabus automatically adapting to the learner (Set-
tles & Meeder 2016) (https://www.duolingo.com/)
3Memrise is an online platform for L2 tuition (https://www.memrise.com/)
4Babbel is an online platform for L2 tuition, (learn.languages.babbel.com/)
5www.duolingo.com
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dent makes (Ferreira et al. 2007).
2.1.2 Tutoring Strategies
The Zone of Proximal Development (ZPD) is defined as:
“the distance between the actual developmental level as determined by indepen-
dent problem solving and the level of potential development as determined through
problem solving under adult guidance, or in collaboration with more capable peers” -
Vygotsky (1980).
In other words, between the space of what is known and what is not known, lies the
ZPD, where skills which are too difficult for the learner to solve alone can be achieved
with guidance and encouragement from another knowledgeable person. The construct
of ZPD specifies that development cannot occur if too much assistance is provided or
if the task is too easy (Lantolf 2013). Studies finding support for the ZPD can be found
comparing the success of children working alone or with supportive instructions and
encouragement (Freund 1990, Wood & Middleton 1975), which indicated scaffolding
works best when the support is matched to the needs of the learner.
The ZPD is often synonymous with the term scaffolding (McLeod 2012). Recip-
rocal teaching is a more modern application of Vygotsky’s theories, in which students
and teachers collaborate in learning, practising summarising, questioning, clarifying
and predicting to improve a student’s ability to learn from text. “From a Vygotskian
perspective, the teacher’s role is mediating the child’s learning activity as they share
knowledge through social interaction” (Dixon-Krauss 1996).
Second language acquisition techniques include alignment, recast6, explicit cor-
rection, scaffolding, key vocabulary identification and crucially discussion whereby
the teacher will discuss the elements known to the learner, or rephrasing what has
been said/read to mirror the student level. The complexity of automatically delivering
such scaffolds varies. Exploring recast techniques in the context of comparing ex-
plicit and implicit feedback on form-based language teaching has been tested in a L2
tutoring dialogue system, finding that meaning oriented, implicit adaptive instruction
results in superior long term learning effects to more accuracy-focused drill-like activ-
ities (Wilske & Wolska 2011). The scope of the dialogue however, was constrained
to specific grammatical exercises to explore the effects of these different scaffolding
6rephrasing a student’s incorrect attempt correctly
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styles and not for a more general L2 conversational tutoring system due to implemen-
tation constraints.
Scaffolding in the context of education refers to a variety of instructional techniques
used to move students progressively towards a stronger understanding, and ultimately,
a greater independence in the learning process (Abbott 2014). Introduced by Wood
et al. (1976), the term itself provides the metaphor to the kind of temporary support
at successive levels of development needed to construct, in this case, knowledge, or
to support learning. For example, if a student is not at the reading level required to
understand a text of a certain complexity, a teacher can use “instructional scaffolding
to incrementally improve their reading ability” (Abbott 2014). Common scaffolding
techniques for this can be seen in Table 2.1.
Table 2.1: Common scaffolding techniques
1 Presenting a simplified version of the lesson or reading, and gradually increase the
complexity or sophistication over time.
2 Describing or presenting a concept in a different way or simpler context to help un-
derstanding
3 Providing the student with an example answer
4 Giving key vocabulary before the reading of a difficult text
5 Clear description of the task and motivation for its benefits
6 Referencing how the current task builds on their existing knowledge
Line 6 in Table 2.1 can also be referred to as Grounding in dialogue. This consists
of the participants establishing a common basis, or ground, on which their communi-
cation takes place. For example, if a student has used some vocabulary on a topic, and
the tutor introduces a new word they don’t understand, the tutor can contextualise this
within the language they know the student understands. Grounding can be viewed as
a strategy for managing uncertainty and therefore error handling in dialogue (Skantze
2007).
Automatic scaffolding tries to attain the positive effects of scaffolding through the
identification of particular traits associated with scaffolding in the field of learning
which the automated tutoring is taking place. Scaffolding delivered by an automated
tutor has been successful in some domains. For example, in basic science, agent scaf-
folds can help students learn how to create hypotheses, and thus what a hypothesis
is (Sao Pedro et al. 2014). This work, while centred around the learning of a skill, is
still very applicable to the learning of a new language, as the structure of the learning
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is laid out to the student, and they are left to try to understand carefully selected ele-
ments. Better understanding the patterns of L2 learner dialogues at different levels of
expertise can inform work in the field of CALL, specifically adaptive dialogue agents
for L2 tutoring.
2.2 Adaptation
This thesis measures adaptation in terms of linguistic complexity, lexical alignment and
DA usage. The thesis then compares lexical alignment of students in Human-Agent
dialogues. In the following subsections, we therefore present some of the most relevant
literature to our research in the areas of linguistic complexity, lexical alignment, DAs,
and human-agent alignment.
2.2.1 Measuring Linguistic Complexity
Linguistic complexity of text can also be referred to as its readability. An example of
linguistically less complex text is WikiSimple, where each article has been simplified
in order to be understood by readers who either have a lower level of English, or of
education in the subject matter of the article. Authors of these articles are instructed
to “use basic English vocabulary and shorter sentences”7. Linguistic complexity de-
scribes qualitatively how hard it is for a reader or listener to understand a sentence or
a text. There are many long-standing measures to compare how hard sentences are
such as those proposed by Flesch (1948), Senter & Smith (1967) and Gunning (1952),
which all use some weighted combination of words per sentence combined with either
ratings of how many ‘hard’ or ‘easy’ words per sentence, or the addition of syllables
per word to arrive at a score to indicate how ‘readable’ a sentence is.
Automatic readability measures are used to judge a text’s suitability or lack thereof
for readers of lower ages, literacy, or, in the case of L2 learners, fluency. Readability
prediction can take many forms, and is often applied to simplify or classify discourse
at a document level. Examples of readability analysis include: the fine-grained task of
predicting which words within a sentence make that sentence complex (Siddharthan
2006); the ranking of sentences by their readability (Vajjala & Meurers 2016), the
grouping of documents into similarly appropriate reading levels for use in examina-
tions (Heilman et al. 2007) and classrooms (Crossley et al. 2008); or the identifi-
7https://simple.wikipedia.org/wiki/Main Page
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Lexical Lexically complex words are those for which a “simpler”
synonym exists; “simpler” can be defined for example as
higher frequency, shorter length, or through using lexical se-
mantic properties from WordNet (Miller 1995) such as av-
erage number of senses of a word, with a lower average in-
dicating a more simple word. Lexical diversity and density,
which can be measured by type-token and POS ratios, are
also indicators of text complexity drawn from SLA research.
Syntactic Features include patterns extracted from parse trees, as well
as measures of syntactic complexity from SLA research -
which includes measures such as sentence length.
Morphological These encode the morpho-syntactic properties of lemmas,
estimated from the Celex (Baayen et al. 1993) database.
Psycholinguistic Word-level features such as concreteness, meaningfulness
and image-ability can be extracted from the MRC psycholin-
guistic database (Coltheart 1980) and other Ago of Acquisi-
tion(AoA) measures (Kuperman et al. 2012) can be used
Simple Counts Features can include: n-grams, ”difficult” words from fre-
quency lists, word length, syllables per word and other
counts are commonly the first step in common readability
measures such as the Flesch-Kincaid Grade Level Index cal-
culation (Farr et al. 1951) based on a combination of average
word, sentence, and syllable lengths.
Word Frequency The higher frequency of a word, the more exposure a student
has had to it, the more likely they are to learn it faster (Ver-
meer 2001). Word Frequency has also been shown to act as a
reasonable indication of word ‘difficulty’ (Chen & Meurers
2017).
Table 2.2: Feature Sets successful in Readability Analysis
This list was partially taken from this summary of featuresVajjala & Meurers (2016)
cation of complex aspects above a certain readability threshold in order to simplify
them (Aluisio et al. 2010). Specific methods to target L2 speakers have also more
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recently been developed by Xia et al. (2019).
Measuring the complexity of L2 dialogue has the additional aspect of how difficult
the context of the exchange is. For example a learner may respond to a complex tutor
question with a simple answer, but if the answer shows understanding of the question,
then it should indicate a higher level of ability than the same answer to a very simple
question. This is hard to achieve automatically as it requires modelling dialogue con-
text. However, measures of linguistic complexity which work for discourse have been
found to generalise with some success to dialogue (Vajjala & Meurers 2016) where
subtitles from television programs targeted at young children, teens and adults are cor-
rectly assigned to their audience level category - this is a similar task to automatically
differentiating between the linguistic complexity of the Beginner and Intermediate dia-
logue samples in Table 1. The linguistic measures used to achieve this are summarised
in Table 2.2. Specific work in dialogue has found that the ranking of age appropriate
television subtitles by their target audience age (and therefore linguistic complexity)
can be effectively performed (Vajjala & Meurers 2014a) with support from features
compiled in the SUBTLEX-UK corpus as part of the British Lexicon Project (Keuleers
et al. 2012). The SUBTLEX-UK corpus consists of frequencies of words in Cbeebies,
Cbbc, and BBC news programs: targeted at young children, children, and adults re-
spectively. The English Vocabulary Profile (EVP) (Capel 2012a) can also act as a good
measurement of word difficulty for L2 learners. It consists of common learner vocab-
ulary grouped by the ability level in which this word is likely acquired. The grading
used in the EVP is the Common European Framework of Reference (CEFR), which
defines 6 levels of English proficiency in ascending order as: A1, A2, B1, B2, C1, C2.
with A being beginner, B intermediate, and C advanced. The EVP dataset has been
employed in recent work on predicting readability levels for L2 speakers (Xia et al.
2019). Cambridge automatic assessment of English as a Foreign Language (EFL)
texts make up a large corpus of annotated and error corrected exam scripts from L1
and L2 writing exams known as the Cambridge Learner Corpus (Briscoe et al. 2010).
The Cambridge Learner Corpus is used as a resource for the task of automatic assess-
ment of exam scripts (Yannakoudakis et al. 2011), assigning grades to essays based
off features present in the human-graded texts. Features are derived from the fields
of Readability analysis and Second Language Acquisition (SLA) research, including
syntactic and lexical features, and achieve impressive accuracy.
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2.2.2 Alignment & Grounding
The Interactive Alignment Model (IAM; Pickering & Garrod 2004c) defines alignment
with respect to underlying speaker representations, not behaviour. Within an interac-
tion, interlocutors’ situation models – a representation which corresponds to under-
standing and thus successful communication – are said to align. Alignment can occur
at every linguistic level. For example, lexical alignment means that both interlocutors
will strongly activate a concept with the same term as each other, such as the concept
of couch in the following interaction: speaker A: “I love lying sprawled on the sofa”,
speaker B: “me too, your sofa is the best”, without alignment of the word sofa for the
concept couch, the reply may have been speaker B: “me too, your settee is the best”.
Crucially, this alignment on the state of linguistic representations can potentially give
rise to patterns of behaviour which can be measured. When interlocutors use the same
words, this is referred to as lexical entrainment (Brennan & Clark 1996). Alignment,
as Pickering & Garrod (2004c) define it refers to the underlying representations which
give rise to this behaviour. Entrainment8 is often used as an indicator of alignment.
Alignment can be brought about via priming, an automatic mechanism whereby an
interlocutor’s use of a word activates a representation of that word, increasing its like-
lihood of subsequent use. In other words, priming can be defined as an interlocutor’s
use of a syntactic construction or lexical phrase more frequently than would occur by
chance (Reitter et al. 2011). It has also been shown that speakers are sensitive to prim-
ing within their own speech and from that of their interlocutor (Branigan et al. 2000).
In other words, priming brings about alignment of representations and hence linguistic
entrainment (Costa et al. 2008).
A key assumption of the IAM is that in dialogue, production and comprehension
are tightly coupled, leading to automatic alignment at many measurable levels of lin-
guistic representation. One outcome of viewing dialogue as an interactive alignment
process leads us to expect to see interlocutors develop and use routine expressions,
developing a shared common ground. Shared common ground involves modelling the
interlocutor’s mental state, while common ground refers to the background knowledge
that the interlocutors share. Clark & Wilkes-Gibbs (1986) show that the establishment
of common ground is critical to the success of communication. Pickering & Garrod
(2004c) argue that interlocutors align on an implicit common ground, drawing upon
it in order to repair misalignment. Implicit common ground, and interlocutors’ model
8Entrainment the process of a speaker adopting the reference terms of their interlocutor (Garrod &
Anderson 1987)
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of it is arrived at as a result of an automatic mechanism, rather than a more explicit
constant check on the knowledge and understanding of an interlocutor that common
ground would require. Implicit common ground, or the information shared between
interlocutors, is extensive when in alignment, each interlocutors’ situation model con-
tains or foregrounds information that both speakers have either produced or compre-
hended.
The process of alignment means each speaker draws upon representations which
have been set up over the course of the dialogue on the fly between two speakers
for the purpose of that dialogue alone (Pickering & Garrod 2004c). The use of rou-
tinisation therefore contributes to the fluency of the dialogue in comparison to most
monologue (Tavakoli 2016). That is, the interlocutors’ space of alternatives to con-
sider is smaller, and they have access to the others’ words, grammatical constructions
and concepts. Pickering & Garrod (2004c) suggest that language production can be
greatly enhanced, even though the aim of dialogue is not the repetition of an inter-
locutors’ sentences. The increase in production is due to the fact that the previous
utterances will activate syntactic and lexical representations, leading to their re-use in
the dialogue, and therefore, creating interlocutor alignment.
2.2.3 Word Frequency and Alignment
One of the most universally accepted phenomena in experimental psychology is the
word frequency effect (Taft 1979): more frequent words are understood and produced
faster than less frequent words. However, Pickering & Garrod (2004c) argue that local
context is so central that the frequency of an expression should become far less im-
portant. They also argue that frequency is replaced by accessibility of the expression
within the dialogue context, and therefore, predicting that frequency effects will be
dramatically reduced in dialogue. From the IAM, Pickering & Garrod (2004c) predict
that children will tend to repeat a phrase that is novel to them to a greater extent when
repeating lexical items.
2.2.4 Alignment in L2 learning
Costa et al. (2008) consider the IAM in the context of L2 learning, and how the flu-
ency of the L2 speakers may impact alignment. Costa et al. (2008) sketch a range
of experimental predictions about how alignment may take place within L2 dialogue.
Alignment is particularly of interest within L2 because the language itself is the learn-
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ing outcome, and the repetition and backchanneling9 along with shared context of the
dialogue impact learner language acquisition. Costa et al. (2008) discuss the various
factors which may affect the success of communication in L2 dialogue, and derive
some hypotheses for future studies. In a L2 learning setting, a learner will have a
more limited scope for alignment, and their proficiency will dictate to what extent they
are capable of aligning lexically, syntactically and semantically (Pickering & Garrod
2006). Alignment within L2 learner dialogue will differ from alignment in fluent di-
alogues due to the different constraints mentioned above (Costa et al. 2008). This
is both because of the difficulty of the task leading to a greater need for alignment
(Pickering & Garrod 2006) and that aligning with their interlocutor allows learners to
bootstrap their knowledge from the more competent linguistic example being given to
them (Robinson 2011). L2 learners’ lexical complexity have been found to increase in
a dialogue setting due to the shared context words within that dialogue, compared to
the level at which they are capable of expressing themselves in monologue (Robinson
2011), more so when their interlocutor is of a higher level of proficiency than they
are (Khodamoradi et al. 2013).
Even once a situational alignment is reached (i.e. the learner understands the con-
text of their interlocutor’s interaction with them), there remains the question of the
learner’s receptive vs. productive vocabulary knowledge (words they understand when
others use them vs. words they can use themselves), both of which are active in L2
dialogues (Takač 2008) and constrain their scope for alignment. Learner alignment
therefore will also be influenced by the tutor’s strategy; or by how much of the learner’s
receptive language the tutor produces which facilitates the learner productive ability in
this context. L2 learners have been shown to learn vocabulary through taking part in
dialogue (Hawkes 2012), suggesting this process of alignment and repetition of their
interlocutor’s speech produces learning gains. It has been hypothesised that learners
may leverage alignment to improve achievement of pedagogic goals (Michel 2011).
In an L2 setting, learners have been shown to imitate tutors as part of their learning
process (Holley & King 1971). In educational settings, alignment has been found to
predict both student learning and engagement (Ward & Litman 2007a), and in the case
of user interaction with a virtual agent, increases perceived interaction naturalness and
maintain user engagement (Yu et al. 2016).
9In linguistics, a backchannel during a conversation occurs when one participant is speaking and
another participant interjects responses to the speaker (Yngve 1970). Examples include such expressions
as “yeah”, “uh-huh”, “hmm”, and “right”
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2.2.5 Measuring Alignment
While lexical alignment consists of speakers beginning to use the same words (Ward
& Litman 2007b, Sinclair et al. 2018) or phrases (Duplessis et al. 2017) as each other,
syntactic alignment consists of the same parts of speech patterns, such as similar noun-
phrase constructions (e.g. “the basketball game”), or similar adjuncts (e.g. “in the
morining”) (Reitter et al. 2006, Reitter & Moore 2014) as the conversation progresses.
Finally, semantic alignment can range from adaptation to individual differences in per-
sonality (Isard et al. 2006) to convergence at a higher level of representation such as
DAs (Sinclair, Ferreira, Lopez, Lucas & Gasevic 2019) or in the alignment of termi-
nology when speakers in a task based dialogue converge on a semantic representation
of the problem (Reitter & Moore 2014, Mills & Healey 2008).
Methods for measuring alignment can range from simple count statistics (Duplessis
et al. 2017) to linear regression on prime target distance10 (Ward & Litman 2007a)
or using a generalised linear mixed model to take into account the random effects
present in dialogue (Reitter & Moore 2014) for a similar sliding window of prime and
target occurrence. Alignment measures have potential to augment existing measures
of linguistic sophistication prediction (Vajjala & Meurers 2016) to better deal with
individual speakers within a dialogue, using alignment as a predictor of learner ability
as has been suggested by Ward & Litman (2007a). Dialogue is inherently sparse,
particularly when considering the lexical contribution of a single speaker. Accordingly,
alignment could be a useful predictor of learner receptive and productive knowledge
when in combination with lexical complexity of the shared vocabulary.
2.2.6 Dialogue Acts
Dialogue Acts (DAs) describe the meaning of an utterance at a certain level of granu-
larity depending on the coding scheme used (Stolcke et al. 2000). DAs are often used
to infer discourse structure, and are an important aspect in the automatic understanding
of spontaneous dialogue (Stolcke et al. 2000). DAs are similar to Speech Acts (Searle
& Searle 1969), but are often more specific, and are commonly used in natural lan-
guage processing settings for the annotation of single utterances (Sinclair et al. 2017).
DA sequences have been used to examine differences in tutor adaptation to introverted
vs. extroverted students, as measured by the big-five personality metric (Vail & Boyer
10The item being aligned to in this context is known as the prime, and the subsequent usage of this
prime by the other speaker is known as the target, or sign of alignment
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2014). DAs have been used to try to detect tutoring strategy in human tutoring dia-
logues such as in Rus et al. (2017), Chen et al. (2011), Boyer et al. (2011) and are very
useful in better automatic understanding of these strategies at an abstract level.
Figure 2.1: Switchboard Dialogue Acts from the DAMSL (Core & Allen 1997) coding
scheme.
There are many different types of DA coding scheme, and this is often dependent
on the type of corpus being analysed and the task (Walker & Passonneau 2001, Bunt
et al. 2017, Chen et al. 2011, Anderson et al. 1991). The DAMSL coding scheme11
11An example of which applied to the Switchboard corpus (Godfrey et al. 1992) can be seen in
Figure 2.1
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Dialog Act Description
instruction Commands partner to carry out action
explanation States information that partner did not elicit
align Checks partner attention & agreement, or readiness for next DA
check Requests partner to confirm information that checker is partially sure of
query-yn Yes/No question other than a check or align
query-w Any other question
acknowledge Minimal verbal response showing that speaker has heard the preceding DA
clarify repetition of information already stated by speaker, often in response to a
check DA
reply-y affirmative reply to any query
reply-n negative reply to any query
reply-w any other reply
ready DA that occurs after end of a dialogue game and prepares conversation for
a new game
Table 2.3: Dialogue Acts used to annotate the Map-Task Corpus.
was developed to provide a general purpose coding scheme, which works for multiple
corpora and downstream uses and which allows for a consistent baseline set of interac-
tions to be captured (Core & Allen 1997), although the level of granularity of the DAs
will not capture all the nuances present in very specific corpora (Bunt 2006). An exam-
ple of DAs which are more corpus-specific can be seen in Table 2.3, for a task-based
dialogue corpus, where some of the granularity of the DAMSL tag-set is unnecessary.
In Chapter 3 we choose a subset of the DAMSL tagset which are most relevant to the
L2 dialogue corpora used.
2.3 Corpora
In this thesis, we compare aspects of adaptation present within three Human-Human
dialogue corpora: L2 student, conversational and task based, and one of Human-Agent.
Table 2.4 presents some basic details of the four corpora. To understand the behaviour
of tutors and learners in L2 dialogue, we need a corpus of such dialogues. To under-
stand which behaviours are specific to L2 learning rather than common to two person
dialogue, we also need to compare them to other types of dialogue between native
speakers. In order to minimise the differences between the L2 and fluent dialogue as
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well as to investigate interactions in as naturalistic a setting as possible, the Human-
Human corpora chosen consisted of transcripts from spoken dialogue. We choose a
corpus of spontaneous conversation which allows us to compare the dialogue to the
goal of the L2 practice: that the learner is able to achieve a natural interaction, with
more equal participation between interlocutors. We also choose a task based dialogue
corpus which allows us to explore whether the effects of the task of teaching, and the
hierarchical nature of the tutor student relationship has more influence over the con-
versational dynamics than the conversational goal.
L2 learner Conversational Task-Based
Tutorbot BELC Switchboard Map-Task
number of dialogues 3689 118 1155 128
average Num. utterances 20.41 130.69 193.60 207.98
average Num. tokens 128.99 634.28 1239.59 1193.00
average tokens/utterance 6.32 4.85 6.40 5.74
communication medium typed spoken spoken* spoken
speakers H-A H-H H-H H-H
student L1 German Spanish – –
Table 2.4: Corpora detail comparison. H-H: Human-Human, H-A: Human-Agent, Tu-
torbot is introduced in Sinclair, McCurdy, Lopez, Lucas & Gasevic (2019), Switchboard
in Godfrey et al. (1992) and Map-Task in Anderson et al. (1991). *telephone mediated
We use the understanding of how speakers in L2 dialogue interact to analyse how
students respond in the context of a Human-Agent dialogue, where the tutor is an auto-
mated L2 ‘tutorbot’. Chapter 6 explores aspects of alignment present within the fourth
corpus we analyse: computer mediated dialogues between L2 students and a chatbot
in the context of an online learning platform for ESOL. The following subsections
provide more details of the corpora outlined in Table 2.4.
2.3.1 L2 Learner
The dataset used is the Barcelona English Language Corpus (BELC) (Muñoz 2006).
BELC consists of 118 transcripts from conversational practice between students of
English as a foreign language, and tutors. These vary from 60 to 140 utterances in
length. The tutors’ instructions for the dialogue were to elicit as much conversation
from the learner as possible, and to set them at ease while having as natural a conver-
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sation as possible. The tutors follow a similar script of questions with each participant
resulting in the dialogues covering similar topics. The corpus was gathered at four
different timestamps over a period of three years, with the students involved receiving
approximately one school year of weekly English tuition between sessions. Thus, the
corpus can be divided into four general levels of student ability. The corpus has been
annotated at an utterance level with a set of DAs (Sinclair et al. 2017), which were
chosen from Stolcke et al. (2000) for their relevance to the corpus. The choice of DAs
and the annotation procedure is described in Chapter 3. Examples of the lowest and
highest level of learner ability, alongside the utterance-level DA annotations can be
seen in Table 1.
Resources consisting of two person conversational dialogue practice between an L2
learner and tutor are scarce, and gathering a new dataset with a range of student first
languages is outwith the scope of this thesis. BELC consists solely of L2 speakers
with an L1 of Spanish/Catalan. To make our contributions as general as possible given
corpus constraints, we limit our analysis to the adaptation between student and tutor
and the differences between students at different levels. We also base our hypotheses
on general theories of communication and L2 acquisition which are applicable to all
language. We discuss how future studies can take into consideration differences in the
L1 of the students in Section 7.3 where we also offer a discussion of potential effects
of different L1-L2 pairings
2.3.2 Conversational
In order to contextualise our analysis of the L2 corpus, we compare the results with
those from conversational dialogue between fluent English speakers, the target L2 of
this thesis. The desired fluent conversation should have a symmetry of speaker interac-
tion which is the goal of the L2 practice dialogue: that both speakers contribute more
or less equally to the dialogue, and do not differ greatly in status. Corpora for creating
conversational dialogue agents often make use of the large resource of movie subtitles
such as Open Subtitles (Lison & Tiedemann 2016). Using film dialogue has the disad-
vantage of being scripted rather than naturalistic, where instead of the communication
being spontaneous with the goal of achieving understanding between interlocutors, it
is crafted to communicate most strongly with the viewer: a passive third dialogue par-
ticipant. Therefore while Open Subtitles is a useful resource for dialogue examples,
the smaller Switchboard corpus (Godfrey et al. 1992) is more suitable for our purposes.
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Table 2.5: Switchboard dialogue example extract
DA: dialogue act, S: speaker, resp ack : response-acknowledgement, stmt : statement,
bkchnl : backchannel, yes A: yes-answer, gen Q: general-other-question. [...] indicates
truncated utterance
DA S Utterance
resp ack B Okay .
stmt A Great . Um , currently , I ’m not doing a whole lot of exercise in any type of
program .
bkchnl B Huh-uh .
stmt A I ’m mainly do a lot of walking . I have a son [...] be dedicated towards the ,
yes A B Yeah .
stmt A exercise area , is covered in boxes .
gen Q B Um , what did you do when you did exercise regularly ?
stmt A Well , I had , uh , a little routine that I did for warm ups .
bkchnl B Huh-uh .
stmt A And then I did some very mild [...] not trying to make big bulging muscles ,
bkchnl B Huh-uh .
stmt A just trying to try and stay as firm as I can stay in my old age .
stmt B Yeah . Um , right now , um , I try when it ’s nice out [...] that ’s pretty
popular in Texas , I do n’t know ,
bkchnl A Huh-uh .
stmt B if it ’s up north , but every weekend [...] that ’s a lot of fun .
bkchnl A Huh-uh .
Switchboard’s consistent equal speaker roles, comparative lack of drama and diverse
balanced range of conversational topics makes it a useful ‘gold standard’ with which
to compare L2 English learners of varying ability.
The Switchboard corpus (Godfrey et al. 1992) is a large corpus collected from
telephone conversations between English speakers on one of a set of pre-defined con-
versational topics. The speakers did not necessarily know each other, had equal status,
and the aim was to produce largely unconstrained conversation. The conversations
range in length from one and a half to ten minutes, averaging six and a half minutes.
The resulting transcripts are broken into speaker turns and an example of the type of
dialogue can be seen in Table 2.5. From Table 2.5 it can be seen that the predom-
inant DAs used are statements and backchannel, which is different to the questions
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answer/statement dynamic within BELC. Switchboard provides an example of what
naturalistic dialogue could look like for high ability L2 English speakers and therefore
is a useful counterpoint to our comparisons of student and tutor interactions at different
levels of student ability.
2.3.3 Task based
A striking aspect of the L2 dialogues between the lowest ability students and tutors is
the asymmetry between the speakers. This is due both to the huge difference in fluency,
and in the fact that the dialogue goals of the speakers are so very different. At this level,
the tutor’s role with respect to the student resembles very much a task, that of tutoring,
or providing information in the form of easy to understand dialogue. We choose to
compare this asymmetry in the L2 dialogues with asymmetry in fluent dialogue, and
choose the Map-Task corpus (Anderson et al. 1991) for its properties as a particularly
asymmetric example of a task based dialogue. While other task based dialogue corpora
exist, they often focus on either very closed domains such as restaurant reservation, or
very domain specific, such as the very technical Ubuntu dialogue corpus (Lowe et al.
2015). They are also typically written dialogue rather than spoken, gathered either
from extracting chat logs (Ubuntu, NPS chat (Forsythand & Martell 2007)), or from
Mechanical Turk ( MultiWoz (Budzianowski et al. 2018), Persona Chat Zhang et al.
(2018)). While more contemporary corpora have the advantage of scale, the consistent
asymmetry of knowledge between speakers in the Map Task corpus is more akin to
the difference in language knowledge we wish to compare the dialogues to in the L2
corpora.
The Map-Task corpus (Anderson et al. 1991) consists of dialogues between two
participants, the Giver and the Follower. They are tasked with describing or marking a
route on a map that is marked on only the giver’s map, the follower has to follow their
partner’s instructions and mark the same path on their own copy of the map. This task
based dialogue was chosen for its leader and follower dynamic, which we contrast to
L2 learner conversation where the learner is much less fluent than their interlocutor.
2.3.4 Student-Agent
We are interested in the comparison between student alignment in human-human (H-
H) and human-agent (H-A) dialogues. The H-A corpus analyzed in this study com-
2.3. Corpora 29
Table 2.6: Map-Task dialogue example
DA speaker utterance
statement giver just slightly below it
decl YNQ follower on the left-hand side?
yes answers giver mmhmm
statement follower okay
decl YNQ follower so i’m going underneath it?
statement giver above it
resp ack follower right
yes no Q giver and then you’ll be underneath the waterfall?
yes answers follower that’s right
statement giver and go up the left-hand side of the waterfall in a straight line
resp ack follower mmhmm
statement giver and then turn to your right
resp ack follower mmhmm
statement giver and go for about an inch
statement giver and then turn upwards again
yes no Q follower have you got public footpath ?
no answers giver no
resp ack follower oh right okay
prises dialogues drawn from a large-scale commercial platform for L2 learners12. In
this application, novice learners of English who had completed lessons on relevant top-
ics were offered the possibility to review the material via simple conversations with the
automated dialogue agent, Tutorbot. Given the focus on relevant learning material, the
agent engaged learners in a system-initiative dialogue with extensive guidance, rather
than user-initiative (Bibauw et al. 2019); as a result, Tutorbot steered the learner con-
versations very deliberately, and alignment from the tutor agent to the student was
highly limited by design. A sample dialogue from the corpus can be seen in Table 2.7
Key differences are shown in Table 2.4. However, it should also be noted that the
Tutorbot corpus only consists of single utterance turns, whereas BELC has multiple.
The single utterance turns in Tutorbot are a result of the design of the chatbot, and may
constrain the verbosity of the learner. The topics are also more diverse in BELC, as
the Tutorbot explicitly guided learners to review practised material rather than engage
12This data was kindly shared with us by Babbel, https://www.babbel.com/
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Table 2.7: Tutorbot dialogue example. Italics indicate Expression Repetition
1. bot: What is your favorite day of the week ?
2. user: My favorite day of the week is Friday ...
3. bot: Do you play sports ?
4. user: yes
5. bot: What sport do you play ?
6. user: I play volleyball and I go running
7. bot: When do you do that ?
8. user: On Monday , Wednesday and Friday
9. bot: What time does it start ?
10. user: At 4 o’clock in the afternoon
in open-ended discussion. Nevertheless, certain main topics (how are you, where are
you from, tell me about your family, hobbies, and what time do you do that) and the




Interlocutors have the tendency to align in fluent conversation, creating a symmetry
between speakers which learners of a language may be unable at first to achieve. Our
hypothesis was that as a learner’s competence increases, symmetry between learner
and tutor language increases. We compare characteristics of student and tutor dialogue
to speakers in fluent conversational and task-oriented corpora, finding more linguistic
complexity adaptation within L2 dialogues.
This chapter uses existing measures of readability to analyse L2 corpora in terms
of the linguistic sophistication of the language used by each interlocutor. Section 3.2.1
outlines the measures used to compare the linguistic complexity of the dialogue, to al-
low us to make the distance comparisons between student and tutor complexity within
different dialogues. We measure speaker linguistic complexity convergence within full
dialogues and for individual Dialogue Acts. Section 3.2.3 is additional to the results re-
ported in the paper, describing how we performed a human evaluation of the automatic
DA labels used in our work. The data supports our hypothesis at the level of individual
DA usage and complexity for statements and questions. We found at the level of the
full dialogue that tutors adapt to learner ability: in the case of low ability students, we
see evidence of tutor convergence when student and tutor exhibit very different levels
of linguistic complexity. In the case of higher ability students, tutors diverge: tutor
and student begin the dialogue with a more similar linguistic complexity and the tutor
increases their linguistic complexity in the latter half of the dialogue. We interpret this
as evidence of tutor adherence to the Zone of Proximal Development.
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3.1 Finding the Zone of Proximal Development: Student-
Tutor L2 Dialogue Interactions
This section includes the verbatim copy of the following publication:
Sinclair, A., Oberlander, J. and Gasevic, D., 2017. Finding the Zone of Proximal
Development: Student-Tutor Second Language Dialogue Interactions. Proceedings of
SEMDIAL, pp.107-115.
Contributions: The ideas and analysis in the paper were developed and discussed
between all authors of the work. The original idea, the experiments and the bulk of the
writing were the work of the first author.


















The goal of dialogue practice for a second
language learner is to facilitate their pro-
duction of dialogue similar to that between
native speakers. This paper explores the
characteristics of student and tutor dia-
logue in terms of their differences from
classic conversational and task-oriented
corpora. Interlocutors have the tendency
to align to the language of the other in
conversational dialogue, creating a sym-
metry between speakers which learners
of a language may be unable at first to
achieve. Our hypothesis is that as a
learner’s competence increases, symme-
try between learner and tutor language in-
creases. We investigate this at both a sur-
face and a deeper level, using automatic
measures of linguistic complexity, and di-
alogue act analysis. The data supports our
hypothesis.
1 Introduction
Alignment and entrainment are phenomena of di-
alogue present to varying degree depending on the
nature of the interaction. For second language
learners,1 aligning with their interlocutor allows
them to bootstrap their knowledge from the more
competent linguistic example being given to them
(Robinson, 2011). Their constrained fluency, how-
ever, limits their ability to achieve this in all ar-
eas. This leads us to predict differences in align-
ment and symmetry between learner and native di-
alogue, whether conversational or task based, due
to this difference in speaker status.
Our goal was to understand the patterns and dy-
namics of student and tutor interaction and the
1Here we use second language (L2) in the broad sense, to
include any language additional to the speaker’s native lan-
guage.
Figure 1: Example of Learner-Tutor dialogue
from the BELC corpus, where INV stands for in-
terviewer and PAR participant.
level of synchronisation between the two actors
in these dialogues. Likewise we want to compare
L2 with native dialogues, in both conversational
and task-based styles. To that end, we analyse
and compare transcribed dialogues between L2
learners and tutors (an excerpt of which is shown
in Figure 1), to key characteristics observed in
dialogues between native English speakers. We
posit that both task-oriented and conversational
dialogue corpora are relevant for comparison be-
cause on the one hand L2 learner dialogue can be
viewed as both a learning or a teaching task, and
on the other, the student is trying to participate in
and gain conversational skill, while the tutor en-
courages it. Our assumption is that tutors moni-
tor students’ convergence and use this to identify
when the student is capable of learning more. This
task of pushing the student, yet reassuring them, to
promote their production, involves a tutor’s con-
stant adaption to remain within the Zone of Proxi-
mal Development.2
2The Zone of Proximal Development (ZPD) is “the dis-
tance between actual developmental level as determined by
independent problem solving and the level of potential devel-
opment as determined through problem solving under adult
guidance, or in collaboration with more capable peers” (Vy-
gotsky, 1978, p. 86). In other words, the ZPD is a space be-
tween the learner’s current level of development, and their
potential development when supported by an interlocutor.
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The overarching goal of our work is to obtain a
better understanding of the patterns of L2 learner
dialogues at different levels of expertise in order
to inform work in the field of Computer Assisted
Language Learning (CALL), specifically dialogue
agents for L2 tutoring. This differs from exist-
ing work in this domain (Ferreira et al., 2007)
as it focusses on one to one tutoring dialogues,
and uses automatic measures of complexity in ad-
dition to dialogue act analysis. Dialogue agents
for tutoring science and engineering subjects, as
in Auto Tutor (Graesser et al., 2005) or BEETLE
(Dzikovska et al., 2014) have achieved some suc-
cesses, however dialogue agents for one-to-one L2
conversational learning are less well explored. L2
agents’ goals are to practice conversational En-
glish as well as to both implicitly and explicitly
correct the learner in order to scaffold3 new vo-
cabulary or grammatical constructs. Examples of
dialogue agents for one on one L2 learning are
CLIVE (Zakos and Capper, 2008), an agent which
allows learners to practice basic conversation and
fall back on their native language for clarification
and more teaching oriented work, which varies the
explicitness of corrective feedback (Wilske and
Wolska, 2011). Immersive games-based dialogue
tutoring has been proven an effective environment
for language learning (Johnson and Valente, 2009)
and dialogue agents for facilitating collaborative
learner dialogue in the context of online courses
also exist (Kumar et al., 2007). None of these
expressly focus on adapting the complexity of an
agent’s language to the learner.
Objectives
This paper is an initial study to compare aspects
of L2 learner dialogue across levels, and between
native dialogue corpora, both conversational and
task based. Our objectives comprise comparing




b) Over the course of a dialogue
c) Across levels
d) Between dialogue corpora type
(learner/conversational/task-based)
3Scaffolding refers to one of the roles of an L2 tutor: pro-
viding contextual supports for meaning through the use of
simplified language. First introduced by Wood et al. (1976).
O2 Dialogue Act (DA) distribution
a) Speaker’s own DAs per level
b) DA share per dialogue (speaker labelled)
c) Cross corpora, regardless of speaker
d) DA bigrams to inspect turn taking
(such as speaker-statement/question turn bi-
grams)
O3 Complexity of specific Dialogue Acts charac-
teristic of L2 learning
a) Statements
b) Questions
We want to compare multi-level L2 dialogue
with that of native speakers, covering different di-
alogue types. Section 2 describes the choice of
corpora to achieve these objectives. The measures
with which we will compare these aspects are ad-
dressed in section 3. These draw from the fields
of Readability Analysis, Automatic Assessment of
text, Second Language Acquisition research; and
from the Dialogue analysis literature. We present
the results of these comparisons in Section 4. Sec-
tions 5 and 6 discuss the implications of these find-
ings and propose future work which will build on
these conclusions.
2 Corpora
Corpus Type English Size
Map Task
(MT)




BELC learner practice non-native
(level 1-4)
118
Table 1: Corpora types and details
The L2 dialogues used consist of a section of
The Barcelona English Language Corpus (BELC)
(Muñoz, 2006), containing transcripts from 118
semi-guided interviews conducted over the course
of 4 sessions; over a long period of time, with the
same participants each session. The participants
had received each on average about 200 hours of
English instruction before the start of the study
and between each session. The interviewer’s role
was that of an encouraging tutor where “Inter-
viewers attempted to elicit as many responses as
possible from the learners, and accepted learner-
initiated topics in order to create as natural and in-
teractive a situation as possible”. The interviews
were semi-guided in that the interviewer “began
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with a series of questions about the subjects fam-
ily, daily life and hobbies. This constituted a
warming-up phase that helped students feel more
at ease.”.
Transcripts of one-to-one L2 learner-tutor
dialogues do not exist in great quantity and BELC
includes the kinds of scaffolding and backchannel
acknowledgement aspects of L2 tutoring we want
to model. Figure 1 contains a short example of
this.
In order to contrast the task element of L2 dia-
logue with its conversational goal, we use the Map
Task corpus (Anderson et al., 1991) and Switch-
board corpus (Godfrey et al., 1992) (Table 1). The
MapTask corpus consists of dialogues between
two participants, the Giver and the Follower. They
are tasked with describing or marking a route on a
map that is marked on only the giver’s map, the
follower has to follow their partner’s instructions
and mark the same path on their own copy of the
map. This task based dialogue was chosen for its
leader and follower dynamic, which we contrast to
L2 learner conversation where the learner is much
less fluent than their interlocutor. The Switch-
board corpus is a large corpus collected from tele-
phone conversations between native speakers on
one of a set of pre-defined conversational top-
ics. The speakers did not necessarily know each
other, had equal status, and the aim was to produce
largely unconstrained conversation.
3 Comparison Methods
Existing methods for grading dialogue of stu-
dents and tutors within science tutoring involve la-
tent semantic analysis between student response
and documents consisting of relevant syllabus
(Graesser et al., 2000). The challenge in assess-
ing L2 learner dialogue is that the language itself is
the syllabus, and although students responding in a
relevant manner is important, the main aspects are:
a) the level of complexity of the language which
they can produce; and b) the level of complexity
of the language of their interlocutor to which they
are capable of successfully responding. In the lat-
ter case, successfully responding means not just
responding to a question with silence or signalling
they do not understand.
3.1 Linguistic Complexity
Existing measures of text complexity developed
to predict the readability of discourse have been
applied to dialogue in the form of subtitles from
television shows of varying age of audience (Va-
jjala and Meurers, 2014), successfully differenti-
ating between subtitles aimed at young children,
children of school age and adults in terms of the
complexity of the language shown. We use the
same feature set to train a simple Linear regres-
sion model as a way to ‘grade’ the transcribed dia-
logue text in order to compare the complexities of
language used between the corpora.
The main feature types used by Vajjala and
Meurers (2016) to measure readability are de-
scribed below:
Lexical Lexically complex words are those for
which a simpler synonym exists, diversity
and density are measured by type-token and
part-of-speech ratios
Morphological Morpho-syntactic properties of
lemmas, estimated from the Celex (Baayen
et al., 1993) database.
Psycholinguistic Concreteness, meaningfulness
and Age of Acquisition measures (Kuperman
et al., 2012)
Simple Counts Average sentence length, word
lengths and occurrence frequencies, n-grams,
“difficult” words from frequency lists, sylla-
bles per word and other weighted combina-
tions such as (Farr et al., 1951)
To train our model, we use the graded hand-
simplified collection of simple discursive articles
provided in the Newsela corpus (Xu et al., 2015).
We chose this corpus for two main reasons, firstly
the corpus is written for learners (not by learners)
at a known level of competence. Secondly, it has a
wide and varied vocabulary, large size, and num-
ber of distinct level labels (grades 3-12) which will
allow us to best deal with the sparse nature of dia-
logue text.
3.2 Dialogue Act Patterns
Dialogue Act (DA) modelling can tell us a lot
more about the dynamics of a dialogue such as
whether participation is equal, whether certain
DAs are more prevalent in particular dialogues,
and what the strategy of the individual speakers
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is. In order to gain this deeper look at the structure
of the dialogue, utterances were automatically la-
belled with a subset of DA labels from Stolcke et
al. (1998) selected for their relevance to the dia-
logues in question, and whether they were simple
enough to be captured with a regular expression
rule. The resulting utterances for each DA label
were manually inspected and found to conform to
the pattern specified by the regular expression rule.
The regular expression tags were also compared to
the gold standard labels of the Switchboard cor-
pus, achieving an F1 score of 0.82 although these
labels were not used. Table 2 contains a descrip-
tion of the DAs applied.
Tag Example






yes?/ oh yeah? / no? / re-
ally?





YES ANSWERS yes .
NO ANSWERS no / nope / uh no
SIGNAL-NON-
UNDERSTANDING







ok. / good. / right ok
REPEAT-PHRASE XX ok/ ah XX: when XX is in
previous utterance
STATEMENT Any other utterance
Table 2: Dialogue Acts selected from the 42 la-
bels used in (Stolcke et al., 2000) with their ac-
companying reg-ex recognition examples. Labels
general statement or general question are bucket
labels, for any utterance not falling into other cat-
egories.
In order to achieve the best quality of labels,
the existing hand labelled DAs available in both
Switchboard and MapTask were grouped into cat-
egories aligning to those we chose to use for our
rule based labelling. The alignment is shown in
Table 3 and these final tags are compared in the
following sections.
4 Results
To address the aspects of linguistic complexity
analysis (Objective O1), we separately analyse the
first and second halves of the dialogue, divided by
speaker. We then use our complexity model to as-























yes answers reply-y yes answer































hold before A/agree **
**The remaining switchboard dialogue acts each make up
0.1% or less of the switchboard utterances and would also
fall within the STATEMENT label when classified with our
rules: negative non no answers, other answers ,dis-preferred
answers, 3rd party talk, offers, options and commits, self
talk, downplayer, maybe/accept part, apology, thanking
Table 3: Mapping of our rule based dialogue act
labels to those used in the Switchboard and Map
task corpora.
sign the resulting text a ‘grade’ in order to com-
pare the surface level linguistic complexity (Fig-
ure 2). We observe that for learners at L1, the tu-
tor and student tend towards convergence of com-
plexity, and at a higher level they diverge. Switch-
board (SB) has a complexity a little above that of
the most advanced of the BELC dialogues, and
there is neither significant difference between half
nor speaker. MapTask (MT) has a similar differ-
ence in complexity between speakers as the L1
& L2 of BELC, although both are more complex.
There is no convergence of complexity between
speakers, nor significant change over their dia-
logue. Additionally, a simple word-per-utterance
count per speaker across levels and corpora shows
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the symmetry of Switchboard, asymmetry of Map-
Task and a trend from asymmetry to symmetry as
level increases for BELC in terms of speaker con-
tribution.
Dialogue Act Tags BELC MT SB
yes answers: 5.2% 11.3% 1%
no answers: 1.7% 4.8% 1%
backchannel ack: 3.3% # 19%
response ack: 2.3% 24.2% 1%
sig non understand: 8.0% 0% .1%
repeat phrase: 1.9% – .3%
yes no Q: 3.5% 6.5% 2%
declarative yes no Q: 6.8% 5.2% 1%
backchannel Q: 2.7% # 1.1%
wh Q: 9.3% # 1%
general other Q: 25.0% 11.6% .8%
statement: 36.4% 32.3% 68%
Table 4: Dialogue Act distribution across utter-
ances with SB for Switchboard, MT for MapTask
and Q for Question. The # means that the act is
grouped and this is the percentage for the previous
act combined. There are on average a greater pro-
portion of statements in SB, more questions and
sig non understand in BELC, and comparatively
more yes and no answers in both BELC and MT
than in SB.
Following Objective O2, we firstly look at the
average distribution of DAs, regardless of speaker,
in Table 4. This shows there is a significantly
greater ratio of statements to questions in SB,
and the inverse is found in BELC. Continuing
this cross-corpora view, Figure 3 shows the dis-
tribution of DAs for the average dialogue split by
speaker. This shows a general asymmetry of state-
ment contribution in BELC and MT (between stu-
dent and follower) and a very symmetrical share
between speakers in SB. Comparing BELC levels,
Figure 3 also shows that learners at a higher level
make a more similar proportion of statements to
their tutor than at mid level. The proportion of
gen other question increases for students as it de-
creases for tutors. This becomes closer to the sym-
metrical contribution of native speakers in SB, as
does a student’s percentage of yes answers, which
increases with level.
The distribution of individual speakers’ DAs
is shown in Figure 4. This shows that a stu-
dent’s questions, statements, response acknowl-
edgement and yes answers increase, and their
signal non understanding, and no answers de-
crease with the student level. The tutor’s gen-
eral questions decrease with student level, as
Bigram BELC MT SB
Speaker L1 L2 L3 L4
TT/AA/GG 30.6 21.1 18.3 19.8 22.7 47.6
TS/AB/GF 34.3 39.3 39.3 39.4 35.2 2.5
ST/BA/FG 34.7 38.8 39.9 39.1 34.9 2.5
SS/BB/FF 0.3 0.8 2.5 1.7 7.2 47.3
Statement L1 L2 L3 L4
TT/AA/GG 1.73 1.18 2.44 2.08 11.62 40.61
TS/AB/GF 2.64 2.92 3.61 3.60 2.76 1.47
ST/BA/FG 6.04 6.71 7.34 6.98 2.22 1.45
SS/BB/FF 0.00 0.38 1.11 0.52 0.84 31.44
Question L1 L2 L3 L4
TT/AA/GG 0.573 0.289 0.190 0.138 0.017 0.129
TS/AB/GF 0.054 0.068 0.101 0.076 0.013 0.001
ST/BA/FG 0.027 0.031 0.044 0.038 0.012 0.001
SS/BB/FF 0.000 0.001 0.003 0.002 0.010 0.061
Table 5: Dialogue Act bigrams for speakers,
statements and questions. T=Tutor, S=Student
for BELC corpus, A=speakerA, B=speakerB for
Switchboard corpus, F=Follower, G=Giver for
MapTask corpus. e.g. TS/AB/GF = tutor-
student/speakerA-speaker-B/giver-follower aver-
age bigram percentages.
their statements increase slightly along with WH-
questions, and signal non understanding.
Table 5 shows the average percentage of DA bi-
grams for the utterances in each dialogue. This
shows a symmetrical contribution of SB speakers.
The first bigram type, Speaker, can be interpreted
as a higher incidence of single utterance speaker
turns in all levels of BELC, compared to the op-
posite in native SB & MT where multi-utterance
turns are most common, particularly for the in-
struction giver in MT.
Finally, to address O3, Figure 5 shows the aver-
age ‘grade’ of the text in only the Statements and
Questions of each type of dialogue. In order to
better understand the constant distance in level be-
tween the tutor and the student within the ques-
tion ‘grades’, we examined the bigrams for state-
ments and questions alone, which can be seen in
the bottom two segments of Table 5. These show
an increase in tutor statement bigrams at L3 & 4,
and a steady decrease in tutor question bigrams ap-
proaching L4.
5 Analysis and Discussion
From the results discussed in Section 4, it is clear
that tutors adapt their conversation strategy to the
level of the learner in all dimensions we explored.
In terms of surface level complexity (O1), Fig-
ure 2 suggests that it is only when the tutor and stu-
dent start the dialogue at a similar enough ‘grade’
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Figure 2: Average Student tutor complexities for first and second halves of dialogues by level. In the
BELC results, the convergence and divergence of the tutor’s complexity grade in relation to the student’s
in level (L)1 and 4 is significant (t = 6.25, p = 1.60e-08, t = -4.18e+00, p = 2.95e-04), as is the divergence
of complexity between speakers in the second half of the dialogue in L4 (t = 3.18, p = 2.47e-03). There
is no significant difference between any grade complexity in the Switchboard corpus, and although the
speakers in the MapTask are at a significantly different grade level (t = 6.52, p = 1.12e-10), their dialogue
has no significant increase in complexity.
Figure 3: Dialogue Act percentages by corpus for the average dialogue.
that the tutor changes their strategy and increases
the complexity of their input, to push the learner as
their ‘task’ is tutoring not conversation. The dif-
ference in complexity of student and tutor in L1 &
2 is similar to task based speakers in MT, in L3 it
becomes more symmetrical as in the native speak-
ers in SB, and at L4 the tutor changes their com-
plexity to increase this distance once more. We
interpret this as the tutor adhering to the zone of
proximal development. Additionally, we interpret
the change in L2 dialogue from an asymmetrical
speaker complexity balance like MT, to a more
symmetrical contribution like SB, as a phenomena
of tutoring dialogue: to shift from a task-like struc-
ture to a conversational one as student competence
increases.
Analysis of the DAs (O2) show the general in-
crease in the students’ share of the dialogue, not
only in terms of statements, but also questions; the
production of which takes greater cognitive task
than simply responding to them. This increase in
asking questions can be seen as the student’s tak-
ing a more active role in the conversation, which
demonstrates an additional dimension to their ac-
quisition of skills. Not only do they proportion-
ally contribute a greater share of the questions and
statements to the dialogue at a higher level (Fig-
ure 4), but within their own share of the dialogue
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Figure 4: Average Dialogue Act percentages per dialogue by corpus: for an individual speaker’s average
share of the dialogue.
Figure 5: Complexities within Statement and Question dialogue acts in the three corpora.
For the Statements (upper row), the interviewer’s statements between the first and second half of Levels
3 and 4 significantly (t = -2.28, p = 2.72e-02, t = -4.18, p = 2.95e-04) increase in grade complexity. In
Levels 3 and 4, the convergence from different grades to a similar grade between speakers is significant
(t = -3.08, p = 3.51e-03, t = -5.10, p = 2.58e-05). For the Questions (lower row), the difference between
interviewer and participant grade is significant across levels: at Level 1, the interviewer’s trend to con-
verge is significant (t = 3.24, p = 1.82e-03), as is the student’s at Levels 3 and 4. (t = -3.13, p = 3.01e-03,
t = -2.26, p = 3.26e-02).
the proportion of their utterances signalling non-
understanding (as defined in Table 2) decreases,
with their participation in question and statement
acts increasing (Figure 3).
The final objective, O3, of this work was to
explore whether examining the complexity within
certain dialogue acts can better inform us of the
patterns of student tutor dialogues. Figure 5 al-
lows us to see at a finer grained level what hap-
pens when the tutor changes strategy at Levels 3
& 4. We hypothesise first that although tutor ques-
tions tend to align to the complexity level of the
students and vice versa in levels 3 & 4, they never
converge; and secondly that the tutor adapts their
statements to match the complexity of the student.
We suggest that this is evidence of the tutors mon-
itoring students’ convergence, using this to iden-
tify when the student is capable of learning more.
These shifts in our view, are signs of the tutor ob-
serving the Zone of Proximal Development.
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On analysing DA bigrams in order to further in-
vestigate the patterns of statement and complexity
changes, we note differences in terms of both turn
taking and types of turn taking (Table 5). Our in-
terpretation is that the single-utterance turn taking
is a tutoring strategy (as evidenced in BELC), as
this is the only aspect where there is no trend to-
wards the symmetry of SB. Our interpretation is
that tutor question bigrams are evidence of scaf-
folding, a key strategy of the Zone of Proximal
Development. We see their decrease a sign that
the tutor no longer needs to paraphrase themselves
to be understood. This helps illuminate Figure 5,
that although the questions asked may not be sig-
nificantly more complex, it is likely that a lot fewer
of them go unanswered at L4 than at L1.
6 Future Work
As this was an initial study, DAs for the BELC cor-
pus were not annotated by hand, resultantly, our
analysis of DAs has to be at a relatively coarse
grained level. The algorithmic annotations were
developed on the judgement of a single annota-
tor; further work will recruit additional annota-
tors and establish inter-annotator agreement. In
future work, we aim to annotate the BELC dia-
logues with the full 42 DA tag set of the Switch-
board corpus, in order to more thoroughly investi-
gate whether there are level-specific sequences we
can observe. It would be interesting to work with
the tag collaborative completion so as to further
examine the use of scaffolding in the tutor’s di-
alogue. In the future, we also plan to expand our
comparisons to include that of participant topic in-
troduction and measures of semantic relevance of
questions to answers. We also plan to compare the
patterns in BELC’s L2 dialogues with those of sci-
ence tutoring dialogues and other spoken and text
based language tutoring corpora, to better model
tutoring strategy. Our observations will be applied
to the task of predicting “good” tutor utterances
given a dialogue history window and a student ut-
terance. In other words, we will work towards de-
veloping a tutoring language model, constrained
both by dialogue act and linguistic complexity.
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3.2 Further Discussion
Sinclair et al. (2017) presents an analysis of BELC in terms of predicted linguistic
complexity of the dialogue both as a whole, and at the level of specific dialogue acts.
Since neither the development of new complexity measures nor DA annotation tech-
niques was the goal of this research, discussion of the techniques employed to achieve
this analysis were limited. The following subsections justify the choice of training
data, development and evaluation of the model used, describe in detail the annotation
procedure, evaluation and accuracy of the DA labels.
3.2.1 Automatic Assessment
Existing methods for grading dialogue of students and tutors within science tutoring
involve latent semantic analysis between student responses and documents comprising
the relevant syllabus (Graesser et al. 2000). The challenge in assessing L2 learner di-
alogue is that the language itself is the syllabus, and although student should respond
in a relevant manner to demonstrate comprehension, the main aspects are: a) the com-
plexity of the language which they can produce; and b) the complexity of the language
of their interlocutor which they can comprehend. In the latter case, successfully re-
sponding means not just responding to a question with silence or signalling they do
not understand.
In the field of automated assessment, linguistic complexity is an important feature
when training models to assign a grade to either essays or other student work via su-
pervised methods. Since our corpus is small, using similar methods would not make
sense. Our data does not have fine grained grading such as CEFR labels for training and
our research goal is not grading the learners. Rather, we aim to select features which
are common to both discourse and dialogue, using a model trained on a larger, more
finely graded dataset of written English with varying levels of ‘complexity’, and use
the predictions of this model on the L2 dialogues in order to compare the contributions
of the interlocutors according to the same criteria.
Existing measures of text complexity were developed to predict the readability of
discourse, but also have been applied to dialogue in the form of subtitles from televi-
sion shows of varying age of audience (Vajjala & Meurers 2014a). The metrics suc-
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cessfully differentiated between subtitles aimed at young children, children of school
age and adults in terms of the complexity of the language shown. We use the same fea-
ture set to train a linear regression model as a way to ‘grade’ the transcribed dialogue
text in order to compare the complexities of language used between the corpora.
Learner Fluency
In order to better understand SLL dialogue, and to measure fluency as a dialogue takes
place, a model should predict the complexity of the utterances with reasonable accu-
racy. The measurement of dialogue complexity for language learners should consist
of a general assessment of correctness coupled with a model of vocabulary use and
the potential knowledge it implies. A third aspect specific to fluency assessment in
dialogue is the level of linguistic competence shown in a learner’s response.
Measuring the complexity of dialogue utterances is similar to measuring the read-
ability of discourse, though with emphasis on features which are suitable for small
quantities of text. Bootstrapping from labelled discourse using common features is a
good first step, where the semi-supervised learning of dialogue grades can be achieved.
The nature of second language learner dialogue means that the resulting utterances
are likely to be informal, not well formed, either grammatically, or in terms of struc-
ture, and there are likely to be errors. Since the goal of this complexity measurement
is not assessment, but rather comparing the linguistic complexity of student and tutor
utterances, the dialogue text should be cleaned to an extent, such that the fluency is not
completely determined by the errors. The fluency or complexity of an utterance will
be measured by the complexity of the language it exhibits.
Any student utterance in an L2 setting indicates the knowledge of how to construct
it, irrespective of its relation to the question. However two utterances of the same
surface level complexity demonstrate very different levels of fluency if one expresses
misunderstanding and the other a coherent grasp of the preceding dialogue. Another
factor which can influence the demonstrated competence of the student is the direction
of the tutor within the dialogue: that is, since the tutor ‘leads’ the dialogue, if they do
not provide the student with the conversational opportunity to communicate at their
best, whether in terms of topic choice, or in terms of social dynamics, the student can
only partially demonstrate their knowledge.
Part of SLL dialogue consists of the task of listening and comprehension. Some
parts of a more advanced learner dialogue may contain periods where the learner has
more of a listening role in the dialogue, where their responses are brief, thus on surface
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Table 3.1: Linguistic Complexity Features for Text in Dialogue
Age Of Acquisition average AoA over utterance
Word Frequency average word frequency counts over utterance drawn from
googleNews corpus or similar
Context Complexity Average complexity of the context window of a particular
word
Lexical can be measured in type/token ratio, or counting the number
of distinct words for a length of text
Number of Senses WordNet synsets count for words
POS tag depth when applicable; what sorts of constructions are used and
how deep parse tree is
level complexity display low fluency, yet if these are indications of understanding,
communicate a high listening and comprehension fluency. Modelling the language of
a students interlocutor is therefore equally important when discerning their fluency.
Oral tutoring allows a lower pressure environment where tutor input can actively
scaffold knowledge and contribute to learner fluency, giving the learner the potential
to achieve a greater level of fluency by the end of the interaction.
To achieve a general model of language knowledge which can be used to model
the progression of complexity of language in a dialogue at varying levels of linguistic
competence, the mining of dialogues and bootstrapping from labelled graded discourse
is necessary as a first step. Features learnt will initially be those typically used in
the fields of automatic readability analysis and text simplification systems, with an
emphasis on lexical complexity.
3.2.2 Complexity Prediction
Approach
Language fluency and complexity can be assessed over many dimensions, and changes
depending on the context of that language, be that discourse of different types, or dia-
logue. While dialogue is known to be more simple in terms of lexical complexity than
discourse (Robinson 2011), large-scale corpus resources for second language dialogue
are less readily available than those for discourse. Since BELC is neither particularly
large, nor finely graded, an unsupervised approach to assign ‘grades’ to these dialogues
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seemed appropriate under the assumption that a regression model trained on discourse
can be used to compare linguistic complexity in dialogue. Our approach therefore was
to train a readability classification model on a large corpus of graded discourse using
features which are common to both styles of communication, and to only use the com-
plexity predictions of this model to compare rather than grade speakers’ contributions.
Table 3.2: Newsela dataset example sentences written at multiple levels of text com-
plexity. the bold font highlights the parts of the sentence that are different from the
adjacent version. The grades correspond to the whole article in which the sentence
occurs, so the same sentences may receive different scores such as the sentences for
level 6 and 7 here.
Level Text
12 Slightly more fourth-graders nationwide are reading proficiently compared
with a decade ago, but only a third of them are now reading well, according to
a new report.
7 Fourth-graders in most states are better readers than they were a decade ago.
But only a third of them actually are able to read well, according to a new
report.
6 Fourth-graders in most states are better readers than they were a decade ago.
But only a third of them actually are able to read well, according to a new
report.
4 Most fourth-graders are better readers than they were 10 years ago. But few of
them can actually read well.
3 Fourth-graders are better readers than 10 years ago. But few of them read well.
To train our model, we use the graded hand-simplified collection of simple discur-
sive articles provided in the Newsela corpus (Xu et al. 2015). The Newsela dataset
consists of text from news articles professionally simplified 5 times, then labelled with
reading level grades applicable to the American school system; examples of the grades
and sentences from the corpus can be seen in Table 3.2. This corpus was developed
as a resource for sentence simplification however we use it as training data for a read-
ability ranking model such as in Vajjala & Meurers (2014b) and Vajjala & Meurers
(2016). Newsela is a valuable resource due to its size and variety of articles, which
have been human graded and simplified. We chose this corpus for two main reasons.
Firstly the corpus is written for learners (not by learners) at a known level of compe-
tence, which is ideal for our work as the dialogue has been transcribed and therefore
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the language is in ‘correct’ English, at least at the level of spelling. Secondly, it has
a wide and varied vocabulary, large size, and number of distinct level labels (grades
3-12) which will allow us to best deal with the sparse nature of dialogue text. The
data is not balanced according to grade label, with some grades containing very few
example documents as is shown in Figure 3.1. This imbalance is due to the corpus
creation method: a set of complex articles (grade 12) were used as source material
for the writing of 5 successively more simple versions. The resulting article set were
then graded. This explains to some degree the very few documents graded 10 and 11,
and the large number of documents graded 12 (the highest grade) suggesting that the
subsequent simplifications typically resulted in a version two or more grades easier
than the source document. However, since the goal of using this data is not to use the
predicted grades themselves, rather to use them as a method of ranking and comparing
graded texts, any skewed prediction effects will not affect our results.
Figure 3.1: Distribution of document labels in the Newsela corpus.
Feature Selection
The features used in this initial model were features chosen from work on readability
ranking (Vajjala & Meurers (2014b)) which fall under the categories of lexical and
psycholinguistic features. Since the goal was exploration of SLL dialogue and test-
ing using discourse as training data, feature choice was driven by their relevance to
dialogue text, and the general nature of the feature. As such, syntactic features were
avoided at this stage due to the dissimilarity between dialogue and discourse in these
respects. The main feature types used by Vajjala & Meurers (2016) to measure read-
ability are described below:
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Lexical Lexically complex words are those for which a simpler synonym exists. Lex-
ical diversity and or lexical density are measured by type-token (TTR) and part-
of-speech (POS) ratios. e.e. Higher TTR is an indication of lexical diversity, and
more even POS ratios of lexical density.
Morphological Morpho-syntactic properties of lemmas, estimated from the Celex
database (Baayen et al. 1993).
Psycholinguistic Concreteness, meaningfulness and Age of Acquisition measures (Ku-
perman et al. 2012)
Simple Counts Average sentence length, word lengths and occurrence frequencies,
n-grams, “difficult” words from frequency lists, syllables per word and other
weighted combinations following Farr et al. (1951)
Feature Selection - Ablation
i Feature F1 P R
0 Baseline - TFIDF 7.45% 9.11% 6.67%
1 Average Word/Sent. lengths 33.89% 33.58% 34.22%
2 FKGL scores 39.15% 38.04% 40.44%
3 Average Age of Acquisition 35.98% 36.89% 35.15%
4 Lexical diversity 42.18% 40.50% 44.44%
5 Average Occurrence Freqs 63.67% 63.27% 64.44%
6 Smog index 61.63% 61.31% 62.22%
7 Dale Chall score 66.29% 66.04% 66.67%
8 Linsear Write Formula 70.16% 70.11% 70.22%
9 Automatic Readability Index 74.69% 74.73% 74.67%
10 Hard word-count 76.87% 76.85% 76.89%
11 Coleman-Liau score 79.08% 79.07% 79.11%
12 All Features 79.08% 79.07% 79.11%
Table 3.3:
Ablation table of selected model features trained with a logistic regression classifier. The
results recorded are the average of results from cross validation. Age of acquisition was
looked up for each word from the compilation of Kuperman et al. (2012).
An additional feature which was not present in the work of Vajjala & Meurers
(2014b) but we included was Average Occurrence Frequency (AOF) of a word. AOF
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has been shown to correlate highly with the age of acquisition of the same word and
the more frequently that an L2 learner is exposed to a word will influence their rate of
learning it (Brysbaert et al. 2000). This motivated our inclusion of AOA as a feature
in the model. The word frequency was obtained from counts from the Google News
corpus which is commonly used in training Word2Vec (Mikolov et al. 2013).
To explore the effects of different features, we train and test the model using One
Stop English (OSE) corpus introduced by Vajjala & Meurers (2014b) who report 90%
accuracy for document level ranking with a full set of features using an SVM classifier.
The accuracy of the linear regression model at prediction when trained and tested on
subsets of the OSE corpus is shown in Table 3.3. This model is a promising start,
suggesting that reasonable results can be obtained with a simple regression model and
partial features, without any model regularization or smoothing.
Figure 3.2: Results of the Linear regression model on Newsela dataset: strong correla-
tion between predicted grade and true label (R2 = 0.81)
Model Evaluation
The final model was trained on the full Newsela corpus. In order to evaluate whether
the features selected work well with this dataset, we performed K-fold cross validation
on the dataset with k = 6. The results of the predictions of the linear regression model
can be seen in Figure 3.2. The mean absolute error was 0.96, with an R2 value of 0.81.
Since the purpose of the model is the exploratory analysis of the BELC corpus with
the goal of comparing complexity between selected dialogue segments, we evaluate
its performance at predicting the relative complexity of the Newsela documents. We
therefore compare the ranking of the predicted grades with the observed grades in
the data using Spearman’s rank correlation coefficient. We find that the correlation
coefficient is 0.94 with p < 0.0001 suggesting that the model is suitable for comparing
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document complexity successfully. While we think Spearman’s coefficient is most
relevant to the ordinal nature of the labels, we also report Pearson’s R, which, with a
coefficient of 0.90 and p < 0.0001, additionally indicates a strong linear relationship
between labels and predictions.
Effects of Document Size
Figure 3.3: For each article, sub documents containing an increasing number of its
sentences were given predicted grades. The classifier was trained on the Newsela
dataset. As can be seen from the shape of the data, text size has a large impact on
the model, although after a certain length of text, the model is very effective at correctly
ranking the documents’ complexity.
Sampling sentences of varying length and the discovery of how much is identifi-
able from what quantity of text is essential to deciding how much belief to place on
any measure of dialogue complexity. Dialogue is inherently less formal than discourse,
and the dynamic and conversational aspect means that there is less cognitive time to
construct longer range dependencies and more complex clauses. Conversely, in dia-
logue, there is also the aspect of shared context, whereby referring expressions and
omissions are common and refer to objects or concepts not explicitly expressed in the
dialogue at all since doing so would be unnecessary to the understanding of both dia-
logue participants at a given time. All this being said, it is logical to assume that simply
transferring assessment measures and complexity features from discourse analysis to
that of dialogue should not be done without some checking of their application and
relevance to dialogue.
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Figure 3.4: The same technique as in Figure 3.3 was applied, but with only two docu-
ments to examine the individual relationship between document length and grade
In order to explore current techniques in the context of dialogue, and assess their
relevance to the classification of shorter texts, we compared the accuracy of models
each trained with varying selections of features on the classification of sub-texts; ex-
cerpts of varying length from the corpus held back for evaluation, and with a separate
graded dataset, OSE. The results of testing varying size texts can be seen in Figure 3.3
and 3.4
In Sinclair et al. (2017), we compare the “grades” of the utterances in the first and
second halves of the dialogues to one another, making the same comparison for the sets
of statement and question DAs. This is due to the fact that with only small quantities
of text, our model will struggle to predict reliably accurate “grades”. We therefore
compare only the linguistic complexity differences between the first and second halves
of the dialogue, and for the two majority class DAs, where there will be enough text to
ensure a more reliable prediction and thus comparison.
3.2.3 Dialogue Act Annotation
In Sinclair et al. (2017), we use regular expressions to automatically label the Dialogue
Acts (DAs) used. Since BELC had no human-annotated labels, we tested the accuracy
of our labelling on its ability to predict the DAs in Switchboard, and examined by hand
the utterances in BELC for each DA label. To better validate our DA labels against how
a human would label the same utterances, we gathered some gold-standard labels via
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DA Accuracy
DA human labels correct percent
no answers 10 10 100.0
statement 478 465 97.3
signal non understanding 172 167 97.1
wh question 110 105 95.5
general other question 224 209 93.3
yes answers 59 55 93.2
yes no question 40 27 67.5
backchannel question 56 37 66.1
backchannel acknowledgement 80 48 60.0
declarative yes no question 5 2 40.0
response acknowledgement 108 37 34.3
repeat phrase 17 1 5.9
Total 1359 1163 85.6%
Table 3.4: DA labelling accuracy
human annotation. Two annotators were asked to independently label the utterances of
10% of the corpus with the set of 12 dialogue acts in table 3.4. The selected dialogues
were equivalently balanced between each of the 4 student ability levels. The coders
were given definitions of the DAs used, and were instructed to independently annotate
the full validation set, which consists of 1359 utterances. The coders initially achieved
71.2% agreement, with a total of 392 disagreements on utterance labels. The coders
were then asked to review the utterances upon which they disagreed and come to an
agreement on what the final DA label should be. This final set of labels was then
used as a gold standard set with which to test the accuracy of our automatic labelling
method. The resulting accuracy of our labels when compared to the human labels was
85.6%.
When individual DA accuracy was inspected (shown in Table 3.4), over 90% accu-
racy was achieved for no-answers, statements, signal-non-understanding, wh-questions,
general-other-questions, and yes-answers. Over 60% accuracy was achieved for yes-
no-questions, backchannel-questions, and backchannel-acknowledgements. The three
DAs which achieved under 50% accuracy were response-acknowledgement, declarative-
yes-no-question, and repeat-phrase. These last three are clearly much harder to label
with a regular-expression based approach. The poor accuracy of repeat-phrase can in
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part be explained by the fact that the rule to label an utterance as a repeat only matches
if it contains a sub-string within the previous utterance only. Some of the human labels
for repeat phrase can be further back than 5 utterances previous to the utterance being
considered. A secondary reason for this particularly poor accuracy is that if a speaker
gives a yes-answer, or a backchannel, and their interlocutor repeats this as part of a
response acknowledgement, or as an introduction to a statement (e.g. Student: “yes”,
Tutor: “yes, ok that must have been interesting”) then this can be incorrectly labelled
as a repeat phrase by our rules.
A full breakdown of incorrectly labelled utterances can be seen in Table 3.5. The
first two columns show the automatically labelled DAs which were incorrect accord-
ing to the human labels. The right three columns break down these incorrect labels,
to show what they should have been according to our annotators. This can help
to better understand the lower accuracy DAs in Table 3.4. For example, response-
acknowledgement (respAck) has only one instance where it predicts the label and is
incorrect, however, there are 55 instances where response acknowledgement is labelled
as statement, showing that we fail to recognise many of the true instances of that label.
3.3 Contributions
The contributions of this chapter are threefold:
- We find evidence of and show that tutor’s adaptation of their linguistic complex-
ity can be measured via a set of surface features in the text within the utterances.
We see tutors converge to low ability learners and diverge from high ability learn-
ers in terms of the linguistic complexity of their language (Figure 2 inf Sinclair
et al. (2017))
- We show that utterances with different functions (statements vs. questions) ex-
hibit different complexity traits, per speaker and between halves of the dialogue
(Figure 5 in Sinclair et al. (2017)).
- We show that DA usage becomes more symmetric between student and tutor
in L2 dialogues as student ability increases. We contrast this to the symmetric
DA contributions between fluent native speakers in conversational, and to the
asymmetry present in task-based dialouges (Figure 4 in Sinclair et al. (2017))
These findings have some implications for the design of an automatic L2 tutor:
we see that human tutors adapt complexity to remain within a certain accessible range
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DA Error Analysis
Incorrectly % total Human
Predicted Label count error Label count % of error
decYNQ 3 1.5 genQ 3 100.0







repeat 21 10.6 genQ 6 28.6
respAck 4 19.0
stmt 11 52.4
respAck 1 0.5 backAck 1 100.0
sigNA 32 16.1 backAck 24 75.0
respAck 8 25.0








whQ 6 3.0 sigNA 2 33.3
repeat 4 66.7
yesA 4 2.0 respAck 4 100.0
YNQ 4 2.0 genQ 4 100.0
Table 3.5: Label errors in the Dialogue Acts. Of the incorrect automatic labels, we
present what the human labels were for each DA category.
of the learner’s ability. Since we can model this adaptation, the same features could
be used as criteria to optimise dialogue generation. These features are lightweight and
surface level; therefore, given a certain dialogue history, the generation of the next tutor
utterance could be a function of learner level prediction, or to maximise the probability
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that the learner will respond given previous similarly complex prompts in the past.
Modelling the differences in complexity within certain DAs suggests that any au-
tomated assessment of learner ability should incorporate interlocutor expressions as
well as learner expressions. Likewise in an automated tutoring scenario the complex-
ity adaptation shouldn’t necessarily be uniform; but rather influenced by the type of
dialogue move the automated tutor plans to make.
Chapter 4
Alignment
In order to have a successful conversation, second language learners must rely on both
their productive and receptive knowledge of vocabulary (Takač 2008). Words that a
learner can say in conversation show their productive vocabulary, and words they can
understand from their tutor’s language demonstrates their receptive vocabulary. A stu-
dent’s productive knowledge of language can be signal a much larger latent range of
vocabulary at a receptive level, alignment of the student to the tutor could indicate lan-
guage that a student only has partial productive knowledge of, depending on how much
the tutor pushes the student or remains within the student’s known vocabulary. This
is discussed further in Section 4.2.1 due to space constraints in (Sinclair et al. 2018).
L2 learners have greater production ability in dialogue than in monologue (Robinson
2011). Robinson (2011) reason this is due to recent examples from their interlocu-
tor of vocabulary from the learner’s receptive knowledge. With the priming effects of
dialogue, if this vocabulary in a monologue setting is only just below a learner’s pro-
ductive knowledge, then in the context of conversational dialogue, they can leverage
alignment to move from receptive to productive knowledge of the primed words.
In Chapter 3, we show that tutors adapt their language complexity to the student,
and that over the course of a dialogue, speakers’ contributions become more symmet-
ric (Sinclair et al. 2017). In this chapter, we investigate alignment differences between
speakers at different levels of leaner ability and for different word complexities. We
find that there is an effect of word frequency, which we use as an indication of word
complexity1, on strength of alignment at different levels of learner ability.
In an L2 context, the potential for alignment will be shaped by the different goals
1The higher frequency of a word, the more exposure a student has had to it, the more likely they are
to learn it faster (Vermeer 2001). Word Frequency has also been shown to act as a reasonable indication
of word ‘difficulty’ (Chen & Meurers 2017).
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of the speakers (Costa et al. 2008). L2 learners can benefit through alignment in terms
of the vocabulary and grammatical example of their interlocutor, but their ability will
affect to what extent they do. The tutor’s goals will also affect how they align, po-
tentially using alignment as a ZPD strategy. It has been hypothesised that learners
leverage alignment to achieve pedagogic goals (Michel 2011). This chapter explores
whether student ability affects alignment.
We measured lexical alignment in L2, fluent conversation and task-based corpora,
finding that alignment effects were greater at higher levels of student ability, similar
to the fluent corpora. We also found that the more complex the word, the greater the
likelihood of alignment within L2 dialogue. We hypothesise that this is evidence of the
learners leveraging alignment to learn through repetition of this near-production-level
vocabulary in context.
4.1 Does Ability Affect Alignment in Second Language
Tutorial Dialogue?
This section includes the verbatim copy of the following publication:
Sinclair, A., Lopez, A., Lucas, C.G. and Gasevic, D., 2018, July. Does Ability
Affect Alignment in Second Language Tutorial Dialogue?. In Proceedings of the 19th
Annual SIGDIAL Meeting on Discourse and Dialogue (pp. 41-50).
Contributions: The ideas and analysis in the paper were developed and discussed
between all authors of the work. The original idea, the experiments and the bulk of the
writing were the work of the first author.
Proceedings of the SIGDIAL 2018 Conference, pages 41–50,
Melbourne, Australia, 12-14 July 2018. c 2018 Association for Computational Linguistics
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The role of alignment between interlocu-
tors in second language learning is dif-
ferent to that in fluent conversational di-
alogue. Learners gain linguistic skill
through increased alignment, yet the ex-
tent to which they can align will be con-
strained by their ability. Tutors may use
alignment to teach and encourage the stu-
dent, yet still must push the student and
correct their errors, decreasing alignment.
To understand how learner ability interacts
with alignment, we measure the influence
of ability on lexical priming, an indicator
of alignment. We find that lexical prim-
ing in learner-tutor dialogues differs from
that in conversational and task-based di-
alogues, and we find evidence that align-
ment increases with ability and with word
complexity.
1 Introduction
The Interactive Alignment Model (Pickering and
Garrod, 2004) suggests that successful dialogue
arises from an alignment of representations (in-
cluding phonological, lexical, syntactic and se-
mantic), and therefore of speakers’ situation mod-
els. This model assumes that these aspects of the
speakers’ language will align automatically as the
dialogue progresses and will greatly simplify both
production and comprehension in dialogue.
In a Second Language (L2) learning setting, a
learner will have a more limited scope for align-
ment due to their situational understanding, and
their proficiency will dictate to what extent they
are capable of aligning lexically, syntactically
and semantically (Pickering and Garrod, 2006).
Even once a situational alignment is reached (i.e.
the learner understands the context of their in-
terlocutor’s interaction with them) there remains
the question of the learners receptive vs. pro-
ductive vocabulary knowledge (words they under-
stand when others use them vs. words they can use
themselves), both of which are active in L2 dia-
logues (Takač, 2008) and constrain their scope for
alignment. Student alignment therefore will also
be influenced by the tutor’s strategy; or by how
much of the student’s receptive language the tutor
produces which facilitates the student productive
ability in this context.
We expect that alignment within L2 learner di-
alogue will differ from alignment in fluent dia-
logues due to the different constraints mentioned
above (Costa et al., 2008). We also expect learn-
ers to align to their interlocutor to a compara-
tively greater degree than found in native dialogue.
This is both because of the difficulty of the task
leading to a greater need for alignment (Picker-
ing and Garrod, 2006), and because we know that
an L2 learner’s lexical complexity increases in a
dialogue setting due to the shared context words
within that dialogue, compared to the level at
which they are capable of expressing themselves
in monologue (Robinson, 2011).
In order to find out whether ability affects align-
ment in L2 dialogue, we investigate lexical prim-
ing effects between L2 learner and tutor. Priming
is a mechanism which brings about alignment and
entrainment, and when interlocutors use the same
words, we say they are lexically entrained (Bren-
nan and Clark, 1996). We compare the effects
against two different corpora: task-based (Ander-
son et al., 1991) and conversational (Godfrey et al.,
1992), and between different levels of L2 student
competency. We expect that alignment of tutor to
student and vice versa will be different, and that
the degree of alignment at a higher level of L2
learner competence will be more similar to that of
conversational dialogue than that at a lower level
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(Sinclair et al., 2017). We are interested in the dif-
ference between tutor-to-student (TS) and student-
to-tutor (ST) alignment, as there are various fac-
tors which could contribute to both increased and
decreased alignment to that existing between two
fluent interlocutors (Costa et al., 2008).
1.1 Motivation
By examining alignment differences, we aim to
better understand the relationship between tutor
adaptation and L2 learner production. This under-
standing can inform analysis of “good” tutoring
moves, leading to the creation of either an L2 tu-
toring language model or more informed L2 dia-
logue agent design, which can exploit this knowl-
edge of effective tutor alignment strategy to con-
tribute to improved automated L2 tutoring. The
potential benefits of automated tutoring for L2 di-
alogue1 have already been seen through the suc-
cess of apps such as Duolingo2 bots which allow
the user to engage in instant-messaging style chats
with an agent to learn another language. Adap-
tion of agent to learner however is an ongoing
research task, although outside L2 tutoring, is a
well-explored area (Graesser et al., 2005). Align-
ment, or “more lexical similarity between student
and tutor” has been shown to be more predic-
tive of increased student motivation (Ward et al.,
2011), and agent alignment to students’ goals can
improve student learning (Ai et al., 2010). We
build on previous research by investigating lexi-
cal priming effects for each interlocutor in dia-
logue both within- and between-speaker, and at
different ability levels in L2 dialogue. This adds
the dimension of lexical priming and individual
speaker interactions to the work of Reitter and
Moore (2006) and the inspection of student to tu-
tor, and within-speaker priming to that of Ward
and Litman (2007b). By also making comparisons
across L2 ability levels, we can now analyse prim-
ing effects in terms of L2 acquisition. Similar
work in this area outside the scope of this paper
includes work analysing alignment of expressions
in a task-based dialogue setting (Duplessis et al.,
2017) and the analysis of alignment-capable dia-
logue generation (Buschmeier et al., 2009).
In addition to informing dialogue tutoring agent
design, this work has potential to augment exist-
ing measures of linguistic sophistication predic-
1Also know as Dialogue-based Computer Assisted Lan-
guage Learning (CALL)
2bots.duolingo.com
tion (Vajjala and Meurers, 2016) to better deal
with individual speakers within a dialogue, us-
ing alignment as a predictor of learner ability as
has been suggested by Ward and Litman (2007a).
Dialogue is inherently sparse, particularly when
considering the lexical contribution of a single
speaker. Accordingly, alignment could be a use-
ful predictor of student receptive and productive
knowledge when in combination with lexical com-
plexity of the shared vocabulary.
1.2 Research Questions
We present evidence which strengthens our hy-
pothesis that tutors take advantage of the natural
alignment found in language, in order to better in-
troduce, or ground3 vocabulary to the student; in
other words, scaffolding4 vocabulary from recep-
tive to productive practice in these dialogues.
Our work investigates the following research
questions:
RQ1 How does L2 dialogue differ from task-
based and conversational in terms of align-
ment?
We find ST alignment has the strongest ef-
fect within L2 dialogue.
RQ2 Does alignment correlate with ability in L2
dialogue?
We find priming effects are greater at
higher levels of student ability.
RQ3 Does linguistic sophistication of the lan-
guage used influence alignment of speakers
at different ability levels in L2 dialogue?
We find the more complex the word, the
greater the likelihood of alignment within
L2 dialogue.
2 Corpora
We compare the alignment present within three di-
alogue corpora: L2-tutoring, conversational and
task-based. A summary of the corpora is pre-
sented in Table 1. The Barcelona English Lan-
guage Corpus (BELC) (Muñoz, 2006) was gath-
ered at four different periods over the course of
3Grounding in dialogue consists of the participants estab-
lishing a common basis, or ground, on which their communi-
cation takes place. This can be viewed as a strategy for man-
aging uncertainty and therefore error handling in dialogue
(Skantze, 2007).
4Scaffolding (Wood et al., 1976) provides a metaphor to
the kind of temporary support at successive levels of develop-
ment needed to construct knowledge, or to support learning.
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Corpus Type English Dialogues
BELC L2 tutoring non-native
(levels 1-4)
118
Switchboard conversational fluent 1155
Map Task task-based fluent 128
Table 1: Corpora types and details. Map Task is
referred to in later diagrams as MT, Switchboard
as SB. The levels in BELC indicate increasing
learner ability, with 1 indicating the lowest ability
level and 4 the highest.
three years, with the students involved receiving
approximately one school year of weekly English
tuition between sessions. Table 2 shows a short
20-utterance long extract from a dialogue. The
Switchboard Corpus is conversational dialogue
over telephone between two fluent English speak-
ers (A and B), and MapTask is a task-based dia-
logue where the instruction-Giver (G) directs the
instruction-Follower (F) from a shared start point
to an end point marked on G’s map but which is
unknown to F, who also has access to a similar
map, although some features may only be present
on one of the interlocutors’ copies.
3 Methods
To address RQ1 and RQ2, section 3.1 discusses
how we measure lexical priming so that we can
compare priming effects in different situations.
Section 3.2 discusses the measure we use for word
complexity in order to address RQ3, so that we can
use this as an additional parameter in our model.
3.1 Lexical Convergence
Lexical priming predicts that a given word (target)
occurs more often closely after a potential prime
of the same word than further away. In order to
measure lexical convergence, we count each word
used by the speaker being considered as a potential
prime. Following Ward and Litman (2007b), who
measure the lexical convergence of student to tutor
in physics tutorial dialogues, we only count words
as primes if in WordNet (Miller, 1995), the word
has a non-empty synset5 e.g. if there was a choice
of potential words and the speaker used the same
word as their interlocutor, this can be counted as a
prime, since it was not simply used because it was
the only choice.
Since the learning content of L2 dialogues is the
5This also has the effect of removing function words from
consideration.
Tutor Student
do you have a bedroom for just you ?
yes .
ok .




ok one for you...
... and his friend algúns amigos .
and a friend that’s good .
hmm what is the room like ?
hmm...








Table 2: Example of lexical alignment in BELC
dialogue. room, beds and friend are examples of
lexical alignment from student to tutor and from
tutor to student respectively. Underlined text in-
dicates within-speaker (TT or SS) alignment, and
bold text indicates between-speaker (TS or ST)
alignment (algúns amigos means some friends).
language itself, we group the words into word fam-
ilies, which is a common method used to measure
L2 student vocabulary (Graves et al., 2012). We
do this by lemmatizing6 the words in a text, and
counting lemmas used by the speaker as prime.
Thus, we count the forms want, wants, wanted &
wanting as a single word.
We also distinguish between the speakers when
looking at between-speaker, or comprehension-
production (CP) priming where the speaker first
comprehends the prime (uttered by their inter-
locutor) and then produces the target, and within-
speaker or production-production (PP) priming,
where both the prime and the target are produced
by the same speaker. Since we are also interested
in tutor T behaviour vs. student S in these inter-
actions we map PP priming to TT and SS respec-
tively and CP to TS and ST.
6Using NLTK (Loper and Bird, 2002)
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Lexical Repetition
In our data, each repetition of an occurrence of a
word W at distance n is counted as priming7 where
W has a non-empty synset, and is of the same
word-family as its prime (section 3.1). Each case
where W occurs but is not primed n units before-
hand in the dialogue, is counted as non-priming.
Our goal is to model p̂(prime|target, n), that is
the sampling probability that a prime is present
in the n-th word before target occurs. Without
lexical priming’s effect on the dialogue, we would
assume that
p̂(prime|target, n) = p̂(prime|target).
The distance n between stimulus and target is
counted in words, as this has the advantage over
utterances for capturing within-utterance priming
and is less sensitive to differences in average ut-
terance length between corpora when comparing
priming effects. Words were chosen as the closest
approximate available to time in seconds as mea-
sured in Reitter and Moore (2006). We look for
repetitions within windows of 85 words8.
Generalized Linear Mixed Effects Regression
For the purposes of this study, following Reit-
ter and Moore (2006), we use a Generalized Lin-
ear Mixed Effects Regression Model (GLMM). In
all cases, a word instance t is counted as a rep-
etition at distance d if at d there is a token in
the same word-family as t. To measure speaker-
speaker priming effects, we record both the prime
and target producers at d. GLMMs with a binary
response variable such as ours can be considered a
form of logistic regression.We model the number
of occurrences prime = target|d  n (where n
is window size) of priming being detected9. We
model this as binomial, where the success proba-
7The use of priming is not intended to imply that priming
is the only explanation for lexical repetition
8We chose this window size based on Reitter and Moore
(2006) using an utterance window of 25 and a time window
of 15 seconds. We calculated the average number of words to
occur in the utterance window chosen, and the average num-
ber of words which are spoken in the 15 second window and
chose the average of the two as our window.
9For example, if we were only interested in priming
within a window size of 3 words, In table 2, for the student’s
first use of the word beds we would record 3 data points:
(window:1, target:bed, role:SS, prime=target:0), (window:2,
target:bed, role:ST, prime=target:1), (window:3, target:bed,
role:ST, prime=target:0) indicating there is a prime for our
target beds at distance 2. The number of trials = target words
⇥ window size.
bility depends on the following explanatory vari-
ables: Categorical: corpus choice, priming type
from speaker role, ability level; and Ordinal: word
frequency, as explained in Section 3.2. The model
will produce coefficients  i, one for each explana-
tory variable i.  i expresses the contribution of
i to the probability of the outcome event, in our
case, successful priming, referred to as priming ef-
fect size in the following sections. For example,
the  i estimates allow us to predict the decline of
repetition probability with increasing distance be-
tween prime and target, and the other explanatory
variables we are interested in; we refer to this as
the probability estimates in in subsequent sections.
The model outputs a statistical significance score
for each coefficient, these are reported under each
figure where relevant.
3.2 Complexity Convergence
To capture linguistic complexity within the prim-
ing words, we use Word Occurrence Frequency
(WOF) as a predictor of the relative difficulty of
the words used. We use log(WOF ) to normalise
the deta before using it as a factor in our model.
WOF has been found to predict L2 vocabulary
acquisition rates - the higher frequency of a word,
the more exposure a student has had to it, the
more likely they are to learn it faster (Vermeer,
2001). Word Frequency has also been shown to
act as a reasonable indication of word ‘difficulty’
(Chen and Meurers, 2017). We therefore expect a
negative correlation between learner level and fre-
quency of vocabulary used, given a certain prime
window. We gathered frequency counts from the
Google News Corpus introduced by Mikolov et al.
(2013), for its size and diverse language.
4 Results
4.1 Lexical Convergence Cross Corpora
To find how L2 dialogue differs from task-based
and conversational in terms of alignment (RQ1),
we investigate the priming effects present across
corpora of different speaker roles. Figure 1 shows
that the BELC corpus has a similar asymmetry in
speaker alignment to MT, and that the alignment
of speakers in SB is more symmetrical, mirroring
the speakers’ equal role in the dialogue. This can
be seen in the different priming effects between
speakers in BELC and MT, and the same effects
between speakers in SB. Figure 2 shows the dif-
ferent decay of repetition probability with window
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Figure 1: Priming effects of distance across Corpora for different speaker roles. S:Student, T:Tutor,
F:Follower, G:Giver, A& B:Speaker A& B. AB indicates alignment of A to B. CP: comprehension-
production, or between-speaker priming, PP: production-production, or within-speaker priming. The
results are all significant with (p < 0.0001) except BB within Switchboard, with (p < 0.01).
Figure 2: Decaying probability estimates for window lengths for different speaker roles across corpora.
Formula : lemma occ⇠window + role ⇤ corpus
size for the different roles for all three corpora.
This shows the same symmetry and asymmetry
of between- and within-speaker repetition decay
probability as Figure 1.
4.2 Lexical Convergence by Level
We investigate priming effects within BELC be-
tween levels to find whether alignment correlates
with ability in L2 dialogue (RQ2). Figure 3 shows
the strong student-tutor priming occurring at each
ability level, and the general increase in priming
effect size as ability level increases for all prim-
ing types. When comparing both Figure 1 and 3,
we see that as ability level increases, BELC prim-
ing effect sizes tend towards those seen in Switch-
Board, particularly those of ST and TS, the ef-
fect size of which also becomes more symmetrical
with ability level, although the imbalance between
SS and TT priming remains similar to that of Map-
Task.
We also examine the model predictions for dif-
ferent window sizes for different conditions. Fig-
ures 4 and 5 describe the relationship between role
and ability level on the probability of seeing a
prime word at different window sizes. Figure 4
shows a sharper decay in the probability of tutor to
student (TS) priming than in student to tutor (ST)
priming. Figure 5 shows that tutor self-priming
is more probable at lower ability levels, and that
ST alignment at lower levels is less likely than at
higher levels of ability.
4.3 Linguistic Complexity Convergence
Exploring the question of whether linguistic so-
phistication of the language used influences align-
ment of speakers at different ability levels in L2
dialogue (RQ3); we find log(WOF ) to have a sig-
nificant negative correlation (p < 0.0001) with
priming effects. Thus the more complex the word
(as measured by a lower WOF ), the greater the
likelihood of alignment. Figure 6 shows the prim-
ing effects of WOF . It shows that priming effects
of WOF are stronger for ST and TT, than for the
other roles, but this difference is less pronounced
at higher levels than it is for lower levels of abil-
ity. The ST shows the most marked difference in
46
Figure 3: Priming effect sizes under different
speaker role situations, across levels in BELC. Ef-
fects estimated from separately fitted nested re-
gression models for each subset of BELC split by
level(1-4). The results are all significant (p <
0.0001).
effect between low and high levels, lowest at the
highest ability. Per role, priming effect is gener-
ally smaller at higher ability levels than lower.
Figures 7 and 8 show the effects of WOF on
level and role respectively. In Figure 7, lower
log(WOF ) values are indicative of more complex
words. In such cases (see Figure 7, column 1),
the repetition probability is higher for high ability
students, compared to low ability students. This
stands in contrast to higher log(WOF ) values, in-
dicative of less complex words, where the repeti-
tion probability is now lower for high ability stu-
dents compared to low ability students (see Fig-
ure 7, column 6). Figure 8 shows differences in
self-priming and within speaker priming, in that
for both TS and ST, the probability of repetition is
greater for higher frequency words, while for TT
and SS, the probability of repetition is higher for
lower frequency words.
5 Discussion
The three spoken dialogue corpora we investigated
demonstrate a significant effect of distance be-
tween prime and target in lexical repetition, pro-
viding evidence of a lexical priming effect on word
family use. We also found evidence of priming
for each interlocutor in both between-speaker and
within-speaker roles.
ST alignment has the strongest effect within
L2 dialogue. To find how L2 dialogue differs
from our other two corpora in terms of role (RQ1),
we measured the priming effects for Tutors (TT,
TS) and Students (SS, ST) and find it asymmet-
ric in the same manner as for the task-based di-
alogue MT. This is in contrast to the symmetric
effects in the conversational dialogue of SB (Fig-
ure 1). ST alignment also has the greatest prim-
ing effect compared to the other roles in BELC,
which supports our hypothesis that student-to-
tutor alignment is an artefact of both tutor scaf-
folding, and students’ productive range benefiting
from the shared dialogue context.
When considering within-speaker priming, it is
also interesting to note that TT priming has a more
marked effect than SS priming, similar to the rela-
tionship between GG and FF in Map Task. We in-
terpret this similarly to Reitter and Moore’s (2006)
comparison of Map Task and Switchboard, in that
since the task-based or tutoring nature of the di-
alogue is harder, the leading speakers use more
consistent language in order to reduce the cogni-
tive load of the task (tutoring/instruction-giving).
Priming effects are greater at higher levels
of student ability. In order to investigate our
main hypothesis, that ability does affect alignment
(RQ2), we measured priming effects in different
ability levels of L2 tutorial dialogue (Figure 3),
and found that priming effects are greater at higher
levels of student ability, which provides evidence
that as ability increases, dialogues have more in
common with conversational dialogue. We also
measured how role influences these priming ef-
fects (Figures 4 and 5) and hypothesise that the
faster decay of TS repetition probability (Figure 5)
is an indication that the tutor is using the immedi-
ate encouraging backchanneling seen in the repe-
tition in Table 2. We note (Figure 4) that tutor-to-
tutor repetition is more probable at lower levels,
which supports the above hypothesis. Addition-
ally, student-to-tutor repetition probability is more
likely at higher levels which is a good indication
that student ability is higher, since we argue that
they are now able to align to their interlocutor.
The more complex the word, the greater the
likelihood of alignment within L2 dialogue.
Lastly, to find whether linguistic sophistication of
language aligned to is affected by ability (RQ3),
we investigated the influence of word frequency
on alignment within BELC. Figure 7 shows that
at lower log(WOF ) values (which we use to in-
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Figure 4: Decaying repetition probability estimates depending on the increasing distance between prime
and target, contrasting different speaker roles at different levels.
Formula : lemma occ⇠window + role ⇤ categorical level
Figure 5: Decaying repetition probability estimates depending on the increasing distance between prime
and target, contrasting different speaker roles at different levels.
Formula : lemma occ⇠window ⇤ role+ categorical level
Figure 6: Word Occurrence Frequency Priming ef-
fects under different selections of role and level
situations in BELC. Each model was separately
fitted on the relevant subset of data to show the
priming effect sizes for Word Occurrence Fre-
quency. (L1:SS, L2:TS and L3:ST are insignifi-
cant, all other results are significant with at least
p < 0.001 and most with p < 0.0001.
dicate more complex words), repetition probabil-
ity is higher in the higher ability levels compared
to the lower levels, and at higher log(WOF ), the
repetition probability of the higher ability levels
is now lower than at the lower levels. This has
interesting implications for using these results as
features for student alignment ability prediction.
This fits with the Interactive Alignment Model
(Pickering and Garrod, 2004), which suggest that
alignment will happen more with greater cogni-
tive load, and (Reitter and Moore, 2006), who
find stronger priming for less frequent syntactic
rules which supports the cognitive-load explana-
tion. The stronger priming effect identified for less
frequent vocabulary also supports this hypothesis.
Figure 6 shows the priming effects are slightly
smaller at higher ability levels. Log(WOF ) has a
negative correlation, meaning there is more likely
to be alignment the lower the WOF . The results
at each level have a similar priming effect distri-
bution over role, with the most marked difference
in priming effect being for ST (Student to Tutor
alignment), which shows a decrease in priming ef-
fect for harder words at higher ability levels. This
provides an interesting first indication that there is
a measurable effect of student leveraging contex-
tual vocabulary to augment their productive reach
in L2 dialogue.
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Figure 7: Decaying repetition probabilities of different log(WOF ) values on probability of word occur-
rence by level. Lower log(WOF ) values correspond to lower frequency, an indication of more complex
words, and higher frequency as less complex words.
Formula : lemma occ⇠window + log(WOF ) ⇤ categorical level
Figure 8: Decaying repetition probabilities of different log(WOF ) values on probability of word occur-
rence by role. Higher log(WOF ) indicates easier words.
Formula : lemma occ⇠window + log(WOF ) ⇤ role
6 Conclusions and Future Work
We see these results as an indication that measur-
ing lexical alignment combined with lexical so-
phistication of vocabulary has potential as a pre-
dictor of student competency. We also hypothe-
sise that measurements of ‘good tutoring’ actions
could consist of how and to what extent tutors
adapt interactively to individual students’ needs in
terms of their conversational ability. Tutor self-
priming seems to be an interesting possible feature
for measuring this adaption. We want to further in-
vestigate different measures of alignment and both
lexical and syntactic complexity to inform sys-
tems that aim to automate L2 tutoring. We plan
to consider which speaker introduces the word be-
ing aligned to, in order to better understand the
relationship between productive and receptive vo-
cabulary of the student in dialogue settings. It is
also important to separate the effects of priming
per se from other factors that can influence lexi-
cal convergence, such as differences in vocabulary
and topic specificity. As a first step toward that
goal, we plan to compare lexical convergence in
the original corpus with convergence in matched
baselines of randomly ordered utterances (Dup-
lessis et al., 2017), which will account for vocabu-
lary effects and corpus-specific factors. To explore
more measures of word complexity in addition to
simple WOF, we will further investigate measures
specific to L2 dialogue, such as the English Vo-
cabulary Profile (EVP) (Capel, 2012), with word
lists per CEFR10 level, or measures such as counts
of word sense per word, or whether a word is con-
crete or abstract11, exploiting existing readability
features (Vajjala and Meurers, 2014).
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4.2 Further Discussion
While Sinclair et al. (2018) investigate lexical alignment, the idea behind exploring this
came about due to considering the differences in a learner’s production vs. comprehen-
sion ability. A possible method to measure this from dialogue interaction alone could
start from analysing the differences in vocabulary between speakers, and specifically
which speaker introduced that vocabulary to the dialogue. If a learner introduces a
vocabulary item to the dialogue, it can be said that the learner has a good grasp on that
word. The relationship between vocabulary used by the tutor and subsequently either
picked up by the student or left unused can also tell us about the student’s vocabulary
knowledge: either receptive, productive, both or neither. Where the speakers adopt
each other’s language, they align, and there are many possible reasons leading to this
phenomenon, including the productive vs receptive nature of the learner’s vocabulary,
and whether they take initiative to introduce rather than simply repeat it.
A possible additional explanation for the differences in alignment levels between stu-
dent and tutor and the effects of alignment correlating with ability could be due to the
role of speaker initiative. While we don’t explore this empirically, in the subsequent
sections we discuss our hypotheses about how Initiative, and productive vs. receptive
student vocabulary may impact alignment.
4.2.1 Capturing Vocabulary - Concept Introduction
In Chapter 3, we discussed how some questions are harder than others for a student to
answer, and answers can be an indication of full or partial understanding. this under-
standing may not be able to be detected if measuring surface linguistic features of the
utterance as we do in Sinclair et al. (2017): “yes” in answer to a hard question will be
classified as just as complex a response as “yes in answer to an easy question. Mea-
suring alignment is a good first step in examining whether a learner is able to produce
vocabulary independent of a tutor. When they exhibit alignment, which may indicate
partial receptive knowledge: they may be leveraging alignment to learn (Michel 2011),
taking advantage of the language of their interlocutor (Robinson 2011).
Taking the example of different questions showing different levels of learner abil-
ity we explore possible learner responses in the following paragraph. A sign of learner
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Vocabulary Student Reasons
Unused Cannot reproduce tutor vocabulary- the reason could be not useful
to re-use vocabulary or showing non-understanding
Used Able to reproduce shared vocabulary -shows understanding
Introduced
Unshared
Able to introduce new words to the dialogue - but if unused by
tutor they may be incorrect and implicitly corrected
Introduced Shared Able to introduce new and related words to the dialogue, and to
have the tutor adopt these words
Table 4.1: Description of different vocabulary types and their meanings for student us-
age. Used/Unused is used to indicate whether the shared vocabulary of the whole
dialogue is present in the speakers vocabulary. Introduced is used to indicate that this
speaker was the first to use a word in the context of this dialogue.
proficiency is how they are able to respond to direct questions. In the case of student
understanding, there are four main response type that we have found qualitatively in
BELC: short/single word answering (not reproducing tutor-introduced vocabulary); re-
peating the correct object/subject under discussion (using that vocabulary); paraphras-
ing/repeating the question re-formulated to contain the answer (minimal introduction
of new vocabulary); or extended answering, where a student both uses the contents of
the question and brings new concepts/ideas/vocabulary to the answer (Introducing vo-
cabulary). These response types have different implications for student knowledge. We
tried to capture this at a high level through specifying the criteria of Table 4.1. Mea-
suring the vocabulary according to these criteria within dialogues of different levels of
learner ability allows us to test our hypothesis that there will be a relationship between
learner ability and their produced vs used vocabulary ratio in dialogue compared to
their tutor.
In order to keep track of vocabulary introduced, we traverse each dialogue by ut-
terance to establish a set of introduced vocabulary per speaker and used dialogue per
speaker. This means both independently productive and contextually productive (used,
interlocutor-introduced) vocabulary2 can be examined for the students, and the quan-
tity of vocabulary introduction on the part of the tutor can be compared to its complex-
ity and to student level.
2Learners who speak in a dialogue setting have increased productive vocabulary than when speaking
individually due to the shared context/alignment/positive examples in context that they can bootstrap
(Robinson 2011)
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Level Percentage of vocabulary used by speaker per level (%) V size
L used i shared i unshared intro (i) vused intro v dial
T S T S T S T S T S T&S
1 92% 27% 7% 7% 54% 6% 61% 13% 66% 48% 1403
2 87% 37% 9% 8% 46% 10% 56% 18% 64% 47% 1740
3 77% 52% 10.5% 10% 36% 17% 46% 27% 60% 53% 1946
4 78% 51% 11.5% 9% 36% 16% 48% 26% 61% 50% 2129
Table 4.2: Vocabulary usage statistics across levels
used = percentage of the dialogue vocabulary used by that speaker
i shared = percentage of the dialogue vocabulary that this speaker introduced which is
shared by both speakers
i unshared = percentage of the dialogue vocabulary that this speaker introduced, which
is only used by this speaker
intro (i) = percentage of the dialogue vocabulary which consists of introduced words by
that speaker
v used intro = percentage of the vocabulary used by this speaker which is introduced
(new) vocabulary
v dial = average dialogue vocabulary size (for the whole dialogue)
The results of comparing introduced and used vocabulary at different student ability
levels of BELC are shown in Table 4.2, where it can be seen that students use a greater
share of the words in a dialogue as ability increases. It can also be seen that as student
ability increases, the proportion of vocabulary they introduce increases. Finally in
a tutors language, introduced language that is shared by the student increases with
student ability, showing that students at higher ability levels do indeed adopt more of
the language of their interlocutor.
4.2.2 Initiative & Alignment
When viewing the L2 dialogues through the lens of speaker initiative (Walker & Whit-
taker 1990), tutors typically will take the role of initiator, thereby having more control
within the dialogue than the student. However, this is not to say that we think of
the student as a passive listener (Cohen 1987). Rather we hypothesise that a large
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part of the tutor’s role is to provide opportunity for student control, or to support the
student’s ability to take initiative as much as possible in the practice dialogue, while
maintaining the direction and structure of the learning experience. With backchannel
DAs being equivalent to the prompts of Walker & Whittaker (1990), their usage could
be interpreted as indication of the tutor passing control to the student. Tutor usage of
backchannels increases with student ability (Figure 3, Section 3.1), a sign that perhaps
the relationship between initiative and L2 ability requires more exploration due to the
multiple roles of backchanneling in these dialogues: whether prompt, passing control,
encouragement, or reassurance.
We hypothesise that students at higher ability levels will show more initiative, or vol-
unteer/contribute more information to the dialogue than those at lower ability levels,
due to their increased fluency in the language allowing them to do so. We see possible
evidence of this in that incidence of questions is higher at higher learner ability levels
(Figure 4, Section 3.1).
It may be difficult to separate alignment from initiative when exploring initiative fur-
ther as a feature of alignment. The concept introduction discussed in the previous
section may also have a relationship with alignment and initiative in dialogue. If align-
ment is both a subconscious mechanism, and used as a tool by the speakers for both
teaching and learning, then it would seem reasonable to hypothesise that there will be
higher alignment on the part of the student when they are taking initiative.
Future work exploring the relationship between alignment and initiative in learner di-
alogues could aim to compare the alignment results we report with dialogues where
the tutor is actively instructed to not take as much initiative. A first step could be in
the annotation of BELC for markers of initiative in order to discover whether the DA
labels used are enough to detect this speaker control dynamic.
4.3 Contributions
The main results reported in Sinclair et al. (2018) are the following:
- We find that student-to-tutor alignment has the strongest effect within L2 dia-
logue (Figure 1 in Sinclair et al. (2017))
- Priming effects are greater at higher levels of student ability (Figure 3 in Sinclair
et al. (2017))
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- Priming effects are greater for low frequency words (Figure 7 in Sinclair et al.
(2017))
- The more complex a word, the stronger the priming effect for high over low
ability students, and the less complex a word, the stronger for low over high
ability students (Figure 7 in Sinclair et al. (2017)).
We see these results as an indication that measuring lexical alignment combined
with lexical sophistication of vocabulary has potential as a predictor of student compe-
tency, which is important when a goal of a tutor is to interact within a learner’s ZPD.
We also hypothesise that measurements of ‘good tutoring’ actions could consist of how
and to what extent tutors adapt interactively to individual students’ needs in terms of
their conversational ability. Tutor self-priming seems to be an interesting possible fea-
ture for measuring this adaption. In future work, we plan to investigate different mea-
sures of alignment and both lexical and syntactic complexity to inform systems that
aim to automate L2 tutoring. We plan to consider which speaker introduces the word
being aligned to, in order to better understand the relationship between productive and
receptive vocabulary of the student in dialogue settings. It is also important to separate
the effects of priming per se from other factors that can influence lexical convergence,
such as differences in vocabulary and topic specificity. As a first step toward that goal,
we plan to compare lexical convergence in the original corpus with convergence in
matched baselines of randomly ordered utterances (Duplessis et al. 2017), which will
account for vocabulary effects and corpus-specific factors. To explore more measures
of word complexity in addition to simple Word Occurrence Frequency (WOF), we will
further investigate measures specific to L2 dialogue, such as the English Vocabulary
Profile (EVP) (Capel 2012b), with word lists per the Common European Framework
of Reference (A1, A2, B1, B2, C1, C2) level, or measures such as counts of word sense
per word, or whether a word is concrete or abstract. Measuring alignment can also be





Interaction style can be measured in terms of Dialogue Act (DA) sequences and com-
mon usage per speaker Stolcke et al. (2000). Dialogue act sequences can reveal pat-
terns in language, and have been used to explore effective tutoring DA sequences,
common tutor DA sequences correlate with student learning (Chen et al. 2011). DAs
give us a high level view of the dialogue which can generalise across languages and
subjects. In Chapter 3, we reported on the complexity of text within certain dialogue
acts, but did not explore how the full set of DAs used co-occur and change over the
course of an interaction. In this chapter, we examine L2 interactions at the level of
DAs, contrasting the symmetry between L2 speakers in the dialogue as a whole, with
speakers in fluent dialogues. We find that at higher levels of ability, students exhibit
more symmetry and closer overlap of DA use than they do at lower levels, similar to
the symmetrical speaker role in fluent conversation. At lower levels of student ability,
we see more pronounced asymmetry of DA use, similar to the difference in speaker
roles we show for task based dialogue. We also compare the convergence of speaker
DA usage over the course of a dialogue between corpora, finding that both L2 and
fluent conversational speakers converge, although to a different extent and in a differ-
ent manner, possibly indicating student competence and confidence improve over the
interaction.
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1 Introduction
One to one spontaneous dialogue practice represents an important aspect of Second
Language (L2) learning in both classroom settings and online learning platforms.
This form of dialogue practice has been shown to provide better opportunity for L2
learning [13, 2, 24, 3, 15] as learners can both take advantage of the example of
their interlocutor, and learn through practice. According to the Zone of Proximal
Development (ZPD) model, first proposed by Vygotsky [34], a ‘good’ dialogue tutor
should adapt their interactions to remain within reach of the learner’s capabilities, yet
provide sufficient challenge to push the learner to the farthest extent of their abilities.
The improved analysis of student and tutor interactions is important as this can not
only provide a tool for tutors to inform their practice, but also a method of formative
assessment of students.
Within dialogue, alignment consists of interlocutors adapting their interaction
to one another, resulting in convergence, or in their sharing of the same concept
space [20]. In conversational and task-based dialogue, speakers have been found to
align at both lexical and syntactic levels [22, 30]. Lexical alignment has also been
found in L2 dialogues, with greatest alignment effects reported for student to tutor
alignment [30]. Alignment between learners and teachers has been linked to both
student engagement and learning [35]. In an L2 context, the potential for alignment
will be shaped by the different goals of the speakers [9]: L2 learners can benefit
from vocabulary and grammatical examples provided by their interlocutors, but the
learners’ abilities will affect how useful those examples are. The tutor’s goals will
also affect how they align, potentially using alignment as a ZPD strategy. It has been
hypothesised that learners may leverage alignment to achieve pedagogic goals [18].
In this paper, we are particularly interested in conversational practice dialogue
where there is no explicit form-based teaching and the goal is to encourage sponta-
neous dialogue, similar to those held between fluent speakers. We expand on our pre-
vious work which demonstrates that as a student’s ability improves, the contribution
of both student and tutor becomes increasingly symmetric [31], as is the case between
fluent speakers in conversation [29]. We compare dialogue style within L2 conversa-
tions to spontaneous fluent conversation, with the hypothesis that at higher student
ability levels, student dialogue style will more resemble that of spontaneous fluent
conversation. We also contrast L2 dialogue with task-based conversations, since there
is a similarly asymmetrical relationship between speaker role (the tutor in some sense
performing the task of teaching which is similar to instruction giving within task-
based dialogue). We expect however, that alignment of dialogue style will adapt as a
function of learner ability level, since the tutor will adhere to the ZPD.
Our study has implications for automatic tutoring systems, which remove some of
the social barriers to learner conversational practice. Dialogue practice is beginning
to be offered by language learning apps such as Duolingo and Babbel1, although
the experience in them is not personalised to adapt constantly to the student’s level.
The analysis of the resulting dialogues necessitates automatic measures of student
engagement and ability such as analysing alignment of learners, something which has
1 bots.duolingo.com, babbel.com
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also been shown between humans and computers [6]. Additionally, the development
of better dialogue agents cannot be achieved without further analysis of dialogues
with human tutors in order to better understand their adaptation strategies to cater to
the needs of individual learners.
We examine aspects of tutors’ adaptation to students at a higher level than purely
lexical, in order to identify scaffolding actions associated with this behaviour. We
contrast this analysis of dialogue style with both spontaneous conversation and task
based dialogue in order to contextualise our findings within a range of conversation
environments. Better understanding of and automatic ability to identify these actions
can lead to more personalised, student-centric tools and models for automatic L2
tuition. Personalisation of learning experience in the form of one to one tutoring is
important to learner progression, resulting in significantly higher cognitive learning
gains than group education [4]. Therefore, our work proposes a language agnostic
method for recognising the needs of an individual in terms of their interaction pat-
terns, and analysing how tutors adapt to these needs, so as to provide insights when
developing automated conversational aides.
We are interested in two main aspects of alignment: the symmetry between speak-
ers within the dialogue as a whole, and the convergence of speakers over the course
of a given interaction. In particular, we study how speaker role influences dialogue
style, and the effect of learner ability on adaptation. We choose to examine alignment
at the utterance level; that is, what types of utterances are more prominent within
each ability level and within the dialogue of each speaker? We use Dialogue Acts
(DAs) [14] as labels to describe the role of each utterance in the dialogue. Alignment
is analysed in terms of DA usage since this allows a more high-level view of the types
of interaction present in the dialogue, and the resulting dialogue style. DAs allow for
a topic agnostic method of comparison of student and tutor contribution in different
learning contexts, and they have also been used to identify common tutor interactions
in other educational settings [7]. It is also particularly suited to the analysis of L2
learning, where the language itself is the educational content. We therefore explore
the following three research questions, building on our previous work investigating
dialogue style and convergence between student and tutor [31], adding further anal-
ysis of the impact of learner ability on dialogue style adaptation, and contrasting this
to alignment found within other conversational dialogue.
RESEARCH QUESTION 1:
What is the relationship between students’ and tutors’ DA usage and student
ability?
Hypothesis: DA usage will be more similar as student ability improves, be-
cause speaker contributions become increasingly symmetric [9].
RESEARCH QUESTION 2:
How does the distribution of DAs used change over the course of a dialogue?
Hypothesis: speakers will converge within the course of an interaction [29].
RESEARCH QUESTION 3:
What is the relationship between DA usage and speaker role in different con-
versational settings?
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Hypothesis: DA usage will be different depending on both the type of conver-
sation and speaker role [29].
To answer our three research questions, we apply Epistemic Network Analysis
(ENA) [27] to study and visualise how DAs co-occur within student-tutor one to one
dialogues. ENA allows us to analyse the DA co-occurrence in a multi-dimensional
space, showing the strength of co-occurrence between different DAs for different
speakers in different dialogue settings and, within L2 dialogue, at different levels
of student ability. This allows us to quantify an interlocutor’s dialogic contribution,
which enables us to measure (i) each speaker’s dialogic changes over time and (ii)
alignment between speakers.
Our main contributions are twofold: Firstly, we contribute to the existing literature
on speaker adaptation within L2 dialogue, providing evidence to support our hypoth-
esis that increased DA alignment can be seen both with increasing ability level and
across dialogues within L2 corpora, building on our initial analysis reported in [31].
We also analyse dialogue style adaptation within spontaneous fluent conversation and
task-based dialogue, and compare them to L2 dialogue adaptation. The contrast be-
tween fluent dialogues with clearly different speaker roles allows us to contextualise
our analysis of the L2 dialogue adaptation relative to conversational dialogue in gen-
eral. We use this understanding to analyse tutor strategy, and learner progression. Sec-
ond, we apply a novel method for modelling speaker contribution and dialogue style
to L2, spontaneous and task based conversational dialogue, combining the descrip-
tive powers of ENA with DAs. This has implications for both formative assessment
in an instructional setting, and continuous feedback for tutors and students, providing
a data-informed reflection on their practice. Our work also has implications for (i) the
design of learning analytic tools, (ii) informing tutoring strategy, and (iii) the design
of automatic tutoring systems.
2 Background
Alignment in dialogue is a well studied phenomenon [5, 11]. The Interactive Align-
ment Model (IAM) [20] describes the process of speakers agreeing on a shared con-
ceptual space. In educational settings, alignment has been used as a predictor of stu-
dent learning and engagement [35]. Typically, alignment is measured either at a lexi-
cal or a syntactic level. While lexical alignment consists of speakers beginning to use
the same words [36, 30] or phrases [10] as each other, syntactic alignment consists of
the same parts of speech patterns, such as similar noun-phrase constructions, or sim-
ilar adjunct phrases [22, 21] as the conversation progresses. Methods for measuring
alignment can range from simple count statistics [10] to linear regression on prime
target distance2 [35] or using generalised linear mixed models to take into account the
random speaker effects present in dialogue [21] for a similar sliding window of prime
and target occurrence. We use ENA because it allows us to view the multidimensional
space of DAs in two dimensions and therefore compare alignment within DA space,
2 The item being aligned to in this context is known as the prime, and the subsequent usage of this
prime by the other speaker is known as the target, or sign of alignment
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rather than as more simple pairwise-co-occurrence. ENA was developed to quan-
tify qualitative analysis of interaction sequences in learning [27]. It has been used to
analyse student interactions within diverse learning environments [26, 28], modelling
individuals’ interactions that are characteristic of a particular group or context.
Within an L2 practice setting, alignment will have slightly different properties
compared to a fluent conversational setting where speakers tend to have a symmetric
contribution and equal status within the dialogue [9]. The tutoring context will also
have an impact upon the speakers’ interaction, with the tutor being more likely to take
the lead role in moving the dialogue forward, therefore making it less symmetric. L2
learners have been found to perform at a higher level when speaking in dialogue with
a peer than in a monologue context, which suggests they draw from the example
language of their interlocutor leading us to expect evidence of alignment [23]. How-
ever, the ability of the learner will dictate how much of their interlocutor’s dialogue
they are able to understand and therefore align to. In the case of the tutor, their need
to adhere to ZPD suggests that their alignment patterns will also differ from that of
straightforward dialogue. These different factors influence the speakers’ convergence
to a shared mental state [9].
The theoretical framework underlying our research is Socio-Cultural Theory (SCT)
[16]. This emphasises the central role of dialogic interaction in all learning, and the
concept of internalisation: as a result of dialogic inter-psychological activity, new
knowledge is appropriated. In other words, students learn through talking [13]. Vy-
gotsky’s ZPD [34] states students will learn best when addressed at the correct level,
therefore we also expect to see tutors adapt to student ability.
If we view dialogue as a mediated or collaborative learning process, we can expect
to see the speakers trying to arrive at a shared understanding at the utterance exchange
level [15]. While we expect speakers to arrive at a communicative symmetry [33], as
speakers do in spontaneous conversational dialogue [29], we do not expect them to
be able to do so in all cases. The nature of a tutor-student relationship has an expert-
novice asymmetry, similar to the different roles of instruction giver, and instruction
follower in task-based speaker dialogues [1]. At higher levels of student ability, the
tutor should begin to alter their role to that of conversational peer to better encourage
student independence and autonomy, thus slowly removing some support [3]. This
change in tutor role as a learner gains proficiency is one aspect of ZPD which we
examine at the level of interaction sequences, comparing to the more fixed roles in
other conversational dialogue, modelled through the use of DA labels.
We choose to examine dialogue at the level of Dialogue Acts (DAs), which are
labels given to utterances in dialogue to describe their function, such as question,
statement or backchannel3. DAs are often used to infer discourse structure, and are an
important aspect in the automatic understanding of spontaneous dialogue [32]. DAs
are similar to Speech Acts [25], but are often more specific, and are commonly used
in natural language processing settings for the annotation of single utterances [29].
DAs aim to capture the discourse structure of a dialogue, and allow us to understand
better the dynamics between speakers and speaker communication style or strategy.
3 a form of feedback a speaker gives to their interlocutor
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DAs have been used in the analysis of tutoring action sequences to better understand
effective teaching strategies in dialogue [7].
3 Corpora
L2 Learner Corpus: The dataset used is the Barcelona English Language Corpus
(BELC) [19]. It consists of 118 transcripts from conversational practice between En-
glish language learners and tutors. These vary from 60 to 140 utterances in length.
The tutors’ instructions for the dialogue were to elicit as much conversation from
the learner as possible, and to set them at ease while having as natural a conversa-
tion as possible. The tutors follow a similar script of questions with each participant
resulting in the dialogues covering similar topics. The corpus was gathered at four dif-
ferent times over a period of three years, with the students receiving approximately
one school year of weekly English tuition between sessions. Thus, the corpus can be
divided into four general levels of student ability. The corpus has been annotated at
an utterance level with a set of DAs [29], which were chosen from [32] for their rele-
vance to the corpus. These can be seen, along with our abbreviations for the codes in
Table 2.
Table 1: DA annotated dialogue examples at Levels 1 (Highest) and 4 (Lowest) in
BELC
P = Participant DA = Dialogue Act
P Level 1 DA P Level 4 DA
T do you like the school ? YNQ T do you like this school ? YNQ
T [- spa] m-entens ? SPA S yes . YesA
S 0 [= says nothing] . SNA T yes ? RAck
T “do you like” ? YNQ T what are you planning to do next year ? WhQ
T do you like the school ? YNQ S I would like to study zoology . Smt
S xxx . SNA T what time did you arrive here this morning ? WhQ
T no si t-agrada l-escola ? SPA S this morning ? GenQ
T do you like the school ? YNQ T yes . YesA
S yes . YesA S I ... I am here since eight o’clock . Smt
T yes ok . RAck T uhhuh right quite early . Smt
T now what time do you begin in the morning ? WhQ T and when will you leave ? WhQ
S 0 [= says nothing] . SNA S I ... I finish my time-table in half-past-two . Smt
T [- spa] m-entens ? SPA
S [- spa] no . SPA
The DAs occurring within BELC vary with ability level and speaker. Table 1
demonstrates some of the differences in the sorts of DA patterns present. The first
column shows a section of a dialogue at level 1, where it can be seen that the student
uses mainly Yes-Answers (YesA), and Signal-non-understanding (SNA) when they are
not replying in Spanish (SPA), their native language. Their tutor meanwhile repeats
Yes-No-Questions (YNQ) for most of the dialogue, interspersed with acknowledge-
ments (RAck). This is clearly more asymmetrical than the diverse interaction seen in
the second column, where both participants ask at least one question and statement,
showing even via the dialogue acts the greater competence of the student at level 4.
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Table 2: Dialogue Acts, Labels and Examples
% is the percentage of utterances in the corpus labeled with a specific Dialogue Act
Code Tag Example %BELC %MT %SB
YesA YES ANSWERS yes . 5.2 11.3 1
NoA NO ANSWERS no / nope / uh no 1.7 4.8 1
BAck BACKCHANNEL-ACKNOWLEDGE uhhuh 3.3 # 19
RAck RESPONSE ACKNOWLEDGEMENT ok. / good. / right ok 2.3 24.2 1
NA SIGNAL-NON-UNDERSTANDING hmm. / ah. / [-spa] no se/ silence 8.0 0 0.1
repeat REPEAT-PHRASE XX ok/ ah XX* 1.9 - 0.3
YNQ YES-NO-QUESTION do you XX, are you XX 3.5 6.5 2
DYNQ DECLARATIVE YES-NO-QUESTION so XX ? 6.8 5.2 1
BackQ BACKCHANNEL-QUESTION yes?/ oh yeah? / no? / really? 2.7 # 1.1
whQ WH-QUESTION ok and wh*... / wh* .. / uhhuh ok wh* 9.3 # 1
genQ GENERAL-OTHER-QUESTION Any other question 25.0 11.6 0.8
Smt STATEMENT Any other utterance 36.4 32.3 68
*when XX is in previous utterance
We compare BELC against two different fluent English corpora: task-based [1]
and conversational [12].
Task Based Corpus: The MapTask corpus consists of 128 dialogues between
two participants, the Giver and the Follower, with an average of 207 utterances per
dialogue. The speakers were tasked with describing or marking a route on a map that
was marked on only the giver’s map, while the follower had to follow their partner’s
instructions and mark the same path on their own copy of the map. This task based
dialogue was chosen for its leader and follower dynamic, which we contrast to L2
learner conversation where the learner was much less fluent than their interlocutor.
The Map-Task corpus has a greater proportion of response acknowledgements (RAck)
and yes answers (YesA) than BELC, and a similar proportion of statements (stmt).
This can be seen in the right hand column of Table 3 This reflects the fact that the
speakers have to constantly confirm their shared understanding of the task.
Conversational Corpus: The Switchboard corpus is a large corpus consisting
of 1,155 dialogues of an average of 193 utterances in length. The dialogues were
collected from telephone conversations between English speakers on a random topic
selected from a set of pre-defined conversational topics such as sports, television or
politics. The speakers did not necessarily know each other, had equal status, and
the aim was to produce largely unconstrained conversation. The Switchboard corpus
contains a much larger proportion of statements (stmt) and backchannel acknowledge
(BAck) than either of the other corpora, shown in Table 3. This reflects the fact that
in spontaneous informal dialogue, there is less need for clarification questions, and
more exchange of opinion.
4 Epistemic Network Analysis
We use Epistemic Network Analysis (ENA) [27] to derive the DA space in order to
examine the relationship between speakers DA distribution and student ability. ENA
is a graph-based analysis method for examining the association between different
concepts (called codes) in textual datasets. Two codes are considered related if they
appear in the same stanza, which in our case are either the full dialogue (research
question 1), or quarters of the dialogue divided by number of utterances (research
8 Sinclair et al.
Table 3: DA annotated dialogue examples of fluent conversational dialogue
S: Speaker, DA: Dialogue Act, G: instruction giver, F: instruction follower
Conversational- Switchboard Task based - Map-Task S
DA S DA
B Okay . RAck G just slightly below it Stmt
A Great . Um , currently , I ’m not doing a whole
lot of exercise in any type of program .
Stmt F on the left-hand side? DYNQ
B Huh-uh . BAck G mmhmm YesA
A I ’m mainly do a lot of walking . I have a son
[...] be dedicated towards the ,
Stmt F okay Stmt
B Yeah . YesA F so i’m going underneath it? DYNQ
A exercise area , is covered in boxes . Stmt G above it Stmt
B Um , what did you do when you did exercise
regularly ?
genQ F right RAck
A Well , I had , uh , a little routine that I did for
warm ups .
Stmt G and then you’ll be underneath the waterfall? YNQ
B Huh-uh . BAck F that’s right YesA
A And then I did some very mild [...] not trying
to make big bulging muscles ,
Stmt G and go up the left-hand side of the waterfall in
a straight line
Stmt
B Huh-uh . BAck F mmhmm RAck
A just trying to try and stay as firm as I can stay
in my old age .
Stmt G and then turn to your right Stmt
B Yeah . Um , right now , um , I try when it ’s
nice out [...] I don’t know ,
Stmt F mmhmm RAck
A Huh-uh . BAck G and go for about an inch Stmt
B if it ’s up north , but every weekend [...] that ’s
a lot of fun .
Stmt G and then turn upwards again stmt
A Huh-uh . BAck F have you got public footpath ? YNQ
question 2). ENA provides several networks and graphs to analyze the relationships
between different codes called an analysis unit. As an example, if we consider Table 1
as a stanza, Table 4 is the resulting input file for ENA. Each utterance is represented
as a one-hot encoding of the DA labels4 A co-occurrence matrix is then generated
based on the summation of these codes. Dimensionality reduction is then performed
using Singular Value Decomposition (SVD) [17]. Typically, a two dimensional rep-
resentation (with axes [svd1, svd2]) of the analytic space called the projection graph
(Figure 1a) is used in analysis. This graph shows the units of analysis (tutors and
students), represented by the nodes and the mean network of these groups as squares.
The units of analysis are presented by their centroids, whereby a centroid is calculated
as an arithmetic mean of edge weights for a given unit of analysis. In other words, a
centroid is a point representing the average position of a speaker in DA space.
ENA also produces a network diagram that shows the code relationships for an
individual unit of analysis as undirected graphs. Figures 1b and 1c show the network
diagrams of the level 1 and level 4 groups, respectively. The size of the nodes rep-
resents their frequency, while the strength of the code relationship (line thickness
between nodes) represents the frequency of their co-occurrence within a given dia-
logue (RQ1), or quartile (RQ2). To compare the network graphs, subtraction graphs
(Figure 1d) can be used, which show the edges of the unit of analysis which have the
stronger connection.
To answer the first research question, we used speaker (students and tutors) and
ability level as the unit of analysis and individual dialogues as stanzas. The projection
network was used to extract the projection points in the two dimensional space (i.e.,
svd1 and svd2) of each speaker, which we refer to as DA space. The differences
4 vector of the presence (1) or absence (0) of each code
Speaker Dialogue Style Adaptation 9
Table 4: ENA initial file example; P = Participant DA = Dialogue Act
P Level 1 DA SPA SNA whQ RAck YNQ YesA
T do you like the school ? YNQ 0 0 0 0 1 0
T [- spa] m-entens ? SPA 1 0 0 0 0 0
S 0 [= says nothing] . SNA 0 1 0 0 0 0
T “do you like” ? YNQ 0 0 0 0 1 0
T do you like the school ? YNQ 0 0 0 0 1 0
S xxx . SNA 0 1 0 0 0 0
T no si t-agrada l-escola ? SPA 1 0 0 0 0 0
T do you like the school ? YNQ 0 0 0 0 1 0
S yes . YesA 0 0 0 0 0 1
T yes ok . RAck 0 0 0 1 0 0
T now what time do you begin in the morning ? WhQ 0 0 1 0 0 0
S 0 [= says nothing] . SNA 0 1 0 0 0 0
T [- spa] m-entens ? SPA 1 0 0 0 0 0
S [- spa] no . SPA 1 0 0 0 0 0

















































































work between level 1
and level 4.
Fig. 1: ENA examples derived from DA counts from the Dialogue sample in Table 1.
between the speaker groups on both svd1 and svd2 values were then compared by
using a series of Mann-Whitney tests where the threshold for statistical difference
was set initially at 0.05 and Bonferroni correction was then applied to avoid type I
errors. The subtraction network was used to explain qualitative differences between
the groups.
To answer our second research question, we split each dialogue in the dataset into
four quartiles by number of utterances. The unit of analysis used for this network
was speaker, ability level and quartile. The interpretation of the SVD vectors differs
from those produced under the previous configuration. From the network graphs,
we produced a trajectory graph in order to compare projection points at different
stages in the dialogue and therefore see how each speaker’s DA use changed from
one quartile to the next. The points represent the mean positions of students and
tutors in DA space for each of the four quartiles of their dialogue.
To answer our third research question, firstly we used speaker as the unit of analy-
sis and separate dialogues as the stanza and performed separate analysis on the Map-
Task and Switchboard corpora. Thus allowing us to discover the differences in DA
usage between speakers, and compare these to the BELC speakers at different levels
of student ability. Secondly, we combined all the corpora, using corpus, speaker and
student level as the unit of analysis to inspect whether tutor and student at different
levels have DA patterns more similar to either of the speakers in either fluent con-
versational corpora. Finally, we split each dialogue into four quartiles in the same
manner as done to address research question 2, and analysed the trajectories of the
speakers, both in the individual corpora comparing speakers (with speaker and quar-
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tile as units of analysis), and in the combined space to contrast all roles together (with
corpus, speaker, quartile, and ability level as units of analysis).
5 Results
5.1 L2 corpus analysis: BELC
In order to answer our first research question, we used the full dialogue as a stanza.
Figure 2(a) shows the projection of individual students’ and tutors’ mean networks
(i.e., centroids) at different levels of student ability in DA space. The main difference
between the students and tutors in DA distribution was along the X-axis, and a higher
variance between groups over different levels (from 1 to 4) can be seen across the
Y-axis. This shows that the main differences between the speakers was between the
use of statement, yes-answer, no-answer and signal-non-understanding (student) and
the rest of the DAs (tutor). Figure 2(b) shows the position of DA centroids in relation
to these axes and helps interpret the type of DA change present in Figure 2(a). Fig-
ure 2(b) shows a subtraction network of student and tutor projections, which shows
students had more connections between statements, signal-non-understanding and
yes-answers than tutors, who had more connections in general, specifically between
questions, back-channeling and repetition.
To further explore the differences in DA connections across levels of student abil-
ity, Figure 3 shows the differences between levels 1 and 4 for both student and tutor.
In general, speakers at higher student ability levels showed more DA co-ocurrence be-
tween Statement, Wh-Question and Response-Acknowledgment, while at lower levels,
more between Signal-non-understanding, and general-other-questions. Tables 5 and
6 present the Mann-Whitney tests results over the X and Y axis for tutors and students
in different levels, which shows the differences in co-ocurrence between DAs across
these axes. For both students and tutors, the differences between level 1 and the other
levels were significant. The differences between tutor and student at level 1 and level
4 have large5 (r = 0.55, r = 0.82) effect sizes, respectively. Moderate effect sizes
can also be seen between students at level 2 compared to level 3 and 4. Differences
between level 3 and 4 however were not significant.
Table 5: Tutor matrix of Mann-Whitney
test results over the Y-Axis
Tutor 1 Tutor 2 Tutor 3 Tutor 4
U r U r U r U r
Tutor 1 - - 439** 0.45 137** 0.68 113** 0.55
Tutor 2 - - - - 316* 0.40 220 0.29
Tutor 3 - - - - - - 164 0.02
Tutor 4 - - - - - - - -
Table 6: Student matrix of Mann-Whitney
test results over the Y-Axis
Student 1 Student 2 Student 3 Student 4
U r U r U r U r
Student 1 - - 426** 0.43 59** 0.86 42** 0.82
Student 2 - - - - 230** 0.56 136** 0.56
Student 3 - - - - - - 146 0.13
Student 4 - - - - - - - -
Note: * indicates p < .05, ** indicates p < .001. Results for projections from Figure 3
To further answer RQ1, we also explored the differences in connection between
student and tutor at the lowest and highest level (figure 4). The low ability dialogues
5 according to Cohen’s proposal [8]
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(a) ENA scatter plot of of the average student and



























(b) Subtraction network for student and tutor net-
works. This shows which connections were stronger
for each speaker compared to the other
Fig. 2: ENA plots of DA space: Students and tutors at Higher levels have a po-
sition in the space closer to DAs such as WH-questions, and Statements, whereas
at lower levels, they are closer to DAs such as general questions, and Signal-
non-understanding(SNA) The subtraction network shows which speakers’ DA co-
ocurrence connection was stronger than their interlocutor for each pair, i.e. tutors
whQ and genQ have a stronger connection than students, and students have a stronger
connection between smt and SNA than tutors..
showed more signal non understanding produced with wh-questions and general-
questions most often by students, whereas the tutors produced more general-question
with wh-question and statements, creating the strong connections between the DAs
in Figure 4. In comparison, the high ability students produced statements more often
with yes-answers, yes-no-questions and wh-questions, with tutors producing response























































Fig. 3: ENA projections comparing the effects of student ability level on each speaker.


















Fig. 4: Subtraction Graphs comparing speaker DA connections at low and high levels
acknowledgment more often with statement and wh-questions, as seen by the stronger
connection in Figure 4. This difference shows both the student managing to partici-
pate more (more wh-questions), and the tutor needing to acknowledge this and make
more statements and ask more specific questions. Less general questions could also
be as a result of the students’ ability to respond: in the lower ability dialogues, often
when the tutor asked a question that the student was unable to reply to, they would
paraphrase themselves in a simplified, follow-up question, which may have been a
more general version of the original wh-question. e.g. “what time did you arrive at
school this morning?” (wh-question) followed by “was it 7 o’clock? 8?” (general
question).
To answer our second research question (RQ2), we used dialogue quartiles as
stanzas. Figure 5 shows the subtraction network between students and tutors in the
new projection space. Again, the visualisation was done using 1 and 2, which ac-
counted for 42.1 and 21.6 percent of variability, respectively.



























Fig. 5: Mean Subtraction between tutor and student at all levels across all quartiles.
This shows the new DA space when stanzas are dialogue quartiles . This projection
allows us to analyse the mean trajectories in Figure 6 better.
Fig. 6: ENA Trajectories over the course of the dialogue interactions. Each point
shows the mean of students and tutors for each of the four quartiles of the dialogues
at each student level. Euclidean distances between points are in Table 7. t-tests show
significant differences between Q1 & Q4 for each trajectory except Students at Level
1 (x(D = 0.28 p = 0.26), y(D = 0.08 p = 0.74)). The highest effect sizes were for
Tutor Level 1 (D = 1.49 p = 0.001) and Student Level 4 (D = 1.46 p = 0.001).
Figure 6 shows the trajectory of different groups over the four quartiles, which
is the same DA space as Figure 5. This movement of speakers in the DA space (in-
dicating their change in DA co-occurrence and thus dialogue style) shows speaker
convergence to a more similar DA distribution in quartile 4 than in quartile 1 for each
level. Table 7 shows the Euclidean distances between the coordinates of Figure 6. It
can be seen that, at higher levels of student ability, the difference between student and
tutor DA co-occurrence was much smaller than it was at lower levels; that is, student
and tutor contributions were much more similar by the end of the dialogue than they
were at the beginning. It can also be seen that the students at higher levels moved
14 Sinclair et al.
much further in the space in the direction of the tutor, than students at lower levels,
who remained within a smaller area. The tutors on the other hand, travelled less in
the space in general, except for students at level 1, where they moved in the direction
of the students position.
Table 7: Distances between points on the BELC trajectories of Figure 6
Level 1 2 3 4
Student Distance Travelled ||Q1-Q4|| 0.44 0.33 1.28 1.88
Tutor Distance Travelled ||Q1-Q4|| 1.42 0.39 0.94 0.66
Q4 Student-Tutor dist ||Q4_S-Q4_T|| 1.84 2.40 0.48 0.17
Q1 Student-Tutor dist ||Q1_S-Q1_T|| 3.32 2.63 2.26 2.28
Difference in start-end distances ||dist_Q1-dist_Q4|| 1.48 0.23 1.79 2.11
5.2 Conversational and Task-Based Dialogue Analysis
In order to address our third research question (RQ3) and explore the BELC analysis
in the wider context of conversational dialogue, we compared the BELC DA distribu-
tion conversational dialogues where participants have equal status (switchboard); and
to a task-oriented dialogue where one participant gives instructions to their interlocu-
tor in order to achieve a shared goal (Map-Task). The other two corpora consisted of
conversational interactions by fluent speakers of English.
Initially, in order to explore how the DA space differs across corpora, we applied
ENA to each corpus individually. Figures 7a and 8a show the projection graphs for
Switchboard and Map-Task, respectively. Figures 7b and 8b show the speakers’ DA
distribution in the context of a subtraction network, showing the natural respective
symmetry and asymmetry of these dialogues. Figure 7b shows that there was little
to no difference between the DA contribution or context of the speakers in these di-
alogues. It also indicates the dominance of statements (Smt) within these dialogues,
followed by back-channel acknowledgement and yes answers. Figure 8b however,
shows a clear difference between the speaker roles, with the instruction giver show-
ing stronger connections to response acknowledgement (RAck), and the follower to
statements (Smt).
Comparing Figures 2 to Figures 7 and 8, we can begin to describe the differences
in speaker DA space between student ability levels in terms of how they relate to the
conversational (figure 7) and task-based dialogue (figure 8).
Something immediately different about the spaces was the position of ‘signal
non understanding’ (SNA) in relation to the other DAs in each space. For BELC,
SNA is a clear outlier in terms of how it was used in the dialogue. In both Switch-
board and Map-Task however, it is in a more similar position to DAs such as Wh-
Questions (WhQ), and No-Answers (NoA), showing its usage in more similar con-
texts to these. Additionally, student means are further from SNA at higher ability
levels (figure 2(a)), and there is a much stronger connection to SNA for students at
lower than higher ability levels in terms of their subtraction graphs (figure 3(b)). We
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(a) Switchboard - Projection






(b) Switchboard - Speaker Subtraction
Fig. 7: ENA applied to the Switchboard corpus. The means of speaker_a and
speaker_b in (a) show no significant difference, showing high similarity of DA usage,
and thus conversational symmetry. The weight of the DA labels, and thus the distri-
bution of DAs within switchboard show that Statement(Smt) is the dominant DA
used between speakers. The means of the speakers are Speaker a (0.21,0) Speaker
b(-0.21,0), which are not significantly different (U= 882.00, p= 0.01, r=0.36)
.
 2.0
(a) Map-Task - Projection
-1.5
(b) Map-Task - Speaker Subtraction
Fig. 8: ENA applied to the Map-Task corpus. The means of giver and follower are sig-
nificantly different, with (a) showing a clear difference in DA usage between speaker
roles. The subtraction network for the speakers (b) shows that instruction givers have
many more connections between statements, yes-no-questions and yes answers than
the followers, and that the follower has more connections between response acknowl-
edgement, declarative yes no questions and yes answers than the giver. The means of
the speakers are giver (-1.09,0) follower(1.09,0), Which are significantly different
(U= 5.00, p < 0.001, r=1.00)
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interpret these differences as indicative of the very different purpose of this DA within
L2 language learning, which is becomes less important as student ability improves.
Another key difference is how the projection plots are distributed for the corpora.
Switchboard has a clear overlap of speakers, and Map-Task a clear separation in terms
of where they fall in dialogue space. BELC shows a less pronounced separation than
Map-Task, yet still less overlap than Switchboard. However, when looked at separated
by levels, speakers in BELC at lower levels of learner ability had a greater separation
than those at higher levels. This mirrors the findings of Sinclair et al. [29], in that
BELC speakers showed greater symmetry, at higher levels of learner ability than at
lower levels.






(a) Trajectory over 4 quarters of the dialogue (b) Projection for trajectory
Fig. 9: Switchboard Trajectory analysis




(a) Trajectory over 4 quarters of the dialogue




(b) Projection for trajectory
Fig. 10: Map-Task Trajectory analysis
In order to discover whether speakers in the two corpora with fluent speakers
converge in terms of their DA usage over time, we performed the same trajectory
analysis for both Switchboard (figure 9) and Map-Task (figure 10). For Switchboard,
the movement through the space was the same for both speakers; clearly, there was a
symmetry of conversation. Their movement is reflective of the different stages of the
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Table 8: Distances between points on the trajectories for Switchboard (Figure 9) and
Map-Task (Figure 10)
Corpus Switchboard Map-Task
Speaker Speaker A Speaker B Giver Follower
Individual Speaker Distance Travelled ||Q1-Q4|| 9.07 13.82 8.15 2.86
Speaker Distances Q1 5.57 41.18
Speaker Distances Q2 2.37 41.41
Speaker Distances Q3 1.03 39.49
Speaker Distances Q4 0.53 43.25
Difference in start-end distances ||dist_Q1-dist_Q4|| 5.04 2.07
dialogue – the beginning comprising more questions and backchannels as the speak-
ers get to know one another, and then movement between yes answers and statements
as the conversation progressed. Figure 8 shows convergence within this change in
DA usage, with speaker_a and b being closer in quartile 4 (the end of the dialogue)
than they were in quartile 1. This is consistent with what we know about alignment
between speakers in conversation [20, 21, 30]. The convergence between speakers
in Switchboard is more pronounced than in BELC, with speakers starting off further
apart, and converging to a similar distance to the BELC speakers in higher student
ability dialogues (Comparing Table 7 and 8). This DA convergence is an interest-
ing finding for switchboard as the overall DA usage per speaker is not significantly
different (Figure 7).
For Map-Task, in comparison, there was both no convergence, but movement
through the space. The change in DA usage was very different for each speaker role,
with Figure 8 showing that the giver travels more than double the distance in DA
space than the follower. The instruction changed their interaction the most, moving
to a position closer to asking more declarative yes-no questions and making more
statements in the space. This might be reflect them becoming closer to their goal,
and repeating confirmation style interactions such as question serving as an example
or statement serving as confirmation. The follower, on the other hand, moved very
little in the space, remaining closest in space to response acknowledgement. This is
in-keeping with their dialogue role, as they must only answer the instruction giver
and follow their direction.
5.3 Comparison of DA Space for All Corpora
To further address our third research question and to discover whether the DA us-
age within each corpus was significantly different, we combine all three corpora and
analyse the means of the speakers within this new combined space of DAs. Figure 11
shows the projection plot and the means of the speakers within each corpus.
Ignoring the underlying DA positions in Figure 11b, it is clear that the usage of
the DAs were very different in each dialogue type. The overlap of speakers within
Switchboard is very clear, showing the conversational symmetry expected from the
DA count statistics reported in Sinclair et al. [29]. The speakers of Map-Task showed
a clear asymmetry, also in-keeping with those results. The giver in Map-Task showed
a more similar position to Switchboard than the follower. This possibly indicated
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(b) Mean DA connections
Fig. 11: ENA projections showing the three corpora within the same DA space, with
BELC dialogues split by student ability level.
the giver’s contribution to the instructional dialogue was more conversational and
inquiring than that of the instruction follower, who has the more dominant role in
the dialogue. The distribution of the BELC speakers in space shows both the overlap
of speaker DA usage seen in Switchboard, but also some of the asymmetry seen in
Map-Task, although to a lesser degree. Where the overlap is less pronounced, it is the
student who is closer in space to the Switchboard speakers, and the tutor who is closer
to the speakers in Map-Task. This may reflect the task based nature of tutoring: the
tutor has a certain non-conversational agenda to ensure that the student is both being
pushed to the boundary of their abilities, but is still supported (adhering to the ZPD).
When we look at the projection with BELC split by student ability level (figure 11),
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it can be seen that the means of the high student ability dialogues were closer to the
position of the fluent dialogues than those of the lower abilities.
To compare in more detail the differences between the DA connections present
within BELC to the other fluent corpora, Figures 12a and 12b show the subtraction
graphs comparing these. Figure 12a shows a much stronger connection between state-
ment and backchannel-acknowledgement, and between statement and yes-answer in
Switchboard than there was in BELC. In contrast, the connection between statement
and general-other-question was much stronger for BELC than Switchboard. The
comparison of this result to figure 3 shows that for both student and tutor connections,
higher student ability dialogues had a stronger connection between statement and
both backchannel-acknowledgement and yes-answers, mirroring the stronger con-
nections present in the conversational dialogues. We can also see from the tutor
subtraction graph (figure 3(a)) that the connection between statement and general-
other-question was stronger in lower ability student interactions than for high ability
ones, suggesting that this dissimilarity between BELC and Switchboard diminishes
as student ability increases, leading to better, more fluent conversational interactions.








Statistical test: U= 30.00, p= 0.00, r=0.99








Statistical test: U= 0.00, p= 0.00, r=1.00
Fig. 12: Subtraction graphs comparing the connections between BELC and the other
conversational corpora.
In contrast, figure 12b shows that for Map-Task, stronger connections were present
between statement and response-acknowledgement, and declarative-yes-no-questions,
while BELC had stronger connections with statement - general-other-questions and
statement - wh-questions. At a high level, this is a similar difference to that between
Switchboard and BELC, in that there seems to be more general acknowledgement
present in the fluent corpora than in the learner corpus. In BELC, there was a greater
emphasis on general questions, and wh-questions, in comparison to Map-Task where
there were more declarative-yes-no and yes-no-questions. We hypothesise this dif-
ference indicates a greater degree of open-ended questioning in the learner scenario,
and the succinct minimal response needed questioning of the task based dialogues.
The comparison of figure 12b to the connections between BELC at different levels
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(figure 3) shows no discernible difference between the connections to declarative-
yes-no. This finding suggests that declarative-yes-no was simply not a DA of partic-
ular importance in L2 learner dialogue. However, there was a slight increase in YNQ
connections at higher learner abilities for both speakers. There was a clearly stronger
connection between statement and response-acknowledgement in higher learner abil-
ity dialogues for both speakers, suggesting again that at higher student ability levels,
connection strengths become more similar to fluent dialogues.





















(b) mean projection graph for all three corpora
Fig. 13: All Corpora same space Trajectory analysis. Please, can we make sure that
the two figures are centred so that the X axes from the parts of the two figure (a and
b) follow the same line
Finally, the trajectories of the three corpora in the shared DA space (figure 13)
showed that neither Switchboard or Map-Task had much movement in the space,
although there was more movement for Switchboard than for Map-Task. The BELC
trajectories on the other hand, moved in general towards the centre of the graph, and
therefore in the direction of the other corpora as a function of student ability. Showing
the trajectories in the shared DA space allowed us to see how the speakers moved in
relation both to each other, and compared to the speakers in the different corpora.
The BELC speakers at a high level moved in different directions: the student moved
towards and the tutor away from the Switchboard corpus.
6 Discussion
6.1 Convergence and Alignment
This study firstly investigated the different DA usage between student and tutor at
different levels of learner ability (RQ1). We found interlocutors’ means were closer
to one another at higher levels of student ability than at lower ones (Figure 2). This
speaker movement within the DA space at different levels of learner ability can in
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the case of the tutor, be interpreted as adapting their strategy to meet the needs of
the learner ability. Students showed more movement in the space across ability lev-
els than tutors, indicating that learner ability influences the sorts of DAs produced.
Figure 3 shows how each speaker’s DA usage adapted depending on student abil-
ity. As noted in Section 5, lower levels consisted of more signal-non-understanding
(SNA) and General-Questions (GENQ). By contrast, at higher levels there are more
Wh-Questions (whQ), Response-Acknowledgements (RespAck) and Statements (Smt)
which shows a much more active role being taken in the dialogue. Overall, this evi-
dence supports our hypothesis that speakers would have similar DA patterns at higher
levels of student ability.
To address our second research question (RQ2), we investigated how student and
tutor DA usage changed over the course of a dialogue. When we compared speakers’
position across the four quarters of the dialogue, we found evidence to support our hy-
pothesis that we would see DA convergence over the course of an interaction. Table 7
shows that the student and tutor are closer to each other at the end of the dialogue than
at the beginning across levels. There is clear student convergence towards the tutor’s
DA distribution as the conversation moves forward at higher levels of student ability
(Figure 6) which can be seen by the much higher student distance travelled reported
in the first row of Table 7. This could indicate that their greater ability allowed them
to align more, or that some DAs were simply used less. Movement in the DA space
also occurred within tutor dialogue: by the end of the dialogue, the position of the
tutor and the student (quartile 4) were very close in the space, although we see the
most tutor movement in the case of lower ability students (Table 7, second row). We
interpret this as evidence of the tutor’s ZPD strategy: converging when the student
cannot, and adapting less when they are more capable.
Socio-Cultural Theory allows us to interpret the change in student movement as
the students taking advantage of the context of this interaction to improve their contri-
bution. Sinclair et al. [29] argue that the dialogues at higher levels of ability become
more symmetric, mirroring the symmetric contributions of same-level speakers in
conversation. We were able to see at a finer grained depth that this was the case for
interlocutors’ use of DAs. While Sinclair et al. [30] found some evidence of align-
ment between speakers at a lexical level, our work demonstrates a technique that
allows us to see this at a more abstract level (i.e. DAs) in terms of the conversational
dynamics.
Finally, to address our third research question (RQ3), we explored the effects of
speaker role on DA usage across fluent corpora, and compared both DA usage and
speaker convergence to that found in our L2 analysis. We also compare all corpora
in the same space in order to contrast the speaker DA usage in each corpus to one
another. In terms of speaker role influencing DA usage, when we look at the fluent
speaker dialogues, there is no interesting difference between speakers in Switchboard
(Figure 7), and a clear difference in speaker role for Map-Task (Figure 8). When we
contrast this to the differences between speakers across ability levels in BELC, we
see that speaker means are closer at higher ability levels, in a manner more similar to
Switchboard, and further apart at lower levels, in a manner more similar to Map-Task.
When analysing speaker convergence, speakers show convergence within Switch-
board to a minor degree, although their interaction is very similar over the course of
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their dialogues (Figure 9). Speakers in Map-Task do not show convergence, although
the instruction giver does show movement over the course of a dialogue (Figure 10).
The speaker roles in Map-Task may dictate the DA patterns, meaning speakers can-
not align at the level of DAs due to this conversational role constraint. In comparison
to the fluent corpora, the convergence seen in BELC (Figure 6) is greater than in
Switchboard. For the Level 1 and 2 students in BELC, there is little movement, simi-
lar to the instruction follower in Map-Task, suggesting a similarly passive role in the
conversation.
Our analysis of the DA space of the combined corpora (Figure 11) shows that
the speakers have a clearly different position in DA space, across corpora, for speak-
ers in Map-Task, and to some degree at higher student ability levels for speakers in
BELC. When analysing the trajectories within the combined space, it can be seen
that at higher levels of student ability, tutors are closer to Map-task speakers in DA
space, and students closer to Switchboard speakers. This may indicate that tutors
push more able students and ask harder, more involved questions, or, since higher
level students can respond more to these questions, tutors make more response ac-
knowledgements (RAck). Students at a higher ability level make more statements,
and ask more questions, thus moving towards a more similar interaction style to both
of the fluent corpora, across the x axis of Figure 13(a).
6.2 Dialogue Act Usage
An additional finding through the analysis of DA space is that the movement of speak-
ers through the space indicates different underlying DA usage patterns. Based on this
change, we can see in figure 3 that some DAs are ‘easier’ than others. From Figures 3
and 4, we can see that the use of more Statements by both speakers was a sign of
a greater ability level, and can interpret this as the student taking a more active role
in the dialogue, with the tutor taking a more conversational rather than supportive
role. We can also see a change in the types of Questions being asked with increased
student ability: some questions require more effort to respond to on the part of the
student than others, and clearly some take more effort to form. This has implications
for teaching and feedback methods in L2 oral instruction: part of the challenge of
dialogue is in being able to interact in a contextual and timely manner.
Across corpora, there is a significant difference in DA usage (Figure 11), with
BELC speakers closer to general-other-question and wh-question; Switchboard speak-
ers and the instruction giver from Map-Task closer to backchannel-acknowledge,
and the instruction follower from Map-Task closer to response acknowledgement.
At higher levels of student ability both speakers make more acknowledgements: tu-
tors make more response acknowledgement which is more common in Map-Task,
and both student and tutor make more backchannel acknowledgement which is most
common to Switchboard (Figure 12). This can be interpreted as follows: at higher
levels of student ability, dialogues become more similar to conversational dialogues
in general. Both speakers in BELC become more similar to one another as student
ability increases, but tutors use DAs more similar to task based dialogue, and stu-
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dents, while moving to be more similar to both, become more similar to spontaneous
conversation.
7 Study contributions and conclusions
The present study contributes a novel method for the analysis of L2 dialogue tran-
scripts, expanding on our previous work to contextualise our L2 corpus findings
relative to conversational dialogue between fluent speakers. Our proposed method,
combines the use of Dialogue Act labels with ENA. Our findings support the hypoth-
esis that speakers in L2 dialogue practice exhibit convergence, both as ability level
increases and over the course of a single dialogue. We also find that DA accross differ-
ent conversational settings is very different, and that with greater student ability, DA
usage becomes more similar to other fluent dialogues. We find more significant DA
convergence within L2 corpora than within either spontaneous fluent conversation or
task-based dialogue. The implications of these results are as follows: firstly, a better
understanding of tutor adaptation to learners of different ability levels can inform the
design of automated tutoring dialogue systems; secondly, the proposed method can
be used to offer formative assessment of learning progression not only to tutors in
training, or as a tool for self reflection, but also as a resource for students; and finally,
this method can be used by practitioners in learning analytics for the design of new
tools for dialogue across different dialogue modalities.
While our proposed method provides evidence of tutor-student convergence, there
are some accuracy limitations to the DA labels which were derived automatically [29],
constraining our analysis to a certain degree of granularity. Our L2 corpus is also not
large or diverse enough for us to make generalisations about particular dialogue char-
acteristics at certain levels of student ability; accordingly, we limit our interpretation
to higher level convergence and adaptation phenomena. We also limit our analysis of
the combined corpora to high level differences, as there are differences in the length
of the dialogues and the proportion of the dialogue acts which will influence speakers
positions relative to each other for each corpus.
An important avenue of future research is to explore the functions that certain
DAs perform within dialogue, and the associated difficulty of such acts. The shift in
L2 speaker position in the DA space suggests a move to using different sorts of DA
patterns to better suit the ability of the student, both moving closer to fluent speaker
positions with increasing student ability. This leads us to hypothesise that certain DA
sequences may be more indicative of scaffolding, others of the conversational sym-
metry seen in Switchboard and others of the conversational asymmetry in Map-Task.
Identifying these sequences is therefore of great interest. We also intend to investi-
gate other aspects of alignment such as the use of code switching6. We also intend
to make further use of the dialogue within the code-switch utterances: currently the
work focuses only on the English L2 quotient of the data, but expanding our analysis
to the use of the L1 could bring greater understanding as to how the L1 is used as a
cognitive tool in this setting.
6 Where speakers switch to the L1 of the learner
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5.2 Contributions & Discussion
In Sinclair, Ferreira, Lopez, Lucas & Gasevic (2019) and our extended journal version
in the previous section, we showed evidence of the following:
- We find that DA usage was more similar between tutor and student at higher
levels of student ability than at lower levels (Figure 1 in Sinclair, Ferreira, Lopez,
Lucas & Gasevic (2019) and Figure 2 in our journal version in the previous
section)
- We find convergence over the course of a dialogue in the usage of DAs between
speakers in L2 tutorial dialogue, with greater adaptation of the tutor at lower
student ability levels, and greater adaptation from the student at higher ability
levels (Figure 2 in Sinclair, Ferreira, Lopez, Lucas & Gasevic (2019), Figure 6
in the previous section)
- Comparing to fluent dialogue, L2 speakers at higher levels of student ability,
have more similar DA usage to fluent speakers in both conversational corpora
(Figure 11 in the previous section)
- Convergence over the course of a dialogue can be seen for fluent conversational
dialogue, but is not present in task based (Figures 9 and 10 in the previous sec-
tion)
- The convergence in L2 is less pronounced than in conversational dialogue (Ta-
bles 7 and 8 in the previous section) but exhibits a greater degree of change in
terms of the DAs used (Figures 5, 6 and 9 in the previous section)
We hypothesise that the findings above may be evidence of tutor ZPD strategy:
converging when the student cannot, and adapting less when they are more capable.
Limitations of our study are firstly that the DA labels used (Sinclair et al. 2017)
have some accuracy limitations, therefore we limit our trajectory analysis to comparing
speaker behaviour across quartiles, rather than at a lower level of granularity. Secondly,
the L2 corpus used is not large or diverse enough for us to make generalisations about
particular dialogue characteristics at certain levels, rather we limit our interpretation to
higher level convergence and adaptation phenomena.
The present study contributes a novel method for the analysis of L2 dialogue tran-
scripts. Our proposed method, from which we provide preliminary results, combines
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the use of Dialogue Act labels with ENA. Our findings support the hypothesis that
speakers in L2 dialogue practice exhibit a degree of convergence, both as ability level
increases and over the course of a single dialogue. The implications of these results
are as follows: firstly, a better understanding of tutor adaptation to learners of different
ability levels can inform the design of automated tutoring dialogue systems; secondly,
the proposed method can be used to offer formative assessment of learning progression
not only to tutors in training, or as a tool for self reflection, but also as a resource for
students; and finally, this method can be used by practitioners in learning analytics for
the design of new tools for dialogue across different dialogue modalities.
An important avenue of future research is to explore the functions that certain DAs
perform within dialogue, and the associated difficulty of such acts. The shift in speaker
position in DA space suggests a move to using different sorts of DA patterns to better
suit the ability of the student. This leads us to hypothesise that certain DA sequences
may be more indicative of scaffolding, and others of conversational symmetry. Identi-
fying these sequences is therefore of great interest. We also intend to investigate other
aspects of alignment such as the use of code switching, where speakers switch to the
L1 of the learner. We also intend to make further use of the dialogue within the code-
switch utterances: currently the work focuses only on the English L2 quotient of the
data, and expanding our analysis to the use of the L1 could bring greater understanding
as to how the L1 is used as a cognitive tool in this setting.
Chapter 6
Human-Agent Alignment
The previous three chapters (3, 4 and 5) compare adaptation between human speakers
in L2 dialogue practice to that in fluent conversational and task based dialogues. In this
chapter we compare adaptation of an L2 student to their tutor in Human-Human and
Human-Agent L2 corpora. As discussed in Chapter 4, alignment in an L2 context can
be indicative of vocabulary learning through the student repeating unfamiliar keywords
to learn them. We hypothesise that this may also be true in Human-Agent dialogues,
where the tutor is a dialogue agent.
We apply measures of alignment at the level of expressions to L2 tutoring cor-
pora, comparing the effects found in dialogues between human tutor and student to
those found between an automated tutor and student. Section 6.1 contains extra dis-
cussion of the types of expressions aligned to. Understanding how alignment oc-
curs within Human-Human dialogue allowed us to contextualise patterns of alignment
within Human-Agent dialogue, and explore outliers in a large corpus collected from
students using Babbel, an online platform for second language learning.
We found students, who may be limited by their constrained linguistic ability,
would align to the agent in the H-A dialogue, more than they would by chance. We also
revealed that there was evidence of greater variability of student alignment within the
H-A corpus than in H-H. We hypothesise that this is due to different levels of student
engagement.
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6.1 Tutorbot Corpus: Evidence of Human-Agent Verbal
Alignment in Second Language Learner Dialogues
This section includes the verbatim copy of the following publication:
Arabella Sinclair, Kate McCurdy, Adam Lopez, Christopher G. Lucas and Dragan
Gasevic, Tutorbot Corpus: Evidence of Human-Agent Verbal Alignment in Second
Language Learner Dialogues, In: The 12th International Conference on Educational
Data Mining, 2019, pp. 414 - 419
Contributions: The ideas and analysis in the paper were developed and discussed be-
tween all authors of the work, with special emphasis on the contribution of the second
author to both development and refinement of the idea and the writing. The original
idea, the experiments and the bulk of the writing were the work of the first author.
Tutorbot Corpus: Evidence of Human-Agent Verbal



























Prior research has shown that, under certain conditions,
Human-Agent (H-A) alignment exists to a stronger degree
than that found in Human-Human (H-H) communication.
In an H-H Second Language (L2) setting, evidence of align-
ment has been linked to learning and teaching strategy. We
present a novel analysis of H-A and H-H L2 learner dialogues
using automated metrics of alignment. Our contributions
are twofold: firstly we replicated the reported H-A align-
ment within an educational context, finding L2 students
align to an automated tutor. Secondly, we performed an
exploratory comparison of the alignment present in compa-
rable H-A and H-H L2 learner corpora using Bayesian Gaus-
sian Mixture Models (GMMs), finding preliminary evidence
that students in H-A L2 dialogues showed greater variability
in engagement.
Keywords
Language learning, chatbot, dialogue, alignment, tutoring,
agent, second language, student engagement, assessment
1. INTRODUCTION
This work reports on evidence of alignment within student
dialogue to that of an automatic tutor even when both par-
ties are restricted in their capacity to align: the student as
an L2 learner may lack the linguistic proficiency to show
alignment [5], and the agent aligns only minimally by de-
sign. Alignment consists of interlocutor interaction adap-
tation, resulting in convergence, or in their sharing of the
same concept space [13, 8]. Alignment of student to tutor
in dialogue has been used as a predictor of both student
learning and engagement [20]. A key aspect of dialogue is
the speakers’ ability to align: to either show engaged, will-
ing behaviour, or display little discernible adaption to their
interlocutor. Interestingly, humans have been shown to ex-
hibit greater alignment to agents than to other humans [4,
6]. In an automated L2 tutoring setting, where students
have been shown to imitate tutors as part of their learning
process [10] it is of great interest to determine whether the
user/learner is actively engaged, simply gaming the system,
or disengaged, either because of lack of ability or motiva-
tion [1]. Modelling alignment of student to tutor as evidence
of engagement could serve as a useful tool in the design of tu-
tor intervention or student assessment since there has been
limited research into identifying signs of engagement or gam-
ing in the automated L2 tutoring setting.
Given this relevance of alignment in modelling engagement
during tutor-student L2 dialogues [20], one key question is
whether L2 students demonstrate alignment behavior in con-
versation with an automated dialogue agent, even when they
know the agent is not human. Prior work has established
that L2 students display alignment when conversing with
a human tutor, in Human-Human (H-H) interactions [17];
however, this work has also demonstrated relatively symmet-
ric alignment, as human tutors verbally aligned with their
students in turn — this raises the possibility that L2 learn-
ers may fail to display alignment if the dialogue is predom-
inantly asymmetric , when interacting with a agent whose
capacity to align is also limited. Studies of Human-Agent
(H-A) dialogues in other domains demonstrate that fluent
speakers verbally align with agents [4, 6], but given the
unique constraints a↵ecting alignment in L2 dialogue [5],
we cannot assume that L2 students will behave similarly. If
they do, a second key question arises: do L2 students display
similar alignment behavior in H-H and H-A dialogues? Even
if students align in both contexts, exploratory analysis may
reveal critical di↵erences which could inform educational re-
searchers and practitioners working with dialogue agents.
Hence, our work addresses the following research questions:
RQ1 Do L2 students show alignment to an automated di-
alogue agent (i.e. H-A alignment)? and RQ2 What is the
nature of the alignment found in the H-A corpus and how
does it di↵er from that of H-H dialogues?
Arabella Sinclair, Kate McCurdy, Adam Lopez, Christopher G.
Lucas and Dragan Gasevic "Tutorbot Corpus: Evidence of
Human-Agent Verbal Alignment in Second Language Learner
Dialogues" In: The 12th International Conference on Educational
Data Mining, Michel Desmarais, Collin F. Lynch, Agathe
Merceron, & Roger Nkambou (eds.) 2019, pp. 414 - 419
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We present a study of student verbal alignment within a new
dialogue corpus consisting of transcripts from a language
teaching app where students are interacting with a dialogue
agent. We contrast this H-A corpus with a comparable H-
H L2 learner corpus of tutoring dialogue transcripts. We
found that students in H-A interactions align to the agent
more so than they would by chance, albeit to a lesser de-
gree than students in H-H dialogues. Our results found that
within H-H dialogues, students exhibited greater alignment
than tutors. Finally, we compared the distribution of stu-
dent to tutor alignment within both corpora, revealing more
variance in alignment within the H-A dialogues. We hypoth-
esise this was due to either student engagement e↵ects, or
di↵erent types of student alignment strategy within the H-A
dialogues than the more uniform alignment present in the
H-H corpus.
2. BACKGROUND
To achieve e↵ective communication within dialogue, speak-
ers typically align, adapting their interaction to their inter-
locutor. The Interactive Alignment Model (IAM) [13], de-
scribes this process as that of speakers agreeing on a shared
conceptual space. In educational settings, by contrast, align-
ment has been found to predict both student learning and
engagement [20].Automatic alignment between interlocutors
occurs over di↵erent linguistic levels, including that of the
lexical, syntactic and semantic [13]. Lexical alignment con-
sists of speakers beginning to use the same words [21, 17]
or phrases [6] as each other. Syntactic alignment consists of
the use of the same parts of speech patterns, such as similar
noun-phrase constructions, or similar adjuncts [14] as the
conversation progresses. Finally, semantic alignment can
range from adaptation to individual di↵erences in person-
ality [11] to convergence at a higher level of representation
such as Dialogue Acts [16]Recent research has established
a number of metrics for linguistic alignment which can be
computed automatically, enabling large-scale corpus analy-
sis based on sequential pattern mining [6]. These methods
quantify alignment in terms of the expressions, or contigu-
ous sequences of tokens appearing in the utterances of both
interlocutors. While these methods have been applied to the
analysis of H-A interaction [6] and H-H student-tutor inter-
action [17], the work presented in this paper is the first to
apply this computational methodology to compare H-A and
H-H dialogue in an educational L2 setting.
Within an L2 practice setting, we predict alignment to have
slightly di↵erent properties compared to a fluent conversa-
tional setting where speakers tend to have a symmetric con-
tribution and equal status within the dialogue [18], and are
equally capable of participating [5]. L2 learners have been
found to perform at a higher level when speaking in dia-
logue with a peer than in a monologue context [15] This
suggests students draw from the example language of their
interlocutor leading us to expect evidence of alignment. L2
students have also been shown to learn vocabulary through
taking part in dialogue [9], suggesting this process of align-
ment and repetition of their interlocutor’s speech produces
learning gains. In the case of the tutor, their need to adhere
to the ZPD suggests that their alignment patterns will also
di↵er from that of straightforward dialogue. These di↵erent
factors influence the speakers’ convergence to a shared men-
tal state [5]. Vygotsky’s theory of ZPD [19] states students
Table 1: Tutorbot dialogue example. Italics indicate
Expression Repetition
1. bot: What is your favorite day of the week ?
2. user: My favorite day of the week is Friday ...
3. bot: Do you play sports ?
4. user: yes
5. bot: What sport do you play ?
6. user: I play volleyball and I go running
7. bot: When do you do that ?
8. user: On Monday , Wednesday and Friday
9. bot: What time does it start ?
10. user: At 4 o’clock in the afternoon
will learn best when addressed at the correct level, therefore
we also expect to see alignment, in the case of tutors in H-H
dialogues, to student ability.
3. CORPORA
We are interested in the comparison between student align-
ment in H-H and H-A dialogues. The H-A corpus analyzed
in this study comprises dialogues drawn from a large-scale
commercial platform for L2 learners1. In this application,
novice learners of English who had completed lessons on rele-
vant topics were o↵ered the possibility to review the material
via simple conversations with the automated dialogue agent
Tutorbot. Given the focus on relevant learning material,
the agent engaged learners in a system-initiative dialogue
with extensive guidance, rather than user-initiative [2]; as
a result, Tutorbot steered the learner conversations very de-
liberately, and alignment from the tutor agent to the student
was highly limited by design. A sample dialogue from the
corpus can be seen in Table 1. The H-H corpus used is
the Barcelona English Language Corpus (BELC) [12] which
consists of tutor guided conversations with L2 learners of En-
glish at varying stages of fluency from absolute beginner to
approaching intermediate. The tutor’s goal was to elicit as
much conversation from the learner as possible while setting
them at ease in as natural and conversational a manner as
they could. Key di↵erences are shown in Table 2. However,
it should also be noted that the Tutorbot corpus only con-
sists of single utterance turns, whereas BELC has multiple.
The topics are also more diverse in BELC, as the Tutor-
bot explicitly guided learners to review practiced material
rather than engage in open-ended discussion. Nevertheless,
certain main topics (how are you, where are you from, tell
me about your family, hobbies, what time do you do that)
and the beginner/lower-intermediate range of learner abil-




In order to analyse the verbal alignment present in both
corpora, which allows us to answer both RQ1 and RQ2, we
use the expressions-based measures introduced by [6]. This
approach identifies sequences of tokens (Expressions) which
are used by both dialogue participants (thus established as
expressions). These expressions allow us to see the fixed ex-
pressions established between speakers, called the routiniza-
1This data was kindly shared with us by Babbel,
https://www.babbel.com/
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Table 2: H-A and H-H Corpora Di↵erences
Tutorbot BELC
number of dialogues 3689 118
average Num. utterances 20.41 130.69
average Num. tokens 128.99 634.28
average tokens/utterance 6.32 4.85
communication medium typed spoken
speakers H-A H-H
student L1 German Spanish
vocabulary overlap 0.085 0.251
tion process in the interactive alignment theory [13], and
thus an indication of speaker alignment. We re-define the
following in order to discuss our results in the following sec-
tions:
Expression Lexicon EL is the set of expressions used by
both speakers for a given dialogue.
Expression Variety (EV) is the size of the EL normalised
by the total number of tokens in the dialogue. This ra-
tio indicates the variety of the expression lexicon rela-
tively to the length of the dialogue: the higher the EV,
the more incidence of established expressions between
participants. The EV indicates the routinization be-
tween speakers.
EV = length(EL)numberoftokens
Expression Repetition – speaker (ERS) is the ratio of
Expressions to dialogue produced. This is measured in
tokens. This value indicates the Expression repetition
present in the dialogue, i.e. the higher the ER, the
more the speakers dedicate tokens to the repetition of
established expressions. This is indicative of speaker
alignment.
Initiated Expression (IES) are the established expressions
initiated by S
Vocabulary Overlap (VO) is the ratio of shared tokens
between interlocutors S1 and S2. The higher the VO,





In order to test that the alignment reported was not sim-
ply due to corpus-specific vocabulary e↵ects (which would
be influenced by the vocabulary overlap defined in the pre-
vious section), a ‘scrambled baseline’ was created for each
corpus. This was achieved by creating a ‘bag of words’ of
the tokens produced by each speaker for a specific dialogue,
then substituting each token from each speakers utterances
with one from the shu✏ed bag of words. This method re-
tains the turn-taking of the speakers, and the distribution
of utterance lengths from the original dialogue, but removes
any word ordering present. In the results section for each
alignment measure, we report on whether the e↵ects were
significantly di↵erent from this baseline. This baseline al-
lows us to compare the e↵ects of alignment across corpora,
answering RQ1.
4.3 Alignment Distribution Clustering
In order to answer RQ2 investigating student alignment dif-
ferences within and between the H-H and H-A corpora, we
fitted a Gaussian mixture model (GMM)[7] to the student
ERS data for both the H-H and H-A students. GMMs al-
lowed us to detect and characterize distinct sub-populations
within a larger group, provided those sub-populations were
marked by di↵erences in a parameter of interest, e.g., mea-
sured ERS. To find the number of components which best
fitted the data, we used a Bayesian Gaussian mixture model
with a Wishart prior of [[0.1]] on the precisions and a scale-1
exponential prior on the number of clusters, and selected the
most probable number of clusters given the data (i.e. the
posterior mode), assuming that up to seven clusters might
be present. We used a Bayesian approach in order to avoid
the degeneracies that are common when using maximum-
likelihood estimation and information criteria (e.g., AIC or
BIC) to estimate cluster counts and parameters [3]. To
implement this, we used the toolkit scikit-learn2, package
BayesianGaussianMixture; the priors on component means
were scikit-learn 0.20 defaults.
5. RESULTS AND ANALYSIS
The following subsections all contribute to answering RQ1,
through the comparison of H-H to H-A student alignment
and corpus statistics. Section 5.5 specifically explores the
variation in alignment styles across corpora, allowing us to
answer RQ2.
5.1 Expression Lexicon
The Expression lexicon is the set of expressions which are
shared between speakers. On inspection, the most common
multi-word expressions being aligned to in the Tutorbot cor-
pus fell into two main categories: 1) the student using the
direct re-form of the question in the creation of their answer:
“bot|4: What is your favorite day of the week ? user|5:
My [favorite day of the week] [is] Friday”. 2) The student
reflecting the question back to the tutor-bot. “bot|4: Where
do you live? user|5: I live in <LOCATION>, where [do
you live]?”. The rephrasing in BELC is di↵erent: it is more
likely that the tutor will re-phrase the student’s single or
multi word answer as a form of confirmatory feedback. e.g.
“Tutor: you like going out with your friends, good”when this
is really more repetition/confirmation. The student align-
ment also consisted of their reflection of tutor questions back
to them, and in their repetition of tutor sca↵olding moves
(something not present in the Tutorbot corpus due to the
agent dialogue design) Table 3 contains details of the vocab-
ulary overlap, speaker specific token ratios and the expres-
sion lexicon size di↵erences between corpora.
Table 3: Corpora Di↵erences- values represent the
average per dialouge
Tutorbot BELC
Expression Lexicon Size (ELS) 3.04 48.55
S1/tokens (%) 0.81 0.68
S2/tokens (%) 0.19 0.30
Voc. Overlap 0.085 0.251
Voc. Overlap S1 0.105 0.312
Voc. Overlap S2 0.258 0.613
2https://scikit-learn.org/stable/
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5.2 Vocabulary Overlap
The vocabulary overlap (VO) between speakers gives us an
idea about how likely ‘’alignment’ according to our metric
will occur by chance. The results in Table 3 therefore can
inform our interpretation of the levels of ERS reported in
section 5.4. Student VO in BELC (HH) is much higher than
from the students in Tutorbot (HA) (0.613 vs. 0.258 ) This
could be due to the fact that Tutorbot learners were at a
lower level of proficiency, so they did not use such extensive
vocabulary; alternatively, it could be due to the method of
data collection: Tutorbot allows learners a one turn response
(a single utterance), limiting their production.
Figure 1: H-H/A corpora Vocabulary Overlap.
Speaker di↵erence was significant for H-A (p <
0.0001 (statistic = 6.42, pvalue = num1.4e  10) and H-
H (p < 0.001) (statistic =  2.11, pvalue = 0.00036) S1
= Tutor/Agent, S2 = Student
5.3 Expression Variation
We compare the H-H and H-A corpora of real interactions
to each other, and to the baseline H-HR and H-AR corpora
to control for vocabulary e↵ects. Firstly, EV was signif-
icantly higher for the H-H corpus (mean = 0.075, std =
0.025) than that in the H-A corpus (mean = 0.032, std =
0.046). Statistical di↵erence was checked by performing a
t-test (statistic =  10.05, p  value = 1.888⇥ 10 23), indi-
cating H-H interactions result in a richer expression lexicon
than H-A interactions. The EV values were much lower than
those reported for negotiation dialogues [6], which may be
due to dialogue type: routinisation may form a much greater
part of negotiation than it does L2 tutoring. Another reason
for the low EV in the H-A corpus is that the student cannot
establish expressions other than by chance since the Tutor-
bot corpus is system-initiated and is not designed to align
to the student’s responses. Neither the EV of the H-H nor
the H-A corpus was statistically greater than the H-HR and
H-AR baselines, which can be in part attributed to the high
proportion of single-token expressions in both corpora, lead-
ing to greater likelihood of their existence in the scrambled
baseline.
5.4 Expression Repetition
Expression repetition (ERS) is the main indication of speaker
alignment measured. Figure 2 shows the di↵erent degrees
Figure 2: H-H/A corpora ER s. Speaker di↵er-
ence is significant for H-A (p < 0.0001) (statistic =
 44.91, pvalue = 0.0) and H-H (p < 0.0001) (statistic =
 12.71, pvalue = 1.77⇥ 10 28) S1 = Tutor/Agent, S2 =
Student
of ERs for both the H-A and H-H corpora. The di↵er-
ence between the ERs of each speaker was significant for
both corpora: H-A (statistic =  44.91, p   value = 0.0)
and H-H (statistic =  12.71, p   value = 1.770⇥ 10 28).
It is interesting to note the asymmetry between speakers
for both dialogues. The tutor in the H-H dialogues had
a significantly lower proportion of ER than the student,
suggesting ER has less to do do with teacher strategy as
with learner strategy. We compared each ERS with its
ERR for both corpora: for the H-A corpus, student ERS2
(mean = 0.192, std = 0.235) was significantly higher than
that of ERR S2 (mean = 0.134, std = 0.206) (statistic =
 11.20, p  value = 6.593⇥ 10 29). Meanwhile, tutor ERS1
(mean = 0.016, std = 0.032) was significantly lower than
that of their scrambled baseline ERR S1 (mean = 0.024, std =
0.037) (statistic = 9.865, p   value = 8.2012⇥ 10 23) in-
dicating the absence of alignment expected from an agent
not designed to do so. For the H-H corpus, student ERS2
was not significantly di↵erent from their baseline ERR S2
(statistic = 0.932, p   value = 0.352), nor was tutor ERS1
(statistic = 2.506, p   value = 0.013). This can be ex-
plained in part by the fact that VO for the H-H corpus
(mean = 0.251, std = 0.061) was significantly larger than in
the H-A corpus (mean = 0.085, std = 0.146) (statistic =
 12.32, p  value = 3.089⇥ 10 34).
5.5 Student ER Distribution
In answer to RQ2, we compare the distributions of per-
dialogue ERS values between H-A and H-H corpora. Fig-
ure 3 shows histograms of ER frequency for each corpus,
which suggest there were multiple types of student align-
ment in the H-A corpus (a), in contrast to a single cluster of
ER values for the H-H corpus (b). To quantify these di↵er-
ences in student alignment – and go beyond a comparison of
averages which neglects the possibility of di↵erences across
individuals and dialogues – we fit a Bayesian Gaussian Mix-
ture Models [7] (described in Section 4.3) to student ERS
values. The results of our model indicate that the most
probable number of clusters, given the data (i.e., the pos-
terior mode), was 5 for the H-A corpus (Figure 3a) and 1
for the H-H corpus (Figure 3b). This analysis also reveals a
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(a) GMM with number of components = 5
means: (0.0004, 0.15, 0.31, 0.52, 0.90)
weights: (0.30, 0.49, 0.08, 0.09, 0.05)
(b) GMM with number of components = 1
mean: 0.33
weight: 1
Figure 3: Frequency of Expression Repetition values (High ER indicates greater alignment). Gaussian
Mixture Models (GMM) which best fitted to the data shown by the red line. Means: centroids of the
component clusters. Weight: the proportion of dialogues in a cluster.
Table 4: Qualitative Analysis of H-A dialogues at
the ‘centroids’ of the component clusters
ER Description and example
0-0.01 no-response or request for help: students ei-
ther do not engage with the agent, or demonstrate
inability to engage
0.1-0.15 minimal response: students respond curtly, ap-
pear less engaged
bot: What is your favorite day of the week ?
user: That ’s Sunday .
0.25-0.4 high engagement: dialogues either longer with
align and rephrase within longer utterances, with-
out excess repetition, or shorter dialogues consist
of more repetition and rephrasing, and the limited
vocabulary contributes to alignment
bot: Do [you] have a boyfriend or a girlfriend
? Or a husband or a wife ?
user: I [have [a] husband] .
0.5-0.55 minimal response: low rate of student produc-
tion, typical response one high-frequency word,
low engagement despite high alignment
’hi’, ’bye.’
0.85-0.9 high repetition: all student responses are
rephrases, dialogues very short
bot: Hello , nice to see you !
user: [Hello] [nice to see you] too
cluster in the H-A corpus which has a qualitatively compa-
rable mean value to the one in H-H (0.310-H-A, 0.330-H-H).
Table 4,shows this cluster contains the longest dialogues in
Tutorbot, which are qualitatively the most similar to those
in BELC.
We hypothesise the other clusters are either, in the case
of low level ER, signs of student lack of engagement (align-
ment being symptomatic of engagement within dialogue) or,
in the case of higher ER, signs that the students are in some
way conversing in a manner impossible to find in H-H dia-
logues. We hypothesise either this is due to the communi-
cation medium: students can copy, paste and edit the agent
utterance to create their response or due to students’ desire
to learn through continual repetition of the agent’s phrases.
Table 4 shows examples and descriptions of the H-A corpus
data, corresponding to the component means in Figure 3.
Since the H-H corpus was gathered as part of an experi-
ment, we know that there would not be ‘outlier’ behaviour
present, but the upper and lower ranges show some di↵er-
ences in interaction style of the learner.
6. DISCUSSION
In relation to RQ1, whether there is evidence of student
- agent alignment in L2 dialogues, we find significant H-A
alignment. The magnitude of this e↵ect was weaker than
that found in H-H dialogues, and we hypothesise that adap-
tive student support in the form of tutor alignment is es-
sential for students to align to the degree they do in an L2
H-H setting. We found no significant alignment of agent to
student, however an agent designed to interact with more
explicit alignment may more resemble the alignment found
in the H-H corpus. We found asymmetrical alignment within
the H-H corpus, which was in keeping with results reported
on lexical priming for the same corpus which found the
strongest priming e↵ects are those from student to tutor [17].
In relation to RQ2, concerning the exploratory analysis of
alignment di↵erences across corpora, a particularly salient
finding are the di↵erences in alignment across dialogues,
suggesting di↵erent patterns of student engagement could
be detected via their alignment levels. Table 4 shows that
there was a clear ‘normal range’ for interaction, and the
outliers showed di↵erent signs of student non-engagement.
Our key finding is that there was greater variability in H-
A compared to H-H alignment (best fit of 5 clusters com-
pared to a single cluster), although role of factors such as
dialogue and utterance length in these findings should be
investigated in future work. We hypothesise that building
a more alignment-focused tutoring agent could increase stu-
dent engagement and yield results consistent to those within
BELC. This could lead to better online L2 tutoring systems
which promote student engagement and therefore improve
participation and learning. It may be that the nature of
an online learning platform will always result in some stu-
dents who do not fully engage, and need di↵erent interven-
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tion strategies. Using an alignment metric in the manner
of our study could allow for the identification of these stu-
dents, measurement of their engagement, and prediction of
personalised interventions.
7. CONCLUSIONS AND FUTURE WORK
This paper presents a comparative analysis on student to tu-
tor alignment in both an H-A and an H-H dialogue setting.
We found students aligned to the agent, although this align-
ment was not stronger than that present in H-H dialogues
which is the case for both negotiation [6] and task-based di-
alogues [4]. We hypothesise we can better explore this in a
setting where the agent is specifically designed to align to
the student.A limitation of our study is that both corpora
were collected independently and therefore di↵er in more
aspects than the one we wish to explore. In future work
it would be desirable to collect data in a controlled setting
which is more similar to the Tutorbot corpus to facilitate
a more in-depth comparison. Another avenue for future re-
search is the design of adaptive ‘alignment’ moves for the
automated tutor to make. The design could draw on how
the ZPD influences alignment and what the common ERS
are in the H-H corpus, such as confirmatory rephrasing (e.g.
“Student: I speak Germanish”, “Tutor: you speak German?
Great!”) or repetition (e.g. ”student: I am 20 years old”,
”tutor: 20 years old? good!”). This research has a number
of implications for the educational community, particularly
regarding the use of alignment as an indicator of engage-
ment. Furthermore, our method of clustering student ERS
to identify ‘normal’ engagement behaviour for a given do-
main may inform the detection of outliers and has potential
for automating dialogue planning and intervention policies.
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6.2 Further Discussion
Sinclair, McCurdy, Lopez, Lucas & Gasevic (2019) present a comparison of the align-
ment present in Human-Human vs Human-Agent learner dialogues at the level of Ex-
pressions. Expressions allow for the analysis of the sorts of multi-word phrases which
are being re-used, something that can be of particular interest for L2 tutoring if used
to interpret a tutor’s goals or strategy. Expressions can also be learnt by students in
the same manner as vocabulary and could indicate students more explicitly repeating
phrases to help themselves learn.
We provide examples and qualitative groupings of the main types of multi-token ex-
pressions present in the student language which due to space constraints was not in-
cluded in Sinclair, McCurdy, Lopez, Lucas & Gasevic (2019). We hypothesise that the
repetition of these types of expressions may indicate learning strategy on the part of
the student. Knowing what the student is likely to repeat could have implications for
the choice of tutoring language in agent design.
Expression Lexicon
The Expression lexicon is the set of expressions which are shared between speakers.
Table 6.1 shows a selection of the most common of the longer (length   2) expressions
within Tutorbot since these showed more routinisation, and were less likely to be as a
result of shared vocabulary (e.g. ‘yes’, ‘ok’ ‘and’ and other stopwords). On inspection,
the most common multi-word expressions being aligned to in the Tutorbot corpus fell
into two main categories: 1) the student using the direct re-form of the question in the
creation of their answer: “bot—4: What is your favourite day of the week ? user—5:
My [favourite day of the week] [is] Friday”. 2) The student reflecting the question
back to the tutor-bot. “bot—4: Where do you live? user—5: I live in <LOCATION>,
where [do you live]?”. The rephrasing in BELC is different: it is more likely that the
tutor will re-phrase the student’s single or multi word answer as a form of confirmatory
feedback. There may be specific aspects of the tutor interaction in the BELC which
we attribute to tutor alignment to student such as their confirmation/acknowledgement
actions of repeating what the student says, e.g. “Tutor: you like going out with your
friends, good” when this is really more repetition/confirmation. The student alignment
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also consisted of their reflection of tutor questions back to them, and in their repetition
of tutor scaffolding moves (something not present in the Tutorbot corpus due to the
agent dialogue design)




‘have a’, ‘are their names’, ‘a wife’, ‘a girlfriend’, ‘a husband’, ‘a




‘you ! How are you ?’, ‘Do you have a’, ‘How are you ?’, ‘How
old are you ?’,‘Where are’, ‘How are you’, ‘you ! How are you’,
‘How old’, do you live’
6.3 Contributions
In Sinclair, McCurdy, Lopez, Lucas & Gasevic (2019) we find evidence of the follow-
ing:
- We find significant H-A alignment (Figure 2 in Sinclair, McCurdy, Lopez, Lucas
& Gasevic (2019)). The magnitude of this effect was weaker than that found in
H-H dialogues, and we hypothesise that adaptive student support in the form of
tutor alignment is essential for students to align to the degree they do in an L2
H-H setting.
- We find asymmetrical alignment within H-H L2 dialogues (Figure 2 in Sinclair,
McCurdy, Lopez, Lucas & Gasevic (2019)), which was in keeping with results
reported on lexical priming for the same corpus in which we found the strongest
priming effects are those from student to tutor (Sinclair et al. 2018).
- Our key finding is that there was greater variability in H-A compared to H-H
alignment (best fit of 5 clusters compared to a single cluster, shown in Figure 3
in Sinclair, McCurdy, Lopez, Lucas & Gasevic (2019))
- We see differences in alignment across dialogues (Figure 3 in Sinclair, McCurdy,
Lopez, Lucas & Gasevic (2019)), suggesting different patterns of student en-
gagement, could be detected via their alignment levels. Outliers showed differ-
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ent signs of student engagement which are summarised in Table 4 in Sinclair,
McCurdy, Lopez, Lucas & Gasevic (2019).
We hypothesise that building a more alignment-focused tutoring agent could in-
crease student engagement and yield results consistent to those within BELC. This
could lead to better online L2 tutoring systems which promote student engagement
and therefore improve participation and learning. It may be that the nature of an on-
line learning platform will always result in some students who do not fully engage,
and need different intervention strategies. Using an alignment metric in the manner
of our study could allow for the identification of these students, measurement of their
engagement, and prediction of personalised interventions.
This paper presents a comparative analysis on student to tutor alignment in both
an H-A and an H-H dialogue setting. We found students aligned to the agent, al-
though this alignment was not stronger than that present in H-H dialogues which is
the case for both negotiation (Duplessis et al. 2017) and task-based dialogues (Brani-
gan et al. 2010). We hypothesise we can better explore this in a setting where the
agent is specifically designed to align to the student.A limitation of our study is that
both corpora were collected independently and therefore differ in more aspects than
the one we wish to explore. There is a large difference between spoken and typed di-
alogue in terms of non-verbal cues, repetition, listening/speaking vs. reading/spelling
to name a few, which may have an effect on alignment due to contextually different
language styles. It should also be noted that the dialogue length is typically shorter
in H-A dialogues, with greater variability. In future work, it would be desirable to
collect data in a controlled setting which is more similar to the Tutorbot corpus to fa-
cilitate a more in-depth comparison and to explore any effects of dialogue length on
the alignment metric reported. Another avenue for future research is the design of
adaptive ‘alignment’ moves for the automated tutor to make. The design could draw
on how the ZPD influences alignment and what the common ERS are in the H-H cor-
pus, such as confirmatory rephrasing (e.g. “Student: I speak Germanish”, “Tutor: you
speak German? Great!”) or repetition (e.g. “student: I am 20 years old”, “tutor: 20
years old? good!”). This research has a number of implications for the educational
community, particularly regarding the use of alignment as an indicator of engagement.
Furthermore, our method of clustering student ERS to identify ‘normal’ engagement
behaviour for a given domain may inform the detection of outliers and has potential




Automatic adaption to an individual’s zone of proximal development is not yet possible
for L2 tutoring agents. This thesis analyses tutor adaption to L2 learners’ linguistic
ability, alignment, and dialogue style in order to better model how tutors leverage their
adaption and that of their students within their teaching. This analysis is performed
both on free form face to face spoken dialogue, and on naturalistic computer-mediated
instant message dialogues between tutor or L1 speaker and L2 learner. This thesis
also analyses student adaptation at different levels of ability, to understand common
patterns of student interaction and engagement. These patterns of student adaptation
to a human tutor are compared with how students adapt to an L2 tutoring dialogue
agent. We learned that both tutors and students in L2 practice dialogue do adapt their
language to one another, and adaptation changes with learner ability. We found that
L2 students align to a tutoring agent, although in a more varied way than with a human
tutor.
7.1 Summary of Contributions
The goal of this thesis was to explore how speakers adapt in an L2 teaching and learn-
ing context to arrive at a better understanding of how adaptation changes with learner
ability. We found empirical evidence of adaptation, providing some concrete examples
which corroborate many theories of L2 dialogue interaction. We found that tutors and
students adapted to one another over the course of an interaction in terms of linguis-
tic complexity, lexical alignment and dialogue act usage. We also found evidence of
student lexical alignment to an L2 tutor agent. We hypothesised tutor adaptation was
a sign of teaching strategy, and student adaptation an indication of learning. These
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findings show that personalised adaptation is important and have implications both for
the design of automated L2 tutoring agents, and for other pedagogical applications, as
a learning analytic tool.
The contributions of this thesis are:
- We found evidence of and showed that tutor adaptation of their linguistic com-
plexity could be measured via a set of surface features in the text within the
utterances. We showed that utterances with different functions exhibited dif-
ferent complexity traits. This work is published in (Sinclair et al. 2017), and
presented in Chapter 3.
- We expanded previous work on measuring lexical alignment effects within con-
versational and task based dialogue to include that of second language. We
showed that alignment correlates with student ability, and that alignment be-
tween speakers was asymmetric in L2 dialogues, with students aligning more
to tutors than vice versa. Finally, we found that students at lower ability levels
aligned to ‘harder’ words more so than students at higher ability levels, which
we hypothesised may be evidence of their leverage of alignment for vocabulary
assimilation. This work is published in (Sinclair et al. 2018), and presented in
Chapter 4.
- We showed that the usage of Dialogue Acts in L2 dialogue changes for both
speakers as a function of student ability. We also demonstrated interlocutor con-
vergence over the course of a dialogue in terms of dialogue act use. We pro-
posed using dialogue acts as an additional feature when observing alignment at
a higher level. This work is published in (Sinclair, Ferreira, Lopez, Lucas &
Gasevic 2019), and presented in Chapter 5.
- We extend (Sinclair, Ferreira, Lopez, Lucas & Gasevic 2019) to include analysis
of fluent conversational dialogues, contrasting convergence and Dialogue act use
to that found in the L2 leaner dialogues. This new work is under submission to
the International Journal of Artificial Intelligence in Education (IJAIED) and
presented in Chapter 5.
- Finally, we compared alignment in human-human vs human-agent second lan-
guage learner corpora. We used alignment as a means to examine different user
engagement behaviour within the human-agent corpus, and offer a discussion
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on the qualitative differences between these corpora. This work is published in
(Sinclair, McCurdy, Lopez, Lucas & Gasevic 2019), is presented in Chapter 6.
Beyond the concrete contributions of the adaptation we have examined, the more
general contribution lies in the comparison of L2 dialogue to other conversational di-
alogue in order to contextualise our findings within how dialogue interactions happen
in the wild. This approach allows us to be more confident in our L2 specific findings
and better understand them through contrasting them to fluent speakers.
7.2 Implications
These findings have some implications for the design of an automatic L2 tutor: we
see that human tutors adapt complexity to remain within a certain accessible range
of the learner’s ability. Since we can model this adaptation, the same features could
be used as criteria to optimise dialogue generation. These features are lightweight and
surface level; therefore, given a certain dialogue history, the generation of the next tutor
utterance could be a function of learner level prediction, or to maximise the probability
that the learner will respond given previous similarly complex prompts in the past.
Better understanding of tutor adaptation to learners of different ability levels can
inform the design of automated tutoring dialogue systems; the method in Sinclair,
Ferreira, Lopez, Lucas & Gasevic (2019) can be used to offer formative assessment
of learning progression not only to tutors in training, or as a tool for self reflection,
but also as a resource for students; finally, this method can be used by practitioners
in learning analytics for the design of new tools for dialogue across different dialogue
modalities.
Our work in Sinclair, McCurdy, Lopez, Lucas & Gasevic (2019) has a number of
implications for the educational community, particularly regarding the use of align-
ment as an indicator of engagement. Furthermore, our method of clustering student
ERS to identify ‘normal’ engagement behaviour for a given domain may inform the
detection of outliers and has potential for automating dialogue planning and interven-
tion policies.
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7.3 Future Directions
The potential future directions to our work fall under two main themes. Firstly, mod-
elling speaker adaptation and alignment in dialogue can be taken further. As measur-
ing linguistic complexity is a field of research within itself, it would be interesting to
measure adaptation of different features of linguistic complexity at a discourse level,
taking into account the utterance sequence and other markers of student ability than
at the level of text that we explored in this thesis. Modelling alignment at different
levels of interaction in this context is another aspect of our work which can be taken
further. We explored linguistic complexity, lexical, and dialogue style alignment, but
combining these, or measuring semantic alignment is the next step to better understand
the dynamics of leaner-tutor interaction. For example, some DAs may be more com-
plex than others, and this should be taken into account when measuring the linguistic
complexity of an utterance; if a learner has not aligned to some of the tutor’s vocabu-
lary this could be a good indication that they do not understand; and if the learner is
able to introduce vocabulary to the dialogue independent of the tutor, this can be an
indication of more competence than their re-use of the tutor’s language. Measuring
semantic alignment could be useful in an online setting in order to check that a student
is not gaming the system and that their interaction is relevant to the context. All these
aspects of adaptation combined could create a more general model of L2 adaptation,
which has the scope to improve personalised L2 tutoring agents.
L1 Effects
This thesis uses a Human-Human corpus where the learner L1 is Spanish/Catalan. In
future experiments, exploring the effects of L1 on the differences between linguistic
complexity exhibited between tutor and student, alignment, and dialogue style could
yield greater variation in results. We hypothesise that the main trends found, i.e. that
tutors push higher ability students, and simplify for low ability students would remain
consistent, but that they would manifest themselves to a different degree depending
on the linguistic distance between the L1 and L2 used. Linguistic distance (difference
between the L1 and L2) shows that learning an L2 is easier for some L1s than for oth-
ers (Chiswick & Miller 2005). For example, as Spanish (L1) and English (L2) are both
Indo-European languages, some lexical features are shared and may therefore be less
indicative of concepts learnt. This may mean that alignment to these ‘easier’ items be-
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tween students and tutors is different than for the same items when the L1 is Arabic or
Mandarin, where there is less similarity between the L1 and L2. Exploring hypotheses
about how adaptation occurs within different language pairings experimentally could
lead to a broader understanding of the diverse range of alignment and adaptation phe-
nomena present in L2 learning.
Linguistic Complexity
In Sinclair et al. (2017), we explore linguistic complexity differences between the first
and second halves of the dialogue, it would be interesting to compare complexity adap-
tation at the level of utterances. Our model would not allow us to investigate this at
such a low level of granularity, therefore developing better automatic complexity pre-
diction tools designed for L2 dialogue is a useful future avenue of research. Knowing
how complex utterances are in comparison to each other could be useful in automat-
ically identifying when a tutor rephrases a question to make it easier for a student to
understand, or in the case of the student, identifying self-correction behaviours.
Lexical Alignment
In Sinclair et al. (2018), we do not explore self-priming as a possible tutoring strategy:
a tutor may repeat a word several times to reinforce a concept to a leaner. This is an
interesting possible feature for using alignment to understand dialogue structure. In
future work, we plan to investigate different measures of alignment and both lexical
and syntactic complexity to inform systems that aim to automate L2 tutoring. We
plan to consider which speaker introduces the word being aligned to, in order to better
understand the relationship between productive and receptive vocabulary of the student
in dialogue settings.
Dialogue Style
From Sinclair, Ferreira, Lopez, Lucas & Gasevic (2019) and our paper in Chapter 5,
an important avenue of future research is to explore the functions that certain DAs per-
form within dialogue, and the associated difficulty of such acts. The shift in speaker
position in DA space suggests a move to using different sorts of DA patterns to better
suit the ability of the student. This leads us to hypothesise that certain DA sequences
may be more indicative of scaffolding, and others of conversational symmetry. Identi-
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fying these sequences is therefore of great interest. We also intend to investigate other
aspects of alignment such as the use of code switching, where speakers switch to the
L1 of the learner. We also intend to make further use of the dialogue within the code-
switch utterances: currently the work focuses only on the English L2 quotient of the
data, and expanding our analysis to the use of the L1 could bring greater understanding
as to how the L1 is used as a cognitive tool in this setting.
Wider Context
There is scope for using our results in applied learning analytics, in the manner of
Chapter 6. Improving computer aided language learning is an active field, and with
massive open online courses (MOOCs) becoming ubiquitous, it is vital that we develop
automatic methods for understanding learners’ needs and interactions. The methods
we demonstrated in chapters 3, 4, and 5 could be incorporated in learning analytic
dashboards as teaching tools for educational dialogue, allowing tutors to reflect on their
lessons after the fact, and plan their teaching to address specific student DA patterns.
These techniques can also be used in the analysis and evaluation of more automatic tu-
toring tools such as in Chapter 6. The better understanding of tutoring adaptation that
we provide can also be used in the design of more personalised learner experiences
with L2 tutoring agents. This ideal tutoring agent would: tailor the linguistic com-
plexity of their interactions to fall within the learner’s zone of proximal development;
leverage alignment within their interactions to make the learner feel more at ease, and
to scaffold vocabulary; and adapt their dialogue style to encourage the learner to take
a more active role in the dialogue, encouraging the student to ask their own questions,
or simply to interact via a more diverse range of dialogue acts. An agent which can
react to learner needs in context gives L2 students the chance to take control of their
own learning, and learn at their own pace, making this technology less one size fits all,
and therefore more inclusive.
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