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Introduction
When we have a discrete-time sample with the sampling mesh shrinking as the sample size increases, it is natural to presuppose that the magnitude of variation (scale) of the successive increments gradually diminishes. In this instance it is often useful and reasonable to model the situation as high-frequency sampling from a continuous-time process, because this often leads to precise asymptotic distributional results for the sampling mesh tending to 0. Also, when the laws of the increments seem to possess Paretian-like tails, non-Gaussian stable Lévy processes serve as a basic model of the underlying continuous-time dynamical system. In this note we are concerned with parametric estimation of a real-valued stable Lévy process when we can not record a complete continuous path, but rather an asymptotically high-frequency discrete sample only. Precisely, we want to estimate the parameter θ := (α, σ, γ) ∈ Θ, where denotes the transposition, from a sample X hn , X 2hn , . . . , X nhn with X 0 = 0 a.s. stemming from an α-stable Lévy process X = (X t ) t∈R + such that L(X t − γt) = S α (t 1/α σ) (1.1) for each t ∈ R + . Here (h n ) n∈N is a non-random bounded positive sequence fulfilling h n → 0 as n → ∞, S α (σ) denotes the real-valued symmetric α-stable distribution with the characteristic function
and L(ξ) the law of ξ. Throughout, without loss of generality we will suppose that h n ∈ (0, 1). The parameter α (resp. σ and γ) represents the index (resp. scale and location): these determine the generating triplet (γ, 0, g α,σ (z)dz), hence completely characterize the image measure P θ of X on the one-dimensional Skorohod space, where the Lévy density g α,σ is, as readily seen by invoking Sato (1999, Lemma 14.11) , given by
Here Γ(·) denotes the gamma function and 1 A (·) the indicator function of an event A. Throughout this note we will suppose that the parameter space Θ ⊂ R 3 is a bounded convex domain whose closure is contained in {(α, σ, γ) : α ∈ (0, 2), σ > 0, γ ∈ R}, and that lim inf n→∞ √ nh 1−1/α n = ∞, (1.2) which is automatic for α ∈ (0, 1], while h n should not decrease too fast in case of α ∈ (1, 2): clearly, (1.2) is implied by lim inf n→∞ nh n > 0, (1.3) allowing us to consider the case of fixed-domain asymptotics in that the terminal sampling time nh n may be a fixed positive constant. Utilizing the selfsimilarity, which is inherent in (strictly) stable Lévy processes among general Lévy processes, our goal here is to construct simple full-joint estimators of θ which possess joint asymptotic normalities with finite and nondegenerate asymptotic covariance matrices.
In the rest of this section we will stepwise explain why this seemingly classical and routine problem is worth being considered.
First of all, let us recall that the ideal but unrealistic continuously observed case leads to no sensible result for all parameters involved. As a matter of fact, applying Kabanov et al. (1980, Theorem 15) we can easily verify that, for each T > 0, P T θ and P T θ are absolutely continuous if and only if θ = θ , where P T θ denotes the restriction of P θ to σ(X t : t ≤ T ). When the sampling mesh h n is a fixed positive constant, the situation reduces to the classical i.i.d.-sample framework, as a Lévy process has independent and stationary increments. Of course, in this case we know vast amounts of existing results concerning efficient full-joint estimators of θ with the optimal rate √ n for all of α, σ, and γ: standard references for estimation of stable distributions can be found in the extensive bibliography of Nolan (2001) .
As for the case of high-frequency sampling, the estimation problem becomes far from being classical and obvious. Previously, Woerner (2001) proved the the local asymptotic normality (LAN) with rate √ n for σ of symmetric stable Lévy processes X based on discrete data (X ihn ) n i=1 , where either h n = h > 0 or h n → 0, when α and γ are supposed to be known. Aït-Sahalia and Jacod (2008) studied asymptotic behaviors of the Fisher information of Lévy processes sampled at i/n, i ≤ n, and Aït-Sahalia and Jacod (2007) proved LAN for the scale parameter and explicitly constructed a rate-efficient scale estimator: both papers deal with symmetric stable Lévy processes perturbed by another Lévy process (hence much more general than our setup), however, the index parameter is supposed to be known, which is a crucial assumption in their construction of estimating functions. It seems that no result is currently known about how to construct an estimator of θ possessing a joint asymptotic normality.
In order to obtain an estimator of θ, we usually attempt to consider the maximum likelihood estimator as in the classical i.i.d. case. As we will see in Subsection 2.1, our statistical experiments satisfies LAN at θ, however, the Fisher information matrix turns out to be singular for any θ ∈ Θ, as soon as the joint estimation of α and σ are concerned. This implies that there is no guarantee of a usual nice asymptotic property of the maximum likelihood estimator, and actually we do not have any reasonable definition of asymptotic efficiency of regular estimators. In this note, we do not investigate precise asymptotic behavior of the maximum likelihood estimator.
Instead, we will employ naive moment-fitting combined with plugging in the sample-median. To this end we need a central limit theorem (CLT) involving the sample median in its summands. This will be provided in Subsection 2.2 (Theorem 2.2), and then applied in Section 3 in order to construct estimators of θ having asymptotic normality with nonsingular asymptotic covariance matrices. The moment-fitting will be done for the logarithmic moments and lower-order fractional moments. In view of Theorem 2.1, our estimators are rate-efficient about σ and γ, while not so about α: nevertheless, we will see that it is possible to give a rate-efficient estimator of α as soon as σ is known (see Subsection 3.5). The estimation results will be supported by the simulation experiments presented in Section 4. After that, some concluding remarks will be given in Section 5, where we will mention the case of α-stable subordinators, which may appear as a limit process of cumulative traffic in a certain situation in network traffic; see Mikosch et al. (2002) . Remark 1. Although we have set the equidistant-sampling scheme, all claims of this note continue to hold under the slightly extended sampling scheme where we observe (X t n i ) n i=0 with (t n i ) n i=0 fulfilling that:
Preliminaries
In this section we will prepare some notation and auxiliary results.
LAN with constantly singular Fisher information matrix
Denote by y → φ α (y; σ) the density of S α (σ), and simply write φ α (y) for φ α (y; 1). For i = 1, 2, . . . , n and θ ∈ Θ we write
According to the scaling property of S α (σ), {Y ni (θ)} n i=1 for each n under P θ forms an i.i.d. triangular array with common distribution S α (1). By means of the relation φ α (y; a) = a −1 φ α (a −1 y) for all y ∈ R and a > 0, which is easily seen from the Fourier inversion formula
we can write the log-likelihood function θ → n (θ) of (X ihn ) n i=1 as
Finally, put ∂φ α (y) = ∂ ∂y φ α (y). With these notation we have the following result, which was obtained in Masuda (2006) . Theorem 2.1. Fix any θ ∈ Θ, and suppose h n → 0 and (1.2). Then, for any bounded sequence (u n ) n∈N ⊂ R 3 such that u n → u we have the stochastic expansion
where C n (θ) ∈ R 3 weakly converges under P θ to a centered normal variable with covariance matrix I(θ) given by To save space we omit the proof of Theorem 2.1 1 . It is the selfsimilarity of strict-stable Lévy processes that plays an essential role to prove Theorem 2.1; recall that a Lévy process is selfsimilar if and only if it is strictly stable.
Theorem 2.1 suggests that, different from the standard fixed observationfrequency case where h n ≡ h > 0, the maximum likelihood estimator is not asymptotically normally distributed, but possibly obeys an infinite-variance law: cf. Stoica and Marzetta (2001) .
Before proceeding, several remarks concerning Theorem 2.1 are in order.
Remark 2. We cannot avoid the singularity of I(θ) as long as we are considering the joint maximum-likelihood estimation of α and σ with "diagonal" norming. Below, suppose γ is known for simplicity. Actually, one may wonder whether or not there exists a "non-diagonal" norming
for which the normalized observed information matrix associated with (α, σ), i.e.,
tends in P θ -probability to some positive-definite matrix. Unfortunately, the answer is negative as we will briefly explain below. Direct computations lead to
, which should tend in P θ -probability to a positive constant. However, in view of the form of the second principal submatrix of I(θ) given in (2.3), we have seen that the right-hand side of the last display cannot in P θ -probability tend to a positive constant for any θ ∈ Θ and any suitable D n (θ). This simple observation reveals that the likelihood function has no values for joint asymptotic normality of α and σ. If we suppose that either α or σ is known, we may deduce usual asymptotic-normality results concerning the maximum likelihood estimator (MLE) of either (σ, γ) or (α, γ), respectively, since the Fisher information matrix is then diagonal, hence positive-definite, as is evident from (2.3).
Remark 3. The optimal rates of convergence of any regular estimator are specified by the corresponding diagonal components of A n (α). Looking at α and σ, we notice the following.
• A faster decreasing rate of h n (i.e., more high-frequency data) improves performance of estimating α ∈ (0, 2).
• At the same time, a faster decreasing rate of h n improves or deteriorates performance of estimating γ according as α ∈ (0, 1) or α ∈ (1, 2), respectively. Moreover, estimation of γ in the Cauchy case (i.e., α = 1) is not affected by degree of high-frequency of the data as the rate is then √ n, which is natural as the symmetric Cauchy Lévy process is selfsimilar even in the presence of a drift (see also Remark 7 and Subsection 3.4).
Remark 4. In the Gaussian case (i.e., α = 2), say X t = γt + σ * w t , where γ ∈ R, σ * > 0 (σ * corresponds to √ 2σ in the notation (1.1)), and w is a standard Wiener process, the following facts under h n → 0 are well known: if lim n→∞ nh n ∈ [0, ∞), then the sequence of observed information associated with γ is stochastically bounded without norming, so that consistent estimation can be done only for σ * ; also, if nh n → ∞, then we can perform joint estimation of (σ * , γ) with nondegenerate asymptotic normality at the optimal rate diag( √ n, √ nh n ). As opposed to the Gaussian case, it follows from Theorem 2.1 that we need not impose T n → ∞ even for consistent estimation of γ; that is to say, the observed information over any bounded time domain is rich enough.
A CLT for partial sums depending on sample median
In view of the scaling property of X, the sample mean
as soon as α < 2,X n is not rate-optimal in view of Theorem 2.1. Furthermore, the fact thatX n has infinite variance for each n ∈ N rendersX n undesirable as an estimator of γ. In the next section we will see that the sample median based estimator of γ attains the optimal rate √ nh 1−1/α n whatever α ∈ (0, 2) is, and then utilize it in order to construct asymptotically normally distributed joint estimators of θ. To this end we will need the following auxiliary central limit theorem for partial sums of certain statistics involving a sample median in its summands. We denote by ⇒ the weak convergence.
R-valued random variables with common density f , and let m k be the sample median of
Suppose that f admits a unique median γ ∈ R for which f (γ) > 0, and that
Then, we have
Theorem 2.2 generalizes Zeigler (1950) , which derived the joint asymptotic normality of the sample median and the mean deviation from the sample median: if L(Y 1 ) admits a finite variance, L = 1, and g 1 (y) = |y|, then Theorem 2.2 reduces to Zeigler's result. Theorem 2.2 can be proved in a manner similar to the paper, and here we omit the details 2 .
Remark 5. The function g = (g l ) l≤L may not be differentiable, and this is crucial in our context of Section 3. The form of G (0) is eliminated from the sum, enables us to deal with cases where g l (0) cannot be defined, such as g l (y) = {log |y|} l , in a unified way; alternatively, we could take n to be even from the beginning, however, the odd-n setting makes the proof simpler.
Constructions of easy full-joint estimators
In Subsection 2.1, apart from the well known heavy computational loading in the maximum likelihood estimation of stable distributions (see e.g. Nolan (2001) and references therein for details in this direction), we have seen that joint maximum likelihood estimation (of α and σ, at least) is not recommendable in view of the constant singularity of the Fisher information matrix. In this section we will propose some alternative estimators, which are simple and easyto-implement, whereas sacrificing the optimal rate and efficiency to some extent.
We will look at the two moment-fitting procedures:
• the logarithmic moments {log |y|} k φ α (y; σ)dy for k = 1, 2;
• the lower-order fractional moments |y| kr φ α (y)dy for k = 1, 2 and r ∈ (0, α/4). In order to construct estimators, we will essentially utilize convergences in probability of the form
for suitable f . The points here are as follows:
• first, we can replace the unknown γ by the sample medianγ n (to be defined later) by virtue of Theorem 2.2; • second, suitably applying the delta method, we can eliminate the α involved in the summands
. This procedure will be applied to the two cases above. In the rest of this section we first give some remarks on the sample median and prepare some necessary notation, and then look at the two moment-fitting procedures one by one. Also given are some comparisons of the asymptotic performances of the two estimators, and remarks on the Cauchy case. Finally, we will give a remark on the rateefficient estimator of α.
Throughout the rest of this section, we fix a θ ∈ Θ and set n = 2k + 1.
By the definition (2.1), {h
forms an i.i.d. array with common distribution S α (σ) under P θ , and the distribution S α (σ) has the unique median equal to zero. Denote by Y ni (α, γ) the order statistics of {h
Let m n denote the sample median of (∆ n i X) i≤n and definê
This fairly simple statistic serves as a rate-optimal and asymptotically normal estimator of γ, for √ nh
the weak convergence being guaranteed by Theorem 2.2; the relation
was used in the last distributional equivalence. Althoughγ n is not efficient, the robustness property as well as the simplicity strengthens its usefulness.
Remark 6. Of course, the asymptotic normality ofγ n itself is not essentially new. Alternatively, applying the argument of van der Vaart (1998, the paragraph after the proof of Theorem 5.21, and Example 5.24) we can derive the stochastic expansion
where Y ni (θ) is of (2.1) and sign(y) := −1, 0, and 1 according as y < 0, = 0, and > 0. From this expansion we readily derive the asymptotic normality of
Moreover, the P θ -unbiasedness ofγ n follows on account of the argument of Zolotarev (1986, p.241) .
Remark 7. Figure 1 maps out the asymptotic variance of
For α ∈ (0, 1),γ n converges at a rate faster than √ n, the asymptotic variance being rather small. As mentioned before, unlike with the Gaussian case we may 
consider the bounded-domain asymptotics for estimating γ, while the optimal rate √ nh 1−1/α n may become arbitrarily slow as α gets close to 2, which is consistent with the phenomenon that the bounded-domain asymptotics cannot be used for estimating the drift in the Gaussian case; if for example h n = 1/n so that nh n ≡ 1, then the convergence rate ofγ n becomes n 1/α−1/2 .
Now we note that for each
Building on the above mentioned facts, a direct application of Theorem 2.2 with L = 2 yields that under P θ
as n → ∞, where
is given by
All of the g l we will utilize below are symmetric around zero, so that the above expression becomes
We are going to apply the delta method (e.g., van der Vaart (1998, Chapter 3)) for (3.2). Let θ = (α, σ, γ) → (ρ 1 (θ), ρ 2 (θ), γ) =: F (θ) admit an inverse F −1 at θ = (α, σ, 0) (for the fixed α and σ), and let (α n ,σ n ) denote a solution (depending onγ n ) of
which uniquely exists with P θ -probability tending to 1; the equations in (3.5) do not involve γ. Let
where ∂ v denotes the partial differentiation with respect to the variable v. Then we obtain a full-joint estimatorθ n = (α n ,σ n ,γ n ) of θ, which is asymptotically jointly normal at rate diag(
where, in view of (3.2) and (3.4), the asymptotic variance V (θ) in (3.6) is given by
Thus it remains only to compute [V kl (θ)] 2 k,l=1 for specific choices of g l (l = 1, 2). The estimatorθ n so constructed is not rate-efficient about α in view of Theorem 2.1, while (σ n ,γ n ) is. Moreover, it follows from (3.7) that the estimations of (α, σ) and γ are asymptotically independent.
Remark 8. The rate of convergence √ nh 1−1/α n ofγ n in (3.6) contains α, therefore, in order to construct a confidence interval forγ n in practice we should replace the α with an appropriate estimator. Now suppose additionally
which is valid under (1.3), but possibly violated in general; for example, let α ∈ (0, 1] and take h n = exp(−n 1/2+δ ) for some δ ≥ 0, then (1.2) is met while (3.8) is not. For any √ n-consistent estimatorα n of α, we then have
so that h 1/αn−1/α n → P θ 1 by means of the continuous mapping theorem. Accordingly,
with ∼ P θ denoting the asymptotic equivalence under P θ . Therefore, under (3.8) we may replace the α contained in the rate √ nh 1−1/α n with our estimators of α provided below.
Logarithmic moments
Set
Actually, the distribution S α (σ) admits finite logarithmic moments of any positive order, the first two being
where C (= 0.5772 . . .) denotes the Euler constant; see, e.g., Nikias and Shao (1995, p. 69) . Solving (3.5) with (3.9) leads to the explicit solutionŝ
(3.10) and σ log,n := exp
The factor "h −1/α n " involving the unknown parameter α in Y ni (α, γ) are cancelled out, making the quantities (3.10) and (3.11) usable in practice: from the law of large numbers (α log,n ,σ log,n ) is well defined with P θ -probability tending to 1.
Let us compute the corresponding asymptotic covariance matrix. Denote by ν 1 and ν k the mean and the kth central moments of log |S α (σ)| with k ≥ 2, respectively, then we have in particular
where ζ stands for Riemann's zeta function; ζ(3) ≈ 1.202057. From (3.3) and elementary computations we get
We can see that det Σ(θ) = Σ 33 (θ)(ν 4 ν 2 − ν 2 3 − ν 3 2 ) > 0 for each θ ∈ Θ, and also
so that V (θ) of (3.7) is positive definite. For clarity we write
, then, after some computations we obtain
Summarizing the above we arrive at the following statement.
Theorem 3.1. Fix any θ ∈ Θ, and definê θ log,n = (α log,n ,σ log,n ,γ n ) (3.15) in terms of (3.1), (3.10) and (3.11). Then we have under
where V log (θ) is given by (3.7) where V ij (θ) is replaced by V log ij (θ) together with (3.12), (3.13) and (3.14). The matrix V log (θ) is positive-definite for each θ ∈ Θ.
Remark 9. Since θ → V log (θ) is continuous, V log (θ log,n ) is asymptotically invertible with P θ -probability tending to 1. Hence we can deduce (recall Remark 8)
where I 3 stands for the 3-dimensional identity matrix. This directly enables us to construct an asymptotic confidence region of θ based onθ log,n .
Remark 10. A direct application of the delta method leads to
Note that, in view of the expressions (3.12), (3.13) and (3.14), the second principal submatrix of the asymptotic covariance matrix in (3.17) is free of σ, hence a function of α only. Sometimes it might be more convenient to deal with (3.17) instead of (3.16) for achieving normality ofσ log,n in moderate sample size.
Remark 11. As in Remark 10, taking the form of ν 2 into account we can deduce
as a convenient variant for estimating α ≥ 2 1/3 ≈ 1.26: we have 4α −6 V log 11 (θ) ≤ V log 11 (θ) for α ≥ 2 1/3 , hence the transformation x → x −2 for α reduces the asymptotic variance when α gets closer to 2 (see Figure 2) .
Lower-order fractional moments
Next we set for p > 0 when applied to (3.6). In this case we need p < α/4 in order that the asymptotic variance is finite. This setting is more or less related to the recent work of Corcuera et al. (2007) , where distributional power-variation results are provided for processes represented as the sum of a stochastic integral with respect to a strictly stable Lévy process and a process with lesser degree of variation. Note that, when concerned with full-joint estimation of θ, we cannot apply their result (Theorem 3.2 therein) directly as the effect of γ may be ignored only when α ∈ (1, 2). In view of Nikias and Shao (1995, Section 3. 3), we know that q-th absolute moments of S α (σ) exist for q ∈ (−1, α):
Thus, using (3.5) and (3.6) for (3.18), we can obtain an asymptotically normal estimator of (α, σ) as a solutionθ p,n = (α p,n ,σ p,n ) of the two equations (3.19) which exists with P θ -probability tending to 1. Letting
we see that the solution conveniently fulfils
The factors h −1/α n of (3.19) are cancelled out in (3.20), and the right-hand side of (3.20) can be represented as
Here the function α → Γ(1 − p/α) 2 /Γ(1 − 2p/α) on α ∈ (4p, 2) is strictly increasing, hence it is easy to find the rootα p,n of (3.20) by a standard numerical procedure. Let us compute V (θ) of (3.7) in the present case. From (3.3) we have
which is positive as a function of α ∈ (4p, 2).
for α ∈ (4p, 2), where ψ(z) := ∂ z log Γ(z) denotes the digamma function and
Thus V (θ) of (3.7) is well defined and positive definite for any admissible θ ∈ Θ.
for clarity. Then (3.7) and tedious algebra lead to .21), and let
where V p (θ) is given in terms of (3.7) where V ij (θ) is replaced by V p ij (θ) together with (3.22), (3.23) and (3.24). The matrix V p (θ) is positive-definite for each θ ∈ Θ and p ∈ (0, α/4).
Remarks analogous to Remarks 9 and 10 hold true for (3.26).
Remark 12. We could notice that the method of moments based on the "p-th twinned power moments" corresponding to the choice g 1 (y) = |y| q and g 2 (y) = |y| −q for q ∈ (0, α ∧ 1) can be utilized too. We omit the details as it exhibited quite similar performances toθ log,n in the unreported simulation results.
Comparison ofθ log,n andθ p,n , and practical remarks
The estimatorsθ log,n andθ p,n we have constructed in the previous sections have the common rate of convergence diag(
). Now let us make some comparisons between the asymptotic covariances V log (θ) and V p (θ) given in (3.16) and (3.26). Recall that both V log (θ) and V p (θ) take the form
in the 2 × 2 principal submatrices for some functions M ij of α. We will focus on comparisons between "α log,n andα p,n " and "σ log,n andσ p,n " individually.
The function V log (θ) has a simple structure, while the dependence structure of (α, p) on V p (θ) is somewhat more complicated. We see that V p (θ) diverges as p ↑ α/4 (or α ↓ 4p), as is clear in view of the construction ofθ p,n . Figure • Concerning (α log,n ,σ log,n ): -asymptotic performance ofα log,n monotonically changes with α over (0, 2] , that is, better for smaller α and worse for larger α; -asymptotic performance ofσ log,n gets worse for smaller α (i.e., for heavier tails), more precisely, the function α → V log 22 (θ) on (0, 2) takes a unique minimum at α 0 ≈ 1.2, and increases to a finite value (resp. infinity) as α ↑ 2 (resp. α ↓ 0).
• Concerning the asymptotic performances (α p,n ,σ p,n ): -for α < 1 (resp. α > 1.5), smaller (resp. larger) p leads to better performance ofα p,n , the thresholds between these two phenomena lying in the interval {α : 1 ≤ α ≤ 1.5}; -given any α, smaller p leads to better performance ofσ p,n ; It will turn out that selection of p actually has non-negligible influence on the behavior of (α p,n ,σ p,n ). When we applyθ p,n , we have to choose the value p a priori, the permissible zone of which depends on the unknown α. In Subsection 4.1 we will briefly discuss this point based on experimental results. Also, although we have remarked that the asymptotic behavior ofσ p,n is better for smaller p, it may occur that, for example,σ 0.2,n behaves better thanσ 0.1,n because finitesample performance ofσ p,n depends on that ofα p,n , so thatα 0.2,n may behave better thanα 0.1,n ; actually, such a phenomenon can be observed in Subsection 4.1. 
Case of the Cauchy Lévy process
When considering the Cauchy case (α = 1) from the beginning, we can readily formulate an asymptotically efficient simple estimator of θ := (σ, γ). From Theorem 2.1 we know that the optimal rate of estimators is √ n for both of σ and γ irrespective of the behavior of (h n ), and the 2 × 2 Fisher information matrix is diag (2σ 2 , 2σ 2 ) . In this subsection, apart from the main context we will briefly observe that: first, a sample quantile based estimator is rate-efficient; second, the likelihood based one-step estimator (see, e.g., van der Vaart (1998, Section 5.7) for details) with the sample quantile based initial estimator is actually asymptotically efficient. The contents here are well known in the i.i.d.-sample case, but we will mention analogous results in order to reflect our high-frequency sampling setting.
So, let X be a Lévy process such that L(X 1 ) = S 1 (σ) * δ γ . Given an integer M , let M denote the smallest integer greater than or equal to M , and let ∆ n,l X be the lth order statistics of (
for L(Y ) = S 1 (σ), we have y 1/4 = −σ and y 3/4 = σ, where y p denotes the pth quantile of Y . Applying David and Nagaraja (2003, Theorem 10. 3) (see also Ferguson (1996, p. 92, Example 2) ) to the array {Y ni (θ )} i≤n , we get
from which together with the delta method (apply the function g(y 1 , y 2 , y 3 ) = ((y 3 − y 1 )/2, y 2 ) :
This convergence means thatθ 0,n := (σ c0,n ,γ n ) withγ n := h −1 n ∆ n, n/2 X and
is a rate-efficient estimator of θ . Using this as an initial estimate and writing the log-likelihood function based on (∆ n i X) i≤n as n (θ ), the one-step estimator θ 1,n = (σ c1,n ,γ n ) based on the likelihood function is simply given bŷ (3.28) which is straightforward to compute as φ 1 (y; σ) is explicit. By the classical argumentθ 1,n is asymptotically equivalent to the MLE of (σ, γ), hence asymptotically efficient.
A remark on rate-efficient estimation of α when σ is known
It is not clear how to construct a rate-efficient (i.e., √ n log(1/h n )-consistent) estimator of α via a moment fitting without any knowledge of σ and γ; of course, a direct application of Theorem 2.2 is not enough. We also note that the well known Hill estimator (cf. Hill (1975) and David and Nagaraja (2003) ), which can be directly used in our setting, can never attain the optimal rate.
Here we mention that, if we beforehand know the true value of σ, then it is possible to construct a rate-efficient estimator of α simply via the logarithmicmoment fitting. Using the notation in Subsection 3.1, from Theorem 2.2 we know that under P θ
where
recall that n = 2k + 1. At the same time, simple manipulation gives
Therefore, from the last two displays together with the delta method it follows thatα
can serve as an asymptotically normal rate-efficient estimator. Actually, in Section 4 we will observe that the estimatorα n (σ) exhibits very fast convergence to α (see Tables 1 and 2 in Subsection 4.1). Nevertheless, at the same time we will observe that our simple √ n-consistent estimators of α also exhibit good finite-sample behaviors.
Simulation experiments
We now observe finite-sample performances of the estimators studied in Section 3. Our simulation results exhibit several different finite-sample behaviors according to the true value of α.
For generating the discrete data (∆ n i X) i≤n from X such that L(X 1 ) = S α (σ) * δ γ , we use the familiar algorithm due to Chambers et al. (1976) combined with the selfsimilarity: specifically, 3 (i) Generate mutually independent U and W from the (−π/2, π/2)-uniform and standard exponential distributions, respectively;
(ii) We have L(η α ) = S α (1) for α ∈ (0, 2), where
In each simulation below, we carry out 1,000 independent trials to obtain 1,000 estimates of the parameter, and tabulate corresponding sample means and sample root mean-square errors (RMSEs).
Simulations ofθ log,n andθ p,n
By the definitions the estimatorsθ log,n andθ p,n are united in the location estimatorγ n given by (3.1); recall (3.15) and (3.25). For computingθ p,n , we take p = 0.05, 0.1 and 0.2, and in each trial we tabulate the resulting estimates (α log,n ,α 0.05,n ,α 0.1,n ,α 0.2,n ;σ log,n ,σ 0.05,n ,σ 0.1,n ,σ 0.2,n ;γ n ), (4.1) all of which can be computed from a single realization of (∆ n i X) i≤n ; here we let n be odd for (α log,n ,σ log,n ) to be well defined. For the true values we set α = 0.8, 1.0, 1.5 and 1.8 as well as (σ, γ) = (0.5, −0.5) in common, and target at h n = 5/n (bounded-domain asymptotics over [0, 5] ) and h n = n −3/5 (unboundeddomain asymptotics nh n = n 2/5 → ∞). Tables 1 and 2 report the means and the RMSEs of the estimates (4.1) with different sample sizes n = 501, 1001, and 2001, and the true value of α. Just for reference and the sake of comparison, each numerical result includes the rate-efficientα n (σ) (see Subsection 3.5), where the scale σ is supposed to be known. As was expected,α n (σ) dominates all other estimators of α. In both Tables 1 and 2, the best estimates for n = 2001 are (α log,n ,σ log,n ), (α 0.05,n ,σ 0.05,n ), (α 0.2,n ,σ 0.2,n ), and (α 0.2,n ,σ 0.2,n ), for α = 0.8, 1.0, 1.5 and 1.8, respectively (the "starred" elements).
Here are some remarks on the simulation results in Tables 1 and 2 .
• The performance of estimating α bears no relation to sampling frequency, while larger nh n may lead to better finite-sample performance of estimating σ.
• In Subsection 3.3 we compared the individual asymptotic variances of the estimators of α and σ (cf. Figure 3) . Tables 1 and 2 reveal that, as long as joint estimation of (α, σ) is concerned, different features can arise. For instance, Figure 3 says thatσ 0.05,n individually behaves best for α ≥ 1.5, whileσ 0.2,n is the best in Tables 1 and 2 . This would be due to the better behaviors ofα 0.2,n for α ≥ 1.5. In the unreported simulation results, we could also observe that the logarithmic transform of the estimators of σ, which is usually employed for estimating a Table 1 . Sample means with RMSEs in parentheses of the 9 simultaneously computed estimates (4.1) andαn(σ) in the case of hn = 5/n (hence nhn ≡ 5 in all cases), based on 1000 independent trajectories of discretely observed X, where σ = 0.5 and γ = −0.5 for the true values. In the rows corresponding to n = 2001, the starred elements indicate the best ones in terms of RMSE. positive quantity, can gain accuracy of the finite-sample normal approximations for α ≤ 1. Moreover, we can get sufficient accuracy of normal approximation of √ nh 1−1/αn n (γ n − γ) upon our estimatesα n . Therefore, in practice we may proceed as follows under the hypothesis that high-frequency data in question stems from a non-Gaussian stable Lévy process.
• First we applyθ log,n which requires no fine-tuning different fromθ p,n . Then, building on the estimated values (α log,n ,σ log,n ) and taking the interrelationship of V log (θ) and V p (θ), we may apply (α p,n ,σ p,n ) anew with a suitable choice of p (or, possibly keep using (α log,n ,σ log,n ); also, recall Remark 11 Table 2 . Sample means with RMSEs in parentheses of the 9 simultaneously computed estimates (4.1) andαn(σ) in the case of hn = n −3/5 , based on 1000 independent trajectories of discretely observed X, where σ = 0.5 and γ = −0.5 for true values. In the rows corresponding to n = 2001, the starred elements indicate the best ones in terms of RMSE. Table 3 . Sample means with RMSEs in parentheses of the estimatorsθ 0,n andθ 1,n in the case of hn = 5/n and nhn = n −3/5 , based on 1000 independent trajectories of discretely observed X, where σ = 0.5 and γ = −0.5 for the true values. 
Case of hn

Simulations ofθ 1,n : the Cauchy case
Concerning the one-step estimatorθ 1,n introduced in Subsection 3.4, we give a table of the simulation results (Table 3) , where, as in the previous section, h n is taken as 5/n and n −3/5 , and (σ, γ) = (0.5, −0.5) for the true value. For comparative convenience, we also give results concerning initial estimatorθ 0,n . The parameters are estimated with rather good accuracy in all cases. It can be seen that the finite-sample performance ofθ 1,n as well asθ 0,n has almost nothing to do with the behavior of h n ; as was mentioned in Remark 3, this may be due to the fact that any Cauchy Lévy process with drift and symmetric Lévy density is selfsimilar.
Concluding remarks
In this note we first exhibited LAN for θ = (α, σ, γ) concerning discretely observed stable Lévy processes with drift and symmetric Lévy measure, and then, constructed some full-joint estimators of θ which are easily computable. The most crucial thing is that the singularity of the Fisher information matrix is inevitable as soon as we are concerned with the joint maximum likelihood estimation of the index α and the scale σ, so that it may be expected that possible asymptotic distribution of the MLE has infinite variance.
Although our estimators are straightforward to implement, the estimators derived here are not asymptotically efficient in terms of the rate of convergence about α, as well as the asymptotic covariance matrix. Of course there might be a lot of other (better) estimation procedures such as the regression based (characteristic-function based) one. However, under the high-frequency sampling scheme it is not obvious how familiar estimators for the classical i.i.d. framework behave asymptotically.
We close with a remark on the LAN in case of discretely observed stable subordinators. For α ∈ (0, 1), let S + α (σ) denote the α-stable distribution on the
