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Abstract
As an alternative to the classical splitting methods, two new splitting schemes have been developed recently: the additive and
the iterative splitting. In this paper we discuss the most important properties, the advantages and disadvantages of these schemes,
and investigate their performance on simple examples as well as on more complex physical models.
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1. Introduction
Operator splitting is a powerful method for the numerical investigation of complex time-dependent models, where
the stationary (elliptic) part consists of a sum of several structurally simpler sub-operators. During operator splitting,
the problems corresponding to these sub-operators are solved successively in time. This allows us to lead the solution
of the original problem back to the solution of a sequence of simpler problems.
Important areas where splitting is often used include advection-diffusion-reaction problems [1,2] and large-scale
air pollution modelling [3–6]. Results on the application of splitting in transport-chemistry models can be found e.g.
in [7]. Splitting can also be applied in dynamical (weather prediction) models, where the hydro and thermodynamic
variables of the atmosphere are predicted [8,9].
The idea of operator splitting, which was the sequential splitting, dates back to the 1950s. It was probably in 1957
that this method was first used in the solution of partial differential equations [10]. The classical splitting methods
include the sequential splitting, the Strang–Marchuk splitting [4,11,12] and the recently re-developed symmetrically
weighted sequential (SWS) splitting [13,14]. These splitting schemes are either not accurate enough (sequential
splitting) or not parallelizable on operator level (Strang–Marchuk splitting), or only parallelizable at a high cost (SWS
splitting). This motivates the construction and investigation of further splitting methods.
In this paper we present and analyze two newly developed splitting techniques: the additive splitting and the
iterative splitting. In Section 2 we briefly introduce the two methods and analyze their accuracy. We examine the
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behaviour of both methods inside the splitting time intervals. In Section 3 we present some computer experiments,
where the additive and iterative splittings are combined with numerical methods.
2. The additive and iterative splittings
Consider the abstract Cauchy problem
dw(t)
dt
= (A + B)w(t), t ∈ (0, T ]
w(0) = w0.
}
(2.1)
Operator splitting can be regarded as a time-discretization method. We divide the time interval [0, T ] into n ∈ N equal
parts and call τ = T/n the splitting time step. In what follows wsp(kτ) will denote the solution obtained by splitting
at time kτ, k = 1, 2, . . . , n.
The additive splitting was introduced in [15]. Its algorithm can be given as follows.
du(1)k (t)
dt
= Au(1)k (t), t ∈ ((k − 1)τ, kτ ]
u(1)k ((k − 1)τ ) = wsp((k − 1)τ ),
 (2.2)
du(2)k (t)
dt
= Bu(2)k (t), t ∈ ((k − 1)τ, kτ ]
u(2)k ((k − 1)τ ) = wsp((k − 1)τ ),
 (2.3)
wsp(kτ) = u(1)k (kτ)+ u(2)k (kτ)− wsp((k − 1)τ ), (2.4)
where k = 1, 2, . . . , n and wsp(0) = w0.
At first sight the scheme resembles the sequential splitting [4]. However, in the additive splitting (i) both sub-
problems use the same initial condition, namely the solution of the previous step, and (ii) in the computation of
wsp(kτ) the solutions of the two sub-problems are added, and the initial condition is subtracted from the sum. In
this manner we obtain a splitting method where the different sub-problems have no effect on each other. This allows
operator-level parallelization of the method.
The iterative splitting is an iterative method in which we apply operator splitting. To start the iteration we need a
first guess of the solution on the time interval of the problem. (The choice of this initial estimate will have primary
effect on the convergence order.) Then, in each iteration step we take into account both sub-operators in such a way
that one of the sub-operators acts on the solution of the previous iteration and so forms a known term. The role of the
operators changes from step to step. The base of this method can be found in [16], and some applications are presented
in [17,18].
The algorithm of the method reads as
dui (t)
dt
= Aui (t)+ Bui−1(t), t ∈ ((k − 1)τ, kτ ]
ui ((k − 1)τ ) = wsp((k − 1)τ ),
}
(2.5)
dui+1(t)
dt
= Aui (t)+ Bui+1(t), t ∈ ((k − 1)τ, kτ ]
ui+1((k − 1)τ ) = wsp((k − 1)τ ),
}
(2.6)
where i = 1, 3, . . . , 2m − 1. (For simplicity, we do not indicate the dependence of ui on k.) The function u0(t) is an
arbitrarily chosen initial guess on the interval [(k − 1)τ, kτ ], and
wsp(kτ) = u2m(kτ), (2.7)
with k = 1, 2, . . . , n and wsp(0) = w0.
To solve (2.5) and (2.6) we need to know the functions ui−1(t) and ui (t) on the whole interval [(k − 1)τ, kτ ]. As
for the initial guess u0(t), it is simplest to use the constant function, equal to the numerical split solution obtained in
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the previous splitting step, i.e.,
u0(t) ≡ wsp((k − 1)τ ), ∀t ∈ [(k − 1)τ, kτ ].
This method differs from the traditional fix point iterative method in the fact that the time interval is divided into
several sub-intervals, which makes the computation more efficient. However, the convergence on the whole time
interval does not follow from the convergence on the time sub-intervals.
2.1. The order of the additive splitting
The accuracy of a splitting method is defined in terms of the local splitting error [4], which is the difference between
the exact solution and the solution obtained by splitting at the end of the first splitting time step, i.e.,
Errs(τ ) = w(τ)− wsp(τ ). (2.8)
We say that a splitting method has order p > 0 if
‖Errs(τ )‖ = O(τ p+1). (2.9)
Theorem 2.1. Let A and B be bounded linear operators on some Banach space X, and consider the Cauchy
problem (2.1). Then the additive splitting (2.2)–(2.4) has first order of accuracy.
Proof. It is known that the exact solution of (2.1) at time τ has the form
w(τ) = exp((A + B)τ )w0. (2.10)
The solution obtained by the additive splitting reads
wsp(τ ) = [exp(Aτ)+ exp(Bτ)− I ]w0. (2.11)
By Taylor expansion of w(τ) and wsp(τ ) we get
w(τ) =
[
I + (A + B)τ + 1
2
(A + B)2τ 2 +O(τ 3)
]
w0 (2.12)
and
wsp(τ ) =
(
I + Aτ + 1
2
A2τ 2 + I + Bτ + 1
2
B2τ 2 − I
)
w0 +O(τ 3)
=
(
I + (A + B)τ + 1
2
(A2 + B2)τ 2
)
w0 +O(τ 3). (2.13)
Subtracting (2.13) from (2.12) results in the following expression for the local splitting error of the additive splitting:
Errs(τ ) = 12 (AB + BA)τ
2w0 +O(τ 3) = O(τ 2).  (2.14)
As opposed to the sequential, Strang–Marchuk and SWS splittings, the order of the additive splitting is not
influenced by the commutativity of A and B. However, if A and B anticommute, i.e., if AB + BA = 0, then the
local splitting error has second order. We remark that the anticommutativity of A and B does not imply higher than
second-order accuracy.
To check the theoretically obtained order, we applied the additive splitting to two systems of ordinary differential
equations with constant coefficients, where both the original problems and the sub-problems were solved exactly. In
the first case the sub-matrices did not anticommute. We plotted the results on a log–log diagram and concluded that
the points are located along a line with slope close to 2, which means that the method has first order. In the second
case we chose anticommuting matrices (the so-called Pauli matrices, well known in quantum mechanics [19]). Here
second-order accuracy was achieved.
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2.2. The order of the iterative splitting
Theorem 2.2. Let A and B be bounded linear operators on some Banach space X, and consider the Cauchy
problem (2.1). Then the iterative splitting (2.5)–(2.7) has order l, where l denotes the number of the iteration steps.
Proof. Consider the iteration (2.5)–(2.7) on the interval [0, τ ]. We introduce the so-called local error function as
ei (t) := w(t)− ui (t). Taking into account (2.5) and (2.6), we get the following system for ei and ei+1:
dei (t)
dt
= Aei (t)+ Bei−1(t), t ∈ (0, τ ]
ei (0) = 0,
}
(2.15)
dei+1(t)
dt
= Aei (t)+ Bei+1(t), t ∈ (0, τ ]
ei+1(0) = 0,
}
(2.16)
where i = 1, 3, . . . , 2m − 1. Obviously, ei (τ ) = Errs(τ ).
By the variation of constants formula, the solution of (2.15) has the form
ei (t) =
∫ t
0
exp(A(t − s))Bei−1(s)ds, t ∈ [0, τ ], (2.17)
which can be estimated as
‖ei (t)‖ ≤ ‖B‖‖ei−1‖∞
∫ t
0
‖ exp(A(t − s))‖ds, t ∈ [0, τ ]. (2.18)
Since (exp(At))t≥0 is a C0-semigroup, therefore we have the growth estimate
‖exp(At)‖ ≤ K exp(ωt); t ≥ 0, (2.19)
where K ≥ 1 and ω ∈ R. By using this estimate in (2.18), we obtain
‖ei (t)‖ ≤ ‖B‖Kω(t)‖ei−1‖∞, t ∈ [0, τ ], (2.20)
where
Kω(t) =
∫ t
0
K exp(ω(τ − s))ds =
{
Kt, ω = 0,
K
ω
(exp(ωt)− 1), ω 6= 0. (2.21)
Clearly, Kω(τ ) = O(τ ), and so for the supremum norm of ‖ei (t)‖ we have
‖ei‖∞ ≤ ‖B‖Kω(τ )‖ei−1‖∞. (2.22)
Similarly, the solution of (2.16) reads
ei+1(t) =
∫ t
0
exp(B(t − s))Aei (s)ds, t ∈ [0, τ ]. (2.23)
By using the fact that ‖ exp(Bt)‖ ≤ Kˆ exp(ωˆt), we are led to the estimate
‖ei+1‖∞ ≤ ‖A‖Kˆωˆ(τ )‖ei‖∞, (2.24)
where the definition of Kˆωˆ(τ ) is as under (2.21). Estimates (2.22) and (2.24) imply that the order of the approximation
increases from one splitting step to the next one. By induction, for any l ∈ N
‖el‖∞ ≤ O(τ l)‖e0‖∞. (2.25)
Since the operators A and B are bounded,
‖ exp At‖ ≤ exp(‖A‖t); ‖ exp Bt‖ ≤ exp(‖B‖t). (2.26)
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Hence in the growth estimation (2.19) we can choose K = 1 and for ω the norm of the bounded generator operator.
Then (2.22) and (2.24) together result in the estimation
‖ei‖ ≤ (exp(‖A‖τ)− 1) (exp(‖B‖τ)− 1) ‖ei−1‖.
Therefore, the constant in the leading term τ l in (2.25) is
‖A‖ l2 ‖B‖ l2
for even numbers l and
‖A‖ l−12 +1‖B‖ l−12
for odd powers l. This shows that for stiff problems the condition for a suitable choice of τ can be strict. We note that
the estimation (2.26) usually gives large overestimation. If X = Rn then A and B are matrices and we can use sharper
estimations. E.g., if A is diagonalizable and therefore it has the usual representation A = UΛU−1, we have
‖ exp At‖ ≤ ‖U‖‖ exp(tΛ)‖‖U−1‖ = cond(A) max
k=1,...n
|exp(tλk)|. (2.27)
Therefore, we can choose K = cond(U ) and ω = maxk=1,...n Reλk . This implies that for normal matrices K = 1 and
for negative definite matrices ω ≤ 0.
We note that the concept of the logarithmic norm also can be successfully used in order to get sharper estimations
(see [2]). 
Theorem 2.2 implies that by the iterative splitting we can achieve an arbitrarily high order of accuracy. This makes
the iterative method very attractive.
As an illustration of Theorem 2.2, we consider the simple Cauchy problem
u′ = u, t ∈ [0, τ ]
u(0) = 1.
}
(2.28)
The exact solution of (2.28) is u(t) = et . We will compare the solutions of the successive iteration steps to this
function.
Let us decompose the right-hand side as u = 12u + 12u. On the basis of (2.5)–(2.7), we have
u′i =
1
2
ui + 12ui−1,
ui (0) = 1,
}
(2.29)
u′i+1 =
1
2
ui + 12ui+1,
ui+1(0) = 1,
}
(2.30)
where i = 1, 3, 2m − 1, . . . , and the initial estimate is u0 ≡ 1. An easy computation shows that the first few iteration
steps give the solutions:
u1(t) = 2et/2 − 1, u2(t) = tet/2 + 1, u3(t) =
(
2+ 1
4
t2
)
et/2 − 1 etc.
The corresponding local splitting errors are Err1(t) = O(t2), Err2(t) = O(t3), Err3(t) = O(t4) etc. It is seen that
the order increases by one at each iteration step, which is in accordance with Theorem 2.2.
We remark that from the viewpoint of the order it is important to choose u0 properly. If we use u0 ≡ 0 above, then
u1(t) = et/2 and Err1(t) = O(t); u2(t) = (1+ t)et/2 and Err2(t) = O(t2) etc.
Consequently, if the initial estimate is not chosen well, the initial order is lower, and therefore the first step will not
be consistent. To achieve the required order, on [0, τ ] it is recommended to define u0 as the initial function, while on
the further intervals [(k − 1)τ, kτ ] as the solution obtained at the previous splitting step.
In numerical experiments for checking the order of the iterative splitting on a system of constant coefficient linear
ODEs we found that it is not worth making too many iteration steps, because the rate of improvement of the result
significantly slows down after a few steps, see Fig. 2.1. More than three iterations did not give noticeably better results
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Fig. 2.1. Local errors of the iterative splitting combined with the implicit Euler method for different iteration numbers.
Table 2.1
Local errors of the two types of iterative splittings at τ = 10−2
l Iterative Precond. iterative
1 2.15e−3 6.19e−5
2 6.48e−5 4.76e−5
3 4.76e−5 4.77e−5
than three. Fig. 2.1 was obtained by applying the implicit Euler method with time step 1t = τ/100. It seems that the
numerical order does not follow the iteration number. The reason for this requires further investigation.
2.2.1. Iterative splitting with preconditioning
We have seen that the initial estimate u0 for the iterative splitting is usually set as a constant function whose function
value is the solution obtained at the end point of the previous splitting step. As will be shown in Section 2.3, the
additive splitting consistently approximates the exact solution on the whole time interval. This gives us the following
idea: let us compute the initial function for the iterative splitting by the additive splitting. This method is called
preconditioned iterative splitting. Some results obtained by this method can be seen in Fig. 2.2. Note that in this case
we obtain the same size of error after one step as by the normal iterative splitting after two or three steps. The exact
values of the results are shown in Table 2.1.
2.3. Approximation on the whole interval
Operator splitting is a time-discretization method, which means that we define the splitting solution only at the
discrete time levels kτ, k = 0, 1, . . . , n. It is always possible however to extend the solution of a splitting method
to the whole time interval of the problem. Let us consider for example the sequential splitting on [0, τ ]. The initial
condition of the second sub-problem is the solution of the first one, i.e., u(2)1 (0) = u(1)1 (τ ) = exp(Aτ)w0. The splitting
solution at τ is defined as
wsp(t) = u(2)1 (τ ) = exp(Bτ) exp(Aτ)w0. (2.31)
Obviously, we can extend this solution to the whole [0, τ ] as
wsp(t) = exp(Bt) exp(Aτ)w0, t ∈ (0, τ ]. (2.32)
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Fig. 2.2. Local errors of the preconditioned iterative splitting combined with the implicit Euler method.
It is then natural to raise the question of whether this extension of the solution approximates the exact solution at each
point of [0, τ ], or only at the end point. Let us examine this question by using the Taylor series expansion of wsp(t):
wsp(t) =
(
I + Bt +O(t2)
) (
I + Aτ +O(τ 2)
)
w0
= (I + (Aτ + Bt)) w0 +O(τ 2). (2.33)
The Taylor expansion of the exact solution reads
w(t) = [I + (A + B)t +O(t2)]w0. (2.34)
Comparing (2.33) and (2.34) we see that not even the first term agrees in the two expressions unless t = τ , i.e., the
solution obtained by the sequential splitting only approximates the exact solution at the end point. It can be shown
similarly that the same holds for the Strang–Marchuk and SWS splittings. The reason for this behaviour is the
successive application of the sub-operators: the second operator is applied only after the first one has been applied
over the whole interval or over a part of it.
However, in the case of the additive splitting the two sub-operators use the same initial condition, and at some
t ∈ [0, τ ] the expansion of the solution will be
wsp(t) = [exp(At)+ exp(Bt)− I ]w0, t ∈ [0, τ ]. (2.35)
Computing the order at any time t ∈ [0, τ ] in the same way as was done in Section 2.1 for τ , one can easily see that
the additive splitting approximates the exact solution in first order on the whole splitting time interval.
As for the iterative splitting, to show the approximation on the whole interval does not require any further proof.
In Theorem 2.2 we proved that the maximum norm of the local error function tends to zero in order l (the number of
the iteration step). This implies the same order of convergence at each point of the splitting time interval. If τ = j1t ,
then we get a consistent approximation at the points j1t , i.e., in the case of stability we have convergence also at
these points.
The fact that the additive and iterative splittings approximate the solution inside the spitting interval was also
checked in a computer experiment. On Fig. 2.3 we plotted the two components of the solution on the x- and y-axis.
The vertical axis measures the time inside the interval [0, τ ], where τ = 10−2. Fig. 2.4 shows the norms of the
solutions. One can see that the solutions of the additive and iterative splittings approximate the exact solution on the
whole interval, while the sequential and SWS splittings only do so at the end point. It is also demonstrated by Fig. 2.5
that for the additive and iterative splittings the errors are very low on the whole interval, which is not true for the
sequential and SWS splittings. At the end point however the errors of the two classical methods are smaller than that
of the additive splitting. The best approximation is given by the iterative splitting on the whole interval.
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Fig. 2.3. Solutions extended to the whole [0, τ ] for different splitting methods.
Fig. 2.4. The norms of the solutions extended to the whole [0, τ ] for different splitting methods.
Fig. 2.5. The errors of different splitting methods on the whole [0, τ ].
3. Numerical experiments
The sub-problems of a splitting are usually solved numerically. Then the combination of the splitting method and
the applied numerical methods gives a new discretization scheme.
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Fig. 3.6. Global errors at T = 1 of the additive splitting combined with the explicit Euler method for 1t = τ (left panel) and 1t = τ/2 (right
panel).
When solving the sub-problems numerically, the splitting time step τ is further divided by some time-integration
step 1t . We can use different numerical methods and time steps for the different sub-problems, we assume however,
that our choice does not change from step to step. The resulting discretization scheme will depend on the splitting
method, the chosen numerical method(s) and their step sizes.
In this section we study the performance of the additive and iterative splittings combined with different numerical
methods on simple systems of ordinary differential equations and on a more complex physical test problem. In these
experiments we study global errors. Convergence is not investigated theoretically, the methods are assumed to be
stable. The computer experiments were done in Matlab.
3.1. Additive and iterative splittings with different numerical methods
The first group of experiments was performed on a system of ordinary differential equations with constant
coefficients, where the sub-matrices A and B and the initial condition were chosen as
A =
[−3 1
0 −2
]
; B =
[−2 0
0 −1
]
; w0 =
[
30/4
10
]
. (3.36)
The results of the additive splitting combined with the explicit Euler method for both sub-problems are shown
in Fig. 3.6 in comparison with the explicit Euler method without splitting. The left panel belongs to the case where
the time-integration step 1t was equal to the splitting time step τ . In this case the two methods gave the same result.
This can be explained as follows. Clearly, in the first splitting step the explicit Euler method without splitting gives
the numerical solution
wˆ(τ ) := (I + τ(A + B))w0.
The additive splitting combined with the explicit Euler method gives
wˆs(τ ) = (I + τ A)w0 + (I + τ B)w0 − w0 = (I + τ(A + B))w0,
which is exactly wˆ(τ ). The identity of the two methods can be useful when it is difficult to treat A + B directly.
In the right panel the time-integration step was halved. Here the two solutions are different, but both are more
accurate than for 1t = τ.
We solved the sub-problems of the additive splitting also by the implicit Euler method and the Crank–Nicolson
method by 1t = τ, τ/2, τ/10, τ/50. The plots are shown in Fig. 3.7. One can see that the additive splitting, which
has first order, gives the best results with the also first-order implicit Euler method, and not with the second-order
Crank–Nicolson method. This can be explained as a result of complex interactions between the numerical and splitting
errors.
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Fig. 3.7. Global errors at T = 1 of the additive splitting combined with different numerical methods with step sizes1t = τ, τ/2, τ/10 and τ/50.
Comparing the panels of Fig. 3.7, we can establish that reducing the numerical stepsize 1t with respect to τ , the
results obtained by the first-order methods are gradually approaching the Crank–Nicolson solution, which only shows
little changes. This behaviour can be explained by the increasing dominance of the splitting error.
Note that while the explicit Euler method gives better results for smaller values of 1t , the implicit Euler method
performs best by the biggest 1t . By using higher-order numerical methods, the results were very similar to those
obtained by the Crank–Nicolson method. The global errors obtained by the iterative splitting and different numerical
methods are given in Fig. 3.9 for 1t = τ/10. As one expects, the second-order Crank–Nicolson method gives better
results than the first-order Euler methods. The errors behaved similarly for other ratios of 1t and τ .
It is worth having a look at the accuracy of the other splitting schemes when combined with the implicit Euler
method. The results are shown in Fig. 3.8. One can see that for 1t = τ the additive splitting gives the best results.
For the other splitting methods smaller errors are obtained for smaller time steps. When1t reaches the value τ/4, the
additive splitting becomes less accurate than any of the other splitting methods. If we compute analytically the global
error of the additive splitting combined with the implicit Euler method, we get
Errs(T ) = T2 τ
(
AB + BA − 1
τ/1t
(A2 + B2)
)
w0 +O(τ 3). (3.37)
Clearly, if the ratio τ
1t is increased, the global error approaches the limit
lim
τ
1t→∞
‖Errs(T )‖ = T2 τ‖(AB + BA)w0‖. (3.38)
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Fig. 3.8. Global errors of different splitting methods combined with the implicit Euler method as a function of the ratio of the splitting time step
and the time-integration step; τ = 10−2, T = 1. (The solution of the SWS splitting is very close to the Strang–Marchuk solution.).
Fig. 3.9. Global errors at T = 1 of the iterative splitting combined with different numerical methods with step size 1t = τ/10.
Note that the global error approaches this limit from below in the example, so the error is smallest for τ = 1t .
We also compared the different splitting methods combined with the explicit Euler method and the Crank–Nicolson
method. The results are shown in Fig. 3.10. The best results were produced by the Strang–Marchuk splitting and the
SWS splitting, with solutions hardly distinguishable from each other. The iterative splitting proved to be competitive
with these schemes, while the additive splitting gave significantly worse results than any of the other splittings.
3.2. Experiments on a diffusion-reaction problem
We move on to the investigation of the additive and iterative splittings on a more complex model problem.
Consider the diffusion-reaction equations
∂u
∂t
= D1 ∂
2u
∂x2
− k1u + k2v + s1(x)
∂v
∂t
= D2 ∂
2v
∂x2
+ k1u − k2v + s2(x),
 (3.39)
where 0 < x < 1 and 0 < t ≤ T = 12 , and the initial and boundary conditions are defined as follows:
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Fig. 3.10. Global errors at T = 1 of the different splitting methods combined with the explicit Euler method (left panel) and the Crank–Nicolson
method (right panel). (The solution of the SWS splitting is very close to the Strang–Marchuk solution on both diagrams.)
Table 3.2
Coefficients used in the two-stage DIRK method
γ γ 0
1− γ 1− 2γ γ
1/2 1/2

u(x, 0) = 1+ sin
(
1
2
pix
)
,
v(x, 0) = k1
k2
u(x, 0),

u(0, t) = 1,
v(0, t) = k1
k2
,
∂u
∂x
(1, t) = ∂v
∂x
(1, t) = 0.
(3.40)
We used the following parameter values:
• diffusion coefficients: D1 = 0, 1; D2 = 0,
• reaction rates: k1 = 1; k2 = 104,
• source terms: s1(x) ≡ 1; s2(x) ≡ 0.
The big difference in the magnitude of the reaction terms gives rise to stiffness.
After second-order finite-difference space discretization, a two-stage diagonally implicit Runge–Kutta (DIRK) [20]
method was used for time discretization. Table 3.2 shows the coefficients of the method (with the notations of the cited
reference). For γ = 1− 12
√
2, the method is L-stable and second order.
The reference solution for the discretized problem was computed by the Matlab’s ODE45 solver and is plotted
in Fig. 3.11.
The sub-operators of the splittings were chosen as follows: A contained the discretized diffusion and the
inhomogeneous boundary conditions, and B contained the reaction and source terms. The iteration number in the
iterative splitting was l = 2.
The errors were computed in the maximum norm for different values of τ , see Table 3.3. The first column contains
the values of the splitting time step. In the second column we can see the errors of the DIRK method without splitting;
apparently we have a stable, second-order method. The third column gives the errors of the iterative splitting. One
can see that even if an L-stable numerical method was used, the errors grow extremely fast. This instability can also
be observed in Fig. 3.12. The iterative splitting was also run with preconditioning. As the fourth column shows, this
did not stabilize the method. The fifth column contains the errors of the additive splitting, which behaves as a stable,
first-order method.
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Fig. 3.11. The reference solution of the reaction-diffusion problem.
Fig. 3.12. The solution of the iterative splitting at T = 1/2 (τ = 1/40).
Table 3.3
Global errors at T = 1/2 for different values of τ
τ DIRK Iterative Precond. iterative Additive
1
10 2.3052e−4 3.9243 3.5312 0.0843
1
20 5.6682e−5 5745.9 5191 0.0398
1
40 1.4207e−5 2.0694e+10 1.8572e+10 0.0185
Remark. We found that taking into account the intermediate values of the stages in the DIRK method stabilized the
results. We applied preconditioning in several different ways, namely: (i) by using the additive splitting on the whole
interval, (ii) by using the result of the additive splitting only at the endpoint of each splitting time interval, (iii) by using
the result of the sequential splitting at the endpoint of each splitting time interval. The best results, shown in Table 3.4
were obtained in case (ii).
4. Conclusions
We studied two newly developed splitting methods both theoretically and numerically. The additive splitting is
a fairly simple, first-order method with operator-level parallelism. The iterative splitting is attractive due to its high
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Table 3.4
Global errors at T = 1/2 for different values of τ
τ Iterative Precond. iterative
1
10 3.2904e−4 2.9508e−4
1
20 6.7570e−5 6.2572e−5
1
40 1.5476e−5 1.4767e−5
The preconditioning was done by using the result of the additive splitting only at the endpoint of each splitting time interval.
accuracy. As opposed to the traditional splitting schemes, both methods provide approximation on the whole splitting
time interval.
Our computer experiments revealed that the additive splitting performs particularly well when combined with the
implicit Euler method. The iterative splitting usually gives good results, but the theoretically obtained order was not
achieved for a high number of iteration steps. Also, it proved to be unstable in a diffusion-reaction problem, where the
sub-problems were solved by a two-stage DIRK method.
The first estimate of the iterative splitting can be computed by another splitting method. This is called
preconditioned iterative splitting. This combined method performed well for a system of linear, constant coefficient
ODEs. However, it was not able to improve the iterative splitting considerably in the diffusion-reaction test. We found
however that taking into account the intermediate steps of the DIRK method is able to stabilize the solution both
for the iterative splitting and the preconditioned iterative splitting. It would worth investigating whether using the
intermediate values of a two-stage method have in general such a stabilizing effect.
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