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Some concerns of measurement for biometric analysis and synthesis are investigated. This research tries to reexamine the nature of the basic definition of "measurement" of distance between two objects or image patterns, which is essential for comparing the "similarity" of patterns. According to a recent International Workshop on Biometric Technologies: Modeling and Simulation at University of Calgary, Canada [Yanushkevich et al., Eds. (2004) ], biometric refers to the studies of analysis, synthesis, modeling and simulation of human behavior by computers, including mainly recognition of hand printed words, machines printed characters, handwriting, fingerprint, signature, facial expression, speech, voice, emotion and iris etc.
The key idea is the "measurement" that defines the similarity between different input data that can be represented by image data. This paper deals with the very fundamental phenomena of "measurement" of these studies and analysis. Preliminary findings and observations show that the concepts of "segmentation" and "disambiguation" are extremely important, which have been long ignored. Even while computer and information professionals and researchers have spent much effort , energy, and time, trying very hard and diligently to develop methods that may reach as high as 99.9999 % accuracy rate for character and symbol recognition, a poorly or ill considered pre-designed board poster or input pattern could easily destroy its effectiveness and lower the overall performance accurate rate to less than 50%. The more data it handles, the worse the results. Its overall performance accuracy rate will be proportionally decreasing. Take road safety for example. If street direction signs are poorly designed, then even a most intelligent robot driver with perfect vision and 100% accurate rate of symbol recognition, still has at least 50 % error rate. That is, it can achieve at most only 50% accuracy rate in determining which correct direction to follow. It's not just a matter of being slow or losing time.
However, in more serious and urgent life threatening situation like fire, accidents, terrorists attack or natural disaster, it's a matter of life and death. So the impact is enormous and widespread. The idea and concept of "ambiguity", "disambiguation", "measurement", and "learning", and their impacts on biometrics image pattern analysis and recognition, as well their applications are illustrated through several examples.
Overview (Introduction)
We first briefly review what's happening in biometric research and their results. According to [Int. biometric group (2003) ], a majority of biometric studies fall into the categories of fingerprint, facial and symbol analysis and recognition, about 74%. It can be shown in the Fig. 3 Inverse methods in analysis examples are shown in [Plamondon and Srihari (2000) ], [Popel (2006) ], [Yanushkevich et al.(2005) -generation of synthetic biometric data There are also some developments of generating synthetic biometric data, using computer graphics, computational geometry methodologies, with applications to the following fields, which are being implemented successfully [Jain et al. (2005) ], [Jain and Uludag (2003) ], [Ma et al. (2005) ], [Ratha et al. (2001) ], ?? [Zhang et al. (2004) ], [Zhang et al. (2001) ]:
(a) Collecting large databases for testing the robustness of identification systems, (b) Training personnel on a system that deploys simulation of biometric data, (c) Cancelable biometrics, (d) Biometric Data Hiding, and (e) Biometric Encryption.
Further, according to a most recent book regarding advanced aspects of biometrics Handbook of Multibiometrics [Ross et al. (2006) ], consistent advances in biometrics help to address problems that plague traditional human recognition methods and offer significant promise for applications in security as well as general convenience. In particular, newly evolving systems can measure multiple physiological or behavioral traits and thereby increase overall reliability that much more. Multimodal Biometrics provides an accessible, focused examination of the science and technology behind multimodal human recognition systems, as well as their ramifications for security systems and other areas of application. After clearly introducing multibiometric systems, it demonstrates the noteworthy advantages of these systems over their traditional and unimodal counterparts. In addition, the work describes the various scenarios possible when consolidating evidence from multiple biometric systems and examines multimodal system design and methods for computing user-specific parameters.
In another book about general biometrics systems which was published by Springer [Wayman et al.(2005) ], which provides an overview of the principles and methods needed to build reliable biometric systems. It covers 3 main topics: key biometric technologies, testing and management issues, and the legal and system considerations of biometric systems for personal verification/identification. It focuses on the four most widely used technologies -speech, fingerprint, iris and face recognition. It includes:
(a) In-depth coverage of the technical and practical obstacles which are often neglected by application developers and system integrators and which result in shortfalls between expected and actual performance, (b) Detailed guidelines on biometric system evaluation, and (c) Protocols and benchmarks which will allow developers to compare performance and track system improvements.
The book of Biometric Systems -Technology, Design and Performance Evaluation is intended as a reference book for anyone involved in the design, management or implementation of biometric systems.
According to a recent paper regarding metric learning for text documentation analysis and understanding [Lebanon (2006) ], many algorithms in machine learning rely on being given a good distance metric over the input space. Rather than using a default metric such as the Euclidean metric, it is desirable to obtain a metric based on the provided data. We consider the problem of learning a Riemannian metric associated with a given differentiable manifold and a set of points. Their approach to the problem involves choosing a metric from a parametric family that is based on maximizing the inverse volume of a given data set of points. From a statistical perspective, it is related to maximum likelihood under a model that assigns probabilities inversely proportional to the Riemannian volume element. We discuss in detail learning a metric on the multinomial simplex where the metric candidates are pull-back metrics of the Fisher information under a Lie group of transformations. When applied to text document classification the resulting geodesic distance resemble, but outperform, the tfidf cosine similarity measure.
In the literature, there is another recent book regarding some guidance to biometrics published in 2004 [Bolle et al. (2004) ]. This complete, technical guide offers some rather detailed descriptions and analysis of the principles, methods, technologies, and core ideas used in biometric authentication systems. It explains the definition and measurement of performance and examines the factors involved in choosing between different biometrics. It also delves into practical applications and covers a number of topics critical for successful system integration. These include recognition accuracy, total cost of ownership, acquisition and processing speed, intrinsic and system security, privacy and legal requirements, and user acceptance.
From above investigations, it can be seen that most recent development and applications largely rely on the fundamental definition of pattern matching, which in turn depends on the measurement of distances between two input images. It has been observed that the concept of "ambiguity" plays a very important fundamental roles of all these distance measurement and image pattern processing in both learning (analysis) and recognition (synthesis), which is also the most difficult obstacles of essentially all recognition problems in the real daily life. Therefore in the next section, we are going to discuss these problems and how input images (patterns) can and should be "disambiguated" in dealing with real life problem applications.
The problem of "Ambiguity", and its solutions
The main purpose of "Pattern Recognition" is trying to achieve high accuracy, fast speed, and saving memory and cost. It basically has two portions: learning (analysis) and recognition (synthesis), as can be shown in Fig. 3 .3. Notice that here we adapt a general diagram that incorporate the capability to handle general 3D objects, including "articulated" objects, which is a compromise between two extreme categories of "rigid" objects such as bricks , of which the object has fixed shape and "deformable" objects such as newspaper and handkerchief, of which the shape can easily vary arbitrarily. Interesting enough, this category of "articulated" objects also include some human body movements such as hands, fingers, arms, elbows, arms stretch, legs running, body language, hand sign language for handicapped people gymnastic movements, and swimming diving etc [Wang (2001) ], [ Wang(2001) ]. We also include "interactive" dynamics in which human beings are involved in the process interactively with the machine, such as making decision as for which input pattern should be included in the compiled dictionary in "learning" as well as "recognition stage" [Wang (2004) ].
Recently, through rapid advancements and developments of past years, there have been tremendous achievements in reaching these goals. For example, take character recognition, there have been methods that can However, even with 100% accuracy rate, there still might be more work need to be done to overcome serious difficulties in solving real life problems. This is related to "syntax", "semantics", and "pragmatics" problems. It is well known that "ambiguity" refers to the same "syntax" with multiple "meanings" or "interpretations", also known as "semantics".
Let's call this "1-st level of "syntax-to-semantics ambiguity". Likewise, even with the same "semantics", there might be different interpretations, therefore, different implementations accordingly, also known as "pragmatics". Let's call this 2nd level semantics-to-pragmatics ambiguity. The 1st level "semantics ambiguity" is mainly due to the following three categories and their variations:
Syntax (pattern, shape) of the input images are very similar but with different semantics (interpretations, meanings), like English capital letter "O" and numerical number "0"; English small letter "l" and numerical number one "1" etc. Some hand printed English characters examples are shown in Fig. 3 .4 Segmentation difficulty, like the famous statement,
Read my lips, NO NEW TAXES!
(by former President George Bush), which can be interpreted in at least two different ways, namely:
NO NEW TAXES, and NO NEWT AXES! If the word strings were segmented differently. And there is other example and commonly misinterpreted hand printed mathematical formula of X = H +G as X = 1−1+CT . It is particularly troublesome with those which are in the immediate neighborhood of "continuous transformation" [Wang (1994) ], [Wang (1985) ], for examples, O and C, C and |, H and A etc, as shown in Fig. 3 .5. Grammatical rule tree parsing, for example, TIME FLIES LIKE AN ARROW, which has at least three different interpretations, each corresponds a parsing tree. It also deals with "learning" experience. For example, let's take a look at the following scenario in a typical elementary school classroom: I think by now, all students will pause for a while, because there are two possible answers.
In general, the degree of "ambiguity" can be defined as the number of interpretations in a syntax within certain domain. In the above example, the degree of ambiguity of symbol "O", in the domain of alpha-numerals (AL) denoted as deg("O", AL) = 2, because there are two interpretations. The higher the degree of ambiguity, the more difficult it is to be recognized accurately. Notice that it depends largely on the domain of the problem we are dealing with. If the domain Synthesis and Analysis in Biometrics It has been observed that the accuracy rate of recognition of an input image is reversely proportional to it degree of ambiguity. That is, in general, the higher the degree of ambiguity, the lower its recognition accuracy, and vise versa. Some more details discussion and formulation can be found in [Wang (1994) ].
This illustrates the close relation between learning and recognition, and shows it is not always easy to learn implies easy to recognize, but sometimes it is easy to learn but hard to recognize and vise versa, as shown in Fig.  3 .6. 
Fig. 3.7 Multiple 4-levels of ambiguities of English handwritings
Correspondingly, we can also establish a chemical-bond like structure, illustrating the continuous transformation (CT) of hand printed symbols (including all alpha-numerals, arithmetic symbols, and Greek letters), as shown in Fig. 3 .9. Notice that those which are "well behaved" patterns in the dashed rectangles are comparatively easy to distinguish and recognize, while those in the transition area from one symbol to another, known as "nearmiss" are normally ambiguous, are not easy to distinguish with other symbols, therefore are more challenging to be recognized accurately.
Those problems and difficulties sometimes may be resolved by the means of contextual information, with a larger database of dictionary. However, many times, even though the 1st level "syntax-to-semantics ambiguity" can be resolved with contextual information and the surrounding environment known, it is still likely to make wrong decisions, therefore wrong execution and implementations (pragmatics), because there still needs to resolve a 2-nd level "semantics-to-pragmatics ambiguity" problems.
Take the following scenario for example. Suppose a robot driver is designed according to human vision capability of 100% accuracy rate of symbol (alpha-numerals and graphics symbols like arrows) recognition. When this robot driver encounters a situation at the cross road of Louvre museum and Notre Dam, and if the direction sign is not designed properly, then the robot still has 50% of making wrong decision to turn to the wrong direction because of the 2-nd level ambiguity due to the wrong "semanticsto-pragmatics" segmentation. That is, it still has only 50% accuracy rate Synthesis and Analysis in Biometrics of turning into right direction at the "semantics-to-pragmatics" level, even though if it has 100% accuracy rate of character recognition at the "syntaxto-semantics" level (Fig. 3.10 and 3 .11. Suppose there are 10 thousands tourists visiting Paris every day. Most of them are interested in touring the famous Louvre museum, and half of them take subway. But when they arrive at the cross section of Louvre and Notre Dam, they have 50% of chance to get to the wrong train, thereby wasting at least 1/2 an hour or 30 minutes of travel. In average, there will be a waste of 0.5 × (1/2 × 10, 000) = 0.5 × 5, 000 = 2, 500 hours of waste of tourists' time. This is just a conservative estimation. There might be way more than just 10 thousands tourists visiting Paris per day. Suppose there are 100 thousands people visiting Paris each day, then the average waste of tourists time would be 25,000 hours per day total. The more visitors the more waste of their total time. I personally encountered such an experience when touring Paris some time ago. Since robotics basically emulates human behavior, and can not beat human vision capability in terms of accuracy rate at least for the time being, one can imagine the situation would be much worse if a robotic driver encounters the similar situation as to what "right" direction it should turn to at the cross section of an ill-designed road sign.
A more serious example, as a matter of life and death, can also be seen at the regular houses or residential apartments or a company office and compound, or a school building, or a government building. An emergency switch is supposed to prevent faster in a very quick way in case of fire. But there are many improperly designed emergency switches that serve negative purpose (Fig. ??) . Again, it is due to improper "semanticsto-implementation" segmentation. At an emergency situation, one has only seconds to decide how to turn the switch to prevent fire. However, a wrongly segmented or improper designed switchboard might miss lead users to turn to the wrong direction, resulting, instead of preventing, a fire disaster. In this case, even though the accuracy rate of recognizing symbols may be as high as 100%, yet the accuracy rate of making right decision, therefore preventing fire disaster is only 50%. That is, there are still as high as 50% error rate at the pragmatics level. I have also personally seen such examples of ill-designed emergency switchboard in real life, in many apartments and houses, including my own. There are similar examples in the design of hospital sign "H", supposedly to help drivers (or robotics drivers, ultimately) to get to the destination quickly, and "correctly" towards to the right direction to the nearest hospital. It is not only saving time, but more importantly, also to save lives. It is as important as a matter of life and death. Nowadays many countries, including U.S.A. are facing seriously the war against terrorism. One of the main key issues is how to save peoples' lives in case of terrorists attacks, or any natural and or man-made disastrous situations. The issues of designing proper road signs to avoid miss leading information and accurately leading to right direction becomes ever more important and urgent.
Such importance and significance of "measurement" can basically be illustrated by the following examples. A child Pasquale was asked by his father to take out garbage from he kitchen. But the child intuitively feels his father is ""closer" to the garbage. Then his father uses a ruler to "measure" the distance between the garbage and the kid, comparing the distance between the garbage and the father himself, from their "noses", not from their "feet". Since the father is much taller than the kid, therefore the father reaches a conclusion that the kid is closer to the garbage, and should take out the garbage, even though actually the father is indeed closer to the garbage, according to the regular sense of measurement of distance from feet (Fig. ??) . Another example indicates the importance of "ambiguity" in measurement and recognition of objects in real life. "Ambiguity" refers to the situation of the same syntax with multiple semantics (interpretations, meanings). If ambiguity problem is not taken care of properly, then the recognition accuracy rate will be lowered significantly, sometime as low as 50%. For example, if the road direction sign is not designed properly, then it might miss lead the travellers to the wrong destination and waste much time and energy.
Suppose there are 10,000 visitors come across a certain road sign every day, and even though the recognition accuracy rate of all alpha numerals and graphic symbols is as high as 100%, there are still 50% chance of going to the wrong direction, therefore wasting precious time and energy. Suppose each passenger wastes 30 minutes because of this improperly designed, "ambiguous", misleading road sign, then the total of waste of time each day is 30 minutes × 10, 000 = 300, 000 minutes = 5, 000 hours ! Even worse, there are more serious situation, as matter of life and death, say, in an emergency situation of fire. If an emergency switch is designed improperly, then it might mislead people to turn to wrong direction, leading to disaster, rather than preventing fire as originally desired. Notice that, in an emergency situation such as fire or driving a car to hospital and encounter a cross road, people has only second to decide what to do or which direction to turn to. It is true for human beings, and it is certainly even more so for a "robot driver with vision or eyes". The above discussed scenarios and phenomena can be illustrated in the following Fig. 3 .10 and Fig. 3 .11. This Illustration shows that even though the symbol (alpha-numerals plus graphics symbols including the arrow signs) accuracy rate is as high as 100%, the overall effective recognition rate could be greatly reduced to 50% or lower, due to improper design of the input image (road sign poster or label) This is a more serious situation, in which lives may be endangered, because of its misleading signs of directions. Notice that, in each of the cases of Fig. 3 .10 and Fig. 3 .11, since there are two possible interpretations in each example, therefore the degree of ambiguity of each sign is two, i.e. deg(Sign", SymbolsSet) = 2.
There are wide spread examples falling into this category, as can be seen in the following Fig. 3 .12 of a university campus directory sign poster. In a quick look, can anybody easily figure out which is which? that is, which direction leads to West Village A, B, C, G, E, G, or H? Or more specifically, if a human being can not figure it out, wouldn't it be even more difficult for a robot driver to figure it out, even this robotic has vision capability with recognition rate as high as 100
The following Fig. 3 .13 shows a city road sign poster, which is ambiguous, and the degree of ambiguity here is two, because there are two possible ways of interpreting the meaning of its directions associated with the word annotations.
Finally, last but not the least, let's take a look at the following scenario: Synthesis and Analysis in Biometrics Father to his toddler son: ''Will you take out the garbage?" Son: "You are closer." Then the father measures the distance from son's nose to the garbage. Fig. 3 .14 Another example of (perhaps less ambiguous) road sign poster (will be even more ambiguous without the darker and lighter background green color).
Father: ''Actually, I believe you're closer." Then, the son went to his mom, and asked: Son: ''Do you measure garbage from feet or noses?"
Although it is just a simple cartoon comic, yet, it demonstrates how important it is to have a proper definition of "measurement" at the first place for pattern matching and pattern recognition of input images. 
Discussions and Conclusions
We have observed some basic phenomena of "ambiguity" in learning and recognition in a biometric environment. The key idea here is the concept of "measurement" which can define the distance between two images. The illustrative examples given in previous sections are just a few selected to demonstrate how important it is to treat the problems of "ambiguity" and "segmentation" seriously and cautiously. In our daily life of essentially every field one can imagine of, there are numerous, hundreds of thousands of examples that fall into this category.
For the future research, one shall pay more attention to its segmentation and ambiguity problems from the beginning, and make sure that the definition of "measurement", which is the foundation of analysis and recognition of essentially all kinds of image patterns, including all types of images or data in the biometric study and research as well as applications, including, but not limited to the following problems of analysis and recognition of hand printed characters, fingerprints, signatures, facial expressions, and iris, among other things. It will reduce a lot of problems and troubles in our daily life, and make our living environment safer. On the other hand, if we continue to ignore the importance of it, we definitely will face more and more troubles in solving our real life problems.
