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Paul E. Hughes
It has been recognized for some time that the very high fluence of fast (14.1MeV) neutrons pro-
duced by deuterium-tritium fusion will represent a major materials challenge for the development of
next-generation fusion energy projects such as a fusion component test facility and demonstration
fusion power reactor. The best-understood and most promising solutions presently available are
a family of low-activation steels originally developed for use in fission reactors, but the ferromag-
netic properties of these steels represent a danger to plasma confinement through enhancement of
magnetohydrodynamic instabilities and increased susceptibility to error fields.
At present, experimental research into the effects of ferromagnetic materials on MHD stability in
toroidal geometry has been confined to demonstrating that it is still possible to operate an advanced
tokamak in the presence of ferromagnetic components. In order to better quantify the effects of
ferromagnetic materials on tokamak plasma stability, a new ferritic wall has been installated in the
High Beta Tokamak—Extended Pulse (HBT-EP) device. The development, assembly, installation,
and testing of this wall as a modular upgrade is described, and the effect of the wall on machine
performance is characterized. Comparative studies of plasma dynamics with the ferritic wall close-
fitting against similar plasmas with the ferritic wall retracted demonstrate substantial effects on
plasma stability. Resonant magnetic perturbations (RMPs) are applied, demonstrating a 50% in-
crease in n = 1 plasma response amplitude when the ferritic wall is near the plasma. Susceptibility
of plasmas to disruption events increases by a factor of 2 or more with the ferritic wall inserted, as
disruptions are observed earlier with greater frequency. Growth rates of external kink instabilities
are observed to be twice as large in the presence of a close-fitting ferritic wall. Initial studies are
made of the influence of mode rotation frequency on the ferritic effect, as well as observations of the
effect of the ferritic wall on disruption halo currents.
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As modern technology advances and proliferates, the energy demands of civilization increase rapidly,
while a growing awareness of global warming leads to a clear necessity for long-term energy sources
other than fossil fuels. Although progress continues in areas such as wind and solar energy, these
remain space-intensive technologies reliant on variable power sources. Geothermal energy is highly
location-dependent, as is hydroelectric energy, in addition to growing awareness of its ecological
impact. Advanced designs for nuclear fission are promising, but even Generation IV fission concepts
still generate relatively large quantities of long-lasting radioactive waste and rely on rare metals
(principally uranium) for fuel, hampering them as long-term energy sources.
Nuclear fusion, however, offers a far greater energy density (J/kg of fuel) than any chemical
energy source without dependency on rare metal fuels or the production of long-term radioactive
waste products characteristic of fission reactors. Furthermore, a fusion reactor would feature inherent
passive safety: because constant confinement, control, and energy input are required to sustain
fusion, failure of any part of the system can only lead to the abrupt cessation of nuclear reactions
[1, 2].
1.1 Nuclear Fusion
Nuclear fusion describes any process in which two atomic nuclei join (i.e. fuse) together to form
a heavier nucleus, often with other byproduct nuclear particles such as neutrons or protons. The
shared positive electric charge of the fuel nuclei yields an electrostatic repulsive force, or “Coulomb
1
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Figure 1.1: Convolution of velocity and fusion cross-section 〈σv〉 for important primary and sec-
ondary fusion reactions in a D–T plasma, including high-energy corrections to cross section’s velocity
dependence. Replotted from reactivity tables in Ref. [4] (“x” marks) interpolated with cubic spline
(solid curve).
barrier,” which must be overcome in order for Strong nuclear interactions take place. A naive,
classical calculation treating the hydrogen nucleus as a uniform, spherical body with radius 0.875fm
and assuming that nuclei fuse upon contact points to a Coulomb barrier (and thus kinetic energy
requirement) for hydrogen fusion of order 800keV; however, the presence of a hot population within
a thermalized fuel together with quantum mechanical tunneling effects yield a strongly temperature-
dependent reaction rate, and bring the necessary temperature down by orders of magnitude [3].
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It can be seen clearly in Fig. 1.1 that by far the highest reaction rate n〈σv〉 at reasonably
attainable ∼ 1 − 100keV temperatures is obtained from the fusion of deuterium and tritium (D–T
fusion), two isotopes of hydrogen [4]. Easily the most attractive first-generation fusion fuel prospect,
this reaction yields a helium nucleus at moderate energy and a neutron at relatively high energy,
according to the reaction
2H + 3H → 4He(3.56MeV) + n(14.1MeV). (1.1)
However, even in the case of D–T fusion at high temperature, the reaction rate remains quite low.
As a consequence, since the fusion reactions occur in the thin, hot tail of the thermal distribution,
the fuel must be allowed to thermalize and sustained as a high-temperature, high-density plasma
for many collision times. Since density n and temperature T both affect reaction rates, whereas the
maximum pressure p = nT attainable in a machine is often constant, a standard metric for gauging
the confinement parameters necessary for net power generation given a specific fuel is the “fusion







where Ech is the energy of charged fusion products [5]. For D–T fusion, Eq. 1.2 has a minimum of
. 2.8×1021 keV·sm3 at ∼14keV [6, 7]. For instance, the ITER device under construction in France, the
first fusion device designed to sustain a fusion plasma for many minutes and approach “burning”
plasmas (in which the plasma’s own fusion reactions supply most of the necessary heating power to
sustain it), is planned to target a density of ne ≈ 6.7×1019m−3 and energy confinement time τE ∼ 3s
[8], which with Te ∼ 10keV and Ti ∼ Te readily satisfies Eq. 1.2 with nTτE ∼ 2 × 1024 keV·sm3 
2.98× 1021 keV·sm3 .
1.1.1 Fast Neutrons
As seen from Eq. 1.1, although the helium or alpha-particle “ash” of the fusion reaction is imparted
with far more energy than the mean temperature of the ions, providing alpha-heating to the fusion
plasma, the bulk of the energy released in the D–T reaction is carried by fast (multi-MeV) neu-
trons. These neutrons have long penetration depths, and can have both radiological and structural
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degradation effects on materials commonly used in plasma experiments, especially stainless steels.
A number of elements in stainless steel, including the very high chromium content and such alloy-
ing dopants as molybdenum, cobalt, and nickel, are highly susceptible to activation by fast neutrons
[9]. This creates long-lasting radioisotopes within the wall, requiring retired reactor components to
be sequestered for unrealistically long periods of time; it also makes the wall vulnerable to embrit-
tlement, blistering, and swelling as flaws built up in the lattice, degrading the material’s mechanical
strength [10, 11]. The fast neutrons from a fusion reactor would be produced in very high fluences
(flux integrated over time), many times higher than those experienced by a fission reactor [12]. As
a result, the structural components of a fusion reactor will need to either be frequently replaced
and sequestered on timescales of centuries or longer, or materials more resistant to neutron damage
must be used.
One alternative is a class of materials known as “low-activation ferritic steels,” developed for
use in fission reactors. Although these steels have better resistance to fast neutron damage [9],
they are also ferromagnetic, which may introduce additional challenges to magnetic plasma confine-
ment schemes, particularly tokamaks, which are naturally vulnerable to MHD instabilities [13] and
sensitive to error fields [14].
1.2 Tokamak Plasma Physics
Since the creation of a useful fusion plasma according to Eq. 1.2 requires the sustainment of plasmas
thousands of times hotter than necessary to vaporize any known material, either for extended periods
of time, or at far greater densities than solid matter, some means of isolating the fusion plasma from
material surfaces is necessary. The leading method is magnetic confinement, which capitalizes on
the tendency of plasmas for flow more freely along magnetic field lines than across them. This led to
the development of the “tokamak” (from the Russian toroidalnaya kamera and magnitnaya katushka
for “toroidal chamber” and “magnetic coil”): with a strong toroidal field (TF), the plasma will tend
to flow around the chamber, rather than being lost out the ends, as in the earlier linear machines
[7].
However, the strong toroidal field with its inward ~∇BT ∝ 1/R introduces curvature and gradient
drifts with ~v ∝ ~BT × ~∇BT /q; since the polarity of these drifts is charge-dependent, they drive to
charge separation, and the resulting electric field Ecs drives an outward radial ~E× ~B drift which ruins
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Figure 1.3: Schematic layout of tokamak equilibrium coils. Toroidal field (TF) coils are shown in
tan, ohmic heating (OH) coils are in red, vertical field (VF) coils are in orange, and the plasma is
in purple.
the confinement scheme (Fig. 1.2). To counteract these drifts, a poloidal field BP is necessary, which
in a tokamak is generated by driving a toroidal plasma current ~JP , often initiated using an “ohmic
heating” (or OH) coil which acts as the primary of a transformer to drive current inductively. With
the introduction of the poloidal field, field lines trace out surfaces within the plasma, and particles
which would otherwise drift out of the plasma are deflected back in as they stream freely along those
field lines. Since the plasma is not only hot (and therefore has some pressure) but sustains a loop
of current, it tends to expand radially outward. This requires a vertical field (VF) to counteract its
expansion by applying a ~JP × ~BV F force. Figure 1.3 shows a schematic of the TF, OH, and VF coils
described above. In a more advanced tokamak design, multiple VF coils (often called poloidal field
or PF coils) are used, allowing the addition of vertical elongation and triangularity to the plasma
cross-sectional shape.
In addition to the physical requirements, one must consider limitations on the efficiency of a
fusion device. One important measure of a plasma’s confinement efficiency is the ratio of kinetic to





Since fusion power density at a fixed value of magnetic field strength B scales like β2, it might
seem that a very high-beta, high-current plasma would be ideal for a fusion device. However, high
values of β also represent a major drive for instabilities capable of causing the rapid loss of plasma
confinement, current, and density in an event called a “disruption” [7, 15, 16]. Major disruptions,
in which the bulk of the plasma is lost in a single event, represent a serious concern in the design
and operation of a fusion tokamak.
1.2.1 MHD Instabilities




















Figure 1.2: Diagram of important fields and drifts arising in a toka-
mak plasma necessitating a toroidal plasma current.
The dominant characteristic
instabilities in tokamak plas-
mas are derived from magneto-
hydrodynamics (MHD), which
couples the plasma’s fluid
properties (e.g. mass, density,
pressure) with its electromag-
netic properties (e.g. conduc-
tivity, magnetic field, current).
Linear analysis of transverse
electromagnetic perturbations
yields waves and instabili-
ties with “Alfvénic” timescales
(named in relation to the
characteristic frequency ωA ≈
B0/
√
a2ρ0µ0 of shear Alfvén
waves, analogous to relatively
low-frequency light waves in
the plasmas), typically on the order of microseconds in absence of stabilizing effects.
This analysis in its simplest form is based on a set of fundamental MHD equations in mass
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density ρ, fluid velocity ~v, particle density n, temperature T , pressure p ≡ nT , current density ~j,
electric field ~E, and magnetic field ~B. The ideal MHD equations include mass conservation (Eq.
1.4), momentum conservation (Eq. 1.5), energy conservation (Eq. 1.6), the generalized Ohm’s law




+ ~∇ · (ρ~v) = 0 (1.4)
∂(ρ~v)
∂t













~E − ~v × ~B = 0 (1.7)




~∇× ~B = µ0~j (1.9)
~∇ · ~B = 0 (1.10)
Given the physics of MHD, one can conduct the same linear stability analysis applicable to any
physical system by constructing that system’s perturbed potential energy and finding configurations
in which the growth of a given state perturbation or “mode” yields a negative perturbation to the
system’s potential energy [17]. For linear stability analysis using the energy principle, the perturbed




































where ~Rc is the local radius of curvature of the magnetic field. In this form, the first three terms are
always positive (i.e. stabilizing) and represent the perturbed energy contained in 1) bending of the
magnetic field lines, 2) compression of the magnetic field, and 3) fluid compression of the plasma.
The remaining two terms can be positive (stabilizing) or negative (destabilizing), and arise from the
pressure-drive and current-drive for MHD instabilities, and the perturbed vacuum magnetic energy
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Figure 1.4: Schematic of an m/n = 3/1 external perturbation at the edge of an otherwise axisym-
metric toroidal plasma. The scale of the perturbation is exaggerated for visibility.












The perturbed potential energies of the plasma and vacuum can be combined into a “stability
parameter” s ≡ − δWP +δWVδWV for some particular dynamic mode [19]. Additional stabilizing and
destabilizing effects can be accounted for by the appropriate boundary conditions (e.g. conducting
walls) or corrections (e.g. kinetic dissipation) to these equations. Without constraints, however, this
is a very broad problem, so we focus on one of the most serious MHD instabilities: the “external
kink mode” [20, 21].
1.2.2 The External Kink and RWM
In its simplest form, the external kink can be thought of as an arbitrarily small bend in a plasma
column carrying an axial current, which generates an azimuthal magnetic field, producing a net
helical magnetic field at the plasma surface. Perturbed helical currents readily flow parallel to these
field lines, enhancing or depleting the local poloidal field slightly, depending on the direction of the
perturbed currents. This perturbation to the J‖ × B⊥ pinch force creates perturbed flows in the
plasma, distorting the plasma edge (Fig. 1.4) and reinforcing the perturbed currents–a classic linear
instability.
In the case of a tokamak, the toroidal field dominates by a large factor over the poloidal field,
so the field lines complete multiple toroidal transits for each poloidal transit. The rate of change in
CHAPTER 1. INTRODUCTION 9
toroidal angle per unit poloidal angle, or safety factor, represented as q, can be written simply in














where R0 is the major radius, a is the minor radius, BT is the toroidal magnetic field, and IP is the
toroidal plasma current. When the safety factor at some minor radius is rational (typically described
by the ratio m/n), it means that after some finite number of poloidal and toroidal transits, a field line
will return to the same location. In this case, the wave vector of linearized helical perturbations (i.e.
those with eimθ−inφ periodicity) is perpendicular to the guide field (~k · ~B0 = ~B · ~∇ ∝ [m−nq(r)] = 0);
this indicates a resonance which provides a drive for MHD instabilities, particularly for low-order
rational m/n numbers (e.g. 3/1, 2/1, etc.).
When such a “rational surface” is inside the plasma (edge q approaches a rational number from
above), the instability it drives is internal; such instabilities generally require additional corrections
such as resistive MHD. However, when the resonant surface is outside the plasma (edge q approaches
is close to but less than a rational number), the instability is external, as in the case of the external
kink mode. The instability driven by a rational surface associated with the value m/n is described as
an “m/n mode” whether internal or external. For example, an external kink driven by the q∗ = 3.0
surface would be a “3/1 external kink.”
Another useful way of representing the effect of conducting walls and other external boundary
conditions on the vacuum energy is the use of the poloidal flux function ψ, defined in the large
aspect ratio, relatively low-β “Reduced MHD” analysis by ~B⊥ = ẑ × ~∇ψ [13, 22, 23]. In this form,
where ψ contains a factor of ei(mθ+nφ) due to the mode’s helical structure, the perturbed magnetic
fields of the external kink take the forms δBr = mψ/r and δBp = ∂ψ/∂r for the radial and poloidal
fields, respectively. The ideal (no-wall) kink is retrieved by letting the flux function drop off with
the usual (a/r)m solutions of Laplace’s equation in cylindrical symmetry, since the perturbed flux
must vanish at infinity. Conducting walls are introduced as boundary conditions within the vacuum
region. For example, since radial flux cannot penetrate an ideal conducting wall, the flux function
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Figure 1.5: Edge-normalized perturbed poloidal flux plot using an analytic, thick-wall Reduced
MHD model for a resistive wall with the resistivity of 316SAE stainless steel at various mode rotation
frequencies, compared again the ideal (zero resistivity) and no-wall (infinite resistivity) limits in the
presence of a 3-1 kink and step-function pressure and current profiles. In this model, the wall is
fully enclosing and 4.7mm thick with the plasma-facing side at r = 16.0cm (shaded region) with the
plasma edge at a = 15.0cm. The model is described in Appendix B.
must go to zero at the plasma-facing side of the ideal wall (Fig. 1.5).
The case of a wall with finite resistivity [24] can be approximated in thin-wall form as a boundary
condition which depends on the “soak-through time” of the wall τw ≡ δwrwµw/2mηw such that
∂ψ/∂r jumps by τw∂ψ/∂t across the wall; conversely, the effect of a thick wall can be calculated
with Bessel functions over the thickness of the wall, as in Fig. 1.5. Once the vacuum flux function is
known, the perturbed vacuum field energy can be found, as well, but the poloidal flux function also
gives a visual cue to external kink stability. The no-wall case–the least stable–has the highest flux
function with the shallowest slope near the plasma boundary, whereas this is reversed in the case
of the highly stabilizing ideal wall–in other words, (∂ψ/∂r)/ψ is a stabilizing term for the external
kink mode.
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1.2.3 The Ferritic Wall Mode
The effect of a ferromagnetic wall on the flux function can be destabilizing by reducing ∂ψ/∂r at
the plasma edge; this modified instability is often referred to as the “ferritic wall mode” (FWM)
[25, 26] regardless of whether the wall is ferritic in the material sense of exhibiting a body-centered-
cubic crystal structure. Ferromagnetic materials exposed to magnetic fields amplify the applied
field within the material at the expense of the surrounding field; expressed another way, magnetic
flux preferentially passes through the material, rather than the surrounding vacuum, analogously to
electric current following a path of lowest resistance. Rather than reducing ∂ψ/∂r as the conducting
wall boundary condition does crossing from inside to outside, the ferromagnetic response applies the
general boundary conditions H‖,1 = H‖,2 and H⊥,1/µ1 = H⊥,2/µ2 [27] (p.194). In the poloidal flux
function, these boundary conditions become







where µr = µin/µ0 [28]. Although the perturbed poloidal field is amplified inside the wall, this
is at the cost of perturbed poloidal field near the plasma, with an associated increase in radial field;
the effect is that vacuum magnetic energy is soaked into the wall, reducing stability. In absence of
conductivity, or at very low frequency, a ferromagnetic wall is in fact worse than no wall, since it
increases depletion of the perturbed poloidal field.
The ideal (i.e. insulating) ferromagnetic wall, so long as its thickness δw  a, can be given a
thin-wall treatment, where it applies the jump boundary condition ψr+w = ψr−w − χmδw
∂ψrw
∂r , where
χm ≡ µ/µ0 − 1 is the susceptibility. Its effect is always destabilizing, whether alone or with a
conducting wall. However, in the case where the wall includes both some finite conductivity as well
as finite susceptibility, the two effects are in competition, and the real thickness of the wall must be
treated more carefully (Fig. 1.6). This will be discussed in more detail in Sec. 7.1.
To date, theoretical work on the effect of ferromagnetic materials on plasma stability has made
a range of predictions as to the severity of the ferritic-resistive wall mode (FRWM) [26, 28–30].
Early FRWM theory indicated very strong effects, dropping critical β measurably (∼60%) with a
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FRW (8µ0 , 5kHz)
316SS Wall (5kHz)
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Figure 1.6: Poloidal flux plot for a simple reduced MHD model comparing the ferritic-ideal wall
(FIW; solid red) and ferritic-resistive wall (FRW; dashed red) against ideal (solid gray) and resistive
walls (316SS; solid blue) in the presence of a 3-1 kink and using an analytic, thick-wall Reduced
MHD model. All traces are for walls of the same thickness, in the same location. Note that the
ferritic-ideal wall can increase kink drive beyond the no-wall limit. In this model, the wall is fully
enclosing and 4.7mm thick with the plasma-facing side at r = 16.0cm (shaded region) with the
plasma edge at a = 15.0cm. The model is described in Appendix B.
moderately thin (0.07a), distant (1.143a), and saturated (µ = 8µ0) ferromagnetic wall [28]. Later
work emphasized the importance of treating the thick wall to accurately account for the effect
of partial magnetic penetration into the ferromagnetic material volume, predicting only minimal
effects on tokamak stability on the order of “several percent” [26]. More recent theory has remained
somewhat divided, predicting that for thin and moderately-thick walls (δw . rw), the stabilizing
effect of rotation sees very little change [29], but that the presence of a ferromagnetic wall can
increase the growth of MHD modes near stability limits by a factor of ∼ µr [30]. Experiments have
also seen seemingly conflicting results, including a significant FRWM observation in a line-tied pinch
[25] on the one hand, and observations that high-performance tokamak plasmas are not necessary
incompatible with an in-vessel ferritic wall [31].
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1.3 The HBT-EP Experiment
The HBT-EP (High-Beta Tokamak–Extended Pulse) device [32] is a small scale (R0 ≈ 0.92m), large
aspect ratio (R0/a ≈ 6) tokamak specializing in studying the effects of walls on MHD stability [33]
and disruptions [34]. HBT-EP uses large capacitor banks to drive ohmically heated plasmas up to
currents of 10-20kA with a 2-3MA/s ramp to maintain an edge current gradient, for the study of
external kinks and tearing modes. A suite of high-density local magnetic sensor coil arrays comprising
more than 200 point measurements of Ḃ, together with 40 radial field coils for feedback control and
MHD spectroscopy [35], a bias probe which provides mode rotation control [36], and independently
radially adjustable stabilizing shells [37] make HBT-EP especially well suited to explore the effects
of ferromagnetic material near a tokamak plasma boundary. This facility is described in more detail
in Chapter 2.
1.4 Thesis Outline
This thesis describes the development of a modular ferritic wall upgrade to enable HBT-EP to
study the effect of close-fitting ferromagnetic material on plasma stability. The central question
in this research is whether the presence of a close-fitting ferritic wall has measurable effects on
plasma stability. The pre-existing operational and diagnostic capabilities of HBT-EP are described
in Chapter 2. The design, assembly, installation, and testing of the ferritic wall upgrade are described
in Chapter 3.
The remaining chapters of this thesis present results of comparative ferritic wall studies, including
effects on plasma response to RMPs (Chapter 4), effects on disruptions and associated halo currents
(Chapter 5), effects on the growth rates of naturally-growing MHD instabilities (Chapter 6), and the
influence of mode rotation on the ferritic wall effect (Chapter 7). Finally, the summary of important
results and their implications for future research is given in Chapter 8.
Chapter 2
HBT-EP Experimental Facility
HBT-EP is a research-oriented, large aspect ratio tokamak. HBT-EP plasmas are generated and
sustained purely with ohmic heating, using a fast plasma start-up enabled by quartz breaks in the
toroidal vacuum vessel permitting rapid soak-through of equilibrium coil fields. Typical plasmas are
limited, with radially movable stabilizing walls behind the limiting surfaces. There are three main
equilibrium field coils: vertical field (VF), ohmic heating (OH), and toroidal field (TF), energized by
capacitor banks. A total of 216 local magnetic sensors and numerous other diagnostics are digitized
in real time and stored after each shot.
2.1 Basic Description of HBT-EP
The HBT-EP device consists of a high to ultra-high vacuum (about 10−9 Torr) capable vacuum
vessel, a series of equilibrium field coils for plasma generation and confinement, and a large set
of magnetic, optical, and electrical diagnostics. The vessel is specially designed with three quartz
insulating breaks, preventing the vacuum vessel from sustaining large toroidal currents and allowing
the fast soak-through of magnetic fields and therefore a fast (≈100µs) plasma startup. Prior to
generating a plasma, three high-voltage capacitor banks must be charged, with voltages selected on
a shot-to-shot basis for each bank component (referred to as “discharge programming”). The VF
bank consists of a start (VFS) which provides a fast rise, and an electrolytic (VFE) or “crowbar”
bank which prevents ringing and provides limited waveform control, allowing the vertical field to
rise or fall after breakdown, depending on bank settings. The OH bank consists of an bias (OHB),
14
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Figure 2.1: The HBT-EP device at the Columbia University Plasma Physics Laboratory.
start (OHS), and electrolytic or “crowbar” (OHE) banks. The OH bias fires before the OH start,
applying a slow, negative current; since the plasma responds to changes in OH current, this allows
a very strong OH start current swing without requiring a high total current. The TF bank consists
of a start bank and a crowbar bank, but as the TF crowbar serves only to prevent the bank from
ringing, only one voltage (maximum of 6.5kV) is used to set the entire bank.
The plasma itself is defined by sets of stainless steel limiting blades 15cm below and above the
midplane and at 107cm from the machine center on the outboard side, located at two toroidal
positions 144◦ apart, and on the inboard side, by the chamber flanges and spool pieces at ≈ 75.3cm
from machine center (Fig. 2.2). As a result, a plasma with major radius R0 < 90.3cm or R0 >
92cm is described as “inboard limited” or “outboard limited,” respectively, whereas a plasma with
90cm< R0 < 92cm is said to be “well-centered” or “top/bottom limited.” Inboard and outboard
limited plasmas have minor radius less than the nominal 15cm of well-centered plasmas; however,
most plasmas also appear to sit 5-10mm low in the vessel, suggesting they are actually bottom-
limited. Although the limiters set the normal edge of the plasma, relatively cool, sparse scrape off
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layer (SOL) plasma exists beyond this nominal edge minor radius. Plasma MHD and positional
instability is partly moderated by a set of 20 conformal stabilizing shells.
2.1.1 Configurable Walls











Figure 2.2: Diagram of HBT-EP stabilizing shells
(dark blue) and limiting surfaces, including top,
bottom, and outboard limiters (light blue) in two
toroidal locations (φ =162◦ and 306◦), and in-
board vacuum vessel flange surfaces in twenty (20)
toroidal locations.
A unique feature of HBT-EP is its set of ten
top/bottom pairs of conformal stabilizing walls,
referred to as a the “shells” (Fig. 2.2). These
shells are constructed of 3/16” thick SAE316
stainless steel and plated with copper for a mag-
netic soak-through time of approximately 300µs
and then chrome plated to improve vacuum per-
formance and protect against sputtering. The
nominal shell is 33◦ wide toroidally–solid on
the left side and windowed on the right side to
house a set of active feedback control coils (Sec.
2.4.1)–and extends 90◦ poloidally from the mid-
plane with an additional 2.5” horizontal section;
however, due to internal stresses during fabrica-
tion, each shell is slightly off-nominal. Addi-
tionally, each shell has a midplane probe cutout
at the center of its toroidal extent, and individual shells have other unique modifications, to provide
viewing paths for optical diagnostics.
The shells are mounted to shafts on power screw linear actuators at 45◦ to horizontal, allowing
them to be individually radially positioned with a mean minor radius varying from 16cm (1.07a)
to 20cm (1.33a) at the plasma-facing side. This permits comparative studies of wall stabilization
without breaching the vacuum vessel. Each shell also houses at least four magnetic sensor coils on
the plasma-facing side.
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Figure 2.3: Schematic of HBT-EP sensor arrays, indicating toroidal array sensors in blue, poloidal
array sensors in red, and feedback sensors in green. Control coils (Sec. 2.4.1) indicated to right.
2.2 Magnetic Diagnostic Arrays
The primary set of diagnostics in HBT-EP is the suite of 216 magnetic sensor coils arranged in
two 180◦ separated poloidal arrays, and five toroidal arrays (Fig. 2.3). Each poloidal array (PA)
consists of thirty-two poloidal (PAp) and sixteen radial (PAr) field sensors; half of each poloidal array
is mounted to a stabilizing shell pair, and half to the vacuum vessel. Four of the five toroidal arrays
(termed “feedback sensors”) are mounted to the stabilizing shells, each consisting of ten poloidal and
ten radial sensors. The fifth, “high-density” toroidal array (TA) is mounted to the vacuum vessel at
the inboard midplane, and includes thirty poloidal (TAp) and ten radial (TAr) field sensors.
These arrays of sensors are often used to visualize helical magnetic perturbations using “stripy
plots” as in Figure 2.4. Sensor angle in the array (φ for toroidal arrays and θ for poloidal arrays) is
plotted on the y-axis against time on the x-axis and amplitude of the perturbed magnetic field on the
z-axis. Helical structures can be interpreted by counting perturbation amplitude peaks around at
least one toroidal array and one poloidal array at a fixed time. For example, at 2.8ms in Figure 2.4,
the TAp plot has a single peak, and the PA1p plot has four peaks, characteristic of an m/n = 4/1
mode dominant at this time; at 3.2ms, the PA1p plot has three peaks, indicating an m/n = 3/1
mode has become dominant, instead.
Vessel-mounted sensors such as the high-density toroidal array have the advantage of being
relatively insensitive to changes in shell configurations, but often pick up considerably weaker signals
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Figure 2.4: Equilibrium plasma parameters of a typical HBT-EP plasma plotted as functions of time
for the toroidal array poloidal (TAp) and poloidal array 1 poloidal (PA1p) sensors.
due to greater distance from well-centered plasmas and typically weaker modes on the high-field side
of the plasma [37]. Additionally, with the installation of the ferritic wall, half of the feedback poloidal
sensors now see an amplification effect of the poloidal field, as described in Sec. 3.4.2.
2.3 Additional Diagnostics
Besides the high density magnetic field point measurements, a number of other standard diagnostics
are employed on HBT-EP. Plasma current is recorded by a Rogowski coil wound around a quartz
break, and plasma major radius is determined using a calibrated cos(θ) rogowski coil. TF magnitude
is measured by a toroidally-aligned magnetic sensor coil, and plasma loop voltage (which convolves
plasma temperature and internal inductance) by an inboard flux loop. A soft x-ray/extreme ultra-
violet (SXR/EUV) sensor at the inboard midplane measures a convolution of temperature, plasma
density, and Zeff (hence impurity levels), and a top-down fan array view provides a radial SXR pro-
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file. A single-channel spectrometer set to the Dα emission line measures plasma-neutral interaction.
Additionally, special diagnostics include: a three-point Thomson scattering system which inde-
pendently provides electron temperature and density measurements at three radial locations and
one time point per shot; and a wide-band visible light spectrometer with a 2ms integration time
allowing 3-4 spectra per shot, which shows specific impurity levels, including carbon, oxygen, and
nitrogen lines.
2.4 Actuators
HBT-EP is equipped with two primary actuators for feed-forward and feedback control of plasma
behavior, in the form of a set of saddle coils or “control coils” which can be energized to apply radial
flux to the plasma surface [35, 37, 38], and a physical probe which can be inserted into the plasma
and biased relative to the vacuum vessel [36].
2.4.1 Active Feedback Control Coils
Each of the HBT-EP shells houses a set of six control coils arranged in two sets of three overlapping
coils with small (5◦), medium (10◦), and large (15◦) toroidal extent. The two sets are arranged
poloidally, centered at 29.3◦ and 83.4◦ above the midplane, with 50◦ of poloidal extent each (Fig.
2.3). During this research, only the large (15◦) coils have been in use for a total of 40 independently
driven magnetic actuators.
Each pair of shells is driven by the two outputs of an audio amplifier controlled by a dedicated
computer capable of applying arbitrary waveforms at high frequency. This allows for the application
of moving or stationary helical magnetic structures, as well as other patterns. Actual current is
measured with shunts which are digitized for diagnosis and to allow the control coils to be used as
passive diagnostics when not in use.
The main hardware limitations are in current and frequency. To avoid damage, each individual
coil is limited to 40 A, and due to the finite inductance of the coil and soak-through time of the
shell, the measured coil current lags the flat-top of a square wave signal by up to 300µs. There is
the additional practical limitation that coil/plasma coupling is dependent on both major and minor
radius, requiring steady plasmas as near as possible to R0 = 92cm to maximize the effect of the
coils.
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2.4.2 Bias Probe











Figure 2.5: Schematic of the bias probe, relative
to walls (in “ferritic” configuration) and nominal
plasma boundary with R0 = 92cm.
The bias probe is a physical probe with a single
3/8” (≈1cm) radius hemispherical molybdenum
tip at the end of an alumina insulating shaft.
This probe can be inserted up to 6cm into an
outboard-limited plasma, but to minimize ero-
sion of the probe tip, it is rarely inserted deeper
than 4cm. Electrically, the probe is grounded
to its local chamber section, and is driven by an
audio amplifier controlled by the same computer
as the control coil system, described above, pro-
viding the same high-frequency, arbitrary wave-
form capabilities.
The primary use of the bias probe is to in-
fluence the bulk plasma and/or mode rotation.
The machine’s limiting surfaces are grounded
through the vacuum vessel, and by biasing the probe tip relative to the floating potential of the
plasma at its depth of insertion (e.g. typically about -60V at 0.73a), that flux surface is charged
relative to the limiter-grounded plasma edge. The resulting radial current provides a ~J × ~B force
which in turn drives rotation. This can be observed through its effect on mode rotation in the
presence of an external kink, accelerating (slightly) above the typical 6-8kHz of naturally rotating
modes with additional negative bias, decelerating to near zero rotation with moderate positive bias,
or reversing the direction of mode rotation with strong positive bias.
2.5 Operational Parameters
The primary control factors in HBT-EP operation are start and peak plasma current, controlled
by setting ohmic heating coil voltages, and major radius, controlled by setting vertical field coil
voltages. Although there is some flexibility in the relative timings of the capacitor banks, the time
constants of each component bank and therefore their waveforms can only be changed in amplitude.
The only other parameters controlled during operation are the control coils and bias probe described
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Figure 2.6: Equilibrium plasma parameters of a typical HBT-EP plasma plotted as functions of
time.
above, and the fill pressure of deuterium (typically 60-120µTorr); chamber pressure before discharge
(typically 20-100nTorr) is monitored to gauge vacuum condition, generally climbing throughout a
run day.
This system permits control of the plasma current at formation and at peak, allowing a plasma
current ramp dIP /dt .6MA/s by controlling the difference between start and peak IP to maximize
edge current gradient and drive external modes; the IP ramp can also be made flat or negative to
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HBT-EP Parameters
Major radius (R0) = 88-96cm
Minor radius (a) = 11-15cm
Wall minor radius (rw/a) = 1.07-1.3
Peak plasma current (IP ) . 15-20kA
Toroidal field at 92cm (BT ) = 0.35T
Vertical field at 92cm (BV F ) = 50-100G
Core electron temperature (Te) . 150eV
Core electron density (ne) ∼ 3 × 1019 m3
Plasma breakdown (τBD) ∼ 100µs
Plasma lifetime (τp) = 4-8ms
Table 2.1: Typical operational parameter space for HBT-EP.
increase current peaking and drive internal modes. Control of toroidal field, plasma current, and
major and minor radii provides access to a broad range of q∗ values (Fig. 2.6) limited primarily in
the lower range by the growth of m/n = 2/1 internal modes which either disrupt the plasma or eject
OH power and stagnate the plasma current at q∗ ≈ 2.2.
Chapter 3
Modular Ferritic Wall Upgrade
In order to conduct experimental studies on the effect of ferromagnetic material near the edge of a
tokamak plasma, a ferritic wall was designed, and installed. The design process includes selection of
ferromagnetic material and the development of a system to mount the material to the existing HBT-
EP stainless shells. Following installation, the ferritic wall’s impact on magnetic sensors, vacuum
condition, and plasma equilibrium is tested. The content of this chapter is in part reproduced from
Review of Scientific Instruments 86, 103504 (2015), by P. E. Hughes, J. P. Levesque, N. Rivera, M.
E. Mauel, and G. A. Navratil.
3.1 Background and Objectives
As discussed in Chapter 1, a tokamak typically employs stainless steel for its combination of strength
and relatively weak ferromagnetic properties, but the D-T fusion reaction in a first-generation reactor
will produce a fast neutron fluence much too high to be tolerated by stainless steels. Since the most
mature candidate materials presently available are low-activation ferritic steels, research into the
effects of ferromagnetic material near the plasma boundary has been an important theoretical and
experimental pursuit in recent years.
In order to extend this research on HBT-EP with a ferritic wall upgrade, the ferritic wall needed
to be as reactor-relevant as possible. This was achieved by selecting a suitable combination of
wall thickness, plasma surface coverage, and wall permeability. The material had to be ultra-high
vacuum compatible, and the design geared toward easy and quick installation, in order to minimize
23
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time spent up-to-air. Finally, the ferritic wall would have to be interchangeable with the existing
stainless shells on a short time frame in order to allow direct comparison between the wall types,
ideally without breaching the vacuum vessel.
3.2 Development and Design
To solve the interchangeability issue, the ferritic wall panels were mounted to every odd-numbered
shell. This design made it possible to switch between a “stainless configuration” with the even-
numbered shells inserted and odd-numbered shells retracted, and a “ferritic configuration” with the
even-numbered shells retracted and odd-numbered shells inserted (Fig 3.1). This limited maximum
plasma surface coverage of the ferritic material to roughly 12%. Therefore, while permeability and
vacuum compatibility would be determined by material choices, geometry was constrained by HBT-
EP plasma parameters (Table 2.1) and existing shell geometry, requiring that the ferritic wall be
less than 1cm thick.
While the ∼5T toroidal field of a reactor is expected to drive low-activation steels deep into
magnetic saturation magnetic saturation (µr ∼ 2) [9], the ferritic effect is expected to scale with
fractional coverage and with wall thickness relative to plasma minor radius [28]. Given the reduced
ferritic wall coverage in HBT-EP (∼12% of the plasma surface), observing a reactor-comparable
ferritic wall mode in HBT-EP requires either a very thick wall (d > 2cm in HBT-EP) [39], or a
thinner wall with higher permeability [31]. Due to the constraints above, it was decided to pursue
µr ∼5-10.
3.2.1 Material Selection
To be compatible with standard HBT-EP discharges, it was necessary to select a ferritic material
from a range of possibilities that would maintain a moderate relative magnetic permeability µr
between 5 and 10 in HBT-EP’s typical 3.3kG toroidal magnetic field [40]. The three main categories
of materials investigated were ferrite ceramics, work-hardened stainless steels, and specialty alloys
developed for magnetic shielding applications. The primary physical characteristics of interest to us
were high saturation induction, low conductivity, ultra-high vacuum (UHV) compatibility, and ease
of fabrication.
Ferrite ceramics, sintered composite materials used in inductors, transformers, and RF chokes,
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Figure 3.1: “Stainless” (top) versus “ferritic” (bottom) wall configurations. The ferritic wall panels
(black) are mounted to the plasma (magenta) facing side of the stainless shells (gray). Range of
shell motion is approximately accurate.
are employed particularly for their extremely high resistivity, making them attractive for studies
intending to compare against theory, as the reduction of effective µ by eddy currents is negligi-
ble. However, the saturation induction is generally of order 5kG, much lower than the saturation
induction in ferritic steels. Additionally, sintered materials in general have very poor vacuum com-
patibility at the nTorr range in which HBT-EP operates. Furthermore, the far greater resistivity
would preclude studying the frequency-dependence of the ferritic effect due to eddy currents, effec-
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tively ignoring the finite wall thickness, suggested to be important in theoretical treatments [26].
Certain stainless steels (especially SAE 304 and 301) can potentially be work-hardened to mag-
netic permeabilities of order 10 in modest applied fields [41]. Although they have finite conductivities,
they are significantly lower than those of other metals and even most other steels. The reproducibil-
ity of magnetic properties due to work-hardening was deemed to be too unreliable, however, and
the exact procedure for achieving a target magnetic permeability would have required lengthy study
and development.
There is a wide range of steels engineered for saturation inductions exceeding 2 Tesla. They have
conductivities in the range typical of steels, and are commercially mass-produced materials, most
commonly available as thin sheet for magnetic shielding due to the combination of the steel-like
mechanical properties and very large values of µr at low applied fields.
For the ferritic wall upgrade, HBT-EP used Hipercor 50 alloy, a high-cobalt iron alloy (detailed
in ASTM 801a) from Carpenter Technology Corporation [41]. Hiperco 50 alloy has a manufacturer-
listed saturation induction (µ0Msat) of over 2.4T, with saturation beginning at about 800A/m (10
Oe) or less [42], consistent with accepted values for similar alloys [43]. Because the strength of HBT-
EP’s equilibrium fields is much larger than required for saturation, the expected relative permeability
is µr ≈ 8, as discussed in Section V. Its conductivity is relatively high, roughly twice that of 316
stainless steel, but it has none of the vacuum performance concerns of ferrite ceramics, and none of
the problems with reproducibility and intensive customization of work-hardened stainless steel.
3.2.2 Mounting System
Because of the high conductivity of Hiperco 50 alloy, and because the intention was to maximize the
ferritic effects while moderating the effects of eddy currents, the ferritic wall segments were designed
as a set of tiles. This approach not only reduced eddy currents, but also drastically simplified the
construction of close-fitting, easily custom-fitted panels using a set of conformal poloidal ribs to grip
the shell (Fig. 3.2). The tiles could be attached to these ribs by a flexible substrate. Thin stainless
shim stock was flexible but strong enough to mount the tiles securely to the ribs, provided that short
toroidal ribs were added to prevent the shim stock from buckling.
It should be noted that Hiperco 50 alloy cannot be electropolished due to its lack of chromium.
Instead, the tiles were tumbled in a rock tumbler with coarse ceramic grit to smooth the sharp edges
left by cutting and reduce the risk of arcing. However, the tiles developed a film of residue after tum-







Figure 3.2: Poloidal cross-section diagram of a poloidal rib of the mounting frame shown with the
nominal shell and all mounting assembly parts. These include a setscrew at the back of the shell to
secure the U-hook at the inboard edge, and the stud and custom L-bracket securing the rib at the
midplane edge. The L-bracket was fastened on with a lock washer and nut not shown here.
bling. This residue was difficult and time-intensive to remove by scrubbing, but sandblasting proved
faster and more effective. The tiles were also cleaned thoroughly in acetone and then methanol, as
were all other parts to be installed in-vessel and all tools used for in-vessel work.
The tiled configuration simplified fabrication enough that it was possible to do most of the
assembly on site, although the cutting of the tiles and the ribs was performed by a custom steel
working company on a water jet table, and the TIG welding of the frames was performed by a
custom welding company. The Hiperco 50 alloy tiles, each approximately 1 square inch in surface,
were spot-welded to 0.02” 316 stainless shim stock, which then was welded to 3/16” square cross-
section 316 stainless steel ribs. In order to fit through HBT-EP’s 8” vacuum ports, the segments
were designed as a wide panel that would fit over the feedback sensors, and a narrow panel to fill
the remaining space on the solid portion of the shell (Fig. 3.3).
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Figure 3.3: Rendering of the prototype wall design, showing the chrome-plated stainless shell in
light gray, plain 316 stainless steel surfaces including ferritic wall ribs, control coil window covers,
and feedback sensor covers in medium gray, and the Hiperco 50 alloy tiles in black. Generated in
Blender rendering software.
The shim stock provided a good spot-welding surface that was made relatively conformal to
HBT-EP’s existing 316 stainless shells, and the frames provided (i) strength against the significant
magnetic forces felt by a high-µ material in HBT-EP’s toroidal field, and (ii) a means of mounting to
the plasma-facing side of the existing shells. Although a single spot-weld was found to have sufficient
strength to support the forces on an individual tile, each tile was double spot-welded to the shim
stock to ensure against the possibility of an single bad weld.
The design of tiles spot-welded to shim stock on a steel frame also permitted us to design around
the individual features of the HBT-EP shells. Each shell has a slightly off-nominal curvature, mostly
bowing out but occasionally bowing in at the center of the poloidal arc. Although the nominal shell
is at a minor radius of 16cm at every point along its 90◦ curve, the as-built shells vary from 15.5cm to
almost 17cm, meaning the design had to be flexible enough to fit a considerable range of curvatures.
As a result, the ferritic wall panels stand off the stainless shells by as much as 1cm in some places.
The poloidal arc-length of the shells also vary by several millimeters, necessitating customization of
the mounting frame to each shell.
Because the ferritic wall projects radially inward from the stainless shells, at maximum insertion,
the ferritic wall can function as a plasma limiter. Including a retraction limit for chamber safety, this
permits a maximum range of plasma-wall separation from 0% to 24% of the plasma minor radius
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Figure 3.4: Magnetic force measurements for a single tile outside the vacuum vessel at the outboard
midplane, normalized to the tile’s weight force. The toroidal field turns on at -117ms and peaks
near 0ms. Variation in traces is due to slack in the test assembly.
for the ferritic wall, as compared with 7% to 33% for the unmodified stainless shells.
3.2.3 Prototype Wall
The first test of the ferritic segments after installation was verification of the magnetic forces and
resulting shell displacements that would be experienced in the strong toroidal field gradient. The
exact applied field required to saturate a ferritic sample depends on the sample’s stress and annealing
histories and geometry, but even out of saturation, the force exceeded the weight force on the tile.
Although the HBT-EP shells were the best mounting point for plasma-wall coupling and for adjusting
configuration without breaching vacuum, it was uncertain how much force the shell mounting system
could sustain over many pulses. The HBT-EP shells are mounted to 30cm long, 1” diameter 316
stainless steel tubes by a mounting bracket with set screws tightened against an aluminum block,
and it was necessary to test the shell’s tolerances before full installation.
To evaluate these magnetic forces, a Honeywell FS01 piezoelectric force transducer was purchased
and calibrated with a precision weight set. A sample tile of Hiperco 50 alloy was affixed to the surface
of the transducer, and the transducer was mounted to the outside of HBT-EP’s vacuum vessel at the
outboard midplane with the tile facing away from the machine center; the field gradient therefore
pointed from the tile to the transducer.
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Figure 3.5: Shell deflection analysis from prototype shell testing. Images (a) and (c) are cropped
sections from two images 6 frames apart in a 30fps video recorded during shot 80207, processed as
described in the text. Image (a) produced the blue outlines, and (c) the red outlines.
When the toroidal field magnets were energized, results were highly varied, yielding a wide range
of measured magnetic forces (Fig. 3.4). This was believed to be due to mechanical slack within the
transducer and the mounting of the tile, allowing the tile to accelerate with little resistance to a
greater velocity, followed by a slow stop (shot 76727); in other cases, the tile seemed to rattle against
the transducer, producing large, erratic spikes of force (shot 76728). Using the result most similar in
shape to the toroidal field (shot 76729), however, the transducer measured a peak sustained magnetic
force about 5 times the weight force of the tile.
As the toroidal field is stronger inside the vacuum vessel due to the 1/R field gradient, the forces
were expected to be considerably stronger when mounted internally. Although significant, the forces,
totaling several kilograms for enough material to cover the solid half of a shell, were considered small
enough that it was safe to build and install a prototype ferritic wall insert to verify that installation
could be accomplished quickly, identify any unexpected challenges, and quantify the effect of the
magnetic forces on the shells in terms of shell deflection. The only TIG welding needed for the
prototype wall was for the tile-bearing ribs, one each on the wide panel and the narrow panel as
seen in Fig. 3.3, performed on site.
To measure the amount of shell deflection, a digital camera with 30fps video recording capability
was mounted to the machine, focused on a toroidal edge of the shell (9T) housing the prototype




























0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5















Peak Shell Edge Deflection δrel vs. Peak Toroidal Field BTF
Edge-finding error bars estimated at ± 2px ≈ 0.30mm
Figure 3.6: Peak shell deflection as a function of peak toroidal field strength, tested with the proto-
type wall. Deflection δ is broken down into a vertical component δZ and a machine-radial component
δR, both of which appear to scale as B
2
TF . The dotted line marks 1/2 the stainless shell thickness.
For all accessible bank settings, deflection remains below this line.
wall panels (Fig. 3.5). Since the toroidal field pulse has a rise time of 117ms, 30fps was sufficient
to capture a clear maximum-field frame, separated by 3-4 frames from the static, pre-TF image. A
reference frame from before the toroidal field pulse was selected as the baseline, and a Difference of
Gaussians (3px and 1px) edge-finding algorithm in the GIMP image editing software was applied to
both frames independently. Each resulting outline image then received a Threshold filter to saturate
the contrast, and a Colorize filter to differentiate it from the other frame, and the resulting images
were merged as seen in Fig. 3.5b. Using the unmodified shell (9B) as a static reference, the motion
of the modified shell could be separated from the motion of the camera.
By measuring the shell thickness (known to be 3/16” or 4.76mm) in pixels, this deflection could
be measured down to 0.15mm per pixel, with an estimated 2px margin of error, or ±0.3mm. Under
the highest setting of the toroidal field magnets, the edge of the shell was found to deflect by less
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Figure 3.7: Photographs of the final version ferritic wall inserts during installation. a) Wall mounted
to a spare shell on a workbench, showing wide and narrow wall panel designs. b) Wall inserts installed
on shells in-vessel, showing separation between shell and ferritic tiles, as well as feedback sensors
(two per shell) in gaps between tiles. Appearance of tiles varies due to a change in the cleaning
procedure to include sand-blasting after tumbling.
than 2.5mm, or less than 0.5◦ of angle around the shell armature (Fig. 3.6). This was judged to
be an acceptable mechanical strain for long-term operation as it was comparable to the quantity of
shell deflection observed while manually handling the shells during prototype wall installation and
prior in-vessel work. As a result, the maximum retraction limit of the ferritic shells was reduced by
5mm to ensure shell motion would not damage the chamber.
One shot (80203, 3.0kV bank setting) was taken with the camera viewing the shell from the back
through the open section 9 port. Since the vertical motion is so small and the camera was unable
to observe radial motion from that position, the only conclusion that could be drawn was that any
toroidal motion of the shell was negligible.
3.3 Assembly and Installation
Fabrication and assembly of the ferritic wall panels took place in several steps. Due to the addition
of toroidal supporting ribs after observing the buckling of the shimstock on the prototype wall, it was
possible to construct the large panels as frames; since they have no toroidal ribs, the only narrow
panel work done was the welding of tiles to eight out of sixteen ribs intended for use in narrow
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panels. Only the tiles welded directly to poloidal ribs were included at this stage, and the work was
performed by a shop with custom TIG welding specialists. The completed frames and tile-bearing
ribs were cleaned thoroughly before stainless shimstock was spot-welded on with multiple welds to
each rib to ensure secure mounting, and the shimstock was cleaned again following spot-welding
to avoid trapping contamination between the shimstock and tiles. All remaining tiles were then
spot-welded to the shim-stock. Following assembly, installation was completed in under one week,
with no major problems (Fig. 3.7). The ferritic wall installation procedure is described in greater
detail in Appendix A.
3.4 Performance Testing
One of the major concerns surrounding the installation of ferritic material close to the plasma
boundary is that it might interfere with normal machine operation, particularly during plasma
breakdown, either by distorting equilibrium fields or increasing vacuum contamination. Prior to
installation, the control coils of every second toroidal section were energized (an n = 5, m = 0
perturbation) during breakdown to simulate the effect of the ferritic wall on the toroidal field, and
no significant effects on plasma formation were observed. Following installation, HBT-EP returned
to a very high vacuum with about the same pump-down time as past up-to-air operations, and has
been able to operate normally since, using similar discharge programming and yielding plasmas with
similar parameters to those seen before the ferritic wall upgrade.
3.4.1 Impact on Vacuum Performance
Despite the significant amount of material installed in-vessel, due to careful observation of clean
handling and vacuum preparation procedures, the time to return to the 10 nTorr base pressure
regime was similar to pump-down times following other substantial up-to-air operations. Following
a brief helium glow discharge cleaning and a typical series of deuterium clean-up plasmas to sputter
adsorbed impurities from the walls, soft x-ray diagnostics showed little difference from plasma shots
prior to the installation. This indicates that the installation caused no significant changes in metal
impurities. A broadband visible light spectrometer was used, as well, indicating considerably elevated
carbon lines in the first plasmas following installation, but these quickly diminished over the course
of normal clean-up shots.
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Std VF: Shots 92195-92211
50% VF: Shots 92252-92272
Figure 3.8: Poloidal pickup from vertical field seen to be amplified on ferritic shells, relative to
unmodified stainless shells. Lack of dependence on vertical field strength demonstrates fixed µr seen
by poloidal fields, whereas dependence on BTF indicates magnetic saturation. Variation between
vertical field sets is within shot-to-shot variation.
3.4.2 Magnetic Properties
Although general machine operation and performance has not changed significantly, as anticipated,
the two feedback sensors on each upgraded shell are affected by their poloidal proximity to the
ferritic material. Although the poloidal feedback sensors on shells with ferritic segments showed
higher readings of vertical field pickup than their counterparts on unmodified shells by about 20%
(Fig 3.8) at typical equilibrium field settings, none of the other magnetic sensors indicated any
significant poloidal or radial field perturbation by the ferritic upgrade, including the toroidal array
and the two poloidal arrays (one of which is mounted to an upgraded shell). Therefore, these sensors
can still be used to study MHD without needing to correct for effects from the ferritic wall [44].
In order to demonstrate that the ferritic wall is magnetically saturated, an experiment was
conducted in which the toroidal and vertical field magnets were energized at a range of settings and
observed on the midplane feedback sensors. In this experiment, changes in the wall’s permeability
were detected by measuring the changes in the ratio of the vertical field observed near the ferritic
wall to that detected by equivalent sensors on unmodified, non-ferritic shells. Fig 3.8 shows the
results of these measurements as the toroidal field measured at the outboard midplane was changed
from 500G to 2.8kG, at vertical fields of 50 and 100G.
Because the amplification is independent of vertical field, the wall can be described as having
a fixed value of µr as seen by the perturbed (poloidal) fields of surface instabilities, for a given
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value of toroidal field. The decrease of the amplification effect with increasing toroidal field strength
indicates that the material must be magnetically saturated. In contrast, if the ferritic wall was
unsaturated, both µr and the measured vertical field amplification would be effectively independent
from the applied field. When saturated, µr ≈ 1 + Bsat/BT , and the vertical field amplification
should decrease with increasing BT . In the experiment, as the applied toroidal field increased, the
amplification of the vertical field decreased from 30% to 20% on ferritic shells compared to nonferritic
shells, corresponding to the gradual decrease of relative permeability. Since the saturation induction
Bsat of Hiperco 50 is 2.4 Tesla (24 kG) as noted in Section 3.2, at a local toroidal field BT of 2.8kG,
this indicates µr ≈ 9 at the low-field midplane. Averaging over the arc of the ferritic wall gives an
average µr ≈ 8, within the target range.
This behavior can be explained by considering the ferritic wall as a segment of a three-dimensional
magnetic circuit. The poloidal field as picked up by the midplane feedback sensors is effectively a
point measurement within a region of that magnetic circuit in which flux density is magnified due
to the presence of the ferritic wall. Regardless of the flux path taken, most of the path reluctance
is independent of the ferritic wall, determined by the path length behind the shells and outside the
vacuum vessel. For a flux path passing through the ferritic wall and poloidal feedback sensor with





























Obviously, the reluctance of a flux path passing through the ferritic wall is as much as four times
lower than a nearby vacuum path. While the ferritic wall has little effect on the total reluctance
of the magnetic circuit, it does concentrate flux just as a high-conductivity path in an electric
circuit concentrates current. If the gap were much smaller than the thickness of the wall, this flux
compression would approach the difference in reluctance; however, since the gap is relatively large
compared to the wall thickness (Lg ∼ 5dF e), the flux decompresses within the gap, considerably
reducing the effect as observed by the feedback sensors.
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To demonstrate that the wall must be deep in saturation in HBT-EP, consider the local reluctance
contributed only by the gap, normalized against the reluctance of the wall and the gap together (Eq.
3.1), giving the fractional reluctance provided by the gap,




If the ferritic wall was only weakly saturated at full BT = 2.8kG, it could have a µr ∼ 100 or
more. In this case, by Eq. 3.3 the gap provides 97% of the local reluctance, which by Eq. 3.1 is
25.75% that of the vacuum path; then, reducing BT by a factor of 5 would increase the fractional
reluctance of the gap by only 2%, and the relative reluctance is 25.15%. Such a small change in
the relative reluctance does not seem consistent with the amplification varying from 20% to 30%.
Contrastingly, if µr = 9 near the feedback sensors, the change in relative local reluctance from
2.8kG to 0.5kG would be from 33% to 26.7%, comparable to the change in amplification, verifying
the expected poloidally averaged µr ∼ 8.
3.5 Wall Configurations
In order to compare ferritic effects as directly as possible, two primary configurations were adopted
for ferritic wall research, termed “ferritic” and “stainless” for the shell set that was inserted. These
configurations are shown together in Fig. 3.9.
After installation, new shell insertion and retraction safety limiters were fabricated for the shells
upgraded with ferritic walls. The insertion limit was selected by inserting both shells in a section
until they made contact, and then retracting each by 2.5mm, in keeping with the shell motion
observed in the prototype testing. Similarly, the new retraction limit is 5mm farther in, in order to
prevent shells from contacting the vacuum vessel; this was particularly a concern at the section 10/1
and section 3/4 joints, where the shell corners are near quartz breaks, since damage to the quartz
breaks could seriously threaten the experiment. During preliminary post-installation operations, it
was observed that minor disruptions characteristic of approaching the q∗ = 2 boundary were taking
place at higher values of measured q* when the ferritic wall was fully inserted. To investigate if
the wall might be limiting the plasma, and thereby changing the plasma minor radius, the ferritic
walls were retracted by 5mm from maximum safe insertion, and the measured q* at which minor
disruptions were observed returned to normal. Since that time, the “inserted” position of the ferritic






Figure 3.9: Ten top-bottom pairs of conformal stainless steel shells (black) are radially positionable
from 16 to 20cm from the major radius of the plasma (purple). Half of these top-bottom pairs (the
odd-numbered pairs) are equipped with ferritic walls (orange) mounted to the plasma-facing side of
each shell.
walls under normal operations has been 5mm back from the maximum safe insertion limit. This
places the nominal stainless shell position 2.3cm from the plasma surface (1.15a) and the ferritic tiles
at a mean distance of about 1.3cm from the plasma surface (1.09a). Due to the retraction limits,
the “retracted” position is 4.5cm from the plasma surface for the nominal stainless shell (1.36a) and
3.5cm for the mean distance of the ferritic tiles (1.23a).
Chapter 4
RMP Plasma Response
The first conclusive series of experiments in the HBT-EP ferritic wall mode study examined the
response of the plasma to applied m/n = 3/1 resonant magnetic perturbations (RMPs) as a measure
of m/n = 3/1 kink stability [45]. Plasmas are driven with a “phase-flip” style RMP [38, 46] using the
shell-mounted control coils as q∗ crosses 3 from above. n = 1 amplitude is measured as a function of
RMP amplitude, and compared between ferritic and stainless configurations. Some content of this
chapter is reproduced from Physics of Plasmas 22, 056102 (2015), by J.P. Levesque, P.E. Hughes,
J. Bialek, P.J. Byrne, M.E. Mauel, G.A. Navratil, Q. Peng, D.J. Rhodes, and C.C. Stoafer.
4.1 Phase-Flip Method of Active MHD Spectroscopy
In the case of a plasma equilibrium which is moderately stable to a particular mode, the plasma can
amplify a magnetic perturbation which is resonant with that mode. The amplitude of this global
plasma response, or resonant field amplification (RFA), relates directly to the plasma’s stability to
MHD modes resonant with the applied field, making active MHD spectroscopy a useful technique
for probing the plasma’s vulnerability to external instabilities without relying on unstable, growing
modes [45]. One particular technique used extensively on HBT-EP is the “phase-flip” RMP method,
in which a single m/n helical mode is applied using the control coils (e.g. m/n = 3/1) and its phase is
then rapidly reversed (Fig. 4.1) [38, 47]. This has the advantage of minimizing the net perturbation
and therefore simplifying equilibrium subtraction, as well as doubling the maximum swing in the
perturbation given amplifier power limitations.
38
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Figure 4.1: Reproduced from Physics of Plasmas 20(10):102503, 2013, by D. Shiraki et al. [47]
Plasma current, edge q∗ (a), and control coil current (b) from a phase-flip RMP discharge (shot
70000) with stripy plots from PAp (c), FB3p (d) PAr (e) FB3r (f) sensors. FB3 is the upper-
midplane shell-mounted toroidal array.
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4.1.1 RMP Generation
RMPs are applied by energizing the control coils described in Section 2.4.1 in feed-forward mode.
Control coil voltages are determined in advance to correspond to an m/n = 3/1 helical structure. In
each configuration, only the control coils mounted to shells which have been inserted are energized,
allowing characterization of RMP amplitude by the total quantity of flux driven at the wall. For all
discharges in this experiment, the phase-flip turns on at t = 3.0ms, reverses polarity at t = 3.5ms,
and turns off at 4.0ms. Note that because of the finite inductance of the control coils and soak-
through time of the wall, the phase-flip is not a perfect square wave, but rather, has a rise time of
approximately 300µs. This means that any equilibrium subtraction window must extend well past
the end of the phase-flip.
4.2 Discharge Parameters
All plasma research begins of course with discharge programming, since the equilibrium parameters
of the plasma and their evolution can have a significant effect on stability. Typically attractive
discharge parameters include: a steady major radius near 92cm, which simplifies the interpretation
of sensor signals and wall coupling; a strong plasma current ramp, which increases the edge current
gradient and makes the external kink more unstable; and q∗ just below 3, where the (m,n) = (3, 1)
external kink, the most accessible MHD mode in HBT-EP, is at its strongest.
However, for the purpose of comparing the behavior of plasmas with the walls in ferritic configu-
ration against those with the walls in stainless configurations, reproducibility was a major basis for
discharge style selection. Although there is always some shot-to-shot variability, it was important
to develop a discharge style in which variations were as small as possible to minimize the statistical
impact of effects other than the wall configuration. This meant ruling out discharges that were
otherwise attractive (e.g. for major radius or q∗ evolution) if they proved difficult to replicate within
reasonable similarity.
Even after finding a reproducible discharge style, an initial set of 87 promising shots is pared
down to 49 shots similar enough for direct comparison as well-suited to analysis (Fig. 4.2). In
particular, because of the analysis method employed to measure the RMP response (Sec. 4.3),
plasmas disrupting earlier than 4.9ms or otherwise exhibiting large or abrupt shifts in equilibrium
parameters from 2.0ms to 4.9ms could not be used.
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Figure 4.2: Plasma parameters of a ferritic-configuration discharge (shot 84136) and a stainless-
configuration discharge (shot 83911), comparing time evolution of measured plasma current (a),
major radius (c), vertical position (e), and control coil current (f), as well as calculated minor radius
(b) and q∗ (d). Note that RMP amplitude ΦCC/ICC ∼ 1mWb/A.
4.3 Plasma Response Analysis
Because of the effect of the ferritic wall on the poloidal field sensors mounted to upgraded shells
(Section 3.4.2), and the relatively significant amount of direct pickup on the radial shell-mounted
sensors due to their proximity to the control coils, the primary diagnostics used for measuring plasma
response were the high-field-side toroidal array poloidal (TAp) and radial (TAr) field sensors (Section
2.2). As discussed in Section 3.4.2, these sensors see no discernible effect from the ferritic wall, and
because of their distance from the control coils, they are well-placed to measure global modes.
While the TAp array has higher resolution (30 sensors total) than the TAr array (10 sensors
total), the TAp also picks up a substantial amount of field from the plasma current as well as the
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Figure 4.3: Example analysis steps using data from ferritic shot 84136. Figures a-c use TAp sensors,
and d-f use TAr sensors. Figures a and d show raw data from a single sensor in each array, as well as
a p = 4 polynomial fit, which uses only raw data in the green regions and excludes the red regions.
Figures b and e show raw signal minus the polynomial fit (for the same two sensors in figures a and
d), and lines marking the two response phases, each averaged over a 300µs window. Figures c and
f show an Acos(φ + φ0) fit to the first-phase response values from the full poloidal and radial field
arrays, respectively. Note the lack of a clear, complete phase reversal between response phases in
figures b and e, and the ∼ 90◦ phase difference, as well as the greater amplitude of the poloidal field,
in figures c and f. RMS error on the cosine fit is generally about 15%.
VF and OH equilibrium coils. As a result, the TAr equilibrium signal is very small relative to the
TAp, despite the poloidal field perturbations being relatively larger than radial field perturbations
due to the local field polarization. Since each array has its own analytic strengths, the same analysis
is performed independently with each high-field-side array to corroborate the results.
For each sensor, the equilibrium signal is filtered out by fitting a p = 4 polynomial to a piecewise
window from 2 < t < 3ms and 4 < t < 4.8ms (1ms before and 0.8ms after the phase-flip) and
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subtracting this polynomial fit from the raw signal. This perturbed signal is averaged in the window
3.2 < t < 3.5ms to give a first-phase response, and 3.7 < t < 4.0ms to give a second-phase response.
However, it is observed in many discharges that the response phase does not flip completely, likely
because of resistive wall effects limiting the speed of the mode response. Because the additional
time-dependence complicates the interpretation of the data, the first-phase response is used, rather
than the differential response across the phase-flip, at the cost of some signal to noise ratio in
the analysis. This reduces the data to one scalar per sensor, and fitting Acos(nφ) to the vector
of response amplitudes yields a single amplitude and phase for each high-field-side array on each
discharge. The major analysis steps from raw data to cosine fit amplitude are shown in Fig. 4.3.
It is important to note that a nonzero noise offset is expected, since modest (Br ≈ 0.5G) external
n = 1 modes are common when q∗ is near 3.
4.4 Summary of Observations
Taking several shots at each of a range of control coil amplitudes, a characteristic resonant field
amplification slope can be found. Shots with plasma responses within the noise range are excluded,
and the others are fit with lines, as seen in Fig. 4.4. Since a steeper slope represents a greater rise
in plasma response with increased RMP amplitude, it indicates a less stable plasma. It is important
to note that shots which disrupted earlier than 4.8ms were immediately ruled out of this analysis,
because the disruption interferes with equilibrium subtraction, making it difficult or impossible
to quantify the response amplitude. The enhancement of the n = 1 qualitatively corroborates
theoretical expectations of a significant increase in stability [28, 30], although this work did not
specifically target changes in resonant field amplification.
It should be noted that in previous work studying discharges with intermediate amplitude phase-
flip RMPs (ΦCC ∼ 30-80mWb), evidence was observed in certain q∗ regimes of a “saturated” RMP
response regime in which increasing RMP amplitudes had little effect on global mode amplitude. In
both regimes with and without clear mode saturation, a disruptive regime was entered at very high
(ΦCC > 60mWb) applied RMP amplitudes. For comparison, Daisuke Shiraki’s B
(3/1)
r /BT index [38]
corresponds to approximately 1/20th of the flux at the control coils in Wb; this means a 20mWb
m/n = 3/1 RMP is equivalent to B
(3/1)
r /BT ∼ 10−3%.
Although the transition to these saturated and disruptive regimes is not clearly reproduced in
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Figure 4.4: Measured plasma response to static m/n = 3/1 phase-flip RMP, comparing ferritic and
stainless wall configurations using radial (top) and poloidal (bottom) toroidal arrays. Averaging
between the two, the plasma response (global n = 1 mode amplitude per unit RMP amplitude)
is ∼69% greater in the ferritic configuration (red) than in the stainless configuration (blue). The
ferritic configuration also exhibits a far greater occurrence of disruptions during the RMP window
at much lesser RMP amplitudes, discussed in more detail in Chapter 5.
the stainless configuration due to a reduced upper limit on control coil flux, the ferritic configuration
data indicates a similar trend, but with the mode-saturation and high-disruption regimes appearing
at ∼ 30% lower applied RMP amplitudes. This reduction of RMP amplitude necessary to enter
the disruptive regime is particularly important since performance in ITER is expected to suffer
from error fields B
(3/1)
r /BT & 10−4 [48, 49], and the increased RFA in the ferritic configuration
suggests that the error field threshold due to a similar normalized ferritic effect would be reduced
to B
(3/1)
r /BT ∼ 6× 10−5.
Chapter 5
Disruptions
Data from the RMP experiments detailed in Chapter 4 is analyzed to examine changes in the rate of
occurrence of disruptions in HBT-EP due to the presence of a ferritic wall. The properties of HBT-
EP disruptions are discussed, and a metric for disruptivity is presented. The large pool of RMP
discharges is used to explore previously observed increases in disruptivity due to high-amplitude
RMPs, and the effect of the ferritic wall on disruption vulnerability is characterized. Some content
of this chapter is reproduced from Physics of Plasmas 22, 056102 (2015), by J.P. Levesque, P.E.
Hughes, J. Bialek, P.J. Byrne, M.E. Mauel, G.A. Navratil, Q. Peng, D.J. Rhodes, and C.C. Stoafer.
5.1 Disruptions in HBT-EP
Disruptions—the abrupt loss of energy and particle confinement—remain one of the great challenges
to the development of the tokamak for fusion energy, and are commonly separated into “minor
disruptions” which expel energy and threaten the equilibrium but from which the plasma may be
recoverable, and “major disruptions” which rapidly dissipate the stored energy and plasma current.
ITER is expected to be able to survive only a few major disruptions, whereas DEMO’s disruption
tolerance may be even more limited. Disruptions are associated with the growth of MHD instabilities
or “precursors,” particularly in the presence of error fields, both of which may be affected by the
presence of ferromagnetic material.
In HBT-EP, with the exception of a few anomalous cases, every discharge ends with a major
disruption [34]. This is due to a number of factors that affect plasma stability, including the decline
45
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Figure 5.1: Shots representing some typical examples of HBT-EP disruption events. Shot 83868
(black) shows a low-field side disruption; the plasma often doesn’t recover, but in some cases it
does for a time, as seen in shot 84099 (red). The plasma can also disrupt on the high-field side
as in shot 84053 (green) or at the chamber center as in shot 84666 (blue). Shot 92406 (purple)
also demonstrates that shots can disrupt due to q∗ < 2.2, although as seen in the other shots, this
condition is not necessary.
of the plasma current ramp leading to a more peaked current profile that can drive internal modes.
Another influence in HBT-EP disruptions is the trend of rising plasma density during the lifetime of






where Ip is toroidal plasma current in MA and a is minor radius in m, yielding nG in 10
20m−3 [50].
Recent work indicates the Greenwald density limit is likely related to radiative cooling driving the
growth of internal modes destabilized by Resistive MHD [51].
As seen in Fig. 5.1, a typical ”good” HBT-EP plasma forms at about 1.1ms, and at 6-8ms
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experiences a small, abrupt spike in plasma current some time after the time-derivative of the plasma
current dIP /dt becomes negative. At this point, the drop in plasma current accelerates rapidly until
all confinement has been lost, typically about 1.0ms after the current spike but sometimes faster
than 500µs.
Because the plasma current (which provides an outward force) levels off and then drops, whereas
vertical field (which provides an inward force) continues to rise in many shot styles, most plasmas
fall inward radially and limit on the high-field side, disrupting there. Naturally present helical
perturbations present at the time of disruption often exhibit mode rotation frequencies much higher
than the typical 6-8kHz, commonly reaching up to 50kHz, although analysis of these modes is
complicated by the radial motion of the plasma interfering with equilibrium subtraction.
Most minor disruptions in HBT-EP are caused by plasmas which become strongly outboard- or
inboard-limited. Because of the a2 dependence, this drives q∗ down sharply, and if it approaches
q∗ ∼ 2.2, a minor disruption often takes place; a current spike similar to a major disruption is often
seen, but the plasma major radius jumps by 1-2cm, and rather than immediately decaying, the
plasma current may level off temporarily or continue to rise.
5.2 Measuring Disruptivity
Because every discharge in HBT-EP ends in a disruption, the metric for characterizing disruption
vulnerability must be based around the rate of disruptions within some time window. Because the
criterion is binary (either a shot disrupts within a certain time window, or it does not), similarity
between discharges in a set is less crucial, especially when factors known to cause rapid minor or
major disruption (e.g., edge q∗ < 2.5) are factored out by removing such discharges from the set.
This allows the use of a much larger set of sample shots, which makes it possible to look for statistical
behaviors not obvious on a shot-to-shot basis.
Disruptions can have a range of causes under different conditions. Most disruptions in HBT-EP
occur as the plasma approaches very low edge q∗ or dIP /dt becomes negative, accompanied by
plasma density approaching the Greenwald density limit, driving internal 2-1 modes, expected to
have relatively weak wall coupling. In contrast, early disruptions frequently take place when q∗ is
near or above 3 and dIP /dt & 1MA/s. Since some systematic differences often appear between sets
of discharges due to day-to-day variation in machine performance, it becomes necessary to define
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Figure 5.2: Ensemble discharge parameters from “ferritic” (red) and “stainless” (blue) shots used in
disruption analysis, including the ensemble mean and the standard deviation window. The phase-flip
RMP is indicated by the green (first phase) and red (second phase) shaded region. As shots disrupt,
they are removed from the ensemble.
criteria for which shots should be included in the statistical analysis. If ferritic-configuration and
stainless-configuration sets of discharges exhibit different trends in their plasma current ramp, or
in q∗, it would become difficult to distinguish the effects of the wall from the effects of equilibrium
parameters, so these effects must first be well understood.
For the purposes of measuring the effect of different parameters on disruption susceptibility, shots
are binned by the parameters of interest (e.g. wall configuration and RMP amplitude) and the time
at which the current peak occurs is taken as the “disruption time” tD. Given a subset of discharges
matching certain parameters, the probability p(tD < tref ) of disrupting before some reference time
tref can then be used as a metric for disruptivity.
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5.3 Effects of Plasma Parameters
Equilibrium parameters have a significant effect on the vulnerability to disruption in all wall con-
figurations. Minor or major disruptions frequently occur due to internal MHD activity at q∗ ≈ 2.2,
typically observed in a strongly outboard-limited plasma. This is the primary cause of disruptions
which occur at the low-field side of the machine, although the majority of these events are minor
disruptions. Conversely, as the time-derivative of the plasma current (dIP /dt) drops, a disruption
becomes more likely, due to current and heat concentrating toward the core of the plasma; this rise
in core β and drop in central q respectively increase the risk of a beta-collapse or large tearing mode
as internal gradients become large.
Even a minor disruption can lead quickly to the loss of the plasma. The abrupt change in plasma
pressure and reorganization of plasma current reduces the net outward pressure and hoop forces
balancing the inward ~IP × ~Bz force of the vertical field, and this often causes inward jumps in major
radius of up to 2cm, which can in turn cause drastic changes in minor radius, q∗, and dIP /dt.
In order to minimize these effects for the study of RMP amplitude and ferritic wall effects on
disruptivity, while maintaining a large ensemble of data from which to draw statistical behavior, a
catalog of 359 discharges with and without RMPs is scanned algorithmically by a simple Python
script processing MDSplus tree data to select shots for analysis. Discharges from this initial catalog
are rejected based on a number of criteria, including plasmas that disrupt before the RMP is applied;
plasmas which move far inboard or outboard, greatly changing their magnetic coupling to the control
coil flux; and plasmas with q∗ approaching 2.2, where large m,n = 2, 1 modes often grow quickly and
can cause minor or major disruptions. This automated selection process results in approximately
133 “ferritic” and 53 “stainless” discharges (Fig. 5.2).
5.4 Effect of RMP Amplitude
As was observed in previous research [38] on HBT-EP and discussed briefly in Sec. 4.4, disruptions
can be induced by applying large-amplitude RMPs using the control coils. RMPs equivalent to
a total control coil flux of (ΦCC > 60mWb) were observed prior to the ferritic wall upgrade to
cause a high rate of disruptions under discharge conditions normally safe from early disruption.
Further analysis of stainless-configuration discharges suggests that even ΦCC ≈ 35mWb can cause
disruptions, although not with great enough frequency to be statistically significant. This trend
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Figure 5.3: Ensemble discharge control coil currents and remaining ensemble fraction from “ferritic”
(red) and “stainless” (blue) shots used in disruption analysis, separated by RMP amplitudes into
no RMP (a-b), low RMP (c-d), medium RMP (e-f), and high RMP (g-h) power. RMP amplitude
ΦCC/ICC ∼ 1mWb/A, equivalent to B3/1/BT ∼ 10−3 at ICC = 20A. The phase-flip RMP is
indicated by the green (first phase) and red (second phase) shaded region. Note in Figure 5.2 that
shot styles begin to diverge at about 5ms.
continues in the stainless configuration data (blue trace), as seen in Figure 5.3h, where high RMP
amplitude is associated with earlier disruptions than in plots b, d, and f. Comparing the red traces in
plots b, d, f, and h shows that increasing RMP amplitude also increases the rate of early disruptions
for the ferritic configuration.
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Figure 5.4: Comparison of disruptivity between “ferritic” (red) and “stainless” (blue) wall configu-
rations for a range of “phase-flip” RMP amplitudes all beginning at 3.0ms, reversing at 3.5ms, and
ending at 4.0ms. For each configuration, lines denote the probability at a given RMP amplitude of
disrupting before 3.5ms (solid), before 4.0ms (dashed), or before 4.5ms (dotted).
5.5 Effect of Ferritic Wall Configuration
Since the ferritic wall tends to increase plasma response to error fields as discussed in Chapter 4,
which is an indication of reduced stability, the expectation is that the plasma will become more
susceptible to disruption than it would otherwise be with a stainless steel wall. In fact, this ten-
dency was observed during attempts to gather RMP response data, as discharges with the ferritic
walls inserted frequently disrupted prior to 5ms, preventing the use of the plasma response analysis
technique (Fig. 5.3). Analyzing these shots for disruptivity, however, this trend can be quantified.
As is seen from the ferritic-configuration (red) plots in Fig. 5.4, at any given RMP amplitude,
the probability of disruption before a given time is considerably increased–typically, approximately
doubled. In contrast to the stainless configuration (blue), early disruptions are seen at very low
RMP amplitudes, and even in absence of any RMP. Further, at high RMP amplitudes, some dis-
charges disrupt even before the phase-flip, a behavior which is not seen at all with the stainless wall
configuration.
Resolution in Fig. 5.4, particularly for the stainless configuration, is limited by the number of
discharges per RMP amplitude bin, although this problem is less severe in the case of the ferritic
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Figure 5.5: Ensemble plot of halo currents for shots from Fig. 5.6, comparing ferritic (red) and
stainless (blue) configurations. Halo current amplitude is plotted as a function of time ∆t relative
to the current spike (at t = tD) that results from the thermal quench.
configuration due to the larger number of shots. For most bins, resolution is about±12% for stainless-
configuration discharges, and ±5% for the ferritic configuration. Similar effects of RMP amplitude
can be seen in the ferritic-configuration data, indicating an approximately linear relationship between
RMP amplitude and the probability of an induced disruption, at least at the relatively modest
amplitudes realized in the experiments detailed here. These results notably seem to contradict
theoretical expectations that the ferritic wall should have little effect on stability limits [26], favoring
the larger stability limit effects seen in earlier work [28].
5.6 Halo Currents
A major cause for concern over disruptions is the generation of large “halo currents,” which flow in
the relatively resistive scrape-off layer (SOL) of the plasma outside the last closed flux surface and can
short current flow through conducting vacuum vessel components. In HBT-EP, preliminary research
has observed halo currents typically of order 200A, or approximately 1% of peak IP , although they
can peak at 2-3 times this amplitude. The observed enhancement of disruptivity by the ferritic wall
raises the question of whether the ferritic wall also changes these halo currents.
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Figure 5.6: Ensemble plot of plasma parameters from stainless (blue) and ferritic (red) configuration
shots with naturally growing modes, studied for halo current evolution.
Using the poloidal arrays as composite, in-vessel plasma current Rogowski coils by integrating
along each array, and subtracting one from the other, it is possible to detect a difference in measured
plasma current from one side of the machine to the other, suggesting some amount of current
flowing through the vessel itself, rather than through the plasma. Because the poloidal arrays are
not perfectly identical, a DC offset must be subtracted between them, but once this is done, an
oscillating signal remains. For the data in Fig. 5.5, the amplitude of those oscillations is acquired
from a Hilbert transform and smoothed. Although these differential vessel-carried currents are
typically small (.40A or ∼0.2% of peak IP ) during the plasma, they grow much larger during the
disruption.
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Initial results indicate a number of trends in halo current dynamics between the “stainless”
(blue) and “ferritic” (red) configurations for otherwise similar discharge styles (Fig. 5.6). As seen in
Figure 5.5, with the ferritic wall inserted: 1) the initial spike of vessel-carried current (at t− tD = 0)
tends to be smaller in amplitude by as much as 50%; 2) the vessel-carried currents peak ∼300µs
later; 3) the vessel-carried currents are ∼20% larger at their peak; and 4) the vessel-carried currents
typically die off ∼200µs earlier. Observations 2, 3, and 4 together suggest stronger forces acting
on the vacuum vessel with the ferritic wall inserted. Given that in ITER, severe halo currents (e.g.
caused by vertical displacement events) are expected to be as large as 35% of IP , or over 7MA
[52], enhancement of halo currents and halo current forces by the presence of ferromagnetic material
could increase the machine’s vulnerability. However, it should be emphasized that these results are
preliminary, and the upcoming HBT-EP SOL upgrade will be able to address halo current studies
in far more detail.
Chapter 6
Increased Natural Growth Rates
A third important factor in MHD instability control is the growth rate of the unstable mode. External
kink stability theory is explored in greater detail, including growth rates and the ideal stability limit
scrit for the resistive wall and the ferritic wall. In the experiment, modes are allowed to grow
naturally due to the evolution of equilibrium plasma parameters. n = 1 amplitude is measured as a
function of time with a cos(φ) method related to that described in Section 4 as well as biorthogonal
decomposition, and both methods find consistent results with growth rate determined by fitting a
time-dependent amplitude function to the data.
6.1 External Kink Stability
In analyzing the passive external kink stability of a particular wall configuration, it becomes useful to
characterize a stability index which encompasses all the driving and damping terms which can affect
plasma dynamics. This permits the separation of the internal plasma physics from the plasma-wall
interaction, and isolating the latter problem permits the direct comparison of wall configurations.
One such stability index is the Boozer s parameter [19], as described in Sec. 1.2.1.
6.1.1 Ideal Walls
For a given wall configuration, there can be defined a particular value of the Boozer stability pa-
rameter scrit ≡ c/(1− c), where
c ≡ 1− δWV,NW /δWV,w (6.1)
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is the “coupling coefficient,” which describes the coupling between the plasma and the wall (c = 0
is no wall, and c = 1 is an ideal wall at the plasma surface), and δWV,w is the perturbed vacuum
magnetic energy with a wall configuration w (“NW” being no wall), such that when s > scrit,







and this allows stability to be described in normalized terms as s̄ = s/scrit, where s̄ > 1 indicates
an ideal kink growing close to the τA timescale, and s̄ < 0 indicates a plasma that would be stable
to the external kink even in absence of any wall [19].
By using this critical stability parameter which depends only on features of the wall materials
and geometry, one can also compare scrit for a particular wall against s
ideal
crit , as a metric for the
comparison of the stabilization provided by different wall configurations. Of particular interest is
to examine such a normalized wall stabilization factor s̄c, defined relative to an ideal wall at some
minor radius rw such that s̄c ≡ swallcrit /sidealcrit .
6.1.2 Finite Resistivity
Allowing finite resistivity in the wall permits magnetic fields scrit to soak through on a characteristic
time scale called the “wall time,” τw ≈ δwrwµ/2mη. When the external kink would be stable given
an ideal wall (i.e. s̄ < 1) a resistive wall with the same geometry permits the kink mode to grow,
but limits the growth time scale to the order of τw, much slower than the Alfvèn time scale of ideal
MHD. However, in the case of a rotating mode, the scrit of a resistive wall is also a function of
the mode rotation frequency ω. This means that for a rotating mode, s̄c approaches 1 (the ideal
wall stability limit) at very high frequency, and 0 (the no-wall stability limit) at low mode rotation
frequencies. The exact relationship between s̄c and mode rotation depends on the thickness and
conductivity of the wall [19].
The ferritic-resistive wall exhibits the finite electrical resistivity of the resistive wall, in addition
to a finite magnetic susceptibility χm ≡ µr − 1. The relationship between relative permeability
µr and critical stability is complicated because the while the destabilizing effect of the ferritic
response increases with volume, the effective volume is limited by the soak through scale length or




. Although at very high and very low frequencies, a ferritic resistive wall
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Figure 6.1: Perturbed poloidal flux plot comparing the nominal “stainless” (blue) and “ferritic”
(red) configurations in HBT-EP. Includes the no-wall case (dashed) and a curve ignoring the ferritic
material completely (solid black) for reference.[44] Plots generated using the Arbitrary Wall Code
described in Appendix C.
is always less stable than a purely resistive wall (i.e., with η > 0 and µr = 1), at intermediate
frequencies, the 1/
√
µr increase of effective conductivity due to finite susceptibility can defeat this
relative destabilitization effect.
In terms of the poloidal flux function, the slope is still amplified by a factor of µr, as in the ideally
insulating ferritic wall case (Fig. 6.1). However, the introduction of finite conductivity causes the
flux function to roll over rapidly on a length scale comparable to the skin depth.
6.1.3 VALEN Model
To better understand the impact of the ferritic wall mode by estimating the effect on stability without
ferromagnetic effects, calcuations were performed in the finite element code VALEN, which calculates
currents flowing in conducting structures such as the HBT-EP shells and the tiled inserts using a
circuit model to describe those structures as resistively interconnected and inductively coupled wire
loops [53]. The VALEN model of HBT-EP includes individual shell customizations, but curvatures
and arc lengths are nominal. The tiled inserts are modeled as 9x9 arrays of uniformly spaced tiles
of equal angular width, sharing no conductive paths but still inductively coupled to the rest of the
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Figure 6.2: Results of VALEN wall stabilization analysis comparing the “tiles out” (M#2) and
“tiles in” (M#3) configurations in absence of ferritic effect on plasma stability but giving tiles an
effective conductivity of µrη. Also plotted is a configuration with no tiles and all walls inserted to
rw = 17.3cm (M#1).
system. It is important to note that VALEN cannot model the ferromagnetic response; instead, the
tiles are modeled as nonmagnetic steel with conductivity enhanced by a factor of µr to simulate the
enhancement of eddy currents due to finite magnetic susceptibility.
For the first simulation, a range of s values were applied to a standard, non-rotating HBT-EP
plasma equilibrium, and resulting growth rates were calculated for the “tiles out” configuration
(“M#2”/blue) and the “tiles in” configuration (“M#3”/green) using non-ferritic tiles (Fig. 6.2).
This showed a decrease of approximately 7% in growth rate from the “tiles out” configuration to
the “tiles in” configuration. For comparison, removing the tiles and inserting all ten shell pairs
reduced the growth rate by over 25%. This demonstrated that the impact of the tiles in the absence
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Figure 6.3: Results of VALEN wall stabilization analysis comparing the “tiles out” (M#2, solid
curves) and “tiles in” (M#3, dashed curves) configurations in absence of ferritic effect on plasma
stability but giving tiles an effective conductivity of µrη. Curves show constant s, selected to match
the typical 2000−1 growth rate and 8kHz (5× 104s−1) rotation (red dot).
of a ferritic destabilizing effect is modestly stabilizing, as expected–considerably smaller than the
influence of the solid stainless shells.
In a second simulation, the plasma was assigned an s value consistent with a typical γ = 2000s−1
growth rate in the presence of the HBT-EP shells in the “stainless” configuration and a typical
f = 8kHz (ω = 5× 104s−1) mode rotation, and the change in growth as a function of stability was
modeled across the change from “tiles out” to “tiles in” configuration (Fig. 6.3). In this case, the
“tiles in” configuration is found to be stable at typical mode rotation frequencies, corroborating the
expectation that in absence of a ferromagnetic effect on MHD, the tiles should be stabilizing.
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Figure 6.4: Ensemble discharge parameters for shots used in natural mode growth rate analysis. As
shots disrupt, they are removed from the ensemble (h).
6.2 Discharge Parameters
In order to study the effect of the ferritic wall on natural external kink growth, it was necessary to
maintain a strong kink drive. This is achieved by maintaining a relatively strong plasma current
ramp (1-2MA/s) to keep up the edge current gradient, and by crossing q∗ = 3 slowly from above. It
should be noted that shots approaching q∗ = 3 slowly from above typically retain a small-amplitude
m/n = 4/1 component, which cannot be distinguished from the m/n = 3/1 mode using only
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toroidal array sensors. Although it is possible to produce plasmas which approach q∗ = 3 from
below, avoiding m/n = 4/1 interference, this discharge style is often less reproducible, and relies
on strongly outboard-limited plasmas that fall radially inward. Maximum wall coupling is achieved
when the plasma is just inside the outboard limiter, whereas a strongly outboard-limited plasma’s
wall coupling is more complicated. To simplify analysis and make the best use of the available wall
coupling, a discharge style with 91cm < R0 < 92cm was chosen as the target (Fig. 6.4).
As with other experiments, only a fraction of all discharges proved useful, either due to unsat-
isfactory equilibrium parameters, or due to minor disruptions during the period of mode growth,
typically between 3.2 and 4.2ms. The tendency of ferritic configuration plasmas to disrupt early
can be seen in Fig. 6.4h by the reduction of the ensemble as much as 2ms earlier than the stainless
configuration. Although the ferritic and stainless configuration discharge profiles do not overlap
exactly in all parameters, they are well within shot-to-shot variation; further, precise matching of
parameters such as q∗ at a given time is less important than that dq∗/dt is near enough that all
discharges have a similar primary mode drive from the edge plasma current gradient.
6.3 Natural Mode Analysis
Mode amplitudes were identified using data exclusively from the inboard toroidal array of ten radial
field magnetic sensor coils (TAr). A cos(φ) fit was performed across the array at each time step to
find an n = 1 amplitude, and a timespan during which the edge safety factor dropped below 3 was
identified to ensure growing, external m/n = 3/1 modes would be the dominant n = 1 perturbations.
The data was then fit by a least squares method with an exponential growth function
A(t) = A0e
γ(t−t0), (6.3)
where A0 is mode amplitude at the beginning of the fit window (t = t0) and γ is the growth rate
to be extracted. The fit window was chosen manually to begin at the end of the typical quiescent
period when a growing mode first appears to begin rising above the noise background, until the peak
or saturation of the growing mode. To account for the background mode activity, a constant Anoise
was added to Eq. 6.3. For this analysis, to reduce the number of parameters and make the fit more
stable, A0 was presumed to be comparable to the background when the exponential growth period




























Shot 89199: SS wall, γ = 2222s−1

































































Figure 6.5: Comparison of growth rates for shots with ferritic (“Fe”) and stainless (“SS”) wall con-
figurations, including raw perturbed signals from toroidal array radial sensors and best exponential
fit to cos(φ) amplitudes. In the shots represented, the mode saturates with a similar amplitude
and in a similar growth period (shaded region), but the change in amplitude from the beginning of
growth is greater for the ferritic wall configuration.
begins, so A0 = Anoise =
1
2A(t0). Fits generally were either good and relatively insensitive to the
window (within 10-20%) or bad and failed completely (off by an order of magnitude and obviously
incorrect).
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Wall Configuration γ̄ σγ
Ferritic wall inserted 4300 650
Stainless steel inserted 2000 300
Table 6.1: Typical growth rates and RMS variation in growth rates by wall configuration based on
9 “Fe” and 11 “SS” shots.
6.4 Summary of Observations
In a series of experiments, plasmas were generated with similar equilibrium parameters, primarily
targeting plasma current, major radius, and edge safety factor. Shots were collected into two families:
shots in which the stainless shells were inserted to a position of 1.15a and ferritic shells were retracted
to 1.23a (“SS”), and those in which the stainless shells were retracted to 1.30a and the ferritic shells
were inserted to 1.09a (“Fe”). The ferritic walls are mounted to the plasma-facing side of stainless
shells nearly identical to those not housing ferritic material, each configuration has ten stainless
shells at 1.15a, and ten at 1.30a. Therefore, in absence of a wall-induced destabilizing effect, plasma
stability should be either improved or unaffected when the ferritic wall is inserted.
Diagnostics recording neutral (midplane D-alpha) light and UV brehmsstrahlng (a radial profile
as well as a midplane cord) were generally similar between the two families of “SS” and “Fe” shots.
As seen in Fig. 6.4, equilibrium parameters are comparable between “SS” and “Fe” shot sets, and
the observed difference in growth rates is not caused mainly by radial motion of the plasma. As seen
from the two typical discharges in Fig. 6.5, peak or saturated amplitude of the naturally growing
mode is often similar between configurations, but the rate of the mode’s growth is considerably
accelerated, confirming preliminary observations [44].
A set of 9 ferritic and 11 stainless configuration discharges was selected for clear mode growth
periods not interrupted by minor disruptions or other such events, and suitably comparable equi-
librium parameters. For each discharge, a mode growth window was manually chosen and a growth
rate recorded, resulting in a mean γ̄ and standard deviation σγ for the growth rate in each configu-
ration (Tab. 6.1). From this, it can be seen that the ferritic wall approximately doubles the growth
rates of natural modes, representing another way in which the FRWM can potentially burden an
MHD feedback system, in addition to larger error field responses. This increased strain on feedback
systems has been directly observed in other HBT-EP experiments [54], and is consistent with both
the RMP response (Ch. 4) and disruptivity (Ch. 5) results. This result again corroborates the
expectations of theory predicting considerable effects on kink stability [28, 30], although in light of
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the model prediction of stabilization in absence of ferromagnetic wall effects (Fig. 6.3), it does not
seem to support the prediction of minimal effects on rotational stabilization with a moderately thin
wall (δw/rw ∼ 10−3/2) [29].
Chapter 7
Frequency Dependence
A major concern in the development of reactor-scale fusion energy devices is that larger machines
tend to exhibit considerably slower natural mode rotation. Since both the benefits of wall stabiliza-
tion and the ferritic destabilizing effect are strongly dependent on mode rotation, an experimental
understanding of frequency dependence is critical to predicting the effect on reactor-scale tokamak
performance. To develop this understanding, a bias probe is employed to drive and control mode
rotation. Mode growth is analyzed as a function of rotation frequency, demonstrating a considerably
greater vulnerability to reduced mode rotation frequencies in the ferritic configuration relative to
the stainless configuration.
7.1 Frequency Dependence of the FRWM
As is obvious from the discussion of resistive walls in Sections 1.2.2 and 6.1.2, finite resistivity by
its nature introduces dependence of stability on mode rotation frequency. In the simplest sense, this
dependence comes from the ratio of the finite decay time τw of the eddy currents which provide the
well-studied stabilizing effect of conducting walls, and the oscillation rate ω of the passing external
magnetic perturbation as seen by the wall. When the timescale on which the perturbed magnetic
field changes is much longer than the decay time of the eddy currents (ωτw  1), the wall has little
or no stabilizing effect; when the decay time is much longer (ωτw  1), the wall appears nearly ideal.
However, in HBT-EP under normal operation, 3 < ωτw < 10, in the middle of the intermediate,
highly frequency-dependent regime.
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Figure 7.1: Effect of mode frequency on stability for ferritic walls (rw = 16.74cm) in cylindrical
geometry with thick wall calculation. s̄c ≡ swallcrit /sidealcrit where sidealcrit is defined in Eq. 6.2. The
highly conducting (solid red) case and the case of tiling increasing effective by a factor of 7 (dashed
red) indicating upper (slow soak-through) and lower (fast soak-through) bounds for the ferritic
configuration are compared against the stainless configuration (solid blue). Typical natural mode
rotation in HBT-EP is 6-8kHz (Ch. 6), which can be expanded to 3-10kHz with the bias probe.
The dominant frequency of the phase-flip RMP (Ch. 4) is 1kHz. Note that at very low frequency,
the ferritic wall is worse than the no-wall case, whereas at very high frequency, the ferritic scenario
is more stabilizing because the conducting surfaces are nearer to the plasma. The model used to
generate this plot is described in Appendix B.
The influence of frequency dependence on the effect of the ferritic wall is even greater. Because the
ferritic effect is volumetric in nature (Sec. 1.2.3), it scales roughly like the lesser of the wall thickness




, where η is the material resistivity. The two obvious results are
that a) as mode rotation frequency increases, the ferritic-resistive wall becomes more stabilizing
more rapidly than the resistive wall, and b) the greater the µr of a ferritic wall (and therefore
the greater its destabilizing potential), the shorter the skin depth, and the more pronounced the
frequency dependence of the ferritic effect.
One question answered by a frequency-dependent stability analysis is why the difference between
the ferritic and stainless configurations seems to be more pronounced in natural mode growth rates
than in phase-flips. Although differences in shot styles may be a factor, it can be seen that the
difference between the ferritic and stainless configurations at the 1kHz fundamental of the phase-flip
RMP is considerably smaller than it is in the 3-10kHz frequency range typical of naturally rotating
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Figure 7.2: Voltage Vprobe (a) and current Iprobe (b) on the bias probe during shots used in the
frequency dependence study. Vprobe and to a larger extent Iprobe can be seen to vary due to evolution
of the plasma, especially changes in major radius and modulation from large modes.
modes (Fig. 7.1). This also supports the expectation from the VALEN modeling (Sec. 6.1.3) that
tiling the ferritic wall is analogous to increasing the effective resistivity by ∼
√
Ntiles in terms of
wall soak-through time.
7.2 Mode Rotation Control
The frequency of mode rotation in HBT-EP is controlled primarily through the use of the bias
probe (described in Sec. 2.4.2), although it is in principle possible to use a rotating rather than
static control coil RMP. Although there has been some work done on feedback control of the bias
probe, for this study, the probe was operated in feed-forward mode, applying a potential with a
preset waveform. Prior to initiation of the plasma, the probe is biased to -60V from ground (i.e.
the vacuum vessel), which has been observed previously to be very near to the floating potential
Vfloat of the plasma [36]. After breakdown (t ∼1.0ms), the probe bias Vprobe is ramped from Vfloat
starting at t = 1.5ms and reaching the target potential at t = 2.0ms (Fig. 7.2a), where it is held
until t = 7.0ms, at which point the potential is ramped back to ground. Due to low-frequency
limitations of the system, voltage is set to ramp by 30% from t = 2.0ms to t = 7.0ms to compensate
for the droop. For the entirety of this study, the bias probe was kept at Rtip = 103cm, placing the
tip about 3-4cm inside the plasma, at 0.8− 0.73a.
At Vprobe ∼ Vfloat, as expected, very little current is drawn. Due to hardware limitations of the
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Figure 7.3: Ensemble discharge parameters for shots used in frequency dependence analysis. As
shots disrupt, they are removed from the ensemble (h).
amplifier, the probe can be driven safely to a maximum range from Vfloat − 60V to Vfloat + 180V .
Even at the maximum negative (accelerating) bias, the probe only draws an average of 3A, as
compared with about 50A at the maximum positive bias (Fig. 7.2b). However, the exact effect of a
particular probe bias on mode rotation is strongly subject to shot-to-shot variability.
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7.3 Discharge Parameters
Although the same plasma parameters used in the natural rotation study (Ch. 6) were targeted
initially, this shot style proved to be less responsive to the bias probe; as the mode amplitude
began to rise, the mode rotation frequency would typically become far less dependent on the probe
potential. In order to study plasmas with a wider range of mode frequencies, the shot style used in
Christopher Stoafer’s frequency studies was targeted, instead [36]. This shot style features a slightly
shallower plasma current ramp and more steady major radius than the natural growth rate study
(Fig. 7.3a,c), although the greatest difference is a much higher fill pressure of 112µTorr, as compared
with the ∼72µTorr of the natural rotation study.
Much as in the natural rotation study, these plasmas typically have a low-amplitude mix of
m/n = 4/1 and m/n = 3/1 mode activity prior to crossing below q∗ = 3. However, as has been
seen in previous research using the bias probe, the presence of the bias probe in the plasma tends
to reduce mode amplitudes [55], and strong positive bias tends to reduce this background mode
activity, possibly due to a smoothing of edge gradients. Mode growth typically occurs ∼1.0ms later
in these plasmas than it does in the natural rotation study, owing largely to a more shallow q∗ slope
after the q∗ = 3 crossing.
7.4 Analysis and Results
The perturbed signal was retrieved by first subtracting the toroidal array, poloidal field mean (the
n = 0 component) at each time point, then smoothing over each remaining sensor signal in time with
a Gaussian weight function (σ = 400ms, clipped to a 2.0ms window) and the resulting perturbed
signal was normalized to the relative RMS of each sensor trace to correct for remaining equilibrium
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Figure 7.4: Top: growth rates of A0e
γ(t−t0) function fits to n = 1 amplitude found by sine/cosine
projection across toroidal array poloidal (TAp) sensors. Fitting is performed over the shaded region.
Bottom: perturbed poloidal field “stripy plots” of TAp sensors. Frequency is identified over the
fitting region marked with dashed lines by counting zero-crossings.




cos. This method is analogous to fitting an n = 1 cosine to
the array at each time point, but is processed faster by avoiding the iterative fitting algorithm.
Once the n = 1 amplitude time trace was found (Fig. 7.4 top), each shot was examined indi-
vidually by eye to find the best time window for an exponential (A(t) = A0e
γ(t−t0)) fit, performed
by a standard fitting algorithm. Shots which had no time window with q∗ < 3 in which a good
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Figure 7.5: Comparison of growth rates of slowed and naturally rotating plasmas in the “ferritic”
configuration across frequencies. Cross scales represent estimated error on frequency and growth
rate axes.
exponential fit was possible were discarded; poloidal array sensors were checked to verify that the
growing mode was m = 3. The error on the exponential fit was estimated at ±20%.
As in Section 6.3, the window in which the growing mode is analyzed had to be hand-selected.
The exponential fit was generally insensitive to small changes in the fit window, or else failed
completely. Mode rotation frequencies during mode growth were characterized with a zero-crossing
count by tracking individual sensor signals rising above a minimum amplitude threshold (0.33G)
after a change in sign; the mean frequency of the ith TAp sensor within the window of the growth
period was defined as fi ≡ Nzc/2(τgp) where Nzc is the number of zero-crossings, and τgp is the
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width in time of the growth period. Frequency was then averaged across all sensors in the array, and
the error was estimated as the greater of a) the standard deviation in frequency across the array,
and b) the change in fi if NP zc was miscounted by 1.
7.5 Summary of Observations
As in the natural-rotation mode growth experiment of Chapter 6, plasmas with similar equilibrium
parameters were produced and analyzed for mode growth, comparing the same ferritic and stainless
configurations. In addition, the bias probe was used to alter mode rotation frequency.
As can be seen in Fig. 7.5, there is a clear trend of greater growth rate at lower rotation frequency,
in qualitative agreement with recent theory [30]. Although this trend is visibly more pronounced in
the ferritic configuration than the stainless configuration, mode frequency clearly has a much stronger
correlation than other parameters (Fig. 7.6), confirming to good confidence that the variation in
growth rate is primarily a function of mode rotation, as expected.
Following analysis, it is worth plotting measured growth rates against other plasma parameters
in order to rule out other sources of growth rate variation (Fig. 7.6). Since bias probe settings have
also been observed to affect mode amplitudes [55], growth rate as a function of probe current and
voltage are also plotted, as well as major radius, which would be expected to affect mode amplitudes
as seen by the toroidal array sensors. Despite some considerable differences, particularly in base
pressure, the strongest correlation by a large margin is still been growth rate and mode rotation
frequency (Fig. 7.5).
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Figure 7.6: Growth rate γ plotted as a function of base pressure pbase (a), major radius R0 (b),
bias probe current IBP (c) and bias probe voltage VBP (d), showing no clear correlation. Shaded
regions are typical parameters of plasmas in the natural mode growth study.
Chapter 8
Conclusion
The development of fusion energy will require overcoming a number of challenges, both in plasma
physics and in related material sciences. For the present, one of the best candidates for resisting the
high fast neutron fluences of a fusion reactor is low-activation ferritic steel, but the ferromagnetic
properties of this class of material may complicate plasma control by exacerbating the external
kink instability and thereby making greater demands on any techniques used to suppress the MHD
instabilities that threaten loss of confinement.
8.1 Key Results
As discussed it prior chapters, the addition of a ferromagnetic wall close to the boundary of a
tokamak plasma has been shown to considerably enhance external MHD instabilities. In particular:
• A close-fitting ferromagnetic wall has been designed and installed in the HBT-EP device,
with little effect on vacuum condition, breakdown, and the majority of the suite of magnetic
diagnostics, allowing for FWM studies with minimal impact on machine operation (Ch. 3).
• In the low-frequency regime (∼1kHz), the plasma response to externally applied resonant mag-
netic perturbations was increased by about two-thirds in the ferritic configuration as compared
with the stainless configuration (Ch. 4).
• In the high-frequency regime (∼7kHz), the growth rate of naturally-growing m/n = 3/1 kink
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modes at q∗ . 3 was doubled in the ferritic configuration relative to the stainless configura-
tion (Ch. 6).
• There is a clear frequency dependence of growth rate in the ferritic configuration, as predicted
in theory. Growth rates in the natural rotation frequency range are similar to those seen in
the natural growth study (Ch. 7).
• Although every HBT-EP discharge ends in a disruption, the rate of early disruptions has been
seen to dramatically increase in the ferritic configuration. This applies both to an increase in
the rate of disruption during or immediately after a strong applied RMP, and to plasmas with
very weak or no RMP (Ch. 5).
8.2 Implications and Future Work
Although the results of this study do not rule out the use of low activation ferritic steels in tokamak
geometry, they do illustrate the need for careful attention to the potential impact of vessel and
wall design on MHD stability. While the permeability of the walls in a reactor-scale machine will
be low (µr . 2) due to the very strong toroidal fields [8], the walls will be thick compared to the
plasma dimensions, close-fitting under normal operation, and cover much of the plasma surface [39].
Although feedback control has been shown to be compatible with a close-fitting ferritic wall, it
has been observed to require a higher gain [54], making instability suppression more taxing on the
control system. Even without considering ferritic effects, reactor-scale machines are expected to be
highly susceptible to mode locking driven by the plasma response to error-fields [56], and loss of
stability due to growing low-n MHD modes leading to disruptions–all of which have been observed
to be enhanced in this study, particularly at the lower rotation frequencies expected [57].
There is still a need for more study into the nuances of the effects observed. A number of
important studies remain to be done to develop a mature understanding of the effect of the ferritic
wall:
• The existing study compares a stainless shell against a stainless shell with a ferritic wall in
front of it; the alternative study comparing a stainless wall against a ferritic wall at the same
minor-radial position would also be of interest, and would likely show an even greater ferritic
wall effect.
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• No clear distinction has been made as to whether the FRWM observed in this study is primarily
current- or pressure-driven. Although a steep current profile is the intended instability drive,
since HBT-EP defines the plasma edge with a limiter rather than a divertor, density tends
to climb up to and even past the Greenwald density limit during the life of the discharge.
Determining experimentally whether the FRWM responds equally or differently to current and
pressure drives would be of interest both to tokamak- and stellarator-based fusion research.
• Since the orientation of field lines in HBT-EP is mainly toroidal, it remains unclear whether
the the stainless configuration’s relatively greater stability is due to the ferritic wall’s distance,
or due to shielding from the unmodified stainless shells. Preliminary modeling suggests that
introducing even a modest stabilizing wall between plasma and ferritic wall may greatly reduce
the ferritic effect.
• The effect of the ferritic wall on SOL currents (Sec. 5.6) has been examined in only the
most cursory fashion, using pre-existing diagnostics. While clear differences in halo current
dynamics were observed when ferritic material was near the plasma boundary, these effects
were not large. In addition to MHD effects, the equilibrium toroidal flux compression near the
ferritic wall may result in a qualitatively different SOL in the ferritic configuration relative to
the stainless configuration. The planned SOL current study upgrades to HBT-EP will enable
far more detailed and quantitative research on these SOL current effects.
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Following the benchtop assembly of the ferritic walls (described in Section 3.3), all the wall panels
were cleaned again, and clean work spaces were established 1) around the machine to prepare inserts
for installation, and 2) in the south room for necessary customizations. All other hardware intended
for installation and tools for in-vessel use were put through sonic cleaning, and all tools that would
contact parts for installation or be used in-vessel but which could not be immersed were cleaned by
hand where possible, and wrapped in vacuum foil where acetone cleaning was not feasible.
Because of the slightly off-normal curvature and poloidal arc length of each HBT-EP shell, as
well as a number of individual shell customizations, it was necessary to perform the installation in
phases. Each panel was fitted to a shell as conformally as possible, and was marked with a stylus
at the point on both poloidal ribs where they met the outboard midplane shell edge. The panel
was then removed from the machine, and a #8-32 stud was welded to the shell-side face of each
rib ∼1mm beyond the stylus marking, at the south room clean station. The studs were trimmed
to 1” length, and the excess length of each rib was trimmed off. Each completed panel was then
sonic-cleaned again in acetone. Set screws, L-brackets, lock washers, and nuts were inserted loosely
at the clean stations near the machine to avoid handling small parts in-vessel, and tightened down
in-situ.
Installation of the assembled ferritic wall segments on five of HBT-EP’s ten shell pairs was
accomplished in under one week, including several hours set aside for testing the first three walls
by pulsing the toroidal field, while watching and listening for signs of loose tiles, contact with the
chamber, or greater-than-expected shell motion. On one shell pair (section 3 top and bottom),
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because of the proximity of the upper feedback sensor on shell 3T to a poloidal array sensor, it was
necessary to modify the rib in that location by adding a section of trimmed-off rib end as a bridge
over the corner of the feedback sensor cover. As a result, the rib in this location extends 3/16”
farther inward than specification; however, the shells in section 3 required a greater than average
insertion buffer due to the way the L-brackets meet at the outboard midplane, so this deviation from
design is not expected to pose a major risk of shell-limiting the plasma.
Appendix B
Analytic Reduced MHD Kink
Analysis with a Thick Wall
The analytic wall effect code used in this study was developed in python based on Mathematica
code by Prof. Michael Mauel to analytically model the partial soak-through of magnetic fields into a
wall which is both ferromagetic and resistive, and this appendix draws on Prof. Mauel’s notes. This
code assumes uniform, cylindrical geometry with an external kink mode characterized as periodic,







= −µ0σ ∂Ψ∂t . Where relative permeability µr = 1 and σ = 0, we retrieve the vacuum
solutions, such that







where C1 and C2 are constants set by the boundaries.
In the case of finite, constant conductivity, the solutions take the form of Bessel functions, so

















where δs = (πfµσ)
−1/2 is the electromagnetic skin depth. Nondimensionalizing radius relative to









− (m2 + 2ix2)Ψ = 0, (B.3)
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which is solved in a convenient representation by













k are the Hankel functions of the first and second kind, defined
H
(1)




k (z) = Jk(z)− iYk(z) (B.6)
relative to the first and second Bessel functions Jk(z) and Yk(z).
Taking Equations B.1 and B.4, and setting Ψ(r → ∞) = 0 and Ψ(r = a) = Ψa, we can add
a ferromagnetic wall with thickness δFe and an inner radius of rFe. Fixing the magnetic field to
be continuous across vacuum/material boundaries and adding a thin-wall approximation resistive
boundary at rSS = rFe + δFe to represent the HBT-EP stainless shells, we find a series of five
equations and five unknowns:
C1a
−m + C2a
m = Ψa (B.7)
C3H
(1)
m (zFe) + C4H
(2)









m (zFe) + C4H
(2)
m (zFe) (B.9)





[C3Ξ1,m(zFe) + C4Ξ2,m(zFe)] (B.10)
− C5(1 + iωτw)r−m−1SS =
1− i
2δsµr
[C3Ξ1,m(zSS) + C4Ξ2,m(zSS)] (B.11)
where Ξλ,k(z) ≡ H(λ)k−1(z)−H
(λ)
k+1(z), zSS ≡ (1 − i)rSS/δs and zFe ≡ (1 − i)rFe/δs. Once the
coefficients Cn are known, Ψ(r) can be expressed in all space.
Numerically, the Hankel function of the second kind H
(2)
k [(1− i)x] becomes very small in x 1
relative to the magnitudes of the Bessel functions by which it is defined, and the difference in mag-
nitude quickly exceeds the default precision of python floats. To avoid bogging down the calculation
with oversized floats, necessary precision to retain at least 5 significant figures is tested and set
dynamically at each value of ω up to x ∼ 50; beyond this point, the code employs the large x










At x & 50, this gives approximation error . 7%, which has little visible effect on flux function and
stability plots.
For stability calculations such as Fig. 7.1, scrit for a given wall configuration is found by nu-
merically integrating over the perturbed magnetic field found from the perturbed flux function,
combining Equations 1.12 and 6.1 with the definition of scrit ≡ c1−c . The result is then normalized
against the value of scrit for an ideal wall in Eq. 6.2 for comparison between walls. This calculation
is performed at a range of values of ω to generate a plot of s̄c(ω) for each wall configuration. Note,
however, that the above Equations B.7-B.11 would have to be rederived for any qualitative change
to the wall configuration (e.g. a ferromagnetic wall behind a resistive wall, adding a gap between
the ferromagnetic wall and the resistive wall, etc).
The actual code used to generate plots for this thesis can be found on the HBT-EP server
(spitzer) at /home/peh2109/python/FeWallStabilityPlot v150924.py. Note that this code uses
the custom module pauls toolbox.py, also found in /home/peh2109/python/.
Appendix C
Arbitrary Wall Code
The Arbitrary Wall Code, written in python, uses the same ideal, single-mode, step-function current
and pressure profile, Reduced MHD plasma model as the analytic thick-wall calculation described in
Appendix B. However, where the analytic calculation uses a fixed set of equations in a form employing
Bessel functions, the Arbitrary Wall Code approximates a thick wall by a series of thin-wall layers
with a relative permeability in each region between layers. This allows the simple modeling of more
complicated arrangements of nested walls with different parameters.
A wall in the Arbitrary Wall Code is taken to be fully poloidally enclosing, and defined by a
minor radius rw, a wall thickness δw, a wall time τw ≈ δwrwµ/2mη, a relative wall permeability
µw = µ/µ0, and a layer count N . The wall is constructed from N thin wall boundaries bX , each
with a layer wall time τL = τw/N , and N − 1 internal regions RX where µr = µw, and in each




where m is the poloidal mode number.
Considering only resistive effects, any given boundary bX (between regions RX−1 and RX , so
that boundary b0 is the plasma axis and region R0 is inside the plasma) sees a jump condition on
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where rX is the minor radius of boundary bX . The stabilizing effect of the resistive wall arises from
the term
∆′X = τXγ/rX (C.3)











(rX) = 0, (C.4)
where µX is µr within RX . Solving these expressions for
∂ψX−1
∂r and combining them, the relation












At the outermost boundary bN , beyond which there are no nearby resistive boundaries or ferro-





−m. From this constraint,























(mµN +mµN−1 + µNτNγ)
(mµN −mµN−1 − µNτNγ)
. (C.7)
For any closer region RX where 1 < X < N − 1, ψX−1 = ψX , and by the definition of QX ,
ψX(r) = AX(r
m +QXr








Applying ψX−1(r) = AX−1r
m + BX−1r
−m and ψX(r) = AX(r
m + QXr
−m) to Eq. C.5 and
the continuous flux constraint of Eq. C.8, we can obtain a relation between QX and QX−1 which
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r2mX+1 (mµX+1 −mµX + µX+1τX+1γ) +QX+1 (mµX+1 +mµX + µX+1τX+1γ)
r2mX+1 (mµX+1 +mµX − µX+1τX+1γ) +QX+1 (mµX+1 −mµX − µX+1τX+1γ)
. (C.9)




, this fully defines ψ(r) outside the plasma
for any number of boundaries and regions N . A specific QX is found by iteratively constructing all
the outer Q values from N − 1 to X + 1 in symbolic math.
Although shown in this work, the code is also able to calculate growth rates by applying a










to the standard wall-stabilized kink dispersion relation








which in the no-wall limit reduces to the form on page 69 of Ref. [13]. Since the resulting ∆′a is a
function of γ, the resulting dispersion relation is evaluated by testing values of γ to find the best fit
for each value of q∗.
As of this writing, the most recent version of the Arbitrary Wall Code can be copied from the
HBT-EP server (spitzer) at /home/peh2109/python/arbitrarywallfwm v1.py; the code should
create a fresh config directory with all necessary default config files from scratch, but if this fails, the
config directory AWCCFG may be copied into the same directory as the code. Note that the Arbitrary
Wall Code employs the python module SymPy, as well as the custom module pauls toolbox.py,
also found in /home/peh2109/python/.
