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Abstract
We are using a three-dimensional convection-driven numerical dynamo model without hyperdiffusivity to study the char-
acteristic structure and time variability of the magnetic field in dependence of the Rayleigh number (Ra) for values up to 40
times supercritical. We also compare a variety of ways to drive the convection and basically find two dynamo regimes. At low
Ra, the magnetic field at the surface of the model is dominated by the non-reversing axial dipole component. At high Ra, the
dipole part becomes small in comparison to higher multipole components. At transitional values of Ra, the dynamo vacillates
between the dipole-dominated and the multipolar regime, which includes excursions and reversals of the dipole axis. We
discuss, in particular, one model of chemically driven convection, where for a suitable value of Ra, the mean dipole moment
and the temporal evolution of the magnetic field resemble the known properties of the Earth’s field from paleomagnetic data.
© 2002 Elsevier Science B.V.
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1. Introduction
Reversals of the dominant dipole component of the
Earth’s magnetic field are comparatively rare but con-
spicuous events, occurring a few times per million
years in the recent geological past. Excursions, the
transient periods during which the magnetic dipole
deviates considerably from its customary near-axial
state, are even more frequently observed, and possi-
bly arise from a similar process in the Earth’s outer
core (Gubbins, 1999). A compilation and critical as-
sessment of what is known about reversals and the pa-
leomagnetic field in general has been given recently
by Merrill and McFadden (1999) and Dormy et al.
(2000). They identified robust observations: (i) the
rapid changes of the virtual geomagnetic pole direc-
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tions associated with both reversals and excursions
generally take place within a few thousand years, i.e.
approximately 0.01–0.05 magnetic diffusion times of
the core; (ii) a reversal is usually preceeded by a
gradual decrease of the magnetic field intensity at
the Earth’s surface, then the virtual geomagnetic pole
(VGP) moves into the opposite hemisphere, where the
intensity recovers again; (iii) excursions are also asso-
ciated with intensity lows; (iv) during a reversal, the
field is probably dominated by nondipole components.
Dormy et al. (2000) suggest that geodynamo models
for which an “Earth-like” magnetic field is claimed
should be tested against these observations.
In recent years, numerous numerical dynamo mod-
els have been published, which reproduce princi-
pal aspects of the Earth’s magnetic field. The first
self-consistent, fully three-dimensional computa-
tions of convection-driven dynamos by Glatzmaier
and Roberts (1995a) and Kuang and Bloxham
(1997) generated dipole-dominated magnetic fields
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resembling the Earth’s field. They also showed prop-
erties that have been suggested as characteristic for
the geomagnetic field, such as westward drift of
magnetic structures at reasonable rates, regions of
low secular variation as in the Pacific hemisphere
(Kuang and Bloxham, 1998), and flux patches at the
core-mantle boundary (CMB) at about 60◦ latitude
(Christensen et al., 1998). Despite many differences
between the models, i.e. various approximations
to the magneto-hydrodynamic equations, different
boundary conditions, and different choice of param-
eter values, these and other authors (Kageyama and
Sato, 1997a,b,c; Katayama et al., 1999; Sakuraba and
Kono, 1999; Olson et al., 1999) report a strong domi-
nance of the axial dipole. In most of these models, the
dipole axis remains very stable within a few degrees
of the rotation pole without any sign for reversals.
Glatzmaier and Roberts (1995a) were the first to
report a dipole reversal in a numerical simulation.
Several polarity reversals occured in the models of
Kida et al. (1997) and Kida and Kitauchi (1998),
although in a nearly periodic fashion. Kageyama
et al. (1999) found one reversal in their simulation.
Sarson and Jones (1999) studied reversals in the
so-called 2.5-dimensional model in which only one
non-axisymmetric mode is retained and suggested that
“buoyancy surges” in the rising plumes located in the
polar axes trigger reversals. Glatzmaier et al. (1999)
demonstrated in computations with different heteroge-
neous heat flux conditions at the CMB that the pattern
of the imposed heat flow has a strong effect on the
reversal frequency. However, despite some progress,
both the mechanisms of reversals and the conditions
for reversals to occur remain poorly understood.
Apart from one exception (Kida and Kitauchi,
1998), stochastically reversing dipolar fields have
been observed so far only in models that either use
hyperdiffusivities (Glatzmaier and Roberts, 1995a,b;
Glatzmaier et al., 1999) or apply unphysical mag-
netic boundary conditions that might influence the
dynamic behaviour (Kageyama et al., 1999). The
concept of hyperdiffusivities means that the viscosity
and/or magnetic diffusivity strongly increases with
the harmonic degree , resulting in effective damping
of small scaled structures. It is mainly an expedi-
ent to ensure numerical stability, but the anisotropic
diffusivities affect the dynamics of convection signif-
icantly (Zhang and Jones, 1997) and could artificially
produce magnetic field reversals, as demonstrated by
Grote et al. (2000b).
Obviously, the reversals and excursions are not a
common feature of dynamo models and it is unclear
what conditions are required for obtaining them. A
few systematic parameter studies in which the funda-
mental control parameters have been varied did not
provide a clue on the question of reversals. Grote
et al. (1999, 2000a) found regions in the parame-
ter space of non-reversing dipolar, quadrupolar and
hemispherical dynamos, respectively. Christensen
et al. (1999) mostly obtained solutions dominated by a
strong and stable dipole at parameter values compara-
ble to the ones used by Grote et al., which suggests that
the different thermal and mechanical conditions em-
ployed in the two studies have a decisive effect. This
was further demonstrated by Kutzner and Christensen
(2000), who obtained with purely internal heating
small-scaled magnetic fields with negligible contribu-
tion of the dipole, whereas chemically driven convec-
tion was found to stabilize the axial dipole field.
Here, we extend our systematic study for different
modes of driving convection towards higher Rayleigh
number (Ra). We concentrate in particular on the
time-dependent behaviour of the reversing dynamos
that we find when Ra exceeds a critical value.
2. The numerical model
2.1. Model and governing equations
We use a three-dimensional numerical model that
solves the equations of convection and magnetic field
generation in a rotating spherical shell with the ge-
ometry of the Earth’s outer core, i.e. the inner radius
is 0.35057 times the outer radius. Inbetween the
co-rotating and rigid boundaries, there is an electri-
cally conducting Boussinesq fluid whilst the mantle
and the inner core are assumed to be insulating.
Hollerbach and Jones (1993) and Gubbins (1999)
suggested that the finite magnetic diffusion time of
the Earth’s inner core strongly influences the reversal
behaviour and in particular precludes too frequent
reversals. However, in a study parallel to ours, Wicht
(submitted for publication) found only small differ-
ences between dynamo models with conducting and
insulating inner core in the same parameter range as
we use.
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We solve the following dimensionless equations:
E
qPr
(
∂u
∂t
+ u · ∇u
)
+ 2zˆ× u+ ∇P
= E∇2u+ Ra q Pr r
ro
T + (∇ × B)× B (1)
∇ · u = 0 (2)
∂T
∂t
+ u · ∇T = q∇2T + S (3)
∂B
∂t
= ∇ × (u× B)+ ∇2B (4)
whereB, u and P are magnetic induction, velocity and
pressure perturbation, respectively. T can stand either
for temperature or for composition, i.e. concentration
of a light element. The scaled temperature Eq. (3) in-
cludes a term S for volumetric sources or sinks of
buoyancy. The fundamental scales for length, time
and magnetic induction are D, D2/η and (ρηΩ)1/2,
respectively, where D is the shell thickness, η the
magnetic diffusivity, ρ the density and Ω the basic
rotation rate about the z-axis. Non-dimensional in-
put parameters are the Prandtl number Pr = ν/κ
(which is fixed at 1 for all calculations), the modified
Ra = αgoTcondD/(νΩ), the Ekman number E =
ν/(ΩD2) and the Roberts number q = κ/η. Here ν
is the kinematic viscosity, κ the thermal or compo-
sitional diffusivity, α the thermal expansivity, go the
gravity at the outer radius ro, and Tcond the con-
ductive temperature (or compositional) difference be-
tween the inner and outer boundaries. The Tcond is
Table 1
Investigated driving modes: thermal (model types 1–7) or chemical (model types 8 and 9) boundary conditions and values of volumetric
source/sink term S
Number Model type Boundary conditions for temperature T
or composition
Buoyancy sources/sinks
in volume, S
ICB CMB
1 Fixed T T = 1 T = 0 0.0
2 Internal heating/secular cooling ∂T /∂r = 0 T = 0 1.0
3 Fixed flux ICB with 50% internal heating ∂T /∂r = constant T = 0 0.5
4 Fixed flux ICB with 10% internal heating ∂T /∂r = constant T = 0 0.1
5 Fixed flux ICB ∂T /∂r = constant T = 0 0.0
6 Fixed flux at both boundaries ∂T /∂r = constant ∂T /∂r = constant 0.0
7 Fixed flux CMB T = 1 ∂T /∂r = constant 0.0
8 Chemical convection T = 1 ∂T /∂r = 0 −1.0
9 Chemical convection with fixed flux ICB ∂T /∂r = constant ∂T /∂r = 0 −1.0
either the imposed temperature contrast (model type 1)
or needs to be calculated for the different source/sink
distributions for T in model types 2–9 (see later). The
combination E/qPr has been termed the (magnetic)
Rossby number by Kuang and Bloxham (1999).
2.2. Driving convection
In our models, the convection can be driven in
various ways, for example, by a fixed temperature
contrast (model type 1), by internal heating, or compo-
sitionally, which corresponds to the release of a light
element at the inner core boundary (ICB) as the inner
core freezes. An overview of the investigated sets of
boundary conditions and values of the source/sink
term S is given in Table 1. Model types 2–5 keep the
temperature at the outer boundary constant while the
rate of internal heating is varied. Internal heating and
secular cooling are formally equivalent. The internal
heat sources S are assumed to be homogeneously dis-
tributed in the volume V of the outer core. In model
type 2, all the heat is generated in V , in model type 3
only half of the total heat is generated in V , whereas
the other half comes from an imposed heat flux at
the inner boundary. The time-averaged heat fluxes
at the outer boundary are the same for these four
models.
Following Weinstein and Olson (1990), we show
that a volumetric sink term (negative S) and a no-flux
condition on the outer boundary are appropriate for
modelling purely chemical convection. For an end-
member model, we assume that the heat transported
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in the core equals exactly the flux that is conducted
along the adiabat, and convection is due to compo-
sitional density differences alone. The compositional
transport equation is:
∂C
∂t
+ u∇C = κ∇2C (5)
where C the concentration of the light constituent of
the core fluid. Since the light element cannot leave the
core, a no-flux condition holds at the outer boundary.
We split C into a mean (reference) value C0 and the
fluctuating part T
C(r, θ, φ, t) = C0(t)+ T (r, θ, φ, t) (6)
As the light element gets released constantly at the
inner boundary, there is a secular increase of C0 with
time. For simplicity we assume linear growth:
C0(t) = C0(0)+ γ t (7)
By inserting Eqs. (6) and (7) into Eq. (5), one obtains
an effective sink term in the transport equation for the
perturbation concentration
∂T
∂t
+ u∇T = κ∇2T − γ (8)
The scaled form of Eq. (8) is formally equivalent to
the temperature Eq. (3) with a negative S.
2.3. Numerical method
We use a modified version of a code originally
developed by Glatzmaier (1984). The velocity and
magnetic field vectors are expressed in toroidal and
poloidal scalars that are expanded along with the tem-
perature (compositional) field and the pressure field
in spherical harmonic functions in the angular vari-
ables θ and φ and in Chebychev polynomials in the
radial direction. The non-linear terms in the equations
(advection and Lorentz forces) and the Coriolis force
are treated explicitly and are computed on a grid in
physical space. The transformation between grid space
and spectral representation is alias-free. For each har-
monic mode the radial variation is calculated by a col-
location method operating on the linear terms in the
equations and the six scalar variables are advanced
simultaneously by a second-order Adams–Bashforth
method at each time step. The length of the time-step
is controlled by Courant criterion based on both the
fluid velocity and a modified Alfvén-velocity. We do
not use hyperdiffusivities. A more detailed descrip-
tion is found in Glatzmaier (1984) and Olson and
Glatzmaier (1995), and concerning the time-step con-
trol in Christensen et al. (1999).
2.4. Initial conditions
Most of the simulations have been started from
the results of other runs with not too different
parameters in order to minimize the time that the
dynamo needs to adjust to its new conditions. We
monitored the variation of kinetic and magnetic en-
ergy with time to make sure that the models reach
statistical equilibrium. Integration times for the ap-
proximately 50 runs were between 1 and 23 magnetic
diffusion times, with approximately 7 being a typical
value.
In one case whose parameters are close to a regime
boundary (model type 4 withE = 3×10−4, Ra = 585,
q = 3) we verified that the solution does not depend on
the initial condition. The dynamo settled after two to
five magnetic diffusion times into a state characterized
by a non-reversing dipolar magnetic field, irrespective
of the starting condition, which was in one case a
dipolar dynamo at lower Ra and in the other case a
model with a weak and chaotically reversing dipole
contribution to the magnetic field.
2.5. Spatial resolution
Christensen et al. (1999) suggested that a dynamo
calculation is decently resolved if the kinetic and mag-
netic energies drop by more than a factor of 100 from
the spectral maximum to the cut-off wavelength. But
even when the resolution was so low that the criterion
was violated, they found the time-averaged energies
and energy distributions at long wavelengths and near
the spectral maximum to be very similar. Here, we
choose the numerical grid such that the rule of thumb
of a factor 100 decay in the spectra is always satisfied
for the kinetic energy and for the dipole-dominated
dynamos at low and moderate Ra also for the mag-
netic energy. Unfortunately, at high Ra the magnetic
energies fall off so slowly with the harmonic degree 
that even at resolutions with max = 85, which is the
practical limit for our simulations, this criterion can-
not be satisfied.
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Fig. 1. Resolution test for the highest Ra case: chemical convection at Ra = 38 × Racrit, E = 3 × 10−4, q = 3. Time-averaged spectra of
magnetic energy as a function of spherical harmonic degree . The spectra are normalized with the total energy.
To test whether this has a serious influence on the
solution, we performed a resolution test for one of
the models with the highest Ra. Fig. 1 shows that
the long- and intermediate-wavelength structures in
the magnetic field up to approximately  = max/2
are not affected by the choice of the spectral cut-off.
The peak of the spectrum is in good agreement for
all truncations, merely the total magnetic energy is
overpredicted by about 25% for the coarsest resolu-
tion max = 42. We use max ≥ 64 and Chebychev
expansions up to 39 or 47 in all cases with high Ra.
3. Results
For each model, we calculated several time-averaged
properties. The magnetic Reynolds number Rem =
urmsD/η is based on the rms velocity in the shell.
The Nusselt number Nu is given by the boundary heat
flow relative to the conductive heat flow in model
type 1, whereas in other cases it is definded as Nu =
Tcond/Tconv with Tconv the time-averaged tem-
perature (compositional) contrast between the inner
and outer boundaries. The magnetic energy density in
the shell is given by:
Emag = 12VsEqPr
∫
Vs
B2 dV (9)
and the kinetic energy as:
Ekin = 12Vs(qPr)2
∫
Vs
u2 dV (10)
where Vs refers to the volume of the fluid shell.
Overbars indicate the time-average. Aside from the
volume-averaged field, we also list the rms intensity
of the magnetic field on the outer boundary B¯CMB.
Because the dipole, in comparison to the total field, is
of particular interest, we calculate the contribution of
the dipole to the magnetic energy density in the shell,
E¯=1mag , and to the CMB field strength, B¯dip. We gen-
erally find that the relative contribution of the dipole
to the CMB field agrees with the contribution of the
 = 1 term to the poloidal magnetic field averaged
over the volume of the shell. Finally, the average tilt
of the dipole axis of the external field is listed for
those cases which show a stable dipolar field.
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Table 2
Critical Ra for some of the model types
Model type E = 10−3 E = 3 × 10−4 E = 10−4
Fixed T (1) 55.9 60.8 69.7
100% internal
heating (2)
52.2 67.8 91.9
50% internal
heating (3)
52.9 61.1 73.9
Chemical
convection (8)
53.2 56.1 62.2
Accuracy: ±0.5%.
Table 2 lists critical Ra for some of the model types.
A summary of results is given in Tables 3 and 4. In
some figures we also include data that have been re-
ported before by Christensen et al. (1999) and Kutzner
and Christensen (2000).
3.1. Fixed temperature contrast
We explored the parameter space most extensively
for convection driven by a fixed temperature contrast
(model type 1), by systematically varying all the con-
trol parameters except the Prandtl number. In all three
values of the E that we studied, we find two distinct
dynamo regimes that are separated by a surprisingly
clear boundary. Fig. 2 shows the time-averaged rms
values of the magnetic field at the outer boundary
Table 3
Dynamo data for model type 1 (fixed T )
E q Ra Rem Nu E¯mag E¯=1mag (%) B¯CMB B¯dip Tilt (◦)
10−3 6 300 160 2.06 1020 12.0 1.18 0.60 6.9 (3.7)
3 × 10−4 2 990 255 4.01 ≈10 1.4 0.02 0.002 r
3 × 10−4 2 1350 314 4.74 670 1.1 0.19 0.02 r
3 × 10−4 5 380 195 2.33 460 13.0 1.18 0.70 4.8 (2.7)
3 × 10−4 3 380 117 2.23 3350 20.0 0.78 0.57 4.0 (2.3)
3 × 10−4 3 630 199 3.10 3850 12.0 0.89 0.50 3.5 (1.9)
3 × 10−4 3 810 308 3.75 390 1.3 0.17 0.03 e
3 × 10−4 3 990 350 4.25 1050 1.5 0.31 0.06 r
3 × 10−4 3 1350 437 4.77 1750 0.9 0.40 0.03 r
3 × 10−4 3 2130 592 5.85 3800 0.8 0.63 0.04 r
10−4 0.67 1500 158 5.88 1300 2.8 0.09 0.02 r
10−4 0.67 2000 194 7.04 2800 2.2 0.14 0.02 r
10−4 0.67 2500 221 7.32 8000 2.6 0.24 0.04 r
10−4 1 2000 273 6.51 6400 1.4 0.28 0.04 H
10−4 2 1050 229 4.20 22000 15.0 1.01 0.66 3.1 (1.7)
10−4 2 1750 465 6.04 7600 0.9 0.44 0.04 r
Tilt: average tilt of dipole axis with standard deviation in braces; e: excursions; r: reversals of dipole axis; H: hemispherical dynamo.
(or CMB). At small Ra or q, no self-sustaining dy-
namos are found. The magnetic energy merely decays
away exponentially (dark shaded region, model runs
with decaying magnetic fields are indicated by stars).
For moderate Ra, magnetic fields with a strong dipole
contribution are obtained. At the onset of dynamo ac-
tion at comparatively low Ra and low q, the dipole
contributes more than a third to the total magnetic en-
ergy inside the sphere. At the CMB, more than 50%
of the rms field strength is carried by the dipole field.
The tilt angle of the dipole axis is a few degrees on
average and rarely exceeds 10◦ during brief periods.
The dipole dominance vanishes at a certain RaR
which is indicated by the dashed vertical line. Beyond
RaR, the energy of the dipole part typically drops to
less than 3% of the total magnetic energy averaged
over the sphere. At the CMB, the dipole field con-
tributes approximately 10% to the total rms field, but
the fraction is highly variable in time. The dipole tilt
angles range between 0 and 180◦, but still with a pref-
erence for high latitudes (shown later). A particular
case with a weak dipole contribution is a hemispheri-
cal dynamo described by Grote et al. (2000a), where
the dynamo is active only in one hemisphere. Here,
we found a single example of this type, marked by an
“H” in Table 3.
The boundary between the two regimes exhibits
no obvious dependence on the q. It shifts to higher
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Table 4
Dynamo data for model types 2–9 at q = 3
E Ra′ Rem Nu E¯mag E¯=1mag (%) B¯CMB B¯dip Tilt (◦)
Type 2: 100% internal heating
3 × 10−4 255 215 3.36 10 0.7 0.04 0.0001 Q
3 × 10−4 400 331 5.26 880 0.8 0.38 0.02 –
10−4 216 120 2.10 50 0.9 0.05 0.0001 –
10−4 234 135 2.42 450 1.0 0.15 0.005 –
10−4 306 202 3.71 1500 1.0 0.29 0.02 –
Type 3: 50% internal heating
3 × 10−4 450 212 2.80 10 1.4 0.03 0.003 r
3 × 10−4 660 295 3.86 440 1.1 0.21 0.02 r
3 × 10−4 1020 396 5.02 1900 1.0 0.49 0.05 r
Type 4: 10% internal heating
3 × 10−4 227 81 1.71 920 23.0 0.37 0.31 –
3 × 10−4 390 137 2.48 2650 18.0 0.74 0.51 2.9 (1.5)
3 × 10−4 435 151 2.67 3000 17.0 0.81 0.53 3.3 (1.8)
3 × 10−4 585 208 3.32 2700 11.0 0.76 0.42 3.1 (1.8)
3 × 10−4 879 338 4.41 1000 1.3 0.29 0.03 r
3 × 10−4 1386 453 5.59 2750 1.0 0.54 0.05 r
3 × 10−4a 882 605 4.39 3400 1.1 0.91 0.09 r
Type 5: fixed flux at ICB
3 × 10−4 240 88 1.75 860 21.0 0.35 0.29 –
3 × 10−4 363 122 2.32 2750 20.0 0.73 0.54 2.7 (1.5)
3 × 10−4 461 155 2.74 3200 16.0 0.81 0.53 2.3 (1.4)
3 × 10−4 615 218 3.42 2750 11.0 0.76 0.42 3.3 (1.9)
3 × 10−4 930 349 4.52 1100 1.1 0.32 0.04 r
3 × 10−4 1470 465 5.72 3050 1.1 0.58 0.07 r
Type 6: fixed flux at CMB and ICB
3 × 10−4 236 122 1.79 50 8.0 0.06 0.04 0.0 (0.0)
3 × 10−4 378 135 2.56 3700 15.0 0.79 0.48 5.3 (2.3)
3 × 10−4 421 153 2.75 3850 13.0 0.84 0.48 5.9 (2.9)
3 × 10−4 597 217 3.52 4400 10.0 0.95 0.46 5.3 (2.7)
3 × 10−4 900 320 4.67 4600 6.0 0.96 0.39 5.0 (2.7)
Type 7: fixed flux at CMB
3 × 10−4 641 205 3.28 5700 9.0 1.06 0.51 7.0 (2.9)
3 × 10−4 972 311 4.32 4800 6.0 0.97 0.39 4.8 (2.5)
3 × 10−4 1509 486 5.57 3350 1.3 0.59 0.08 r
10−4 1004 124 2.09 12000 17.0 0.76 0.52 5.9 (3.5)
Type 8: chemical convection
3 × 10−4 233 77 1.87 3250 21.0 0.67 0.53 –
3 × 10−4 315 107 2.13 3100 16.0 0.56 0.43 4.6 (2.4)
3 × 10−4 387 122 2.38 3800 15.0 0.68 0.48 6.6 (3.1)
3 × 10−4 573 174 2.92 4100 11.0 0.73 0.47 –
3 × 10−4 870 258 3.86 3700 7.5 0.66 0.37 4.0 (2.1)
3 × 10−4 1328 383 5.05 4100 3.6 0.60 0.25 e
3 × 10−4 1746 486 5.77 3800 1.8 0.42 0.10 r
3 × 10−4 2135 560 6.29 4500 1.4 0.44 0.07 r
Type 9: chemical convection with fixed flux ICB
3 × 10−4 380 128 2.44 2300 15.0 0.49 0.37 –
Dash (–): no dipole tilt due to an imposed two-fold symmetry in longitude; Q: field has quadrupolar symmetry. Further explanations see
Table 3.
a Here, q = 6.
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Fig. 2. Time-averaged magnetic fields at CMB for fixed T (type 1) at E = 10−3, 3 × 10−4 and 10−4. Shown are the rms fields as a
function of Ra (normalized with its critical value) and the q. Circle area indicates total field, grey inner circles indicate the dipole field. No
dynamos in the dark shaded N regions (stars); S: regime of stable, dipole-dominated dynamos; R: dynamos with small dipole contributions
and reversing dipole polarities.
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Fig. 3. Time-averaged kinetic and magnetic energy densities in the shell as a function of Ra/Racrit for fixed T (model type 1), E = 10−4,
q = 2. The regime of stable, dipole-dominated (S) dynamos for Ra/Racrit < RaR is separated from a regime of dynamos with small and
reversing dipole contributions (R).
supercritical Ra as the E decreases, with an approxi-
mate dependence RaR/Racrit  0.1E−3/5 in the range
of E covered by our calculations.
Fig. 3 shows the kinetic and magnetic energies for a
line through the parameter space at E = 10−4 and q =
2. While the kinetic energy grows continuously with
Ra, the magnetic energy nearly saturates in the dipolar
regime and drops significantly at the boundary to the
reversing regime, before it rises again with increasing
Ra. At this boundary the kinetic energy starts to exceed
the magnetic energy.
At low q, the two regimes can be separated by a
gap. At E = 10−3 (upper plot of Fig. 2) and q =
4, there is self-sustained dynamo action for low and
high Ra, but not at intermediate values (≈5–11 times
supercritical). For E = 10−4 the two regimes are more
interlocked.
As mentioned in Section 2.4, we tried to deter-
mine if hysteresis occurs at the transition between the
regimes, i.e. whether both solution branches coexist
for values of Ra close to RaR, but we did not detect
any. Though it sometimes took several magnetic diffu-
sion times until the new state was established, our final
solution did only depend on the control parameters.
3.2. Influence of boundary conditions and driving
modes
As the next step, we compare the dynamos at fixed
parameters E = 3×10−4 and q = 3 for different driv-
ing modes (model types 1–9) at different Ra. Since
the scaled temperature (or compositional) contrast be-
tween the inner and outer boundaries is less than one,
if a flux condition is involved at one of the bound-
aries, we compare the cases 2–9 as a function of the
effective Rayleigh number Ra′ = RaNu.
Fig. 4 shows the intensities of the total magnetic
field and of its dipole component at the CMB as a
function of Ra′. The tilt of the dipole axis of the
non-reversing models is a few degrees on average
throughout and there is no obvious dependence of the
average tilt on Ra or the driving mode. For virtually all
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Fig. 4. E = 3×10−4, q = 3. Magnetic fields at the CMB for various driving modes as a function of Ra′. Circle areas indicate time-averaged
fields as in Fig. 2.
driving conditions, we find a regime with strong dipo-
lar magnetic fields of stable polarity (S) at low Ra and
a regime with weaker dipole contributions of reversing
polarity (R) at high Ra. This implies that the existence
of two regimes is a robust feature that does not depend
on a particular thermal boundary condition. Only for
the largely internal heated model types 2 and 3 there is
no dipole-dominated regime here, even the dynamos
near the boundary to the non-magnetic regime have
dipole parts that contribute no more than 2% to the
total magnetic energy. In one case with 100% internal
heating at E = 10−4 and q = 2, we find a field with
a quadrupolar symmetry (Br symmetric with respect
to the equator) at the onset of dynamo action.
The domain boundary for model types 4–8 is not
as sharp as for fixed T (model type 1). There is a
smooth transition from the dipole-dominated regime
towards dynamos with smaller dipole contributions.
Fig. 5 shows mean energies for the chemical con-
vection case at E = 3 × 10−4, q = 3 (model type 8
in Fig. 4). In contrast to the fixed T case the total
magnetic energy changes little, even across the regime
boundary whereas the dipole contribution steadily de-
creases with Ra. For Ra that are up to 15 times super-
critical, the magnetic energy is higher than the kinetic
energy and the dynamos have stable dipole axes with
the dipole contributing 50–75% to the rms field at the
CMB. The dynamo at Ra = 24 × Racrit is stable dur-
ing most of the time but occasionally the dipole mo-
ment drops strongly and an excursion of the dipole
axis occurs. The dynamos for Ra > 24 × Racrit are
in the reversing regime with E=1mag < 2% of the total
magnetic energy in the sphere. Nevertheless, the field
at the CMB is dipole-dominated during extended pe-
riods of time. On time-average, the dipole contributes
approximately 25% to the rms field at Ra = 31×Racrit
and 15% at Ra = 38 × Racrit .
3.3. Polarity reversals
For dynamos far beyond the regime boundary
Ra  RaR or for the largely (≥50%) internally heated
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Fig. 5. Energy densities vs. Ra for chemical convection (type 8) at E = 3× 10−4, q = 3. The letters e: magnetic dipole shows excursions;
r: dipole reverses. The vertical bars indicate the standard deviations of the time-averaged values.
Fig. 6. Time series for the fixed T condition (type 1) at E = 3 × 10−4, q = 2, Ra = 22 × Racrit . Upper panel: tilt of the dipole axis
at the CMB with a histogram of the probability of the dipole tilt to fall within one-degree bins to the left. Lower panel: thick (thin) line
shows the total (dipole) rms field strength at the CMB.
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dynamos the polarity reversals of the dipole have
probably not much significance, because the dipole
makes only a minor contribution to the CMB field.
However, although the dipole axis now assumes all
possible tilt angles, it still shows a distinct preference
to align with the rotation axis. Fig. 6 shows the ex-
ample of such a case where the dipole contributes on
average 9% to the total rms field strength at the CMB.
Despite strong fluctuations of the dipole axis, it stays
preferentially within 30◦ of either rotation pole.
Dynamos in the vicinity of the regime boundary
Ra  RaR build up a significant magnetic dipole com-
ponent for certain time spans. These are interrupted
by stages where the energy of the dipole breaks down,
leading to erratic fluctuations of the dipole axis until
the dipole stabilizes again.
Fig. 7 illustrates the variation with time of the CMB
magnetic field for the chemical convection dynamos
from Fig. 5 at different Ra. The dipole axis is stable
and closely aligned with the rotation axis for the lowest
Ra (16 times supercritical). The most frequent value of
the tilt angle is 3◦, and it never exceeds 14◦ during the
run. The dipole component dominates at the CMB and
its intensity fluctuates only in a fairly narrow interval.
At the intermediate value of the Ra (24 times super-
critical), the dipole dispersion curve is a bit broader
with a peak at 5◦. The dipole is stable during most
of the time, however, we observe three events during
which the dipole axis temporarily crosses the equa-
tor and the dipole moment drops by roughly an order
of magnitude. The time spans during which the tilt
angles greater then 45◦ occur, lie between 0.05 and
0.25 magnetic diffusion times for the different events,
whereas the associated periods of low dipole intensity
are somewhat longer in between 0.2 and 0.4 diffusion
times. Since in all three cases, the dipole builds up in
the same direction as before, we characterize them as
excursions. In the time between two excursions, the
dipole field has an amplitude of 40–50% of the to-
tal field strength. The changes in the total CMB field
strength are partly due to fluctuations of the dipole in-
tensity, but the higher multipole contributions also de-
crease during an excursion, though less strongly. The
fluctuations around the mean are stronger than in the
case of lower Ra.
In the reversing case at the highest Ra (31 times
supercritical), the dipole tilt angles cluster at 7 and
173◦. Apart from completed reversals there are, as in
the intermediate Ra case, some excursions, e.g. at t ≈
0.6 and 5.5. Both the mean CMB field and the rel-
ative dipole contribution to the field are weaker than
in the other two examples. Periods of a weak dipole,
which may typically last 0.3 magnetic diffusion times,
are correlated with erratic behaviour of the tilt angle.
Periods of near-axial dipole orientation are correlated
with strong dipole intensity. During the ≈7 magnetic
diffusion times covered by the calculation, the field
polarities are not yet evenly distributed. The unbal-
ance of the dipole dispersion indicates that very low
frequencies in the time behaviour exist.
Apart from the periods of erratic fluctuations of the
dipole axis, we also observe some well-defined and
rapid reversals between stable dipolar states of op-
posite polarity. Fig. 8 shows snapshots of the radial
magnetic field, upward continued as it would appear
at the surface of the Earth. The variation of dipole tilt
and magnetic field strength at the CMB in the rele-
vant time-span can be seen in Fig. 9 where in con-
trast to Fig. 7 the rms field strength is plotted only for
the first eleven harmonic degrees. This is more suit-
able for a comparison with the geomagnetic core field
whose energy content at small scales is unknown. The
field changes from normal polarity at snapshot t1 to
inversed polarity at t3. Inbetween is a period with low
dipole field intensity and slightly reduced total field in-
tensity (t2). During the transitional period, the surface
field is dominated by higher multipole components.
The field of the dynamo model at the CMB (Fig. 10)
is quite small-scaled in comparison to geomagnetic
core field models (e.g. Jackson et al., 2000). In an ani-
mation, small field patches pop up, migrate and wane.
They can have either polarity in a given hemisphere,
but usually there is a bias for one or the other sign. For
example in the snapshot in Fig. 10, taken before the
reversal, positive Br dominates in the northern hemi-
sphere but there are several pronounced patches with
negative Br. Preceeding the reversal, this bias is re-
duced and eventually one or two strong spots of the
opposite polarity emerge, which then dominate the
magnetic flux in that hemisphere. At large the overall
behaviour looks very agitated, but field patches often
form at low latitudes and migrate in a north-west di-
rection.
Sometimes a pair of flux patches of opposite polar-
ities forms in polar regions and quickly decays. We
observe such an event shortly after the start of the
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Fig. 7. Time series of the magnetic field at the CMB for chemical convection (model type 8), E = 3 × 10−4, q = 3. Upper panel: stable
dipole (S) regime at Ra = 16×Racrit ; middle panel: excursions at Ra = 24×Racrit ; lower panel: reversing (R) regime at Ra = 31×Racrit .
Each panel shows the tilt of the dipole axis at the CMB in the upper plot (with a histogram to the left) and the rms field strength at the
CMB in the lower plot (thick line), the thin line denotes the dipole field alone. Note that the time-series is twice as long in the middle panel.
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Fig. 8. Radial magnetic field of the dynamo from Fig. 7, bottom (Ra = 31×Racrit ), continued to the Earth’s surface. Full contours negative,
broken positive values, contour step is 0.004. The white contour marks the magnetic equator. Snapshots are 0.035 magnetic diffusion times
apart.
reversal at t ≈ 1.866 and find it correlated with a
buoyancy surge in the polar plume. Sarson and Jones
(1999) found that such surges cause a reversal in their
model. However, in our case it does not seem to play
an essential role for the reversal, which has started
well before the surge occurs. We observe such en-
hanced plume flow also during intervals with stable
polarity. The flux pair can be interpreted as expulsion
of toroidal field by the upwelling flow, and the patches
of opposite flux annihilate rather quickly.
4. Comparison with the Earth
We scale our model to the Earth assuming a den-
sity of 104 kg/m3 and a conductivity of 6 × 105 S/m
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Fig. 9. Blow-up of Fig. 7, bottom. Upper panel: time-series of dipole tilt. Lower panel: thick line shows rms field strength in harmonic
modes from  = 1, . . . , 11, thin line denotes rms field strength of dipole ( = 1). Timings of the snapshots from Fig. 8 are marked by
dashed vertical lines.
in the core. A non-dimensional CMB dipole field in-
tensity of 0.1 then translates into a dipole moment of
≈ 3.3 × 1022 A m2. The average dipole moments of
the chemical convection driven models from Fig. 7
are 12.0, 6.4 and 3.8 ×1022 A m2 for Ra/Racrit = 16,
24 and 31, respectively. The average dipole moment
Fig. 10. Radial component of CMB magnetic field of dynamo from
Fig. 9. View onto the north pole at t = 1.835. Positive (negative)
Br in shaded (white) areas, contour step is 0.16.
of the highest Ra model is thus lower than that for
present-day Earth (8 × 1022 A m2), but it can exceed
this value during periods with a strong dipole field.
From paleomagnetic data, the Earth’s long-term aver-
age dipole intensity is in the range of (4–6)×1022 A m2
(Dormy et al., 2000). Hence our reversing dynamo
model has a dipole moment slightly on the low side,
whereas the model that shows excursions but no rever-
sals is slightly on the high side. Chaotic fluctuations of
the dipole strength are present on various time-scales
for any of the models from Fig. 7, however, they are
most pronounced in amplitude for the higher Ra cases.
Fig. 11 compares the CMB field spectra, aver-
aged for different periods in time, from the high-Ra
chemical convection model with the spectrum of the
Earth’s field from 1980. During periods of a stable
axial dipole, the model spectrum is in relatively good
agreement with that of the present-day Earth, how-
ever, the average dipole contribution is a bit lower
and the power in degrees  ≥ 8 is a bit higher in the
model. During excursions and reversals the contribu-
tion of the dipole is smaller than any other component
up to degree 11.
In order to compare the reversal frequency in the
model with that from the paleomagnetic record, we
have to define what constitutes a completed rever-
sal. To exclude periods of erratic fluctuations of the
dipole tilt that have little significance when the dipole
44 C. Kutzner, U.R. Christensen / Physics of the Earth and Planetary Interiors 131 (2002) 29–45
Fig. 11. Power spectrum of the magnetic field as a function of
harmonic degree  for the Earth 1980 at the CMB (thick grey
line) and at the surface of the reversing model from Fig. 7, bottom
(black lines with diamonds). Broken line: time-average from a
period with a stable dipole axis (between magnetic diffusion times
4.5 and 5.2); solid line: time-average from an unstable period
(t = 1.5–1.7).
strength is low, we require that not only the dipole
axis crosses the equator but also that the dipole field
strength exceeds 0.1 at one time in the new polar-
ity state. In the high Ra case of Fig. 7, we observe
five reversals during seven magnetic diffusion times,
which is slightly high compared to the mean reversal
frequency from paleomagnetism. However, the model
run time is still somewhat short for a reliable statistics
of the reversal frequency.
When we define the duration of a reversal as the
time interval during which the dipole axis deviates by
more than 30◦ from the rotation axis, we arrive at about
0.01–0.04 magnetic diffusion times for the reversals
in Fig. 7, bottom (see also Fig. 9). With our cho-
sen scaling, this translates into ≈1500–6500 years, in
agreement with the estimated duration of geomagnetic
reversals (Merrill and McFadden, 1999). Also, as in
the case of the Earth, the reversals are associated with
dipole intensity lows that last longer than the phases
of intermediate dipole tilt and the field structure is
non-dipolar during reversals. Excursions are very sim-
ilar to reversals in our model, but the dipole just builds
up in the same direction as before its intensity low.
However, while several aspects agree well with what
is known for the Earth, we also find in our preferred
model rather long periods of low dipole intensity with
large and erratic fluctuations of the dipole axis (e.g.
between t1 = 1.5 and t2 = 1.7), which do not seem
to exist in the paleomagnetic record.
5. Conclusions
Here, we show that the occurrence and frequency of
dipole reversals is not only controlled by the heat flow
pattern at the CMB (Glatzmaier et al., 1999) or possi-
bly by the conductivity of the inner core (Hollerbach
and Jones, 1993), but also by the fundamental control
parameters, in particular Ra. We find in numerical dy-
namo models two regimes that differ in the structure
of the large-scale magnetic field and its variation with
time. At relatively low Ra above the critical value
for the onset of dynamo action the magnetic field is
dominated by a stable (non-reversing) axial dipole.
At high Ra, the dipole contribution is comparatively
weaker and fluctuates in direction, but still shows a
statistical preference to align with the rotation axis.
Aside from Ra, the mode of driving convection, i.e.
the distribution of sources and sinks of buoyancy,
controls the regime selection. For convection driven
by a fixed temperature contrast the regime boundary
is very sharp, but with a flux condition on one or both
boundaries or with internal sources/sinks of heat, the
transition between the two regimes is more grad-
ual. The regime boundary is shifted towards higher
supercritical Ra with decreasing E.
In the transitional range between the two regimes we
find dynamos that resemble the geodynamo in differ-
ent aspects. Here, the dynamo switches back and forth
between two states, one with a dominant axial dipole
and one with a weak dipole contribution and unstable
directions. Reversals or excursions occur when the dy-
namo enters into the latter state and then recovers the
stable dipole regime. The semblance to the geodynamo
can be surprisingly good for some dynamos in terms
of average dipole moment, reversal frequency, dura-
tion of reversals and variation of field intensity before
and after a reversal. However, this requires fine-tuning
of Ra. When Ra is slightly too low, the dipole is too
strong and stable and vice versa for too large Ra.
Since it is unlikely that “Earth-like” behaviour of the
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geodynamo depends on Ra falling into a narrow range,
the significance of our result is not clear. All current
numerical models of the geodynamo strongly overem-
phasize viscous friction, i.e. they assume too low val-
ues of Ra and too high values for E and the q. We
can only speculate that in a regime where viscosity
becomes negligible the parameter range for dynamos
with an Earth-like time-dependence of the dipole and
non-dipole parts of the magnetic field may become
much wider.
Acknowledgements
We are grateful for support by the Deutsche
Forschungsgemeinschaft through grant Ch77/11.
References
Christensen, U.R., Olson, P., Glatzmaier, G.A., 1998. A dynamo
model interpretation of geomagnetic field structures. Geophys.
Res. Lett. 25, 1565–1568.
Christensen, U.R., Olson, P., Glatzmaier, G.A., 1999. Numerical
modelling of the geodynamo: a systematic parameter study.
Geophys. J. Int. 138, 393–409.
Dormy, E., Valet, J.-P., Courtillot, V., 2000. Numerical models
of the geodynamo and observational constraints. Geochem.
Geophys. Geosyst., 1, Paper number 2000GC000062.
Glatzmaier, G.A., 1984. Numerical simulations of stellar
convective dynamos. I. The model and method. J. Comput.
Phys. 55, 461–484.
Glatzmaier, G.A., Roberts, P.H., 1995a. A 3D convective dynamo
solution with rotating and finitely conducting inner core and
mantle. Phys. Earth Planet Int. 91, 63–75.
Glatzmaier, G.A., Roberts, P.H., 1995b. A 3D self-consistent
computer simulation of a geomagnetic field reversal. Nature
377, 203–209.
Glatzmaier, G.A., Coe, R.S., Hongre, L., Roberts, P.H., 1999.
The role of the Earth’s mantle in controlling the frequency of
geomagnetic reversals. Nature 401, 885–890.
Grote, E., Busse, F.H., Tilgner, A., 1999. Convection-driven
quadrupolar dynamos in rotating spherical shells. Phys. Rev. E
60, 5025–5028.
Grote, E., Busse, F.H., Tilgner, A., 2000a. Regular and chaotic
spherical dynamos. Phys. Earth Planet Int. 117, 259–272.
Grote, E., Busse, F.H., Tilgner, A., 2000b. Effects of
hyperdiffusivities on dynamo simulations. Geophys. Res. Lett.
27, 2001–2004.
Gubbins, D., 1999. The distinction between geomagnetic
excursions and reversals. Geophys. J. Int. 137, F1–F3.
Hollerbach, R., Jones, C.A., 1993. Influence of the Earth’s inner
core on geomagnetic fluctuations and reversals. Nature 365,
541–543.
Jackson, A., Jonkers, A.R.T., Walker, M.R., 2000. Four centuries
of geomagnetic secular variation from historical records. Phil.
Trans. R. Soc., Lond. 358, 957–990.
Kageyama, A., Sato, T., 1997a. Velocity and magnetic field
structures in magnetohydrodynamic dynamo. Phys. Plasma
4 (5), 1569–1575.
Kageyama, A., Sato, T., 1997b. Generation mechanism of a dipole
field by a magnetohydrodynamic dynamo. Phys. Rev. E 55,
4617–4626.
Kageyama, A., Sato, T., 1997c. Dipole field generation by an
MHD dynamo. Plasma Phys. Control. Fusion 39, A83–A91.
Kageyama, A., Ochi, M., Sato, T., 1999. Flip-flop transitions
of the magnetic intensity and polarity reversals in the
magnetohydrodynamic dynamo. Phys. Rev. Lett. 82, 5409–
5412. .
Katayama, J., Matsushima, M., Honkura, Y., 1999. Some
characteristics of magnetic field behavior in a model of MHD
dynamo thermally driven in a rotating spherical shell. Phys.
Earth Planet Int. 111, 141–159.
Kida, S., Kitauchi, H., 1998. Thermally driven MHD dynamo in
a rotating spherical shell. Prog. Theor. Phys. 130 (Suppl.),
121–136.
Kida, S., Araki, K., Kitauchi, H., 1997. Periodic reversals of
magnetic field generated by thermal convection in a rotating
spherical shell. J. Phys. Soc. Jpn. 66, 2194–2201.
Kuang, W., Bloxham, J., 1997. An Earth-like numerical dynamo
model. Nature 389, 371–374.
Kuang, W., Bloxham, J., 1998. Numerical dynamo modeling:
comparison with the Earth’s magnetic field. In: Gurnis, M., et al.
(Eds.), The Core-Mantle Boundary Region, Geodyn Series, Vol.
28. AGU, Washington, DC, pp. 197–208.
Kuang, W., Bloxham, J., 1999. Numerical modeling of
magnetohydrodynamic convection in a rapidly rotating spherical
shell: weak and strong field dynamo action. J. Comput. Phys.
153, 51–81.
Kutzner, C., Christensen, U.R., 2000. Effects of driving
mechanisms in geodynamo models. Geophys. Res. Lett. 27,
29–32.
Merrill, R.T., McFadden, P.L., 1999. Geomagnetic polarity
transitions. Rev. Geophys. 37, 201–226.
Olson, P., Glatzmaier, G.A., 1995. Magnetoconvection in a rotating
spherical shell: structure of flow in the outer core. Phys. Earth
Planet Int. 92, 109–118.
Olson, P., Christensen, U.R., Glatzmaier, G.A., 1999. Numerical
modeling of the geodynamo: mechanisms of field generation
and equilibration. J. Geophys. Res. 104, 10383–10404.
Sakuraba, A., Kono, M., 1999. Effect of the inner core on the
numerical simulation of the magnetohydrodynamic dynamo.
Phys. Earth Planet Int. 111, 105–121.
Sarson, G., Jones, C., 1999. A convection driven geodynamo
reversal model. Phys. Earth Planet Int. 111, 3–20.
Weinstein, S., Olson, P., 1990. Planforms in thermal convection
with internal heat sources at large Rayleigh and Prandtl
numbers. Geophys. Res. Lett. 17, 239–242.
Wicht, J. A conducting inner core in geodynamo simulations. Phys.
Earth Planet Int., submitted for publication.
Zhang, K., Jones, C., 1997. The effect of hyperviscosity on
geodynamo models. Geophys. Res. Lett. 24, 2869–2872.
