and memory [5] . Designing efficient-energy routing protocols is one of the major concerns in WSNs. Once deployed in the network, sensor nodes cannot be replaced. Thus, network operation is highly related to the adequate use and management of nodes' power. Hierarchical routing protocols in WSNs are considered as the most energy-efficient systems that have been widely applied in the past few years [6] . They divide the network into clusters, each of which has a cluster head (CH) serving as an intermediate between the cluster nodes, aka member nodes, and the base station (BS) [7] . The CH has the highest energy level in the cluster; it gathers data, aggregates them and delivers them to the (BS) in a way that minimizes the overall energy consumption in the network.
Low energy adaptive clustering hierarchy (LEACH) [8] is the earliest hierarchically designed protocol using clustering to route information. It is a single-hop routing protocol where data are directly transmitted from the CHs to the BS. However, it has some limitations. First, CHs located far from the BS dissipate more energy than closer ones. As a result, the most distant clusters risk dying much earlier than closer clusters. The direct transmission process used in LEACH is not applicable for large scale networks because it affects the load balancing of the distribution and shortens the operational lifetime of the network. Second, the frequency of data transfer differs from one node to another based on the level of importance of the information detected at each area. This differentiation causes the early death of very active nodes compared to those with average activity, leading to an imbalance in the energy levels between the nodes of the network.
To tackle this problem, this paper proposes a distributed routing protocol based on multi-hop communication between CHs, modeled in a complete graph structure. A multipath routing process for the data was established to help to extend the network lifespan and to drain the nodes' batteries at an evenly balanced rate. More specifically, our protocol builds a hierarchical organization of nodes based on their distance from each other, dividing the network into clusters. Then, it selects and rotates headers in these clusters, based on the differing levels of nodes' energy, to minimize energy waste before the data routing phase to the BS. To establish the routing process, the proposed protocol takes advantage of a distributed intelligent technique inspired by the collective behaviors of ants in nature [9, 10] . It establishes energy-efficient paths, taking into consideration, at each round, the energy state of the whole network.
Contributions
This paper proposes a multi-hop graph-based approach for an energy-efficient routing protocol, known as MH-GEER, in wireless sensor networks, which aims to distribute energy consumption between clusters at a balanced rate and thus extend networks' lifespans.
The salient contributions of this paper are as follows:
1. Taking advantage of an ACO-based algorithm to achieve multi-hop routing; 2. Optimizing the CH route selection chosen by agents by considering not only the residual energy of nodes and their positions but also the traffic load in the links (i.e. quantity of pheromones deposited) and the transmission cost of the latter compared to that of the complete path they have been part of in the past; 3. Providing, using three different scenarios, a comparison of the routing phase of our protocol with that of the original LEACH protocol with regard to two metrics: the residual energy of distant CH nodes and the load balancing of the network.
Structure of the paper
"Related work" section discusses LEACH limitations and reviews the literature on the existing routing protocols that have been proposed to overcome them. "The MH-GEER protocol" section presents the proposed method and the system model used in the paper. A case illustrating the theoretical steps of our protocol and evaluating its performance compared to LEACH is given in "Performance evaluation" section and finally, conclusions and possible future work are described in "Conclusion and future work" section.
Related work
Several hierarchical routing protocols have been proposed for wireless sensor networks in the last few years [8, [11] [12] [13] [14] [15] [16] [17] [18] [19] . Many of them introduced a multi-hop inter-cluster communication approach to extend the network lifetime. LEACH [8] is the first well-known cluster-based protocol for WSN, built upon two phases: the setup phase and the steady state phase. In the setup phase, CHs are selected according to a distributed process, in which each node chooses, independently, to be a CH or not based on a probabilistic formula. The non-CH nodes join their cluster depending on the strength of the signal received from the CH. Next, each CH creates a time division multiple access schedule (TDMA) and sends it to all its cluster member nodes. In the steady state phase, a onehop data transmission from each CH to the BS takes place in the relevant formed topology. LEACH uses a code division multiple access (CDMA) code to reduce inter-cluster interference. After each round, a randomized rotation of CH is conducted to ensure load balancing. However, LEACH has some limitations. It does not consider either the sensor node's residual energy or its position during the CH election process. Moreover, it is a single-hop routing protocol where the direct transmission of data from the CH to the sink node makes it inappropriate for large scale networks since it will cause more energy dissipation and rapid death for distant CHs.
Rather than using single-hop inter-cluster communication, it has been shown that communications in a multi-hop fashion between CHs and the BS promote more energy conservation and scalability compared to the single-hop approach [20] . Therefore, Zhang et al. [13] proposed an intra-cluster multi-hop routing protocol for WSNs called LEACH-WM. Similar to LEACH, their approach has a setup phase and a steady state phase with optimizations. During the latter phase, information in the CH is forwarded through a weight relay node (WR) to the BS. This relay node is a cluster member elected depending on its residual energy and its distance away from the BS. This approach reduces cluster heads' energy dissipation but suffers from unbalanced distribution of the energy in the network: clusters located far away from the BS exhaust their energy rapidly compared to other clusters.
Taj et al. [11] proposed an enhanced LEACH protocol for wireless sensor networks called ICH-LEACH. Their protocol consists of three phases: initialization, cluster setup, and a steady phase. After the BS coordinates have been transmitted to each node in the first phase, in the second phase, clusters are formed and for each a CH is elected. Information about other CHs in the network is recorded in the routing table of each CH. The main improvement in this approach compared to LEACH lies in the use of an intermediate CH as a relay between the sender CH and the BS. However, to evaluate the optimum relay CH in the path, the routing algorithm only considers the sender CH position along with the positions of the relay CH and the BS. A drawback is that this routing algorithm does not consider whether the intermediate CH's state of energy is depleted or overloaded.
A multi-hop technique (MHT) for the improvement of LEACH was proposed by Alnawafi et al. [14] . It distributes all the CHs of the network into two groups based on their distance from the BS: the internal group and the external group. CHs from the first group transmit data directly to the BS, whereas CHs from the second group build their own routing table. The Improved MHT-LEACH protocol (IMHT) [15] extended the previous work by distributing all the CHs into more than two levels. It proposes a consecutive selection of next hop CH through the levels depending on comparisons between the distances separating a certain level CH from another lower level CH or a CH from a BS.
Although these approaches were designed in order to minimize the energy cost of communication, most of them depend only on the distance factor to design routes. The closest nodes to the BS are always selected to route data and hence deplete their energy faster than other nodes. Once routes are defined, they are unchangeable during the whole operational time of the network, thus influencing its load balance. In this respect, introducing the energy factor along with the distance factor when selecting the next hops of routing protocols in WSNs will optimize the load balance of the network.
An approach aiming to expand the network's lifetime using efficient data delivery to the BS was proposed by Biradar et al. in [16] . It partitioned the entire network into various clusters and provided two sorts of communication operations. The first is an intracluster communication, in which the CH collects information from the member nodes and transfers it, after being aggregated, directly to the BS or through intermediate CHs.
The second is an inter-cluster communication in which the CH is a considerable distance away from the BS. In this case, it forwards data to the BS through other CHs with a minimum hop count. Neto et al. [17] proposed a multi-hop LEACH (MH-LEACH) protocol to find the best routes to the BS through various intermediate CHs. Each CH transmits an advertisement message to build its routing table depending on the strength of the received signal. However, before using these routes, they are sent to the CH to check for potential looping or an opposite direction.
In [18] , Xingguo et al. used LEACH but they modified the threshold formula responsible for the CH selection by introducing a remaining energy factor that depends on the residual energy of each node in the current round, the average energy of the rest of the nodes in the same round, and the total residual energy of rest nodes. Though this can avoid a node with very low energy becoming a CH and thus prolong the lifetime of the network, the protocol still uses a direct transmission mechanism between CHs and BS, which can lead to the death of nodes that are distant from the BS.
In [19] , Razaque et al. proposed P-LEACH, which combines both the LEACH and the PEGASIS protocol models. They introduced a novel approach to improve the energy efficiency in routing. It is a cluster-based chain protocol, which chooses the nodes with maximum energy to be CHs and forms a chain of CHs to transfer data to the BS. Although this scheme improves the network lifetime, it misses some effective CH selections since each CH communicates only with its closest neighbour.
Using swarm intelligence (SI) algorithms and specifically ant colony optimization (ACO) in such routing protocols can be interesting. Indeed, the latter has been implemented in several engineering domains [21] and used as an optimization strategy for many activities such as task scheduling in cloud computing environments [22] or data routing in wireless sensor networks [23] .
For instance, in [12] , Ghasem et al. proposed MO-IAR, an ant colony-based data routing proposal in WSNs, which operates in two phases: a first phase where there is an exploration of the shortest paths between each source node and a particular destination and a second phase of actual data routing. Its unique characteristic is the use of a congestion awareness mechanism, minimizing collisions and the average latency.
In [24] , Cheng et al. proposed EAACA, an energy-aware ant colony algorithm for routing in WSNs, which takes advantage of the ACO to construct the optimum route to the BS (sink node). More precisely, the next-hop selection depends on three parameters: the distance to the BS, the residual energy of the next node and the average energy of the path. The algorithm uses forward ants to establish valid paths to the destination and then generates response packets through backward ants.
In [25] , Mohajerani et al. proposed an ACO-based routing algorithm called a lifetime aware routing algorithm for wireless sensor networks (LTAWSN) aiming to build a network system where energy dissipation is equally divided among nodes. It uses artificial ants to deposit a newly designed pheromone operator depending on energy consumption and hop count metrics. A location function is used when choosing the next-hop in the path, considering the distance to the destination or nodes nearer to the destination.
Although those strategies have shown good results compared to other variants of ACO, they remain flat routing protocols that deplete the energy of all the nodes in the network without any specific hierarchy or topology and can thus cause them to run out of energy very quickly. Moreover, their transmission schemes use two steps: a forward trip for route exploration and a backward trip for pheromone deposition. This increases the overheads and thus, the energy depletion of nodes due to transmission costs.
Based on the above discussions, we propose an improved multi-hop inter-cluster routing protocol enhancing the balance of the energy load between all the network clusters and achieving stability by extending the time before the first sensor node dies. It uses, in addition, intelligent mobile agents to select the next-hop node in the route, taking inspiration from the ant colony algorithm. In contrast to to the previous work, in our solution, agents do one trip only since the pheromone is deposited directly back by the BS.
The MH-GEER protocol
In this section, the detailed steps of the proposed routing protocol MH-GEER are presented.
MH-GEER is an inter-cluster multi-hop dynamic routing protocol, transferring information from one CH to another in order to reach the BS. Its main goal is to ensure the load balancing in the network and to give a long-lasting connectivity for all the clusters no matter how far they are located from the BS.
MH-GEER is built upon three phases: clustering; data collection and aggregation; and distributed routing between CHs. The data collection and aggregation phases within each cluster are similar to LEACH [8] in its steady state phase. It might be possible to use other aggregation techniques [26, 27] ; however, since this field is not the primary interest in this study, these are not detailed in this paper.
Network and energy model
In this paper, the considered sensor network is a group of sensors randomly deployed over a large area to regularly monitor the environment. Sensors are grouped into clusters in which each cluster is headed by an elected node responsible for transmitting the cluster's data to the BS. We denote the i th CH by H i where i ∈ {1, 2, , N − 1} and the BS by H N . Thus, the corresponding set of CHs and BS is denoted by H = {H 1 , H 2 , , H N −1 , H N } where |H | = N . Each CH H i makes its decision to dynamically select the next hop H j for routing (which can be another cluster head or the BS) based on a probabilistic function. The source node chooses in a stochastic way between multi-hop transmission through other CHs and direct transmission to the BS.
From the perspective of inter-cluster communication, the network consists of CHs and BS and can be modelled as a complete graph G = ( N , E) where the set of vertices N represents the CHs and the BS and the edges set E represents the wireless links connecting each pair of CHs ( Figure 1 depicts the graph model used.
For our proposed MH-GEER protocol, we assume that the considered sensor network has the following properties:
• Sensor nodes are location-aware, i.e. equipped with a global positioning system (GPS) or a similar device.
• The sensed information within each cluster is highly correlated and the aggregation function opted for by the CHs is the average of received values; thus aggregate packets in all CHs always have the same size.
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Fig. 1 Graphical model of a cluster heads network
• The BS has an unlimited amount of energy.
• The sensor nodes are static after being deployed in the network.
• All nodes in the network are homogeneous and energy-restricted.
A simplified dissipation energy model is used, similar to the one proposed in [8] . The energy required to transmit an l-bit message over a distance d is computed using the following equation:
where E elec is the radio electronics energy, ε fs and ε mp are the transmitter amplifiers corresponding, respectively, to the free space propagation model ( d 2 power loss) and the multi-path fading propagation model ( d 4 power loss) depending on the transmission distance d. The d 0 parameter is the threshold distance and can be computed by:
To receive an l-bit message, the energy expended is:
The energy required to transfer data from a CH node H i to another H j , i.e. the transmission cost of the connection ( H i , H j ) , is denoted by e i,j and given by the following expression:
The residual energy of a node H i is denoted by e i .
Clustering phase
The BS is in charge of the network clustering. This is a centralized process where the BS, at the beginning of the algorithm, divides the network into (N − 1) groups and assigns the role of CH to the node with the highest energy level in each cluster. Then, at each round, the role of CH is given to another node within each cluster. In this paper, the clustering is static and settled by a centralized K-means algorithm [28, 29] where formed clusters remain fixed during the whole process. It is worth noting that the percentage of CHs in the network depends on several parameters chosen at the deployment of the network, the most important of which are the network topology and the chosen k value (for the K-means algorithm) that satisfies the properties requested by the application using this WSN. More specifically, the clustering process is built upon two steps:
1. Centralized clustering Each sensor node sends, initially, its position and energy level to the BS. This latter uses this positions to partition the network into dense clusters using the K-means technique. It also takes advantage of the information about the nodes' energy to designate all the CHs in the network. Then, the BS
directly transmits the clustering results back to each single node. In fact, depending of the nature of nodes, if the node is a member node, the BS directly sends an H k parameter corresponding to the identity of the CH in the cluster k to which the node belongs where k ∈ [1, . . . , N − 1] ; otherwise, if the node is a CH node, the BS directly sends it, along with the H k parameter, the set of other CHs, their energy levels and their distances to this CH. The centralized process of network clustering is illustrated in Fig. 2 .
The K-means algorithm randomly sets a first partition of K clusters, which are represented by their centroids. Then, it processes the unsupervised algorithm with the objective of minimizing the distance between each data point and its nearest center. This technique provides a very high density in each cluster and guarantees that all member nodes within each cluster are close to each other. This closeness provides reliable information detection in the zone monitored by the cluster even after the death of several nodes in charge of an alternative zone. Moreover, given that an active CH is close to its neighbors, it consumes less energy during inter-cluster communication.
Cluster head declaration
At each node, if the H i received from the BS corresponds to its own identity, it recognizes itself as the CH, creates a TDMA schedule for data transmission coordination within the cluster and broadcasts it to its member nodes. If this is not the case, then the node recognizes itself as a non-CH, and waits for a delay time D to ensure that all the CHs in the network have received the information about their selection and are prepared to receive joining requests from other nodes in their cluster. Then, this non-CH sends a JOIN message to the CH and waits for the transmission schedule. After completing the CHs declaration within each cluster, the member nodes transmit sensed data as well as their residual energy level to their CH according to the schedule and then turn OFF their radios to reduce their energy consumption. The role of CH is examined in order to ensure the most lasting node takes the lead for its cluster at the beginning of the next round. In fact, each CH compares the stored energy values of its member nodes with its own and selects the node having the greatest remaining energy as the new CH. If the current CH does not find a node with a greater energy level than itself in the cluster, it remains the CH for the next
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Fig. 2 Network clustering using the K-means algorithm
round. Then, each CH aggregates the data and the new CH identity H k of its cluster k in one packet and sends it to the BS through the multi-hop inter-cluster routing backbone.
At the end of the data routing phase, member nodes turn ON their radios and wait to receive the new H k identity from their previous CH. Meanwhile, the BS directly transmits to each new CH of the next round the set of other new CHs, their energy levels and their distances to this CH. This means each CH is aware of the other CHs in the network and prepared for the selection process detailed later in the routing phase. Thus, the declaration of CH is a distributed process among member nodes and a centralized process among CH nodes for the rest of the operational network time. Figure 3 shows the flowchart for the CH declaration in the network.
Routing phase
In this section, we describe a new inter-cluster routing protocol between the N members of the vertices set of our graph G, i.e. a route from the set of the CHs to the BS in a single period.
As explained above, at the beginning of each period, each cluster head H k of the cluster k is informed by the BS during the clustering phase about other CHs in the network, their locations and their energy levels. When H k wants to route its data to the BS, it launches an agent A k to carry data and find a path to the BS. We can denote the track of the agent in this path as pth k which is built by sequentially adding the index of the CH node chosen by A k . Thus, the complete path will be pth c k = {k, i, j, . . . , N } starting from node H k and finishing at the BS (i.e. H N ) where i, j ∈ {1, . . . , N − 1} \ k . A k is also equipped with a memory table tab k in which it stores the already visited nodes, their energy levels and the link cost.
A k makes the choice of the next CH node according to a probabilistic rule p k (i, j) ensuring network route exploration and efficient data transmission that balance the load distribution. p k (i, j) is calculated as follows:
where p k (i, j) is the probability of agent A k moving from H i to H j , N is the set of CHs in our network (graph). τ i,j represents the pheromone trail value associated with the edge (H i , H j ) and indicates the track taken. It is used and updated by the algorithm during the routing phase. η i,j represents the visibility of the edge (H i , H j ) . It assigns to each connection in the path a heuristic value called the heuristic information depending on the current routing round. The terms α and β are constants that determine the relative weight of the pheromone values and the heuristic (visibility) values. 
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From a general perspective, the pheromone associated with the edge joining CHs H i and H j , τ i,j is updated during the lifespan of the network as follows (it will be refined from the perspective of an agent A k below in formula 12):
where ∆τ k i,j is the quantity of pheromone laid on edge (H i , H j ) by all the crossing agents A k . It is calculated as follows:
where E avr and E min are respectively the average and the minimum energy levels of all edges, stored in tab k , that belong to the complete path pth c k (i.e. the path from H k to the BS). m is a small positive constant to avoid depositing a null pheromone amount in the particular case where the path is only one edge to the BS (otherwise the agent will continue choosing that particular path all the time and the algorithm detailed below will be blocked).
In summary, a small quantity of pheromone deposited at (H i , H j ) indicates that this connection belongs to an energy balanced path pth c k (which will be denoted hereafter as EB k ) and is initiated by a resourceful sensor node H i (whose residual energy is e i ).
The visibility function is given by:
where e j and e i,j are defined earlier in "Network and energy model" section. We favor, with this formula, transitions toward nodes with high residual energy connected by low transmission cost edges. In the selection probability p k (i, j) , we multiply the heuristic value η i,j by the inverse of the corresponding pheromone 1 η i,j on the edge (H i , H j ) . In this way, we favor the choice of edges that have a smaller amount of pheromone, i.e. less visited edges where there has been low traffic transfer.
Initially, the pheromone value τ i,j is set to a small positive constant τ cte . The CH H k that wants to route its data to the BS creates an agent A k . This latter, moving from an H i to an H j , stores in its memory table tab k the visited vertex node H j , its residual energy e j and the link cost e i,j between the two vertices. It continues in the same way from one CH to another until it reaches the BS. It transfers to it the carried information containing the sensed data, the complete list of nodes visited ( tab k ) and the decisions of the new CHs in each cluster calculated in the clustering phase. The BS calculates EB k using the data extracted from tab k carried by agent A k as follows:
where, (6) 
e j e i,j (9) EB k = E avr − E min + m Next, agent A k is destroyed and the BS proceeds with a pheromone update for all CHs by depositing the calculated amount of the pheromone trail at each edge in tab k in reverse. In fact, each H i in the complete path pth c k receives EB k directly from the BS, computes ∆τ i,j based on its energy level e i using formula 7 and then updates its pheromone value by:
Pheromone placed on the edges acts as a distributed long-term memory: this memory is not stored locally within the individual agents, but is distributed on the edges of the graph. This allows an indirect form of communication [30] .
The routing table Rout i for node H i is obtained by integrating actual pheromone trail values τ i,j and heuristic values η i,j .
Therefore, the pheromone value of each CH node, when visited by a new agent, is stored and updated by the BS at the end of data transmission. The BS is in charge of this task thanks to its unlimited energy, which reduces the energy consumption of the CH nodes.
The same routing process of the aggregate data to the BS is applied within each cluster by the CH, in each single round. Each source creates an agent traversing a certain path and chooses the edge with higher probability, then sends data to the nexthop, saves it in its list table and continues this way until it reaches the BS.
Each agent created both explores the route and transfers the data stored in its memory. Decisions relating to the next hop and the action of transmitting data are achieved locally and pseudo-simultaneously by the agents at each CH of the vertices set H of our graph. This allows the system to save more energy and promotes the distributed aspect of the routing protocol. The whole routing algorithm protocol is shown in Algorithm 1 where i and j are indexes from {1, 2, . . . , N } referring to the set of CHs {H 1 , H 2 , . . . , H N −1 } and BS(H N ).
Performance evaluation
In this section, we present a case study illustrating the proposed inter-cluster routing protocol. Considering the clustering phase realized in each round, we evaluate the performance of the routing phase. The MH-GEER algorithm aims to improve the data routing approach applied in the LEACH protocol, which is based on a direct transmission from CHs to BS. This direct transmission technique suffers from a load balancing problem when the network is of a large scale. A distant CH that requires a large amount of energy will die much earlier than other CHs, affecting the network lifetime, energy consumption, coverage of distant areas, stability, and most importantly the load balancing between all clusters. Rather than using a single-hop communication, our protocol introduces a probabilistic multi-hop approach to transmit data to the BS. To evaluate and compare the performance of MH-GEER with the original LEACH, two metrics are used in this use case:
Residual energy of distant CH The amount of energy remaining in the CH after the data transmission process.
Load balancing measure We introduce a parameter LB to measure the load balancing in the networking as follows. The lower the maximum difference between two CHs H i and H j is, the more evenly the energy is distributed among all CHs.
Before describing the scenarios in detail, the specified parameters are summarized in Table 1 . The initial energy of each sensor node is 0.1 J. From a communication perspective, a perfect-channel model is considered.
For evaluation purposes, three scenarios are proposed. The first two (S1 and S2) compare the remaining amount of energy of (i) one CH located far from the BS (S1) and (ii) three CHs deployed very far from the BS (S2) after a certain number (13) LB = 1 max i,j∈{1,...,N } |e i − e j | Table 1 of rounds. The third scenario (S3) compares the load balancing between the MH-GEER and LEACH routing protocols. For each scenario, the network topology was randomly generated using Python scripts, taking into account the defined constraints. The resulting topology of each scenario is illustrated in Figs. 4, 5 and 7, where the distances separating each pair of nodes are provided (in meters). CH nodes for each scenario and their distances to the BS (in meters) are listed in Table 2 .
To simplify the scenario, we assume the CH nodes are fixed during the operational time. Although the routing process from each CH node is created consecutively in each round, we also assume that the CHs execute the routing process simultaneously. Third, intermediate nodes located very close to the BS are introduced in this use case. Their main function is to transfer received data from other CHs directly to the BS. Their energy transmission cost to the BS is insignificant and not of concern here. They symbolize the BS when running the algorithm to simplify calculations. The probabilistic choice of the next-hop CH is achieved each time with the roulette wheel selection function, known as the most frequently used selection strategy in genetic algorithms [31] . Figure 4 shows four established CHs including the distant CH ( H 1 ) along with two intermediate nodes, N 1 and N 2 .
Scenario 1 (S1): one CH node is very far from the BS
We assume here that only H 1 is transmitting data to the BS in each round. The routing table, Rout 1 , for H 1 is presented in Table 3 . At the beginning of the first round, after clustering is completed, H 1 creates agent A 1 with its memory tab 1 consisting of the list of identities of visited nodes, their energy levels and the energy cost of each link in the path followed by the agent.
The agent calculates the probability value p 1 (1, j) for each possible path from H 1 to all other CH nodes in the graph. Since p 1 (1, 2) has the greatest value of the four possibilities, the agent chooses H 2 to move and transfer data to. The agent updates its memory table with a new entry ( H 2 ) in the visited nodes list and records the changed residual energy value of the previous CH. A 1 continues travelling towards the BS until it reaches an intermediate node. Its final path is summarized in Table 4 .
On reaching the intermediate node N 1 , agent A 1 sends the sensed data and the collected information to the BS, which calculates the numerator amount, EB 1 of the pheromone laid by previous agents, having used pth c 1 based on the collected information. Then the BS transfers it to each H i on the way back so that they can calculate the complete amount of pheromone and update their routing tables. We can evaluate the energy efficiency of MH-GEER after manually running eight rounds. We compare the residual energy of H 1 with MH-GEER using the multi-hop backbone and the single-hop backbone with LEACH. Table 5 illustrates the results for the two algorithms. Figure 5 shows seven established CHs including the distant ones (H 1 , H 2 and H 3 ) and two intermediate nodes, N 1 and N 2 . In this scenario, we evaluate the energetic gain in a network with a larger scale than that in the first scenario.
Scenario 2 (S2): three CH nodes are very far from the BS
In this scenario, we assume that only H 1 , H 2 and H 3 transmit data to the BS at each round. Figure 6 shows the residual energy of each node after running three rounds, manually, with MH-GEER compared to LEACH.
From Table 5 and Fig. 6 , it is clear that the proposed protocol MH-GEER minimizes energy depletion in distant CHs compared to LEACH. A huge amount of energy is required by a single node to transfer data over a long distance to the BS. Use of other CHs as relays to reach the BS in a probabilistic way distributes this energy requirement into smaller energy amounts consumed by each of these relays.
Though the remaining energy in the first scenario was 976.8738 mJ and 968.5896 mJ for LEACH and MH-GEER respectively (i.e. the gain in the proposed approach was about 0.86%), in the second scenario, MH-GEER also achieved better values in comparison to LEACH. Although the residual energy of the first CH remained stable when applying the two algorithms, the second and third CHs showed an approximate gain in saving energy of 2.9% and 0.12%, respectively. Prolonging the lifetime of distant CHs maintains the coverage of distant areas, and also prolongs the whole network lifespan. Scenario 3 (S3) Figure 7 shows four established CHs including a distant CH ( H 1 ) and an intermediate node, N 1 . S3 investigates whether the energy consumption is well balanced among the CHs of the network when they are all functional and transmitting data to the BS. We measure the load balancing parameter, LB, introduced at the beginning of this section. D(x1,x2) is the energy level difference between a pair of nodes (x1,x2) where x1 and x2 can be a CH Figure 8 shows the energy level difference between each pair of nodes in the network after three rounds with MH-GEER and LEACH protocols. In this evaluation, MH-GEER appeared more stable than the LEACH protocol since the latter showed noticeable variations in the nodes' energy levels compared to the proposed approach.
We computed the load balancing of the two protocols using formula 9. The results for LB after three rounds are presented in Table 6 . To evaluate whether our algorithm increased the load balancing in the network, we took the energy differences between all pairs of CH nodes in the network and calculated the inverse of the maximum among all these differences. The greater the LB parameter, the less the pair's maximum value of energy difference is, and the lower the energy difference values of the other CH pairs are. It is clear that MH-GEER provides a much greater value of LB than the direct transmission process used in LEACH. This proves that MH-GEER maintains low energy differences between all the CH nodes in the network compared to LEACH. The reason is that MH-GEER chooses to route data from one CH to another based on the information about the receiver node (energy and distance) and the link cost and its experience of routing in the previous rounds in a way that all CHs use their power at an even rate, thus prolonging the lifetime of the network.
We examined the residual energy of the nodes in this scenario, as depicted in Table 7 , after data transmission from each CH to the BS. The distant node H 1 profited from this approach and its remaining energy was higher, establishing the efficacy of MH-GEER with distant clusters. In contrast, the other nodes had their residual energies lowered when using MH-GEER.
However, we believe that this is justified because the network used in this scenario had a limited number of CH nodes; it was not a true simulation but a use case where there were fewer interactions between nodes.
Conclusion and future work
Routing protocols in wireless sensor networks have different requirements and challenges according to the network architecture and its field of application.
In this paper, the purpose of the work was to develop a multi-hop hierarchical routing protocol for a randomly large-scale distributed WSN with the fundamental objective of distributing energy consumption between clusters at a balanced rate and thus extending the network's operational life. To accomplish this goal, we regarded the sensor network as a graph-based intelligent model using mobile agents within each CH. These agents choose the next hop CH in a route leading to the BS, learning from the experience stored as the pheromone variable and adapting the actual decision on the basis of the experience of previous agents. The proposal preceded the routing phase with a clustering phase. After setting up a group of static clusters with the intervention of the BS, the role of the CH was routing inside the cluster in each period in order to enable more effective exploitation of the sensors' energy. The use case section showed that MH-GEER improved the load balancing and the stability of the network in comparison with the LEACH protocol. It also maintained the coverage area of distant nodes for longer periods.
In future work, we intend to complete this proposition by implementing the proposed protocol to evaluate its performance in large-scale networks. Moreover, since it is wellknown that, as in ad-hoc networks [32] , routing protocols in WSNs can be affected by various malicious attacks such as black hole attacks or even selfish behaviours, we will study the effectiveness of such attacks against our protocol to decide whether we will have to include in our design some mechanisms [33] to secure data transmission from member nodes to CHs and then to the BS.
