センケイ レンゾク ジカン シュウキケイ ニ オケル チョウワ カイセキ by Zhou, Jun
















   Harmonic Analysis of Linear
Continuous-Time Periodic Systems
       A Dissertation
   Submitted to Kyoto University
in Partial Fulfillment of the Requirements




In this thesis, plants that are described by finite-dimensional linear continuous-time Peri-
odic (FDLCP) differential equations are examined via the harmonic analysis. That is, the
control system concerned has a linear continuous-time state-space realization with a finite-
dimensional state vector and the system matrices are periodic with respect to the time
variable. The well-developed Fourier series analysis technique and its relevant theorems and
lemmas are the main tools and working bases of this Study but these results are utilized
mainly from an operator-theoretic point of view. The discussion focus lies on analysis of
a class of general FDLCP systems. Topics include: asymptotic stability and the harmonic
Lyapunov equation; the frequency response operator and its properties; and the H2 and
H. norms and their individual equivalence between the time-domain and frequency-domain
definitions. Numerical implementations for stability criteria and norm computations, with
various convergence problems taken into account, are tackled rigorously.
   Previous efforts on analysis and synthesis about FDLCP systems are briefly reviewed
in Chapter 1, centering around asymptotic stability, frequency-domain analysis and the
H2 and H. norms. In particular, the frequency response definitions through the lift-
ing technique, fast sampling/fast hold approximation, parametric transfer function and in-
put/output steady-state analysis are sketched, and their individual advantages and draw-
backs are pointed out and compared, while for the H2 and H. norm computations it is
shown that the solutions of periodic Lyapunov and/or Riccati differential equations are aJso
useful approaches. The basic properties of FDLCP systems such as the Floquet theorem,
and several convergence lemmas about the Fourier series pertinent to our argurnents are
quickly summarized in Chapter 2. As further preparations, mathematical notations and
preliminaries such as the Toeplitz transformation are also included in Chapter 2.
   In Chapter 3, at first from the Floquet theorem and the Toeplitz transformation, the
Floquet transformation on state vectors is shown to be equivalent to what we call the sim-
ilarity transformation relations stated on some infinite-dimensional linear spaces (l2 and li,
respectively under suitable conditions) in terms of the state transition matrix knowledge of
FDLCP systems. Next, by means of the similarity transformation relations, the harmonic
Lyapunov equation densely defined on the Hilbert space g2 is established for the asymptotic
stability analysis of FDLCP systems for the first time. ']]he harmonic Lyapunov equation is
also useful and necessary in establishing the exact trace formula for the H2 norm in FDLCP
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systems, which is pa]rallel to the trace formula that we have in linear time-invariant (LTI)
continuous-time systems but in terms of infinite-dimensional input or output matrices and
the solution of a corresponding harmonic Lyapunov equation. Also through the similarity
transformation relations, the Gerschgorin theorem is extended to operators defined on the
Hilbert space l2, which leads to a sufficient disc-group stability condition for asymptotic sta-
bility of FDLCP systems. Again, from the similarity transformation relations, the frequency
response operator is established for FDLCP systems via the input/ouCput steady-state anal-
ysis. It is shown that the frequency response operator thus introduced is guaranteed to be
densely defined on the Hilbert space g2 and be well-defined on the whole Banach space li
under suitably strengthened conditions. The equivalences of the H2 norm as well as the
H. norm between the time-domain and frequency-domain definitions are verified on the
frequency response operator thus defined.
   In contrast to the operator--theoretic arguments of Chapter 3 about the basic proper-
ties of FDLCP systems, Chapter 4 is devoted to the numerical implementation problems of
FDLCP systems analysis. First, for asymptotic stability testing of FDLCP systems, an ap-
proximate modeling approach is suggested, which gives a necessary and suMcient condition
if an approximate model is eonstructed in a dense subset and the transition matrix of the ap-
proximate model can be determined explicitly. Corollaries giving necessary and/or suficient
conditions are derived thereupon, which have lower computational loads. Second, for the H2
and H. norm computations, the skew truncation and its modification, the staircase trunca-
tion, are introduced on the frequency response operators such that these two norms can be
asymptotically computed by means of finite-dimensional LTI continuous-time systems, while
the well-known lifting technique converts the problems to those of finite-dimensional linear
shift-invariant (LSI) discrete-time systems. Although the H2 and H. norm computations
can only be asymptoticaily carried out, uniform convergence is ensured under mild assump-
tions in most practical systems. Under these mild assumptions, upper bounds for the norm
computation errors can be given explicitly, which leads to size assessments inequalities for
the truncations. Furthermore, the limit of the trace formula for the H2 norm computation
developed via the skew truncation on the frequency response operator goes to the exact trace
formula developed in Chapter 3 in terms of the harmonic Lyapunov equation. On the other
hand, the staircase truncation analysis makes it possible to extend the Hamiltonian test for
the H. norm to the FDLCP setting and thus a modified bisection algorithm is developed
for the H.. norm computation. Finally, the H2 and H. norm computations via approximate
models are also considered. There are examples to illustrate the computation eficacy for
the above problems.
   In the final chapter, Chapter 5, we first summarize the main contributions of this work in
which an operator-theoretic ha,rmonic analysis approach is adopted in the analysis of FDLCP
systems, and then we suggest some subsequent research directions and possible extensions,
and sketch difficulties in the suggested research directions.
   The major contributions of this thesis contain: firstly, asymptotic stability of FDLCP
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systems is connected to the harmonic Lyapunov equation and a Gerschgorin-like stability cri-
terion is established; secondly, the existence conditions and properties of frequency response
operat•ors defined through the input/output steady-state analysis are completely clarified;
thirdly, the well-definedness of the H2 and H.. norms of the frequency response operators
and their time-domain/frequency-domain equivalences are fu11y investigated and manifested.
Finally, the numerical implementations of the above theoretical analysis results form another
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Quite a large class of practical control plants are such systems that can be described by pe-
riodically time-varying continuous-time models. Typical representatives are machines whose
dynamic state motions have rotating characteristics such as steam turbines, alternating cur-
rent electric generators and propellers of helicopters. Periodic models also come from the
nature system itself; for instance, the sun rises up in the east and falls down in the west
everyday; four seasons are running consecutively one round once a year; tide surges in and
ebbs out monthly; and so on and so forth. Such examples are actually too numerous to
mention here. In summary, periodic vibration phenomena exist ubiquitously both in artifi-
cial engineering systems and in the evolution of the nature itself. Thus, it is a quite natural
and even primitive desire but actually an unavoidable task of the human being to try to
understand and then apply control to systems which consist of periodically time-varying
components internally or are driven by some external periodic forces. This prevalence can
best explain the reason that efforts in this direction have such a long and unbroken history
both in pure and applied mathematics and in the relatively young control theory as well.
To reflect this historic fact, we mention several prestigious mathematicians who had made
outstanding contributions to the periodic world: Pairseval (1755), Fourier (1768), Faraday
(1831), Mathieu (1835), Floquet (1883), Raileigh (1883), and Hill (1886). Obviously, it
is impossible to retrieve all the motivations behind the long-lasting enthusiasm among re-
searchers, and we can only mention severai points from our own research experience facing
the universality of cycling vibration examples around us.
   In this thesis, plants whose dynamic behaviors are described by finite-dimensional linear
continuous-time periodic (FDLCP) differential equations are examined via the harmonic
analysis approach from an operator-theoretic viewpoint. That is, the plant concerned has a
linear continuous-time state-space realization vvTith a finite-dimensional state vector and the
system mat•rices are all periodic with respect to the time variable t. Namely, we will consider
the FDLCP system given by the state space equation
     {
    th = A(t)x + B(t)2L
                                                                       (IJ)
       y = C(t)x + D(t)zL
1
where the system matrices A(t),B(t),C(t) and D(t) are h-periodic, and x,u,y are finite-
dimensional state vector, input vector and output vector, respectively. For this sort of
FDLCP systems, stability analysis [25], [38], I51], [71], controllability/observability [9], [56],
[80], frequency!-domain properties and evaluation [39], [69], [70], [84], [85], controller synthe-
sis [21] are frequently attacked research targets. Before any concrete scrutiny for some of
these problems, we must clarify the motivations and significance of thgse efforts first.
   e Periodic process analysis itself is quite intuitive and has simple engineering interpre-
     tations. In particular, there are inseparable connections between the time-domain
     properties of periodic precesses and those of the complex-domain counterparts. In
     fact, the Fourier analysis about periodic functions is the prelude and kernel of various
     frequency-domain techniques in signal, systems and control theory [101, [31], [42] by
     virtue of the various well-established theorems and lemmas about uniqueness, conver-
     gence, completeness and so on in the Fourier analysis [17], [28], [41], [47]. Therefore,
     works in periodic systems are significant in developing frequency-domain techniques
     for various control problems in FDLCP and linear time-invariant (LTI) systems.
   e Confining only to the system control field, periodic control can bring some excellent
     control effects that aire otherwise dificult or impossible to be realized through con-
     ventional LTI control designs; these include gain margin improvement [43] and zero
     assignment [50]. In particular, in the latest decade, together with the swift devel-
     opment of computer technology, the popular research on the sampled-data systems
     has aroused great interests [1],l2],[4],[5],[16],[24],[27],[34],[63],[72],[77],[78],[79], in
     which a continuous-time plant is closed with discrete-time controller feedback. In this
     sort of hybrid systems where continuous-time signals and discrete-time ones co-exist,
     if the input/output relations are analyzed from the continuous-time viewpoint, the
     sampled-data system is periodicaggy time-varying because of the installation of sam-
     plers and holds. Due to this specific structure property of the sampled-data systems,
     it is urgently needed to find ways to deal with analysis and synthesis problems in
     control systems when discrete-time coRtrol algorithms are involved. These necessities
     mentioned above force researchers and engineers to re-evaluate the periodic control
     problems in a hybrid system configuration background.
   e Analysis and synthesis of FDLCP control systems can be a feasible intermediate bridge
     between the well-established control theory for LTI and/or linear shift-invariant (LSI)
     systems and its possible extensions to general time-vamying control systems. Indeed,
     discussions about periodic systems, both continuous-time and discrete-time ones, are
     frequently included as a chapter in most textbooks of differential and/or difference
     equations analysis, such as [6],[19],[25],[38],[51],[54],[59]. It is expected reasonably
     that if we succeed in dealing with periodic systems at a certain control problem, then
     we would apply the same technique to general time-varying systems via the period
     interval extension in some appropriate sense.
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It must be pointed out that although researchers have devoted lots of their attentions and
efforts to the periodic world, some quite important problems are still remaining open because
it is difficult to give a closed-form and exact motion description for a general FDLCP system.
This situation is best manifested by the stability problem of FDLCP systems. There are
many ramifications or branch cases in stability analysis of FDLCP systems I3], [25] , [53], and
only those with specific state matrix structures have been understood fully [51], [54] , [71]; oth-
erwise, one has to make do vv'ith only primitive results, such as the Floquet theorem, or resort
to approximate analysis. This is also the case for other problems in FDLCP systems such
as controllability/observability problem [9], [56], [80] and the H2 and H.. control [20], [21].
Bearing these in mind, we are in a position to survey the previous works about the topics re-
lated to FDLCP systems which will fall into the scope of this thesis. To be concise, different
topics are surveyed in different sections.
1.1 Asymptotic Stability of FDLCPSystems
   Compared with the stability analysis of LTI continuotts-time systems, it is much harder
to deal with asymptotic stability of a general FDLCP system. The difliculty comes from
the fact that it is impossible to determine the state transition matrix for an FDLCP system
exactly in a handy form, though there are lasting efforts [68] in this direction. The celebrated
Floquet theorem reveals that such a transition matrix can be expressed in the so-called Flo-
quet factorization form and asymptotic stability is completely determined by the eigenvalues
of the corresponding monodromy matrix. Generally speaking, however, except in some spe--
cial cases, for example, the system state matrix A(t) is scalar and continuous with respect
to the time variable [54], or A(t) is piecewise constant [25], [71] or A(t) is commutative [51],
the monodromy matrix cannot be determined explicitly in a closed form. Facing this diM-
culty, many researchers turn their eyes to methods that test stability of the original FDLCP
system via that of some approximate models if stability of the approximate models can be
determined easily. One typical way was suggested in [38] which relies on an LTI continuous-
time approximate model. This result is proved by the variation-of-constants formula about
the solutions of differential equations and the well-known Gronwall's Lemma [25], [38]. The
proof frame is an asymptotic analysis process of differential equations, which is a prevailing
technique in tackling the stability problem in FDLCP systems.
   There are also some studies which try to solve the stability problem in FDLCP sys-
tems by a frequency-domain approach. For example, in [39], [70], the Nyquist criterion is
extended to closed-loop FDLCP systems via the frequency response operators. The gener-
alized Nyquist criterion is claimed through determinant relations defined on the frequency
response operators. However, since the frequency response operators are infinite-dirnensional,
the implementation of the extended Nyquist criterion remains open. One possible way to
solve this problem is by truncating the determinant defined on the infinite-dimensional fre-
quency response operators as suggested in [39], [70], but the convergence induced has not
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been warranted. As a side note of this Nyquist criterion, it should be pointed out that the
well-definedness of the determinant on the frequency response operators should be scruti-
nized further for general FDLCP systems. The thesis of [70] did provide some arguments
for this definition validity based on absolute convergence results of infinite-dimensional de-
terminants in [53, pp. 36-38], but it is validated only when the FDLCP system concerned
can be described by the canonical form of the Mathieu differential equation and thus the
infinite-dimensional determinant is actually a pre-Hill determinant [70, p. 50]. Our ob-
servation about the same problem reveals that it is generally not trivial to show that the,
infinite-dimensional determinant thus defined belongs to the class of so-called trace-class
,operators [29, vol. I, pp. 104-ll9],[83] (for atrace-class operatoF G, the determinant of the
 operator I + G, i.e., det(I + G), is well-defined).
   For FDLCP systems that have the Mathieu or Hill differential equations as their dynamic
 behavior descriptions, the stability problem has been attacked more deeply and some better
 understandings exist [3], [53], [59] , [81]. These classes of FDLCP systems have attracted much
 attention in the study of the vibrations of stretched elliptical membranes, gravitationally
 stabilized earth pointing satellites, and the rolling motion of ships. Other important examples
 include the control of helicopter vibrations and wind turbines.
1.2 Frequency Responses of FDLCP Systems
   There are several ways to define frequency response relations in finite-dimensional LTI
continuous-time systems, for example, the steady-state analysis [64I, the Fourier trans-
form [42] and the Laplace transform [18] (via impulse convolution relations). It is well-known
that these definitions are equivalent to each other when the convergence region [42] of the
Laplace transform of the impulse response g(t) of the LTI system concerned contains the
irnaginary axis, in which case the Fourier transform of g(t) is meaningfu1 in the sense that
the Fourier transform is well-defined. This can be guaranteed if the LTI system is asymptot-
ically stable with a proper rational transfer function. However, in general FDLCP systems,
definitions are much more dificult because it is hard to compute the impulse response and
establish the Fourier transform and/or Laplace transform relations about the input and
output signals. The lifting technique [4],[5], fast sampling/fast hold approximation [44],
parametric transfer function [48], [57], [82] and input/output steady-state analysis [70] are
the frequently adopted approaches in the literature for the frequency response definitions in
FDLCP systems. Generally speaking, each of these methods has its own advantages and
drawbacks in theoretical analysis and numerical computations. The main points of these
approaches are summarized as follows.
   In defining frequency response relations of FDLCP systems, the continuous-time lifting •
technique is a powerful tool. By the lifting treatment, a continuous-time signal f(•) E Lp,
1 K p S oo is first segmented into (infinitely many) sub-signals fk(•). For each Kn, ffo(•)
belongs to L.[O, h] and takes the value of f(•) during the time interval [kh, (k + 1)h). Now
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 create an (infinite-dimensional) vector 2f(•) := [fo(•)T, fi(•)T,•••,]T, which is called the lifting
 of f(•) and denoted by t(•) = Whf(•). Then, it is shown [4] that the lifting operator
 IVVh : Lp . IPL.[o,h] is invertible and )iVh and )iVili are isometrically isomorphic, where IPL.[o,h]
              t(•) defined in the above. If the lifting is applied to the input and output
 of allis the set
signals simultaneously ofthe h-periodic FDLCP system (1.1), and thus we get @(•) = Whu(•)
and u(•) = )iVhy(•), then the lifted system operator a : -u(•) " y(•) commutes with the
standard shift operator on IPL,[o,h]. This feature can be taken as the indication of the time
invariance of the operator a. From this, an int,egral operator-valued sequence {ale} can
                                          AAbe explicitly determined to express the operator G. Noting that the sequence {Gfo} can
connect the segmented input signal and the segmented output signal in a discrete-time
convolution manner, it is natural to introduce a Z-transform to represent this relation.
Based on this consideration and some results of [65], it is shown [4] that in the case ofp = 2,
G(z) : = 2 ge=o alezfo is a well-defined operator-valued bounded analytic function (on the unit
disk) and has all the standard properties of the Z-transform. From G(z), the frequency
response relation is defined by letting i == ej'9h, which is an operator acting on L2[O,h].
It is shown [74] that this frequency response relation can be interpreted in a steady-state
sense. The frequency response relation defined in the above has brought fruitfu1 applications
in the sampled-data control problems [4],[5],[72],[73],[74],[75],[76]. It should be pointed
out that the frequency resp6nse relation defined by the continuous-time lifting involves an
operator-valued complex function. This brings us dificulties in such numerical'•computations
as frequency response gains, and we will give t'he reasons for this dificulty in the forthcoming
H2 and H. norms section ofthis chapter.
   Another physically intuitive way to define the frequency response relations in FDLCP
systems is through the input/output steady-state analysis. The general idea is completely
the same as what we do in LTI continuous-time systems, but there is an essential difference.
In LTI continuous-time systems, corresponding to a sinusoid wave input, the steady•-state
output response is also a sinusoid of the same angular frequency with a (probably) different
amplitude and phase if the system is asymptotically stable. However, in stable FDLCP sys-
tems this is not the case, which can be shown by simple input/outpttt computations [391, [70].
In fact, in stable FDLCP systems, for each sinusoid input there are infinitely many sinusoid
waves of the angulatr frequencies that are higher or lower than that of the input sinusoid
wave by integer multiples of the angular frequency corresponding to the system period.
From this observation, the input signal is switched to a summation of infinitely many sinu-
soids called an EMP signal [70], where EMP stands for exponentially modulated periodic.
To this. sort of inputs, the steady-state output response is expected to be also EMP, and
then the frequency response operator is introduced to connect these two EMP signals in
a harmonic balance fashion. This idea has been throughly examined in establishing the
so-called FR-operator (FR is abbreviated from frequency response) in sampled-data sys-
tems [2], [34], [35], [36], [37], [73]. However, in FDLCP systems, the existence conditions and
properties of the frequency response operator thus defined have not been well understood
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ibecause of the various convergence problems induced by the Fourier series analysis and an
unboundedness property of operators related to differential operations. Our study reveals
that the central problem here is how to interpret the similarity transformation relations
suggested in [70].
   The works of [44], [76] suggest that the frequency response relations of FDLCP systems
can also be defined `approximately' via the discrete-time lifting after proper `discretization
                                                         leapproximation' about the input and output signals. The discrete-time lifting has been applied
for defining frequency responses in discrete-time periodic systems [30], [85], i.e., the systems
described by finite-dimensional linear periodic difference equations; for brevity this class
of systems will be termed FDLDP systems. The survey paper [7] provides a thorough
investigation about the frequency response relations in FDLDP systems defined via the
discrete-time lifting, cyclic, frequency lifting and Fourier analysis besides a novel notion
of generalized frequency response suggested therein. However, before applying discrete-
time lifting to define an approximate frequency response relation in an FDLCP system,
the FDLCP system should be first approximated by an FDLDP model. It is the studies
of [44],[76] that suggest to get such a `discretization approximation' model via the fast
samnpling/fast hold (FSFH) technique. The general idea of FSFH is: by subdividing the
period h into N subintervals, inputs are approximated in each subinterval by step functions.
This operation is denoted by u.(•) = 7'th/N8hlNu(•) if applied on the input signal of the system
(1.1), where 8h/N and 7ih/N are the operators corresponding to sampling and (zero-order)
hold. Outputs are likewise approximated by taking sampled values from these subintervals
and denoted by y.(•) : 7'tlh!NShlNy(•). Then an approximate input/output relation of the
system (1.1) can be given by 7thlN8hlNg7thlNShlN : u(•) " y.(•), where g denotes the
mapping from u(•) to y(•) in the system (1.1). It is clear by the Floquet theorem and
simple input/output analysis that the approximated system (more precisely, the discretized
system ShlNg7'tlhlN : ud(•) H yd(•), where ud(•) and yd(•) are the sampled-data counterparts
of u(t) and y(t)) then turns out to be a finite-dimensional discrete-time periodic (FDLDP)
system in the approximated input/output sense, and then the frequency response of this
FDLDP approximate model can be defined via the discrete-time lifting or other approaches
as suggested in [7] and be represented by a finite-dimensional matrix. Different from the
definitions by the continuous-time lifting and the input/output steady-state analysis, the
frequency response defined via the FSFH approximatien and discrete-time lifting is only an
approximation of that of the original FDLCP system at most, although the matrix expression
of the latter frequency response definition is explicit. It is expected intuitively that as
N - oo, the frequency response goes to that ofthe FDLCP system. However, the installation
of sampling and holding processes inevitably imposes some constraints both on the structure
of the original FDLCP system and the admissible input signals since the operator C}'thlNShlN
is guaranteed to work well on signals that are relatively smooth [14]. In other words, to
ensure the desired convergence in some specific sense, some extra conditions on the system
structure and input signals are needed. Unfortunately, these problems have not been fully
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understood in the literature. Further explanations about these problems are given in the H2
and H.. norm section of this chapter.
   Parametric transfer function is another worthwhile method to define frequency rela-
tions for time-varying systems [82], in particulam for FDLCP systems and sampled-data
systems [48]. The parametric transfer function w(t,s) for a time-varying system is de-
fined by a T-variable Laplace transform on the impulse response g(t,T) of the system, i.e.,
w(t, s) := foOO g(t, r)e-S'dT for each fixed pairameter t under appropriate convergence condi-
tions. It is shown that the parametric transfer function w(t, s) possesses general properties
similar to those of the standard transfer function for LTI continuous-time systems [57], [58].
Thus, hopefully, by letting s = jw in w(t,s) a frequency-domain relation w(t,2'w) is estab-
lished between input and output. This idea does work in FDLCP systems, at least in theory,
since in this case the time-domain input/output relation is a Volterra integral operator (see,
e.g., [55] for the definition of Volterra integral operators) by the Floquet theorem [61], so
that the single-variable Laplace transform introduced in ehe above will become well-defined
if the convergence conditions for the Laplace transform and the conditions for integral-order
interchanges involved are satisfied. Unfortunately, however, the definition of the parametric
transfer function (and thus its corresponding frequency-domain relation) also relies on the
transition matrix knowledge, which is not easy to calculate by a handy and closed-form
formula in general FDLCP systems.
1.3 H2 and H. Normsof FDLCPSystems
   The H2 and Hoo norms are used to quantify system performances and as objectives for
control system synthesis I32], [84], [85], [91]. Their computations in LTI systems have been
solved respectively by the trace formula involving the solution of algebraic Lyapunov equa-
tions, and by the solution of algebraic Riccati equations according to the well-known bounded
real lemma or the Hamiltonian test [32]. However, in FDLCP systems, the computations are
much more difficult. The well-known lifting technique, differential equation solutions, fast
sampling/fast hold approximation, parametric transfer function approach and truncations
on frequency response operators defined via steady-state analysis are the frequently adopted
approaches in the literature.
   By the lifting technique [4], [51, the H2 and H. norms of periodic systems can be com-
puted with some corresponding `equivalent' LSI discrete-time systems. As one of the most
successfu1 applications ofthis technique, in sampled-data, systems which are also periodic [24],
explicit formulas for the H2 and H. norm computations are given in terms of corresponding
`equivalent'•LSI discrete-time systems [4], [5], [13], [15], [72]. However, no readily and numer-
ically implementable algorithms are available if the systems are FDLCP. To be more precise,
by the continuous-time lifting, an FDLCP system can be represented by an operator-valued
shift-invariant discrete-time system (with a finite-dimensional state space while the input
and output spaces are infinite-dimensional) equivalently in the H2 and H. norm sense (see
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also Section 1.2 in the above). It is based on this operator-valued shift-invariant discrete-
time system that the equivalences between the frequency-domain H2 and H. norms and
their time-domain counterparts aJre verified. Unfortunately, however, this operator-valued
shift-invariant discrete-time model is by no means numerically implementable, though the
finite-dimensional state space structure guarantees that this operator-valued shift-invariant
discrete-time system can have an equivalent finite-dimensional LSI discrete-time state space
                                                         "-realizations through operator composition computations. However, the operator composi-
tions involved are neither explicit nor trivial in a general FDLCP system if one notes that
the monodromy matrices of some augmented h--periodic state matrices are needed in the
operator composition computations I4], [5].
   Another available method for the H2 and H. norm computations of FDLCP systems is
through solutions of differential equations. For example, for the H2 norm computation, it
can be done by solving a periodic Lyapunov equation and doing integration of a certain trace
function about the solution [20] . The existence of the solution of the periodically time-varying
Lyapunov equations can be guaranteed under some standard assumptions [9]. In genelral,
the solutions can be determined only numerically. As for the H. norm, the well-known
bounded reaHemma leads us to the necessary and sufficient Hamiltonian test [20] for the
H. norm of the FDLCP system (1.1) to be less than or equal to a prescribed positive scalar
7. This Hamiltonian test is stated via an associated h-periodic Hamiltonian matrix H(t, 7).
Hence the H.. norm can be computed to any degree of accuracy via a bisection algorithm
by checking if H(t,7) has characteristic multiplier (see Remark 2.1 for its definition) on
the unit circle. In general, this method also needs repeated numerical computations of the
monodromy matrices corresponding to H(t, ty) because of the iterative steps with respect to
the prescribed scalar 7. Another celebrated contribution of the differential equation approach
is that the parameterization of state-feedback H2 and H.. controllers in FDLCP systems is
solved [21].
   There are also efforts to compute the H2 norm by the parametric transfer functions of
FDLCP systems [48], which lead to a closed-form formula for the H2 norm. This formula is
stated by defining a so-called correlation function of the parametric transfer function w(t, s),
which is given by the integral process Bo(s) := (1/h) foh w(t, -s)w'(t,s)dt. Therefore, the H2
norm formula thus derived is actually a multiple integral about the complex function w(t, s)
so that its numerical implementation is not so simple, besides the computation problem of
an infinite summation defined on the above correlation function Bo(s). In addition, how to
compute the H.. norm via the pairametric transfer function has not yet been discussed, and
the equivalence of the H2 norm defined on the parametric transfer function with the usual
time-domain counterpart remains to be an open problem.
   As for the H2 and H.. norm computations of FDLCP systems by the frequency response
operator defined via input/output steady-state analysis [39], [69], [70], the numericai imple-
mentation is also not trivial since the frequency response operators aire infinite-dimensional.
To solve this problem, the square truncation is proposed in [69] . However, its convergence has
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not been verified, which is nontrivial especially when the operator involved is non-compact.
There have been no discussions to clarify the relations between the original FDLCP fre-
quency response operator and the square truncated one, either. The possible reasons may
be attributed to the fact that the square truncation neglects the `symmetrical' mathematical
structure of the frequency response operator, which makes such discussions hard.
   One can also consider the norm computations via the fast sampling/fast hold (FSFH)
approximation of the frequency response of FDLCP systems. The FSFH approach is first
proposed in [44] and recently is applied by [76] to the frequency response approximation
in sampled-data systems. As we have seen in Section 1.2, it is naturally expected that the
frequency response relation defined via the FSFH treatment in an FDLCP system approaches
that of the original FDLCP system as N - oo, and thus so do the H2 and H.. norms. To
show these convergences is seemingly trivial. However, the works of [14] , [76] show that this is
actually not very easy. One of the dificulties we would encounter is how to ensure that in the
FDLCP system (1.1), as IV - oo, both the imposed input u(t) and the corresponding output
                                               iy(t) can be suitably approximated by the FSFH approximation. This becomes a serious
question because of the introduction of the operator 7'th!NShlN, which is unbouRded on Lp
for any 1 S p Åq oo [14]. For example, in the H. norm case, the worst-case input/output is
relevant. A natural question is if these `worst' input and output can be properly represented
by their FSFH counterparts. Unfortunately, however, no one can know the `worst' input and
output in advance. It is well-known that a proper representation of a signal cap be ensured
if the signal is relatively smooth [14],[161. Bearing this in mind, it follows naturally that
to satisfy this smoothness requirement (and therefore the convergence desired) in a general
FDLCP system, the input should be confined to an admissible signal set to satisfy the well-
behavedness of the operator 7'th/NShlN; at the same time the system concerned should be
of certain structure such that even the worst-case output signal (for the H. norm) can
be properly approximated. In less rigorous words, the FSFH approach would work well
if the frequency response of the original system is low-pass and the input signal is chosen
from a set of signals that are relatively smooth. Some similar problems also appear in the
H2 norm computation. It is evident that the FSFH operator 7'thlNSh!N does not behave
well on the 6-function no matter what N is taken since the 6-function is neither smooth
nor band-limited. Hence, the approximatioB error between the actual impulse response of
the original FDLCP system and the FSFH approximation is hard to be assessed in the
time-domain. Therefore, a time-domain proof for the H2 norm convergence seems to be
nontrivial. We believe that a frequency-domain proof for the desired convergence also needs
much more involved discussions about the relations among the frequency responses defined
via the FSFH treatinent, continuous-time lifting and input/output steady-state analysis,
and these discussions are of independent significance from the experience of this author.
However, we will not probe into these topics in the main context of this thesis.
   Finally, it must be pointed out that there exist no available formulas or algorithms in
the literature established via an FSFH approach for the H2 and H.. norms computations in
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the FDLCP setting. Thus, the real purpose to include the above paragraph here is to show
some considerations about why the FSFH approach has not been successfu1 so far, instead
of a survey about the FSFH approach and its application.
1.4 ScopeoftheThesis
                                                         ta
  Having given a survey on the existing studies on FDLCP systems in the preceding sec-
tions, we will concentrate our attention in the forthcoming chapters only on the analysis of
FDLCP systems through the harmonic analysis approach both theoretically and numerically.
Before our formal discussions, the contents of the rest of the thesis are sketched as follows.
   The basic properties of FDLCP systems such as the well-known Floquet theorem and the
principal results of the Fourier series analysis closely related to our arguments are quickly
summarized in Chapter 2. As further preparations, some other mathematical notations and
preliminaries such as the Toeplitz transformation are also included in Chapter 2.
   In Chapter 3, at first from the Floquet theorem and the Toeplitz transformation, it is
shown that the Floquet transformation about the state vector can be equivalently expressed
as the similarity transformation relations stated on some infinite-dimensional linear spaces
(l2 and li, respectively under suitable conditions) in terms of the transition matrix of an
FDLCP system. Next, by means of the similarity transformation relations, the harmonic
Lyapunov equation densely defined on the linear space l2 is established for the asymptotic
stability analysis of FDLCP systems for the first time. The proof arguments are given'
only through simple matrix algebra so that the existence problem of steady-state periodic
solutions of a periodically time-varying Lyapunov differential equation I9] is circumvented
completely. The harmonic Lyapunov equation is helpfu1 in proving a stability criterion for
FDLCP systems based on approximate modeling in Chapter 4, and this equation is also
usefu1 and necessary in establishing the exact trace formula for the H2 norm in FDLCP
systems, which is parallel to the trace formula expression that we have in LTI continuous-time
systems but in terms of infinite-dimensional input and/or output matrices and the solution of
a corresponding harmonic Lyapunov equation. Also through the similarity transformation
relations, the Gerschgorin theorem is extended to operators defined on the Hilbert space
l2, which leads to a suflicient disc--group stability condition for FDLCP systems. Next,
again from the similarity transformation relations, the frequency response operators are
established for FDLCP systems via the input/output steady-state analysis. It is shown
that the frequency response operator thus introduced is guaranteed to be densely defined
on the Hilbert space l2 and be well-defined on the whole Banach space li under suitably
strengthened conditions. The respective equivalences about the H2 and H.. norm between
the time-domain and frequency-domain definitions are verified when the frequency response
operator thus defined is used in their frequency-domain definitions.
   In contrast to the operator-theoretic arguments of Chapter 3, Chapter 4 is devoted to
the numerical implementations of the results in Chapter 3. First, for asymptotic stability of
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FDLCP systems, an approximate modeling approach is suggested, which yields a necessary
and suflicient condition if the transition matrix of an approximate model can be determined
explicitly. Here, the suficiency proof is via the hammonic Lyapunov equation, while the ne-
cessity one follows from the Gronwal1's Lemma and-the variation-of-constants formula [38].
Several corollaries giving necessary and sufficient conditions are derived thereupon, which
relax the requirements on the transition matrices of approximate models. Second, for the
H2 and H.. norm computations, the skew truncation and its modification, the staircase
truncation, are introduced on the frequency response operator such that these two norms
can be asymptotically computed by means of finite-dimensional LTI continuous-time sys-
tems, while the lifting technique converts the problems to those of finite-dimensional LSI
discrete-time systems. Although the computations are only asymptotically carried out, uni-
form convergence can be easily ensured under mild assumptions in most practical systems.
Upper bounds ofcomputation errors can be given under these mild conditions so that in most
practical FDLCP systems, it is possible to assess the trupcation size in advance. Moreover,
the limit of the asymptotic trace formula for the H2 norm computation developed via the
skew truncation on the frequency response operator is shown to go to the exact trace formula
developed in Chapter 3 through the infinite-dimensional harmonic Lyapunov equation. On
the other hand, the staircase truncation analysis also makes it possible to extend the Hamil-
tonian test for the H.. norm to the FDLCP setting and thus a modified bisection algorithm
is developed for the H. norm computation. Finally, the H2 and H. norm.,computations
via approximate models are also considered. There are numerical examples to illustrate the
eflicacy of the numerical implementation algorithms.
  In Chapter 5, we summarize the main results ofthis thesis and point out the problems that
have not been solved up to the present stage, and sketch the dificulties we have encountered
in solving them. Finally we move on to suggest some possible subsequent research topics.
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Chapter 2
Preliminaries to FDLCP Systems
The purpose ofthis chapter is to lay the mathematical foundations for the subsequent discus-
sions. In Section 2.1, the state-space description of finite-dimensional linear continuous-time
periodic (FDLCP) systems is presented first and the Floquet theorem is reviewed. Remarks
about the Floquet theorem are given, which play a key role in understanding the transition
matrix and asymptotic stability of a general FDLCP system. Next in Section 2.2, several
convergence lemmas about the Fourier series expansions ofperiodic functions are quoted from
textbooks. Based on these preparations, the Toeplitz transformation is re-defined rigorously
and several important lemmas and propositions stated via the Toeplitz transformation for
FDLCP systems are proved thereafter. These lemmas and propositions are the main tools
in establishing the similarity transformation formulas of FDLCP systems in Section 2.3 and
useful in discussing the eigenvalue structure of FDLCP systems in Section 2.4. These lemmas
and propositions will also be used to assure various convergence and validity in theoretical
analysis and numerical computations in the coming chapters.
2.1 FDLCP Systems and the Floquet Theorem
  Consider the FDLCP system
where x E R",u E CRM and y E 7iti are the State vector, input vector and output vector,
respectively. Accordingly, A(t),B(t),C(t) and D(t) are the n x n state matrix, n Å~ m input
matrix, g Å~ n output matrix and l x m feedthrough matrix, which are h-periodic time-varying
matrices. The transition matrix of the system (2.1) is denoted by O(t,to) when the initial
time is to. The system (2.1) is said to be strictly proper if D(t) i O,Vt E [O,h]. In the
following, all the dimensionality subscripts will be suppressed if no confusion is caused.
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Theorem 2.1 (Floquet Theorem [38],[51],[61]) Assume in the sgstem (2.1? that A(t) E
Li[O,h]. Then the transition matrix Åë(t,to) is continuous with respect to t and can be ex-
pressed as Åë(t,to) = P(t,to)eQ(`-`e) where P(t,to) is absolutely continuous in t, nonsingular
and h-periodic both in t and to, and Q is a constant-matrix. Moreover, the system is asymp-
totically stable of and only of the eigenvalues of the monodromy matrix, Åë(h + to,to), are in
the open unit disk, or equivalently, the eigenvalues of q lie in the open left-halfplane.
Remark 2.1 in [19],[38],[51],[56],[59], the eigenvalues of the monodromy matrix Åë(h +
to,to) are also called characteristic multipliers ofA(t) while the eigenvalues of the matrix Q
are named characteristie exponents of A(t). The characteristic exponents are uniqtte in 'the
sense of modulo (2r2'/h), and the characteristic multipliers are actually independent of the
initial time to. Hence it would lose no generality to let to = O in the discussions so that we will
take a zero initial time in general. Noting that absolute continuity implies continuity [55] , [60] ,
it follows that P(t,to) is continuous with respect to t. Generally speaking, (? is co7nplex
                                              v(derived through a matrix logarithm [19]] and this may bring difficulties in certain practical
design problems. This difficulty can be overcome by resorting to a real Floquet factorization,
that is, Q can be given by an appropriate real matrix, as stated in Corollary 8.1.4 of [51].
In [81], Theorem 2.1 is named the Floquet-Lyapunov theorem, in which it is also asserted
that for any arbitrary constant matrix Q and h-periodic matrix P(t, O) that is nonsingugar for
all t, continuous, ana has a piecewise-continuous derivative, there is some h-neriodic system
whose transition matrix is P(t, O)eQ`.
Remark 2.2 In the literature there are two ways to express the Floquet factorization (or
decomposition? of the transition matrix of an FDLCP system. One way is as we have stated
in Theorem 2.1. In some references [56],[61], one can also see the Floquetfaetoriiation in
the form ofQ(t,to) = P(t)eQ(`-`O)P-i(to). It is worth mentioning that these two forms are
actually equivalent. This can be proved as fotlow.
   17Trom Theorem 2.1, it is clear that Åë(t,O) = P(t,O)eQt andÅë(to,O) = P(to,O)eQ`O. Then,
we obtain from the basic properties of a transition matrix that
    Åë(t, to) = Åë(t, o)o(o, to) = Åë(t, o)Åë-i (to, o)
            == p(t,o)eQt(p(to,o)eQ`o)-i=p(t,o)eQ(t-`o)p'i(to,o)
ij we rewrite P(t) = P(t, O), then the equivalent expression follows immediately.
   Therefore, the 171oquet factorization of the transition matrix Åë(t, to) of the FDLCP system
(2.1? always means that O(t,to) = P(t,to)eQ(t'`O) in the discussions of this thesis.
   The Floquet theorem is merely an existence theorem and as such is useful in theoretical
work. However, the computation for the Floquet factorization pair (P(t,to), (?) Qf the state
transition matrix of a general FDLCP system is usually difiicult to the best knowledge
of the author except in the cases when the state matrix A(t) has special structures; for
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example, A(t) is a scalar and continuous (Theorem 2.4.1 in [54]), A(t) is piecewise constant
([25],[71]) or A(t) is commutative ([51]). It is worth mentioning that in the last case, only
the computation of e is reduced to the `DC' matrix computation about A(t) on [O,hj, and
the computation for the periodic portion P(t,to) is still dificult in general.
   Combining the Floquet theorem with Theorem 6.3.2 of [51], simple deductions yield
P(t,O) :Åë(t,o)e"Qt,
p-i(t,o) == eQtÅë(O,t),
Slt p(t, o) = [A(t)Åë(t, o) - Åë(t, o) Q] e-Q` (a.e.)
i:tTP-i(t,O) =eQt[(?Åë(O,t)--Åë(O,t)A(t)] (a.e.)
(2.2)
The equations of (2.2) play a key role in analyzing the convergence properties of the Fourier
series expansions of the periodic functions P(t, O) aind P-i(t, O).
   Based on the Floquet theorem, introduce the state transformation te = P-i(t, O)x to the
FDLCP system (2.1). Then it follows readily after simple derivations that
    G(Z.-,'.Q-2,,+.-B.(li)iy,,. (23)
with the matrices B(t) and C(t) given by
    B(t):==P-i(t,O)B(t), O(t)=C(t)P(t,O) (2.4)
It is clear that the FDLCP system (2.3) is equiva[lent to that of (2.1) in the Lyapunov
sense. That is, the system (2.1) is asymptotically stable if and only if the system (2.3) is.
Another important structure feature of the system (2.3) is that the state matrix is a constant
matrix. In the literature, the state transformation to = P-i(t, O)x is called the Floquet state
transformation, which brings some mathematical convenience in the discussions.
2.2 Fourier Series and the Toeplitz Thransformation
  In this section, the Toeplitz transformation is introduced and its validity is considered.
Some results from the Fourier series analysis that pertain to the subsequent arguments are
summarized simply as mathematical preparations. To this end, first let us assume that X(t)
is an h-periodic time-varying matrix function belonging to L2[O, h]. Now define
    cvh = 2T/h
and expand X(t) to its Fourier series expansion,
well-defined in the sense that
            +oo
     llX(•) - 2 X. ej-MC"h(') IIL, [o,h] = O
           m =-oo
i.e., X(t) = E) L29-.. X.ej'n}wht, which is
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   The Toeplitz transformation on X(t) [70] , denoted by 7' {X(t)}, maps the matrix function
X(t) E L2[O, h] into a doubly infinite-dimensional block Toeplitz operator [70] (or to be more
precise, block Laurent operator [29, Vol. II, p. 564]) of the form
T{X(t)} :=
•••  Xo X-1 X.2 •••
•••  Xl Xo X-1 •••
••
 X2 Xl Xo •••
=:2g (2.5)
   It is straightforward to show that
     7' {X(t) + Y(t)} : T {X (t)} + T {Y(t)}
when X(t) and Y(t) are h-periodic and belong to L2[O, h]. However, the situation is different
for the Toeplitz transformation of the product of two h-periodic matrix functions. To clarify
the conditions under which the Toeplitz transformation can be interchanged with matrices
multiplication computations, the Mertens theorem is stated below.
Lemma 2.1 (Mertens Theorem [12], [45]) Let2 ee=o a. and 2 ee--o b. be two convergent in-
finite series and let c. = Z)p+g=. apbq. The series 2 2?=o c. is called the Cauchy product of
2;X--oa. and2 ?=ob.. Provided that one of the infinite series Åí.oo--oa. ahd 2) :--ob. is
absolutelg convergent, then X.oo=o c. is convergent and satisfies
      oo co oo
     2cm=2am2bn
     m=O m=O n==O
   It is worth mentioning that by the proof ofthe Mertens theorem provided in l12], [45], it is
nontrivial to extend this theorem to two-sided infinite series like 2 ee=-. a.. Because in this
latter case, the Cauchy product involves terms of infinite summations so that an iterative
relation of partial summations fails to hold (this relation is an essential point of that proof).
This is why we give a lengthy and seemingly redundant proof for the following lemma in
which the Mertens theorem is applied. By Lemma 2.1, the interchangeability problem we
mentioned in the above can be solved. Now we consider two compatible h-periodic matrix
functions X(t) and Y(t) with the Fourier series expansions X(t) = E L2g-.. X.ej'MWh` and
Y(t) = Åíhee.-.. Y.ejMWht, respectively. Then we have the following lemma, in which it is
implicitly assumed that both X(t)Y(t) and Y(t)X(t) make sense.
Lemma 2.2 Suppose that the Fourier series expansion ofX(t) E L2[O, h] converges to X(to)
for agmost every (a.e.? to E [O,h]. Also suppose that Y(t) E L2[O,h] is continuous and the
I7Tourier series expansion ofY(t) is absolutely convergent. Then, the Fourier series expan-
sion ofX(t)Y(t) (or that ofY(t)X(t), respectivegy? converges to X(to)Y(to) (Y(to)X(to),
respectively? for a.e. to E [O,h], and
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T{X(t)Y(t)} = T{X(t)}T{Y(t)}, T{Y(t)X(t)} = T{Y(t)}T{X(t)}
Proof By the absolute convergence of the Fourier series expansion of Y(t), it follows that
it is uniformly convergent with respect to t over [0, h]. Thus, the Fourier series expansion of
Y(t) defines a continuous function over [0, h]. By the property of the Fourier series expansion
as noted above, together with the continuity of Y(t), it follows that this continuous function
is nothing but Y (t). In other words, for every to E [0, h], the Fourier series expansion of Y (t)
converges to Y (to). Now rewrite the Fourier series expansions of X (t) and Y (t) as
+00
X(t) = L Xm(t),
m=O
+00
Y(t) = L Ym(t)
m=O
with Xo(t) = Xo and Xm(t) = xmejmwht + X_me-jmwht, m = 1,2,"', and Ym(t), m =
0,1,2,' .. are defined similarly. Hence, by the assumption on X(t) and the Mertens theorem,
for each to E [0, h] at which the Fourier series expansion of X(t) converges to X(to), we have
+00 +00 +00
X(to)Y(to) = ( L Xm(to)) ( L Ym(to)) = L Zm(tO)
m=O m=O m=O
(2.6)
where Zm(tO) = L:u+v=m Xu(to)Yv(to). That is, the right-hand side of (2.6) is the Cauchy
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For simplicity, the (p, q)-th entry in this array is simply denoted by apq . Here, {apq } with
p E Z and q = 0,1,2,'" forms a double sequence [12]. It is obvious that the summation
of all the entries in the q-th column is just Zq(to), q = 0,1,2,' .. and L:~o Zq(to) is nothing
but the sum of the repeated-series-by-columns of the double sequence {apq } according to the
terminology of [12], [52]. In other words, we obtain
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    +oo +oo oo
         Åí apg) = 2 Zq (to)
    2(
    q=O p==-oo g=O
Similarly, 2 J=coM. (Åíq+=ooo apg) is called the sum of the repeated-series-by-rows of the given
double sequence. To our current purpose, we further consider the so-called rectangular
partial summation defined on the double sequence {apg}, which is given by
           lr
    Sir := 2 2apq
         p=-tg=O
According to [52], the convergence ofthe sum ofthe repeated-series-by-rows as well as thaf of
the repeated-series-by-columns can be ensured based on the convergence of the rectangular
partial summation. To exploit this fact, we first aim at establishing the convergence of the
rectangular partial summation, which can be guaranteed by the convergence of the sum of the
repeated-series-by-columns by the specific structure of th,e double sequeRce {apq}. Indeed, it
is easy to see that if l ;}l r, then St. = 2 G=o Z,(to). Hence, the convergence of Åí,+=OOo Z,(to) (by
the Mertens Theorem under the given assumptions) implies that the double sequence {Si.}
itself is convergent to :g+=OOo Zq(to), which in turn is called the sum of the double sequence
{ap,} by definition and can be expressed as
         oo
        q= O
  On the other hand, for any fixed p E Z, the p-th row of the array {apq} satisfies
    +oo +oo
    E apq= 2 Xp-kyfoejpwh`o
    g=:O fe=-oo
Then it is clear by the Cauchy-Schwarz inequality and the Pairseval theorem that
    Ii2apgfil :{{ 2 1IXp-k11•1I]Ylk,11S[ 2 ll-x,-le1I2]i/2[ 2 Hylell]ii2 Åq oo
      g==O le =- co le=-co le=-co
which says that the array {apg} is convergent for each row. Summarizing these arguments,
the conclusion of [52] tells us that the sum of the repeated-series-by-rows of {apg}, i.e.,
Åíp+=co-.. (2 ge--o apg), is also convergent and the sum of the repeated-series-by-rows is equal to
S. That is
     +oo oo +oo +oo oo                = 2 ( 2 Xp-fo Yk) ejpah`O = S = 2 Z, (to)
   2 (2apq)
    p=:-oo g=O p:-oo le=-oo q=O
Using this relation in (2.6), we eventually obtain
                +oo +oo
    X(to)Y(to)=Åí(2 X,-foYle)ej"XVh`O (2.7)
               p=-oo le=-oo
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which holds for almost all to E [O,h] by the assumption on X(t). Noting that it is in the
form of the Fourier series expansion, it immediately follows that {Zk+--O`-' . X,-kYfe}zaee-.. is
indeed the Fourier coeflicients sequence of X(t)Y(t), because we readily have
               +oo +co
     X(')Y(') - ,.2,... (le=2... Xp-kYk)e"PWh(') L,{o,h] = O
(since (2.7) holds for a.e. to E [O,h]) and the Fourier series expansioh is unique. This gives
7- {X(t)Y(t)} = T{X(t)}T{Y(t)}. Similarly for T{Y(t)X(t)} = T{Y(t)}T{X(t)}. This
  The following lemma [17, p. 104, Theorem 2] gives some suMcient conditions under which
the Fourier series expansion of a given h-periodic matrix function is absolutely convergent.
Lemma 2.3 Let X(t) be h-periodic and continuotts, and suppose that its first-order deriva-
tive is piecewise continuous. Then the convergence of the Fourier series expansion ofX(t)
is absolute and thus uniform with respect to t E [O,h].
  If the conditions in Lemma 2.3 are relaxed [28, p. 173, Theorem 10'], we get Lemma 2.4.
Lemma 2.4 LetX(t) be h-periodic, piecewise continuous and differentiable at a.e. t E [O, h] .
Then, the Eourier series expansion ofX(t) converges to X(to) for a.e. to E [O,h].
  To validate a usefu1 result about the Toeplitz transformation on the derivative of an
h-periodic time-varying matrix function (i.e., the equation (2.15) given below), we need the
following lemma [17, p. 106, Theorem 3].
Lemma 2.5 Let X(t) be h-periodic and continuous, and suppose that the first-order deriva-
tive ofX(t) is piecewise continuous. Then, att E [O,h] where the second-order derivative of
X(t) exists, X(t) = ZAee-,.,jmwhX.ejMWh`. Namely, the termwise differentiation is vagid.
Remark 2.3 A junction X(t) defined on the interval [O, h] is said to be piecewise eontinuous
if [O, h] can be divided into finitely many sub-intervals, on each of which X(t) is eontinuous
anal the unilateral limits ofX(t) at the ends from the interior of the sub-interval exist [55].
X(t) is said to be piecewise smooth on [O,h] ofX(t) is continuous on the whole interval [O,h]
and continuously differentiable except at finitely many points of [O, h], at each of which the
left and right derivatives exist. Eollowing the proofs of Lem7nas 2.3 and 2.5 [1Z, or following
the arguments in [28] regarding the results corresponding to these lemmas, we can readily
see that the conditions on X(t) in these two lemmas ean actuagly be replaced by the weaker
eondition that X(t) is h-periodic anel piecewise smooth. Given this fact, but with a slight
abuse of terminology, we neglect the slight difference in these two conditions in this thesis.
Namely, when we say that a function is continuous and its first-oreler derivative is piecewise
continuous, the exact meaning should be interpreted to be that the function is piecewise
smooth. We foglow this convention, since the former wording seems more intuitive and
provides some ease in descriptions. However, this does not cause any loss of rigorousness.
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   Now we define some sets of h-periodic functions as follows.
       L,,.[o,h] :- {f(t): a(,`ls'g.el.gge,g'lss ,c.2". `i'n,uo[x,s,?nd }
       Lpcc[o,h]:-{f(t):g.`S',AS,P,leq.gW,tSfiS,g",tihn,"9."s,a,7,glgs,go.g.r:rgetj,eÅí,}
       LcAc[o,h]:-{f(t):,f.(B),AS,,C.O."/i',n"fO(,"i,g",d,,`.h,e.,F,O,,Urjgr.eg,rge,S.,}cLpcc[o,h]
       LcpcD[o• h] :== {f(t): i[3 l•: S2•V,`8Ill:.8,"2,a.",E.th.e.,d9.X\gllMe Of }c LpcDio, h]'
where PCD stands for piecewise continuous and differentiable and PCC is short for piecewise
continuous and convergent while CAC and CPCD are abbreviated from continuous and
absolute convergent, and continuous and piecewise continuously differentiable, respectively.
By Lemma 2.3 and Lemma 2.4, respectively, it is clear that
    Lc,c. IO, h] c LcAc [O, h], Lc,c. [O, h] c L,c. [O, h] c L,cc [O, h]
which are helpful in interpreting relevant results stated on different classes of FDLCP sys-
tems. The following results are helpfu1 in our subsequent arguments.
  It is not hard to show the following lemma [46].
Lemma 2.6 ij the matrix junctions X(t),Y(t) E LcAc[O,h] have compatible dimensions,
then X(t)Y(t) E LcAc[O, h] •
Proof Expand X(t) and Y(t) into their Fourier series expansions as we have done just
before Lemma 2.2. Then under the assumptions about X(t) and Y(t), it is clear that
     +oo +oo
     2 IIXmllÅqoo, Z) 1IYmllÅqoo
    m=-oo m=-oo
On the other hand, by the proof of Lemma 2.2, it follows that for anytE [O, h]
               +co +co
    X(t)Y(t)= 2 ]E x,-,y,ejpLvht
              p=-oo k =-oo
and X*=oo-,,, X,mfoYk is the p-th Fourier coefficient of the h-periodic matrix function X(t)Y(t).
[Iro complete the proof, it remains only to show that 2 J=co-. II Zle+=oo-.. Xp-feYk-II Åq oo• To this
end, we observe that
         +oo +oo +oo +oo
          2 ll 2 x,-leYleII si 2 2 l[X,-kll•11Ykll
         p=-oo k=-co p=-ook:-oo
      - l$icoi "yfoi]1 [i!IOiO ux,-,iil Åqoo
         Lk=-oo J Lp=-oo J
                                   19
