The Volterra nonlinear integral equation 
arising in applications, e.g. in water perlocation [9] , [23] , [24] and in the nonlinear theory of wave propagation [13] , was studied in [1] , [4] , [6] , [10] , [22] , [23] , [24] , while more general equation ϕ
-in [2] , [3] , [5] , [7] . When m > 1, the equations (1.2) and (1.3) with f (x) = 0 may have a nontrivial solution ϕ(x), see for example [22] , [26] . All the papers above were devoted to investigation of problems concerning in main the existence and uniqueness of a solution ϕ(x) for equations (1.2) and (1.3) with m > 1, in some spaces of continuous or integrable functions. The equation (1.2) with 0 < m < 1 and a continuous kernel k(u) was considered in [1] , [4] , where some results were given on the uniqueness of its solution ϕ(x) in some spaces of continuous or integrable functions. Such a problem for the equation (1.2) with m < 0 and non-increasing kernel k(u) in the class of almost decreasing functions was studied in [12] . Lower estimates and asymptotic properties near zero for the solution ϕ(x) of the equation (1.3) with m > 1 were obtained in [11] provided that a(x), k(u) and f (x) have power asymptotic behavior near zero. The existence of the solution for the equation for 0 < α < 1 was investigated in spaces of locally integrable and continuous functions in [14] , [15] , [19] . Asymptotic properties at zero of the solution ϕ(x) for the equation (1.4) with m ∈ R = (−∞, ∞), m = 0, −1, −2, · · · , in the case when a(x) and f (x) have special asymptotic at zero were studied in [16] , [17] , [18] , [20] , [25] . Special cases of (1.4), when its solution ϕ(x) can be found in closed form, were investigated in [11] , [18] , [19] , [20] and [26] .
The equation of the form 5) with real m was considered in [21] , where existence and uniqueness results were discussed and special cases of solution in closed form were treated.
The main results in this paper are lower bounds given in Theorem 2.1, upper bounds for averages of solutions given in Theorem 4. 
3)
f (x) with the solutions ϕ 1 (x) looked for in the space CL + loc (0, d). However we find it more convenient to consider the equations just in the form (1.1) .
In this section we give an apriori lower estimate for a nonnegative solution ϕ(x) of the equation ( 
) is a ring with respect to Volterra convolution (see, [11] , Theorem 1), the integral term in (1.1) is also a locally integrable function. Therefore, the equation (1.1) is well posed in this class.
We note that the condition
is necessary for solvability of equation
. This fact is a consequence of the evident inequality f (x) ≤ ϕ m (x) and the assumptions on the solution ϕ(x). We also suppose that f (x) satisfies the condition
for all ε > 0 we may pass to the function
and obtain the same equation (1.1) with respect to ψ(x), for which the condition (2.5) is satisfied.
In the case when f (x) ≡ 0, x ∈ (0, d), the equation (1.1) also may be investigated, but in this case we need some special additional assumptions on the functions a(x), k(x), b(x). We consider this case specially in Section 3. But before that in this section we suppose that f (x) satisfies the conditions (2.5).
Theorem 2.1. Let m, α, µ, ν ∈ R be such that
and let nonnegative coefficients a(x), b(x) and nonnegative kernel k(
9)
where 
We denote
) so the integral on the right hand-side of (2.13) exists and y (x) ∈ C(0, d) with y(0) = 0. Then ϕ(x) = x 1−ν y (x), and we rewrite (2.12) in the form
Therefore, y(x) > 0 in some neighborhood of the origin, by (2.5). Then from (2.12) it is seen that ϕ(x) > 0 for all x ∈ (0, d) and then (2.13) implies that y(x) > 0 for all x ∈ (0, d). Taking this into account, we obtain
(2.14)
Integrating the latter inequality over (0, x) and using that y(0) = 0 and the conditions in (2.7), we arrive at the estimate
.
(2.15)
Then from (2.12) and (2.13), the estimate
easily follows, but with the constant
. It remains to improve the constant. Using the estimate (2.16) on the right-hand side of (2.11), we obtain
Substituting again this estimate into (2.11), we obtain in a similar way
Repeating this operation n times, we find
Taking the limit as n → ∞, we arrive at the inequality (2.9) with the required constant A.
for z > 0 and 0 < w ≤ 1. The preciseness of the constant A may be checked by direct verification of the fact that the function Ax ) and satisfy the condition (2.5) . If the equation
(2.18)
We note that the condition f 
b) and satisfy the condition (2.5). If equation (1.5) is solvable in CL
Proof. Suppose that equation (3.1) has a solution in CL
This gives us the cases 1)-3). We observe that the case 3) may be reduced to the case 2) by the passing to the function ψ(x) from (2.6). Lemma is proved. Repeating these arguments n times, we find
for an arbitrary n, which is impossible. This completes the proof of the lemma. F (x). The theorem has been proved.
Hypothesis. Under the assumptions of Theorem 4.1 on k(x) and f (x), the estimate (4.4) is probably valid for all m > 1. Corollary 4.1. Under the assumptions of Theorem 4.1, if ϕ(x) is a solution of the equation (1.2), then
Under the assumption that the solution is bounded, we can obtain the upper estimate for the solution itself.
(4.8)
Proof. To prove the right-hand side inequality in (4.8), we use the estimate
Applying Lemma 4.1 with the evident choice of β, a and b, we have
which yields (4.8). The theorem has been proved.
for all m > 1 A similar estimate was known before under the additional assumption that the kernel k(t) is a continuous increasing function (see, for example, [22] , [5] 
The proof is similar to that in [5] , where this theorem was given in the case f (x) ≡ 0. First of all we show that
Indeed, from the equation (1.2) we see that the convolution on the right-hand side in
. Repeating our arguments n times, we obtain that ϕ(x) ∈ L sm n (0, d 0 ) for all n, which yields (4.11). To prove the theorem, it remains to choose n such that sm
and take into account that
We note that the statement (4.11) of Theorem 4.3 holds also in the case s = 1. 
) satisfy the conditions (2.8) and (2.5) . Let
where A is defined in (2.10) .
Proof. Let ϕ 1 (x) and ϕ 2 (x) be two solutions of equation
Hence, in accordance with the lower estimate (2.10) and Remark 2.2, we have
Then by (1.1),
Then (5.3) can be rewritten as
Let 0 be a number arbitrarily close to , 0 < 0 < and x 0 be the maximum point of
where
Substituting this into (5.5) and using the notation in (5.2), we arrive at the estimate
Since M < mA
, we obtain u(x 0 ) = 0 at the maximum point of u(x) on an arbitrary subinterval [0, 0 ]. Then u(x) ≡ 0, so that ϕ 1 (x) = ϕ 2 (x), which proves the theorem.
Of course, the condition (5.2) is not necessary for uniqueness, which may be illustrated by the following equation Modifying this example, we note that the equation 9) and let the function f 
) satisfy the condition (2.5). If equation (2.17) is solvable in
Thus, results similar to those in Theorems 5.2 are also valid for this problem.
The case of singular coefficient
We return here to the integral equation of the type (5.8) with the singular coefficient: 
Proof. In case p = 1, the statement of lemma is well known, being a particular case of Hardy-Littlewood theorem [27] , on boundedness of integral operators with kernels homogeneous of degree −1:
For p = 1 the statement of lemma may be verified directly.
The proof uses the idea of the proof of Theorem 4.3. We observe that in the case of the interval (0, δ), the L q -norm is an increasing function in q. Therefore, there exists finite or infinite limit lim .1) is an example of linear integral equations with kernels homogeneous of degree −1, the theory of which is well developed, see [29] and also the recent survey [30] . The solvability of the equation (6.1) in C[0,d) and the number of its solutions, were in particular investigated in detail in [29] .
