A new full-parameter singular value decomposition-based image quality assessment (IQA) method, which aims at capturing the loss of structural content instead of measuring the distortion of pixel intensity value, is proposed. Both the singular vectors and the singular value are considered as features and weight for quantifying major information, respectively, to evaluate the distortion degree in images. Extensive validation experiments are conducted with two kinds of test images, one of which is the LIVE database supplied by the University of Texas and the other is created from our own simulation. The prediction performance of the presented metrics, such as accuracy, monotonicity, and consistency, is measured. The experiment results show that, compared to several state-of-the-art image quality metrics, the performance of the proposed IQA is in better alignment with the perception of the human visual system in predicting image quality, particularly when comparing images containing different types of distortions. C 2011 Society of Photo-Optical Instrumentation Engineers (SPIE).
Introduction
Image quality assessment (IQA) plays an important role in variety of image/video processing applications ranging from lossy compression to remote sensing. The existing image quality assessment methods can be divided into two categories: subjective and objective. 1 In most cases, the quality of image/video decided by observers' understanding is the most accurate and reliable way if the number of subjects is sufficiently large, because the human visual system (HVS) is the terminal of the image processing system. However, such subjective assessment is usually cumbersome, expensive, and unsuitable for in-service and real-time applications. Therefore, computationally efficient objective IQAs that can predict or mimic the opinion of human viewers have played a central role in shaping many visual processing systems and algorithms as well as their implementation in recent years.
Objective IQAs can be classified into two main sorts using the type of information needed to evaluate the distortion in degraded images: reference and no reference. The reference method refers to the metric calculator of an image according to an index value, which provides all or part of the information of the original image before processing. The latter is to assess the quality of the distorted image directly without any prior information of the original image. Although no-reference measures [2] [3] [4] are needed in some applications in which the original image is not available, the applicability of full-reference [5] [6] [7] measures is much wider. No matter which method is used, the success of objective image quality assessment obviously hinges on two important factors: (i) Features detection and representation and (ii) scheme of fusing the features into a single number that 0091-3286/2011/$25.00 C 2011 SPIE should be consistent with the HVS to represent the quality score.
A literature survey indicates that the issue of feature detection has been studied extensively. It is well known that there are pixel-or block-based methods belonging to reference IQAs. The traditional pixel-based methods, such as peak signal-to-noise ratio (PSNR) and the mean squared error (MSE), whose computation is carried out with the advantage of computational efficiency while it fails to consider the correlation between neighboring pixels, result in poor correlation with the HVS. 8, 9 The research shows that HVS is sensitive to spatial frequency and structures. 5, 10, 11 Therefore, during recent years there has been a growing interest to take image structure into account for picture quality evaluation. [12] [13] [14] A well-cited metric based on structure is put forward by Wang and Bovik: first, as the universal image quality index 13 and then its improved form known as the structural similarity (SSIM) index. 14 On the other hand, a relatively scant research effort has been directed to the second factor of the features pooling becaise the contribution (i.e., weight) of each feature to the final quality score may be different and is very difficult to be determined. The vast majority of existing metrics (e.g., PSNR, etc.) have employed techniques like simple summation/averaging of errors, 12, 14 Minkowski metric fusion, 15 linear combinations, etc. Such techniques impose constraints on the relationship between the features and the quality score. To overcome the limitation, the support vector regression as a machine learning 9 to discover the underlying complex relationship between a set of image features and the perceptual quality is proposed this year. In a word, it is still a challenge to develop effective cognitive models that can combine the statistics of the quantify distortions into a single score.
In this paper, some properties of the singular value decomposition (SVD) are explored, and the new presented IQA [i.e., full-parameter singular value decomposition (FP-SVD), which can express structure representation for the selected features using the singular vectors while the luminance weight is acted by singular value], is developed. In the errorpooling stage, the nonlinear fusion scheme of the Minkowski summation is adopted to trade the feature distortion properties of the block-based FP-SVD.
The remainder of this paper is organized as follows: Section 2 briefly reviews the typical IQA metrics with structural features, and the principle about the SVD is described comprehensiveness. Section 3 proposes the improved image quality estimation method-the FP-SVD. Then, the performance of the FP-SVD and other competitive approaches is evaluated and discussed in Sec. 4, and finally the experimental results are analyzed and the conclusions are drawn in Sec. 5.
Structure-Based Approach for the Image
Quality Assessment On the assumption that natural images are highly structured and human vision is sensitive to structural distortion, the SSIM 14 is introduced to measure the distorted image quality, and simulation results show that it is more consistent with HVS than PSNR (MSE). Besides this, for the purpose of extracting the structural feature, most of the block-based approaches transform the original image pixel blocks into other domains, such as frequency domain using discrete cosine transform (DCT), 16 wavelet domain 5, 11, 17 or contourlet transform, 15 and SVD domain. 18, 19 In this section, some properties of the SVD will be explored and analyzed, in addition, the SSIM as well as SVD with different feature extraction models are described briefly.
Structural Similarity
The well-cited perceptual metric called the SSIM index 14 is designed to assess the image quality with three aspects of information loss, which is complementary to each other on a block-by-block basis: luminance comparison, contrast comparison, and structure comparison, as is shown in the following:
where ρ is the covariance between the reference and distorted images, and μ is the mean intensity of images; several constants C are used to avoid instability. Its multiscale extension is known as MSSIM, 5 which has experimentally shown to provide even better performance than SSIM; the overall image quality MSSIM is obtained by computing the average of SSIM values over all windows
SSIM is significantly interesting for its novel theory and better results. But there are some disadvantages in the measurement equation, and it fails for measuring blurred images with many flat regions and worse quality. 10 Some improved methods, called gradient-based structural similarity, 10 have been proposed to enhance the application of the structural similarity IQA.
Singular Value Decomposition
As an important tool of modern numerical analysis, SVD can be performed on any real (m, n) matrix and has been served in several applications including image compression, 20 
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18, 19 and watermarking.
21, 22
2.2.1 Principal features from singular value decomposition A m × n (m ≥ n) matrix can be decomposed into a sum over a set of basis matrices i, each of which multiplied by a weight σ i
Although it can be accomplished in a variety of ways, one convenient approach is given by SVD. The SVD yields, as the weights, a set of positive real numbers (singular values) such that
, and associated singular vectors u i and v i such that
where r is the rank of , and T is the Hermitian transpose. It is certain that all the information contained in also contained in the complete set of basis matrices i and weights σ i . Thus, SVD of the digital image , of size (m,n), can be factored into an orthonormal m × m left singular vectors matrix U, a m × n diagonal matrix S with singular values on the diagonal, and n × n orthonormal right singular vectors matrix V as
From Eqs. (3)- (5), it is clear that the individual i , of the digital image , can be formed by the outer product of vectors u i and v i , which represent image formation and structural information. 23 If it is assumed that the luminance factor of the image is defined as the square of F-norm, then the image luminance information can be calculated by the following equation:
In Eq. (6), the singular values show the luminance factor of the image.
Performance demonstration of the singular value decomposition in image analysis
The structural component of the image using the first column of singular vectors SI is first composed [see Eq. (7) and Figs. 1(c) and 1(f)] to illustrate the structural information of the image shown in Fig. 2(a) , Comparing 1(c) to 1(f), We can see from the different values of gray level that the original structural information is mostly placed in the first column of singular vectors, and the structure representation using singular vectors out of singular value decomposition will loss much of the contrast of the image structure. This fact denotes that both U, V, and σ contain complete information about the image, and the image quality degradation (e.g., the blur image displayed in Fig. 1(b) can be reflected by the changes in matrix UV T , which is termed as the ensemble of the basis images and used as a structural or geometrical representation of the image differences shown as Figs. 1(d) and 1(e). The above statements present that SVD can express the quality of distorted images either graphically (as a two-dimensional measure) or numerically.
When applying SVD in the image using a slidingwindow approach with a block size of A j , it is clear that the individual A j just as the image can be decomposed into two singular vectors and one matrix of singular values, which is depicted as Fig. 2. 
Existing typical singular value
decomposition-based image quality assessment As described above, SVD can, with no doubt, efficiently characterize degradations to an image in an IQA. The metric known as M-SVD, 18 which evaluates the quality of each image block based on the difference in singular values without considering the possible distortions of singular vectors, was proposed in 2006. Aiming at capturing the loss of structural content instead of the change of pixel intensity value, A-SVD, 19 which is based on measuring the distortion of the principal singular vectors between the original and distorted image blocks, was presented in 2010. Table 1 summarizes their main numerical expressions.
The common deficiency of the mentioned techniques is that assessment of the distortion has measured the singular values or the singular vectors separately. Here, we aim at providing an alternative visual quality measurement that combines the changes both in U, V, and in σ with a more comprehensive and effective characterization.
New Full-Parameter Singular Value
Decomposition-Based Measure If the SVD is applied to the full images, then a global measure as Eq. (3) can be obtained. Whereas if a block-based strategy is used, an alternative for the global measure is to Fig. 2 Illustration of the block-based SVD.
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Algorithm Distance between original and distorted block
Overall image quality score 
the median among all the θ ij i ,j: the spatial indices for the image compute the local errors in smaller blocks and averages them in a certain way. Motivated by the analysis that a common SVD used for images analysis is to separate the luminance weights (singular values) from the structure information (two channels U and V) in Sec. 2, we decompose each original image block A j (of size k 1 ×k 2 ) and each distorted image block A
j (also of size k 1 ×k 2 , i.e., k 1 = k 2 = k = 8 in this paper) with the same principle described in Eq. (5) and Fig. 2 .
Our aim is to measure the deviations introduced in the full parameters (singular vectors and singular values) due to distortions. For the image (of size m×n), if one block size is k×k, then (m/k)×(n/k) blocks can be obtained. In order to measure the distortion in singular vectors between block A j and A 
where k i=1 γ oi contains the total structure information of the original image, and k i=1 γ i contains the total structure information of the original and distorted image.
In order to measure the change in singular values, the existing bivariate measure 18 is adopted, in which the difference between singular values of the reference and distorted image blocks is calculated as
where σ i is the singular value of the original block, σ
i of the corresponding distorted block.
As mentioned earlier, for effective image quality prediction, not only is the feature detection essential but also the associated feature fusion procedure plays an important role. In this work, C UV and C S are formulated as a feature change problem based on the performance demonstration of the SVD represented in the Sec. 2.2 in order to find a mapping function between the features and quality score D l ,
Then, the global error expressed as a single numerical value, in which D mid represents the midpoint of the sorted D ls , Figure 3 presents the whole proposed full-parameter SVDbased IQA algorithm flow. 
Performance Experiment
In this section, the validation of the FP-SVD metric on test images is demonstrated. Specifically, the results are evaluated with PSNR, MSSIM, M-SVD, and A-SVD methods.The famous publicly accessible LIVE database 24 is first selected for the test. In our experiments, it chooses 22 images of a high-resolution 24-bit RGB color original image (see some source images for test in Fig. 4 ) and 774 distorted images in all. The distorted images were generated by five different distortion types with different distortion levels, including JPEG compression (JPG), JPEG2000 compression (JP2K), White Noise (WN), Gaussian Blur (GBlur), and simulated fast-fading Rayleigh (wireless) channel in which Rayleighdistributed bit-stream errors are added to a JPEG2000 compressed stream (FF). The subjective ratings, difference mean opinion score (DMOS), were obtained from about 25×10 3 individual human quality judgments. DMOS value ranges from 0 to 100, and the smaller DMOS value is, the better subjective image quality is.
Methodology for Quantitative Comparison to
Different Metrics In order to provide quantitative measures on the performance of different IQA metrics, the LIVE database is used here (Fig. 5) . Because raw outputs of different IQAs have different value scopes, the preprocessing of normalization before the performance validation is necessary. 15 According to the Video Quality Expert Group (VQEG), 25 to remove any nonlinearity due to the subjective rating process and to facilitate comparison of IQAs in a common analysis space, the nonlinear regression 25 is fitted to the [DMOS, IQA] data set and restricted to be monotonic over the range of IQAs as follows:
The set of IQA values are transformed to a set of predicted score DMOS p . Minimizing the error between the transformed IQA outputs and the corresponding DMOS values could be completed by adjusting b1 or b2 and b3.
In all kinds of our experiments, the block size used is 8×8 for two reasons: It is a common block size in JPEG compression and other image processing applications, 18 such as MSSIM and M-SVD. More importantly, for image blocks that are small enough, a rank one approximation can serve as a good representation of the original information; 19 thus, a window size of 8×8 instead of the block size of 32×32 used in Ref. 19 is more suitable for the A-SVD method. Because identical image database and validation criteria are used, the results can be conveniently compared to each other. The scatter plots of DMOS versus the predicted score by the transformed IQAs are presented in Fig. 5 .
Performance of Image Quality Assessments on LIVE Database
There are a number of attributes, such as accuracy, monotonicity, and consistency, 25 that characterize performance of the IQAs with respect to subjective ratings. Recommended by the VQEG, 25 the experimental results in terms of the three criteria used for performance comparison are reported, namely, Pearson linear correlation coefficient [(CC) for prediction accuracy], Spearman rank order correlation coefficient [(SROCC) for monotonicity], and root-mean-square error (RMSE), between the subjective score and the objective prediction. For a perfect match between the objective and subjective scores, CC = SROCC = 1 and RMSE = 0. 25, 26 The experimental results and the correlations between the subjective and objective quality assessments for the FP-SVD are listed in Tables 2-4 along with the results for the existing metrics PSNR, MSSIM, M-SVD, and A-SVD.
The overall performances of the quality measurements are shown in Tables 2-4 . Almost all IQAs have their best performance in white noise distortion type, while PSNR obtains good performance with CC in WN type, for the PSNR method is good at calculating such a distortion that it acts on the individual pixels like White Noise. On the other hand, MSSIM demonstrates the best adaptability to the changes in any one of the five distortion types. The proposed method, with consideration of both the structure distortion in singular vectors and the luminance distortion in singular values, can be considered as an improved method since its experimental results showed good consistency with HVS.
Comparing the values in Table 2 , it can be clearly confirmed that the new algorithm outperforms the previous SVDs in many cases. The CC-based performance of the total distortion shows that the new proposed method FP-SVD predicts the subjective quality ratings with better accuracy than M-SVD and A-SVD method do. In Table 3 , the RMSE of this proposed method is smaller in JPEG2K, JPEG, and White Noise distortion type, whereas the RMSE of A-SVD predicts the biggest error with the DMOS values. In addition, Table 4 indicates that FP-SVD is comparable to M-SVD method, both predicts agree with the relative magnitudes of subjective quality ratings well.
Simulation Experiments and Results
In order to further provide quantitative measures on the performance of FP-SVD, MSVD, A-SVD, MSSIM and PSNR, some examples of distorted image are used to measure these objective models, and the results are listed together with the test images in Fig. 6 .
The smallest gray intensity change in a small region (≤10×10 pixels), shown in Fig. 6(b) , corresponds to distortions that are barely visible, and the values of the SVD-based IQA start deviating while MSSIM and PSNR values are constant. Hence, the SVD-based measures are able to reliably predict visual quality not only near the visual threshold but also well above the visual threshold. To the best of our knowledge, such a generalized objective metric that can be used for local and global measurements does not exist in the current literature. PSNR values of distortion images in Figs. 6(c) and 6(d) remain the same, but the quality of Fig. 6(d) is worse than Fig. 6(c) because the loss content of image information in Fig. 6(d) is more important. This result is caused by the fact that PSNR calculates the discrepancy of images pixel by pixel and has nothing to do with natural image structure, which brings about disagreement with HVS. The values of MSVD and ASVD also seem unstable in the situation, and only the proposed method FP-SVD remains consistent with HVS.
When the Gaussian noise and Gaussian blur type of distortions are added, the examples together with all the metrics values are presented in Figs. 6(e)-6(h) . The distortion images [Figs. 6(e) and 6(g)] have the same PSNR, but their visual quality is obviously different; the subjective quality of blurred images is much worse than the Gaussian noise distorted image. However, the MSSIM values are contrary to the perceptual quality, the blurred image has a higher MSSIM value than the noise-distorted images. From the simulation results, we can easily conclude that the performance of SSIM is not as competitive when used to assess between blurred and noise images. Moreover, FP-SVD performs substantially more successfully than those of PSNR and MSSIM across blur and noise distortion types, and so does the M-SVD and unfortunately, a little instability appears in the A-SVD metric.
We also analyzed the motion sensitivity of the above metrics using a series of images created by rotating the original house image in Fig. 6 (a) with a set of fixed small angles. The better sensitivity of FP-SVD is validated in the Table 5 , which indicates that the sensitivity of MSSIM is better than PSNR, 27 but is inferior to that of FP-SVD. Thus, the proposed method together with the other SVD-based metrics can measure the very small image shift in the image stabilization system.
Conclusion
In this paper, we explore the feasibility of SVD in developing a new measure FP-SVD that uses both singular vectors and values for comprehensive image quality evaluation. A major advantage of the proposed scheme is that the proposed metric is general and effective in assessing visual quality of images, not only within a distortion type at different levels but also across different distortion types, better in line with subjective viewing ground truth, as demonstrated through the experiments and the related statistical analysis.
There are some further issues that are worth investigating for the proposed FP-SVD. First, the correlation of singular vectors distortion methods (e.g., FP-SVD, A-SVD) and singular values difference methods (e.g., M-SVD, FP-SVD) is worth further study. Investigating how the different distortions affect the resulting singular vectors and singular values can provide further understanding of their connections. A combination of the advantages of the two may be able to produce acceptable results in both blurry and noisy types of distortions. Second, proper feature pooling, which can lead to significant performance improvement, is important for effective quality assessment. Some ideas, including the use of machine learning for this task, is also worth further exploration.
