In this paper, we discuss methods to refine locally optimal solutions of sparse PCA. Starting from a local solution obtained by existing algorithms, these methods take advantage of convex relaxations of the sparse PCA problem to propose a refined solution that is still locally optimal but with a higher objective value.
which is a convex set. The solution of these convex problems has usually a rank larger than one. Hence, some post-processing is needed to round this solution to rank-onerank-one!matrices in order to reconstruct a unit-norm vector z. The aim of this paper is to discuss a way to refine locally optimal solutions of sparse PCA by taking advantage of these convex relaxations. A well-known formulation of sparse PCA is first reviewed and relaxed into a convex program in Section 2. A method that uses both the initial formulation and the relaxation is then discussed in Section 3 in order to improve the quality of the components. Its efficiency is evaluated in Section 4.
Formulation and convex relaxation of sparse PCA
Under the assumption that the columns of the data matrix A ∈ R m×n are centered, PCA consists in computing the dominant eigenvectors of the scaled sample covariance matrix Σ = A T A. The problem of computing the first principal component can thus be written in the form
Several formulations of sparse PCA can be derived from (1) (see, e.g., [5] ). A possible one is provided by the optimization problem
with ρ ≥ 0 and where the 0 "norm" is the number of nonzero coefficients (or cardinality) of z. The formulation (2) is essentially the problem of finding an optimal pattern of zeros and nonzeros for the vector z, which is of combinatorial complexity. Interestingly, as shown in [2, 5] , problem (2) can be equivalently rewritten as the maximization of a convex function on the unit Euclidean sphere,
where a i is the ith column of A and x + = max(0, x). The solution z * of (2) is reconstructed from the solution x * of (3) as follows,
where • denotes the matrix element-wise product. The ith component of z * is thus active (i.e., not constrained to zero) if the condition (a
For the purpose of relaxing (2) into a convex program, the unit-norm vector x is lifted into a matrix X = xx T . The formulation (3) is so rewritten in terms of a matrix variable X as follows,
where S m denotes the set of symmetric matrices in R m×m .The problem (4) is relaxed into a convex program in two steps. First, the nonconvex rank constraint is removed. Then, the convex objective function
where Tr(X) + denotes the sum of the positive eigenvalues of X. Observe that maximizing a concave function over a convex set is indeed a convex program.
Since the values f cvx (X) and f ccv (X) are equal for matrices X that are rank one, the convex relaxation of the sparse PCA formulation (2),
is tight for solutions of rank one. We refer to [1] for more details on the derivation of (5).
A procedure to refine the components
Several methods have been proposed to compute locally optimal solutions of the NP-hard formulation (2) of sparse PCA. For instance, the greedy algorithm of [2] sequentially increments the cardinality of the solution with the component of z that maximizes the objective function in (2) . The GPower algorithm of [5] exploits the convexity of the objective function to generalize the well-known power method in the present context. In parallel, a method for solving the convex relaxation (5) in an efficient manner is discussed in the recent paper [4] . This method parameterizes the positive semidefinite matrix variable X as the product X = Y Y T where the number of independent columns of Y ∈ R m×p fixes the rank of X. The parameter p enables to interpolate between the initial combinatorial problem (i.e., p = 1) and the convex relaxation (i.e., p = n). In practice, the dimension p is incremented until a sufficient condition is satisfied for Y to provide a solution Y Y T of (5). Since this often holds for p n, the reduction of periteration numerical complexity for solving (5) can be significant: from O(n 2 ) for traditional convex optimization tools to O(np) for the algorithm of [4] .
Starting from a locally optimal solution of the sparse PCA formulation (2), the proposed method for improving the quality of this solution works in two steps. First, solve the convex relaxation (5) with the algorithm of [4] that increases the rank of the variable X from one until a sufficiently accurate solution is found. Then, in order to recover a rank-one matrix from this solution of rank p ≥ 1, solve the optimization problem,
for the parameter µ that is gradually increased from 0 to 1. In the case µ = 0, (6) is the convex relaxation (5). In the other limit case µ = 1, problem (6) amounts to maximize a convex function on a convex set, which has local solutions at all the extreme points of this set. Solving a sequence of problems of the form of (6) for an increasing value of µ from zero to one converges to the extreme points of the spectahedron that are all rank-one matrices. Hence, this process reduces the rank of the solution of the convex relaxation (5) from p ≥ 1 to one. This rank-one solution is hoped to have a larger objective value than the rank-one matrix chosen to initialize the resolution of (5). The algorithm of [4] can be used to solve (6) for any value of µ. Figure 1 illustrates the proposed procedure in the case of a random Gaussian matrix A ∈ R 150×50 . Because any matrix of the spectahedron has nonnegative eigenvalues with the sum being one, the maximum eigenvalue can be used to monitor the rank: a matrix of the spectahedron is rank one if and only if its maximum eigenvalue is one. The homotopy methodHomotopy method (i.e., solving (6) for an increasing value of µ) is compared against the best rank-one least squares approximation of the solution of (5), i.e., the matrix X = xx T where x is the unit-norm dominant eigenvector of
The continuous plots of Figure 1 display the evolution of both functions f ccv (X) and f EV D (X) during the resolution of the convex program (5), i.e., µ = 0 in (6) . Point A represents a rank-one solution that is locally optimal for the sparse PCA formulation (2) and obtained, for instance, with the GPower algorithm [4] . When solving the convex relaxation (5), the rank of the matrix X is gradually incremented until a solution is identified (point B/B ). The dashed plots illustrate the resolution of (6) for a parameter µ that is gradually increased from 0 to 1 (by steps of 0.05). For a sufficiently large value of µ, problem (6) has a rank-one solution (point C). The objective value in C is clearly larger than that of the initialization A as well as than that of the best rank-one least-squares approximation B . This improvement results most probably from the fact that the homotopy method takes the objective function into account whereas the least-squares approximation does not. 
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Numerical experiments
In Table 1 , we compare the objective value obtained by the GPower algorithm which computes a locally optimal solution of the sparse PCA problem (3), the objective value of the best rank-one approximation of the solution of the convex relaxation (5) and finally the objective value of the proposed homotopy method, i.e., we compare the objective values at the points A, B and C in Figure 1 . Each value in Table 1 is an average on 20 instances for each problem dimension. The data is systematically generated according to a Gaussian distribution of zero mean and unit variance. The proposed homotopy method is shown to improve the objective value by several percents. Such an improvement might be significant for applications for which it is crucial to identify the best solution of sparse PCA. Compressed sensing is such an application [1] . (1) for Gaussian data matrices of various size. The GPower algorithm of [5] is used to compute the rank-one solution A.
