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Abstract
We introduce a common generalization of the L-R-smash product and twisted tensor
product of algebras, under the name L-R-twisted tensor product of algebras. We investigate
some properties of this new construction, for instance we prove a result of the type ”invariance
under twisting” and we show that under certain circumstances L-R-twisted tensor products
of algebras may be iterated.
Introduction
The L-R-smash product over a cocommutative Hopf algebra was introduced and studied in
a series of papers [1], [2], [3], [4], with motivation and examples coming from the theory of
deformation quantization. This construction was generalized in [15] to the case of arbitrary
bialgebras (even quasi-bialgebras), as follows: if H is a bialgebra, A an H-bimodule algebra and
A an H-bicomodule algebra, the L-R-smash product A ♮ A is an associative algebra structure
defined on A ⊗ A by the multiplication rule (ϕ ♮ u)(ϕ′ ♮ u′) = (ϕ · u′<1>)(u[−1] · ϕ
′) ♮ u[0]u
′
<0>,
for all ϕ,ϕ′ ∈ A and u, u′ ∈ A. The usual smash product A#H (where A is a left H-module
algebra) is a particular case, namely A#H = A ♮ H if we regard A as an H-bimodule algebra
with trivial right H-action (and H with its canonical H-bicomodule algebra structure).
On the other hand, if A, B are associative algebras and R : B ⊗ A → A ⊗ B is a linear
map satisfying certain axioms, then A⊗B becomes an associative algebra with a multiplication
defined in terms of R and the multiplications of A and B. This construction appeared in a
number of contexts and under different names. Following [8], we call such an R a twisting map
and the algebra structure on A ⊗ B afforded by it the twisted tensor product of A and B and
denote it by A⊗RB. The twisted tensor product of algebras may be regarded as a representative
for the cartesian product of noncommutative spaces, better suited than the ordinary tensor
product, see [8], [11], [13] for a detailed discussion and references. There are many examples of
twisted tensor products of algebras (see for instance [9], [12] for some concrete examples and
classification results), the most relevant for us here being the usual smash product A#H (where
H is a bialgebra and A is a left H-module algebra).
∗Research partially supported by the CNCSIS project ”Hopf algebras, cyclic homology and monoidal cate-
gories”, contract nr. 560/2009, CNCSIS code ID−69.
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If we look at a general L-R-smash product A ♮ A, we realize quickly that it is not an example
of a twisted tensor product of algebras. It appears thus natural to try to find a more general
construction able to include the L-R-smash product as a particular case; that is, to find a
common generalization for the L-R-smash product and the twisted tensor product of algebras.
We introduce such a construction in this paper, under the name L-R-twisted tensor product of
algebras, denoted by A Q⊗R B, where A, B are algebras and R : B⊗A→ A⊗B, Q : A⊗B →
A⊗B are linear maps satisfying certain compatibility conditions. If Q = idA⊗B , then A Q⊗RB
coincides with the twisted tensor product A⊗R B.
We find then a number of properties of this new construction, inspired by properties of the
L-R-smash product or by properties of the twisted tensor product of algebras (or both). For
instance, we prove that an L-R-twisted tensor product A Q⊗RB with bijective Q is isomorphic to
a certain twisted tensor productA⊗PB, generalizing a result from [15] stating that an L-R-smash
product over a Hopf algebra with bijective antipode is isomorphic to a so-called diagonal crossed
product. Also, by generalizing the corresponding result for twisted tensor products proved in
[11], we show that under certain circumstances L-R-twisted tensor products may be iterated
(but for achieving this, we prove first a result of this type for L-R-smash products that will serve
as a guiding example). Finally, we prove a result of the type ”invariance under twisting” for
L-R-twisted tensor products of algebras, as a common generalization of the corresponding one
for twisted tensor products proved in [11] and of an invariance under twisting for L-R-smash
products that we prove here and use also as a guiding example.
1 Preliminaries
In this section we recall some definitions and results and fix notation that will be used
throughout the paper. We work over a commutative field k. All algebras, linear spaces etc. will
be over k; unadorned ⊗ means ⊗k. By ”algebra” we always mean an associative unital algebra.
We recall from [8], [17] that, given two algebras A, B and a k-linear map R : B⊗A→ A⊗B,
with notation R(b⊗ a) = aR ⊗ bR, for a ∈ A, b ∈ B, satisfying the conditions
aR ⊗ 1R = a⊗ 1, 1R ⊗ bR = 1⊗ b,
(aa′)R ⊗ bR = aRa
′
r ⊗ bRr ,
aR ⊗ (bb
′)R = aRr ⊗ brb
′
R,
for all a, a′ ∈ A and b, b′ ∈ B (where r is another copy of R), if we define on A ⊗ B a new
multiplication, by (a⊗ b)(a′ ⊗ b′) = aa′R ⊗ bRb
′, then this new multiplication is associative and
has unit 1⊗1. In this case, the map R is called a twisting map between A and B and the new
algebra structure on A⊗ B is denoted by A ⊗R B and called the twisted tensor product of
A and B afforded by R.
Let H be a bialgebra, A an H-bimodule algebra (with H-module structures denoted by
h⊗ϕ 7→ h ·ϕ and ϕ⊗h 7→ ϕ ·h for all h ∈ H, ϕ ∈ A) and A an H-bicomodule algebra (with H-
comodule structures denoted by A→ H⊗A, u 7→ u[−1]⊗u[0] and A→ A⊗H, u 7→ u<0>⊗u<1>
for all u ∈ A). Define on A ⊗ A the product (ϕ ♮ u)(ϕ′ ♮ u′) = (ϕ · u′<1>)(u[−1] · ϕ
′) ♮ u[0]u
′
<0>,
for all ϕ,ϕ′ ∈ A and u, u′ ∈ A. Then, by [15], this product defines on A ⊗ A a structure of
associative algebra with unit 1A ⊗ 1A, denoted by A ♮ A and called the L-R-smash product
of A and A. In particular, for A = H, the multiplication of A ♮ H is defined by
(ϕ ♮ h)(ϕ′ ♮ h′) = (ϕ · h′2)(h1 · ϕ
′) ♮ h2h
′
1, ∀ ϕ,ϕ
′
∈ A, h, h′ ∈ H.
2
2 The definition of the L-R-twisted tensor product of algebras
Proposition 2.1 Let A and B be two (associative unital) algebras, and R : B ⊗ A → A ⊗ B,
Q : A ⊗ B → A ⊗ B two linear maps, with notation R(b⊗ a) = aR ⊗ bR, Q(a ⊗ b) = aQ ⊗ bQ,
for all a ∈ A, b ∈ B, satisfying the following conditions:
aR ⊗ 1R = a⊗ 1, 1R ⊗ bR = 1⊗ b, (2.1)
(aa′)R ⊗ bR = aRa
′
r ⊗ bRr , (2.2)
aR ⊗ (bb
′)R = aRr ⊗ brb
′
R, (2.3)
aQ ⊗ 1Q = a⊗ 1, 1Q ⊗ bQ = 1⊗ b, (2.4)
(aa′)Q ⊗ bQ = aqa
′
Q ⊗ bQq , (2.5)
aQ ⊗ (bb
′)Q = aQq ⊗ bQb
′
q, (2.6)
bR ⊗ aRQ ⊗ b
′
Q = bR ⊗ aQR ⊗ b
′
Q, (2.7)
aR ⊗ bRQ ⊗ a
′
Q = aR ⊗ bQR ⊗ a
′
Q, (2.8)
for all a, a′ ∈ A and b, b′ ∈ B, where r (respectively q) is another copy of R (respectively Q). If
we define on A⊗B a multiplication by (a⊗ b)(a′ ⊗ b′) = aQa
′
R ⊗ bRb
′
Q, then this multiplication
is associative and 1⊗ 1 is the unit. This algebra structure will be denoted by A Q ⊗R B and will
be called the L-R-twisted tensor product of A and B afforded by the maps R and Q.
Proof. The fact that 1 ⊗ 1 is the unit is obvious using (2.1) and (2.4), so we only prove the
associativity. We compute (where R = r = R and Q = q = Q˜):
[(a⊗ b)(a′ ⊗ b′)](a′′ ⊗ b′′) = (aQa
′
R ⊗ bRb
′
Q)(a
′′
⊗ b′′)
= (aQa
′
R)qa
′′
r ⊗ (bRb
′
Q)rb
′′
q
(2.5)
= aQqa
′
R
Q˜
a′′r ⊗ (bRb
′
Q)rb
′′
Q˜q
(2.3)
= aQqa
′
R
Q˜
a′′Rr ⊗ bRrb
′
QR
b′′
Q˜q
(2.7),(2.8)
= aQqa
′
Q˜R
a′′Rr ⊗ bRrb
′
RQb
′′
Q˜q
,
(a⊗ b)[(a′ ⊗ b′)(a′′ ⊗ b′′)] = (a⊗ b)(a′Qa
′′
R ⊗ b
′
Rb
′′
Q)
= aq(a
′
Qa
′′
R)r ⊗ br(b
′
Rb
′′
Q)q
(2.2)
= aqa
′
QR
a′′Rr ⊗ bRr(b
′
Rb
′′
Q)q
(2.6)
= aQ˜qa
′
QR
a′′Rr ⊗ bRrb
′
R
Q˜
b′′Qq ,
and we see that the two terms are equal. 
Remark 2.2 If Q = idA⊗B, then A Q ⊗R B is the ordinary twisted tensor product of algebras
A⊗R B.
Example 2.3 If H is a bialgebra, A is an H-bimodule algebra and A is an H-bicomodule
algebra, with notation as before, define the maps
R : A⊗A → A⊗ A, R(u⊗ ϕ) = u[−1] · ϕ⊗ u[0],
3
Q : A⊗ A→ A⊗ A, Q(ϕ⊗ u) = ϕ · u<1> ⊗ u<0>,
for all ϕ ∈ A and u ∈ A. Then one checks that the maps R and Q satisfy the axioms in
Proposition 2.1 and the L-R-twisted tensor product A Q ⊗R A coincides with the L-R-smash
product A ♮ A. In particular, for A = H, the above maps are given, for all ϕ ∈ A, h ∈ H, by
R : H ⊗A → A⊗H, R(h⊗ ϕ) = h1 · ϕ⊗ h2,
Q : A⊗H → A⊗H, Q(ϕ⊗ h) = ϕ · h2 ⊗ h1.
A particular case of Proposition 2.1 is obtained if R is the flip map b⊗ a 7→ a⊗ b:
Corollary 2.4 Let A, B be two algebras and Q : A ⊗ B → A ⊗ B a linear map satisfying the
conditions (2.4), (2.5) and (2.6). Then the multiplication (a⊗ b)(a′ ⊗ b′) = aQa
′ ⊗ bb′Q defines
an associative algebra structure on A⊗B with unit 1⊗ 1, denoted by A Q ⊗B.
Remark 2.5 Let A, B be two algebras and Q : A ⊗ B → A ⊗ B a linear map, with notation
Q(a⊗ b) = aQ⊗ bQ. Define the map Q
op : B⊗A→ A⊗B, Qop(b⊗a) = aQ⊗ bQ. Then one can
easily check that Q satisfies the conditions (2.4), (2.5) and (2.6) if and only if Qop is a twisting
map between the opposite algebras Aop and Bop and in this case we have an algebra isomorphism
A Q ⊗B ≡ (A
op ⊗Qop B
op)op, given by the trivial identification.
Remark 2.6 If A Q ⊗R B is an L-R-twisted tensor product of algebras, we can consider also
the algebras A⊗R B and A Q ⊗B.
We recall the following concept and result from [13]:
Proposition 2.7 Let D be an algebra with multiplication denoted by µD = µ and T : D⊗D →
D⊗D a linear map satisfying the following conditions: T (1⊗ d) = 1⊗ d, T (d⊗ 1) = d⊗ 1, for
all d ∈ D, and
µ23 ◦ T13 ◦ T12 = T ◦ µ23 : D ⊗D ⊗D → D ⊗D, (2.9)
µ12 ◦ T13 ◦ T23 = T ◦ µ12 : D ⊗D ⊗D → D ⊗D, (2.10)
T12 ◦ T23 = T23 ◦ T12 : D ⊗D ⊗D → D ⊗D ⊗D, (2.11)
with standard notation for Tij and µij . Then the bilinear map µ ◦ T : D ⊗D → D is another
associative algebra structure on D (with the same unit 1) denoted by DT , and the map T is
called a twistor for D.
Proposition 2.8 Let A Q ⊗R B be an L-R-twisted tensor product of algebras. Define the maps
T1, T2, T3 : (A⊗B)⊗ (A⊗B)→ (A⊗B)⊗ (A⊗B) by
T1((a⊗ b)⊗ (a
′
⊗ b′)) = (aQ ⊗ bR)⊗ (a
′
R ⊗ b
′
Q),
T2((a⊗ b)⊗ (a
′
⊗ b′)) = (aQ ⊗ b)⊗ (a
′
⊗ b′Q),
T3((a⊗ b)⊗ (a
′
⊗ b′)) = (a⊗ bR)⊗ (a
′
R ⊗ b
′).
Then T1 is a twistor for A ⊗ B, T2 is a twistor for A ⊗R B, T3 is a twistor for A Q ⊗ B and
moreover we have A Q ⊗R B = (A⊗B)
T1 = (A⊗R B)
T2 = (A Q ⊗B)
T3 .
Proof. Straightforward computations, using the relations (2.1)–(2.6). 
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Proposition 2.9 Let A Q ⊗R B be an L-R-twisted tensor product of algebras such that Q is
bijective with inverse Q−1. Then the map P : B⊗A→ A⊗B, P = Q−1 ◦R, is a twisting map,
and we have an algebra isomorphism Q : A ⊗P B → A Q ⊗R B. Thus, an L-R-twisted tensor
product with bijective Q is isomorphic to an ordinary twisted tensor product.
Proof. First, it is obvious that aP ⊗1 = a⊗1 and 1P ⊗bP = 1⊗b, for all a ∈ A, b ∈ B. We check
now that P is a twisting map. Let a, a′ ∈ A, b, b′ ∈ B; we denote Q−1(a⊗ b) = aQ−1 ⊗ bQ−1 =
aq−1 ⊗ bq−1 and P (b⊗ a) = aP ⊗ bP = ap ⊗ bp. We compute (denote Q = q = Q = q):
Q(aPa
′
p ⊗ bPp) = (aRQ−1a
′
r
q−1
)Q ⊗ (bR
Q
−1
r
q−1
)Q
(2.5)
= aR
Q
−1
Q
a′r
q
−1
Q
⊗ bR
Q
−1
r
q
−1
QQ
= aR
Q
−1
Q
a′r ⊗ bR
Q
−1
rQ
(2.8)
= aR
Q
−1
Q
a′r ⊗ bR
Q
−1
Qr
= aRa
′
r ⊗ bRr
(2.2)
= (aa′)R ⊗ bR,
hence by applying Q−1 we obtain (aa′)P ⊗ bP = aPa
′
p⊗ bPp, that is (2.2) for P . The fact that P
satisfies (2.3) can be proved similarly. The only thing left to prove is that Q is an algebra map.
We compute:
Q((a⊗ b)(a′ ⊗ b′)) = (aa′P )Q ⊗ (bP b
′)Q
(2.5)
= aqa
′
PQ
⊗ (bP b
′)Qq
(2.6)
= aqa
′
PQ
Q
⊗ (bPQb
′
Q
)q
(2.6)
= aqqa
′
PQ
Q
⊗ bPQq b
′
Qq
= aqqa
′
R
Q
⊗ bRqb
′
Qq
(2.7)
= aqqa
′
QR
⊗ bRqb
′
Qq
(2.8)
= aqqa
′
QR
⊗ bqRb
′
Qq
= (aq ⊗ bq)(a
′
Q
⊗ b′
Q
)
= Q(a⊗ b)Q(a′ ⊗ b′),
finishing the proof. 
Remark 2.10 Proposition 2.9 generalizes (and was inspired by) the following result in [15].
Let H be a Hopf algebra with bijective antipode S and A an H-bimodule algebra. Consider the
so-called diagonal crossed product (cf. [7], [10]) A ⊲⊳ H, which is an associative algebra built
on A ⊗ H, with multiplication defined by (ϕ ⊲⊳ h)(ϕ′ ⊲⊳ h′) = ϕ(h1 · ϕ
′ · S−1(h3)) ⊲⊳ h2h
′, for
all ϕ,ϕ′ ∈ A and h, h′ ∈ H, that is, A ⊲⊳ H is the twisted tensor product A ⊗P H, where
P : H ⊗ A → A⊗H, P (h ⊗ ϕ) = h1 · ϕ · S
−1(h3) ⊗ h2. Then the map Q : A ⊲⊳ H → A ♮ H,
Q(ϕ ⊲⊳ h) = ϕ · h2 ♮ h1, is an algebra isomorphism.
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The next result generalizes the corresponding one for twisted tensor products (cf. [5]):
Proposition 2.11 Let A Q⊗RB and A
′
Q′⊗R′B
′ be two L-R-twisted tensor products of algebras
and f : A→ A′ and g : B → B′ two algebra maps satisfying the conditions (f⊗g)◦R = R′◦(g⊗f)
and (f ⊗ g) ◦Q = Q′ ◦ (f ⊗ g). Then f ⊗ g is an algebra map from A Q ⊗R B to A
′
Q′ ⊗R′ B
′.
Proof. It is obvious that f ⊗ g is unital, so we only prove that it is multiplicative. Let a, x ∈ A
and b, y ∈ B; we compute:
(f ⊗ g)((a ⊗ b)(x⊗ y)) = (f ⊗ g)(aQxR ⊗ bRyQ)
= f(aQ)f(xR)⊗ g(bR)g(yQ)
= f(a)Q′f(x)R′ ⊗ g(b)R′g(y)Q′
= (f(a)⊗ g(b))(f(x) ⊗ g(y))
= (f ⊗ g)(a ⊗ b)(f ⊗ g)(x ⊗ y),
finishing the proof. 
3 Iterated L-R-twisted tensor products of algebras
It was proved in [11] that, under certain circumstances, twisted tensor products of algebras
may be iterated. More precisely:
Theorem 3.1 ([11]) Let A⊗R1 B, B⊗R2 C and A⊗R3 C be twisted tensor products of algebras.
Define the maps
T1 : C ⊗ (A⊗R1 B)→ (A⊗R1 B)⊗ C, T1 = (idA ⊗R2) ◦ (R3 ⊗ idB),
T2 : (B ⊗R2 C)⊗A→ A⊗ (B ⊗R2 C), T2 = (R1 ⊗ idC) ◦ (idB ⊗R3),
and assume that R1, R2, R3 satisfy the following compatibility condition (the hexagon equation):
(idA ⊗R2) ◦ (R3 ⊗ idB) ◦ (idC ⊗R1) = (R1 ⊗ idC) ◦ (idB ⊗R3) ◦ (R2 ⊗ idA).
Then T1 is a twisting map between A⊗R1B and C, T2 is a twisting map between A and B⊗R2 C
and moreover the algebras (A⊗R1 B)⊗T1 C and A⊗T2 (B ⊗R2 C) coincide.
Our aim is now is to generalize this result for L-R-twisted tensor products of algebras. We
begin with what will be our guiding example, namely a situation when L-R-smash products may
be iterated.
We recall the following construction introduced in [16]. Let H be a bialgebra and denote
by LR(H) the category whose objects are vector spaces M endowed with H-bimodule and
H-bicomodule structures (denoted by h ⊗ m 7→ h · m, m ⊗ h 7→ m · h, m 7→ m(−1) ⊗ m(0),
m 7→ m<0>⊗m<1>, for all h ∈ H, m ∈M), such that M is a left-left Yetter-Drinfeld module, a
left-right Long module, a right-right Yetter-Drinfeld module and a right-left Long module, i.e.
(h1 ·m)
(−1)h2 ⊗ (h1 ·m)
(0) = h1m
(−1)
⊗ h2 ·m
(0), (3.1)
(h ·m)<0> ⊗ (h ·m)<1> = h ·m<0> ⊗m<1>, (3.2)
(m · h2)
<0>
⊗ h1(m · h2)
<1> = m<0> · h1 ⊗m
<1>h2, (3.3)
(m · h)(−1) ⊗ (m · h)(0) = m(−1) ⊗m(0) · h, (3.4)
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for all h ∈ H, m ∈ M ; the morphisms in LR(H) are the H-bilinear H-bicolinear maps. The
objects of LR(H) are called Yetter-Drinfeld-Long bimodules. This category LR(H) is a strict
monoidal category, with unit k endowed with usual H-bimodule and H-bicomodule structures,
and tensor product given as follows: if M,N ∈ LR(H) then M ⊗N ∈ LR(H) with structures
(for all m ∈M , n ∈ N , h ∈ H):
h · (m⊗ n) = h1 ·m⊗ h2 · n,
(m⊗ n) · h = m · h1 ⊗ n · h2,
(m⊗ n)(−1) ⊗ (m⊗ n)(0) = m(−1)n(−1) ⊗ (m(0) ⊗ n(0)),
(m⊗ n)<0> ⊗ (m⊗ n)<1> = (m<0> ⊗ n<0>)⊗m<1>n<1>.
Let now A be an algebra in the monoidal category LR(H). By looking at the definition
of LR(H) as a monoidal category, it is easy to see that, in particular, A is an H-bimodule
algebra and an H-bicomodule algebra. Thus, if A is an H-bimodule algebra, we can consider
the associative algebras A ♮ A and A ♮ H.
Proposition 3.2 Let H be a bialgebra, A an algebra in LR(H) and A an H-bimodule algebra.
Then:
(i) A ♮ A is an H-bimodule algebra, with H-module structures given by h · (ϕ ♮ a) = h1 ·ϕ ♮ h2 ·a
and (ϕ ♮ a) · h = ϕ · h2 ♮ a · h1, for all ϕ ∈ A, a ∈ A, h ∈ H.
(ii) A ♮ H is an H-bicomodule algebra, with H-comodule structures given by
λ : A ♮ H → H ⊗ (A ♮ H), λ(a ♮ h) = a(−1)h1 ⊗ (a
(0) ♮ h2) := (a ♮ h)[−1] ⊗ (a ♮ h)[0],
ρ : A ♮ H → (A ♮ H)⊗H, ρ(a ♮ h) = (a<0> ♮ h1)⊗ h2a
<1> := (a ♮ h)<0> ⊗ (a ♮ h)<1>.
(iii) The algebras (A ♮ A) ♮ H and A ♮ (A ♮ H) coincide.
Proof. (i) Obviously, A ♮ A is an H-bimodule. Let h ∈ H, ϕ,ϕ′ ∈ A and a, a′ ∈ A. We check
the left and right H-module algebra conditions:
(h1 · (ϕ ♮ a))(h2 · (ϕ
′ ♮ a′)) = (h1 · ϕ ♮ h2 · a)(h3 · ϕ
′ ♮ h4 · a
′)
= ((h1 · ϕ) · (h4 · a
′)<1>)((h2 · a)
(−1)
· (h3 · ϕ
′))
♮ (h2 · a)
(0)(h4 · a
′)<0>
(3.2)
= (h1 · ϕ · a
′<1>)((h2 · a)
(−1)h3 · ϕ
′) ♮ (h2 · a)
(0)(h4 · a
′<0>)
(3.1)
= (h1 · ϕ · a
′<1>)(h2a
(−1)
· ϕ′) ♮ (h3 · a
(0))(h4 · a
′<0>)
= h · ((ϕ · a′<1>)(a(−1) · ϕ′) ♮ a(0)a′<0>)
= h · ((ϕ ♮ a)(ϕ′ ♮ a′)), q.e.d.
((ϕ ♮ a) · h1)((ϕ
′ ♮ a′) · h2) = (ϕ · h2 ♮ a · h1)(ϕ
′
· h4 ♮ a
′
· h3)
= ((ϕ · h2) · (a
′
· h3)
<1>)((a · h1)
(−1)
· (ϕ′ · h4))
♮ (a · h1)
(0)(a′ · h3)
<0>
(3.4)
= (ϕ · h2(a
′
· h3)
<1>)(a(−1) · ϕ′ · h4) ♮ (a
(0)
· h1)(a
′
· h3)
<0>
(3.3)
= (ϕ · a′<1>h3)(a
(−1)
· ϕ′ · h4) ♮ (a
(0)
· h1)(a
′<0>
· h2)
= ((ϕ · a′<1>)(a(−1) · ϕ′)) · h2 ♮ (a
(0)a′<0>) · h1
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= ((ϕ · a′<1>)(a(−1) · ϕ′) ♮ a(0)a′<0>) · h
= ((ϕ ♮ a)(ϕ′ ♮ a′)) · h, q.e.d.
(ii) It is very easy to see that A ♮ H is an H-bicomodule, so we check the left and right H-
comodule algebra conditions:
λ((a ♮ h)(a′ ♮ h′)) = λ((a · h′2)(h1 · a
′) ♮ h2h
′
1)
= (a · h′3)
(−1)(h1 · a
′)(−1)h2h
′
1 ⊗ ((a · h
′
3)
(0)(h1 · a
′)(0) ♮ h3h
′
2)
(3.4)
= a(−1)(h1 · a
′)(−1)h2h
′
1 ⊗ ((a
(0)
· h′3)(h1 · a
′)(0) ♮ h3h
′
2)
(3.1)
= a(−1)h1a
′(−1)h′1 ⊗ ((a
(0)
· h′3)(h2 · a
′(0)) ♮ h3h
′
2)
= (a(−1)h1 ⊗ (a
(0) ♮ h2))(a
′(−1)h′1 ⊗ (a
′(0) ♮ h′2))
= λ(a ♮ h)λ(a′ ♮ h′), q.e.d.
ρ((a ♮ h)(a′ ♮ h′)) = ρ((a · h′2)(h1 · a
′) ♮ h2h
′
1)
= ((a · h′3)
<0>(h1 · a
′)<0> ♮ h2h
′
1)⊗ h3h
′
2(a · h
′
3)
<1>(h1 · a
′)<1>
(3.2)
= ((a · h′3)
<0>(h1 · a
′<0>) ♮ h2h
′
1)⊗ h3h
′
2(a · h
′
3)
<1>a′<1>
(3.3)
= ((a<0> · h′2)(h1 · a
′<0>) ♮ h2h
′
1)⊗ h3a
<1>h′3a
′<1>
= (a<0> ♮ h1)(a
′<0> ♮ h′1)⊗ h2a
<1>h′2a
′<1>
= ρ(a ♮ h)ρ(a′ ♮ h′), q.e.d.
(iii) We write down the multiplication of (A ♮ A) ♮ H:
((ϕ ♮ a) ♮ h)((ϕ′ ♮ a′) ♮ h′) = ((ϕ ♮ a) · h′2)(h1 · (ϕ
′ ♮ a′)) ♮ h2h
′
1
= (ϕ · h′3 ♮ a · h
′
2)(h1 · ϕ
′ ♮ h2 · a
′) ♮ h3h
′
1
= (ϕ · h′3(h2 · a
′)<1>)((a · h′2)
(−1)h1 · ϕ
′)
♮ (a · h′2)
(0)(h2 · a
′)<0> ♮ h3h
′
1
(3.2),(3.4)
= (ϕ · h′3a
′<1>)(a(−1)h1 · ϕ
′) ♮ (a(0) · h′2)(h2 · a
′<0>) ♮ h3h
′
1.
We write down the multiplication of A ♮ (A ♮ H):
(ϕ ♮ (a ♮ h))(ϕ′ ♮ (a′ ♮ h′)) = (ϕ · (a′ ♮ h′)<1>)((a ♮ h)[−1] · ϕ
′) ♮ (a ♮ h)[0](a
′ ♮ h′)<0>
= (ϕ · h′2a
′<1>)(a(−1)h1 · ϕ
′) ♮ (a(0) ♮ h2)(a
′<0> ♮ h′1)
= (ϕ · h′3a
′<1>)(a(−1)h1 · ϕ
′) ♮ (a(0) · h′2)(h2 · a
′<0>) ♮ h3h
′
1,
and we see that the two multiplications coincide. 
We are able now to find a common generalization of Theorem 3.1 and Proposition 3.2:
Theorem 3.3 Let A Q1 ⊗R1 B, B Q2 ⊗R2 C, A Q3 ⊗R3 C be three L-R-twisted tensor products
of algebras, such that the following conditions are satisfied, for all a ∈ A, b ∈ B, c ∈ C:
(aR1)R3 ⊗ (bR1)R2 ⊗ (cR3)R2 = (aR3)R1 ⊗ (bR2)R1 ⊗ (cR2)R3 , (3.5)
(aQ1)Q3 ⊗ (bQ1)Q2 ⊗ (cQ3)Q2 = (aQ3)Q1 ⊗ (bQ2)Q1 ⊗ (cQ2)Q3 , (3.6)
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aR1 ⊗ (bR1)Q2 ⊗ cQ2 = aR1 ⊗ (bQ2)R1 ⊗ cQ2 , (3.7)
aQ1 ⊗ (bR2)Q1 ⊗ cR2 = aQ1 ⊗ (bQ1)R2 ⊗ cR2 , (3.8)
(aQ1)R3 ⊗ bQ1 ⊗ cR3 = (aR3)Q1 ⊗ bQ1 ⊗ cR3 , (3.9)
(aR1)Q3 ⊗ bR1 ⊗ cQ3 = (aQ3)R1 ⊗ bR1 ⊗ cQ3 , (3.10)
aR3 ⊗ bQ2 ⊗ (cQ2)R3 = aR3 ⊗ bQ2 ⊗ (cR3)Q2 , (3.11)
aQ3 ⊗ bR2 ⊗ (cQ3)R2 = aQ3 ⊗ bR2 ⊗ (cR2)Q3 . (3.12)
Define the maps
T1 : C ⊗ (A⊗B)→ (A⊗B)⊗C, T1(c⊗ (a⊗ b)) = (aR3 ⊗ bR2)⊗ (cR3)R2 ,
V1 : (A⊗B)⊗ C → (A⊗B)⊗ C, V1((a⊗ b)⊗ c) = (aQ3 ⊗ bQ2)⊗ (cQ3)Q2 ,
T2 : (B ⊗ C)⊗A→ A⊗ (B ⊗ C), T2((b⊗ c)⊗ a) = (aR3)R1 ⊗ (bR1 ⊗ cR3),
V2 : A⊗ (B ⊗C)→ A⊗ (B ⊗ C), V2(a⊗ (b⊗ c)) = (aQ3)Q1 ⊗ (bQ1 ⊗ cQ3).
Then (A Q1 ⊗R1 B) V1 ⊗T1 C and A V2 ⊗T2 (B Q2 ⊗R2 C) are L-R-twisted tensor products of
algebras and moreover they coincide as algebras.
Proof. We only give the proof for (A Q1 ⊗R1 B) V1 ⊗T1 C, the one for A V2 ⊗T2 (B Q2 ⊗R2 C) is
similar and left to the reader. We need to prove the relations (2.1)–(2.8) for the maps T1 and
V1. We only prove (2.2), (2.5) and (2.8), the other relations are very easy to prove and are left
to the reader.
Proof of (2.2):
((a⊗ b)(a′ ⊗ b′))T1 ⊗ cT1 = (aQ1a
′
R1
⊗ bR1b
′
Q1
)T1 ⊗ cT1
= (aQ1a
′
R1
)R3 ⊗ (bR1b
′
Q1
)R2 ⊗ (cR3)R2
(2.2)
= (aQ1)R3(a
′
R1
)r3 ⊗ (bR1b
′
Q1
)R2 ⊗ ((cR3)r3)R2
(2.2)
= (aQ1)R3(a
′
R1
)r3 ⊗ (bR1)R2(b
′
Q1
)r2 ⊗ (((cR3)r3)R2)r2
(3.8)
= (aQ1)R3(a
′
R1
)r3 ⊗ (bR1)R2(b
′
r2
)Q1 ⊗ (((cR3)r3)R2)r2
(3.9)
= (aR3)Q1(a
′
R1
)r3 ⊗ (bR1)R2(b
′
r2
)Q1 ⊗ (((cR3)r3)R2)r2
(3.5)
= (aR3)Q1(a
′
r3
)R1 ⊗ (bR2)R1(b
′
r2
)Q1 ⊗ (((cR3)R2)r3)r2
= (aR3 ⊗ bR2)(a
′
r3
⊗ b′r2)⊗ (((cR3)R2)r3)r2
= (a⊗ b)T1(a
′
⊗ b′)t1 ⊗ (cT1)t1 , q.e.d.
Proof of (2.5):
((a⊗ b)(a′ ⊗ b′))V1 ⊗ cV1 = (aQ1a
′
R1
⊗ bR1b
′
Q1
)V1 ⊗ cV1
= (aQ1a
′
R1
)Q3 ⊗ (bR1b
′
Q1
)Q2 ⊗ (cQ3)Q2
(2.5)
= (aQ1)q3(a
′
R1
)Q3 ⊗ (bR1b
′
Q1
)Q2 ⊗ ((cQ3)q3)Q2
(2.5)
= (aQ1)q3(a
′
R1
)Q3 ⊗ (bR1)q2(b
′
Q1
)Q2 ⊗ (((cQ3)q3)Q2)q2
(3.6)
= (aq3)Q1(a
′
R1
)Q3 ⊗ (bR1)q2(b
′
Q2
)Q1 ⊗ (((cQ3)Q2)q3)q2
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(3.7)
= (aq3)Q1(a
′
R1
)Q3 ⊗ (bq2)R1(b
′
Q2
)Q1 ⊗ (((cQ3)Q2)q3)q2
(3.10)
= (aq3)Q1(a
′
Q3
)R1 ⊗ (bq2)R1(b
′
Q2
)Q1 ⊗ (((cQ3)Q2)q3)q2
= (aq3 ⊗ bq2)(a
′
Q3
⊗ b′Q2)⊗ (((cQ3)Q2)q3)q2
= (a⊗ b)v1(a
′
⊗ b′)V1 ⊗ (cV1)v1 , q.e.d.
Proof of (2.8):
(a⊗ b)T1 ⊗ (cV1)T1 ⊗ (a
′
⊗ b′)V1 = (aR3 ⊗ bR2)⊗ (((cQ3)Q2)R3)R2 ⊗ (a
′
Q3
⊗ b′Q2)
(3.11)
= (aR3 ⊗ bR2)⊗ (((cQ3)R3)Q2)R2 ⊗ (a
′
Q3
⊗ b′Q2)
(2.8)
= (aR3 ⊗ bR2)⊗ (((cR3)Q3)R2)Q2 ⊗ (a
′
Q3
⊗ b′Q2)
(3.12)
= (aR3 ⊗ bR2)⊗ (((cR3)R2)Q3)Q2 ⊗ (a
′
Q3
⊗ b′Q2)
= (a⊗ b)T1 ⊗ (cT1)V1 ⊗ (a
′
⊗ b′)V1 , q.e.d.
We prove now that (A Q1 ⊗R1 B) V1 ⊗T1 C ≡ A V2 ⊗T2 (B Q2 ⊗R2 C). We write down the
multiplication of (A Q1 ⊗R1 B) V1 ⊗T1 C:
((a⊗ b)⊗ c)((a′ ⊗ b′)⊗ c′) = (a⊗ b)V1(a
′
⊗ b′)T1 ⊗ cT1c
′
V1
= (aQ3 ⊗ bQ2)(a
′
R3
⊗ b′R2)⊗ (cR3)R2(c
′
Q3
)Q2
= (aQ3)Q1(a
′
R3
)R1 ⊗ (bQ2)R1(b
′
R2
)Q1 ⊗ (cR3)R2(c
′
Q3
)Q2
(3.8)
= (aQ3)Q1(a
′
R3
)R1 ⊗ (bQ2)R1(b
′
Q1
)R2 ⊗ (cR3)R2(c
′
Q3
)Q2 .
We write down the multiplication of A V2 ⊗T2 (B Q2 ⊗R2 C):
(a⊗ (b⊗ c))(a′ ⊗ (b′ ⊗ c′)) = aV2a
′
T2
⊗ (b⊗ c)T2(b
′
⊗ c′)V2
= (aQ3)Q1(a
′
R3
)R1 ⊗ (bR1 ⊗ cR3)(b
′
Q1
⊗ c′Q3)
= (aQ3)Q1(a
′
R3
)R1 ⊗ (bR1)Q2(b
′
Q1
)R2 ⊗ (cR3)R2(c
′
Q3
)Q2
(3.7)
= (aQ3)Q1(a
′
R3
)R1 ⊗ (bQ2)R1(b
′
Q1
)R2 ⊗ (cR3)R2(c
′
Q3
)Q2 ,
and we can see that the two formulae are identical. 
4 Invariance under twisting
Let H be a bialgebra and F ∈ H ⊗H a 2-cocycle, that is F is invertible and satisfies
(ε⊗ id)(F ) = (id⊗ ε)(F ) = 1,
(1⊗ F )(id ⊗∆)(F ) = (F ⊗ 1)(∆ ⊗ id)(F ).
We denote F = F 1 ⊗ F 2 and F−1 = G1 ⊗ G2. We denote by HF the Drinfeld twist of H,
which is a bialgebra having the same algebra structure as H and comultiplication given by
∆F (h) = F∆(h)F
−1, for all h ∈ H.
If A is a left H-module algebra (with H-action denoted by h ⊗ a 7→ h · a), the invariance
under twisting of the smash product A#H is the following result (see [14], [6]). Define a new
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multiplication on A, by a ∗ a′ = (G1 · a)(G2 · a′), for all a, a′ ∈ A, and denote by AF−1 the new
structure; then AF−1 is a left HF -module algebra (with the same action as for A) and we have
an algebra isomorphism AF−1#HF ≃ A#H, a#h 7→ G
1 · a#G2h.
This result was regarded in [11] as a particular case of a very general result (Theorem 4.4)
for twisted tensor products of algebras, that was called ”invariance under twisting” for twisted
tensor products of algebras.
Let again H be a bialgebra, F ∈ H ⊗H a 2-cocycle and A an H-bimodule algebra. Define
a new multiplication on A, by ϕ • ϕ′ = (G1 · ϕ · F 1)(G2 · ϕ′ · F 2), where F = F 1 ⊗ F 2 and
F−1 = G1 ⊗G2, and denote by FAF−1 the new structure. Then one can easily see that FAF−1
is an HF -bimodule algebra, and moreover we have the following invariance under twisting for
L-R-smash products:
Proposition 4.1 We have an algebra isomorphism
FAF−1 ♮ HF ≃ A ♮ H, ϕ ♮ h 7→ G
1
· ϕ · F 2 ♮ G2hF 1.
Our aim is to prove an ”invariance under twisting” for L-R-twisted tensor products of alge-
bras, that is, to find a common generalization of Proposition 4.1 and of Theorem 4.4 in [11].
Proposition 4.2 Let A,B be two algebras and R : B ⊗ A → A ⊗ B, Q : A ⊗ B → A ⊗ B
two linear maps, with notation R(b ⊗ a) = aR ⊗ bR and Q(a ⊗ b) = aQ ⊗ bQ, for all a ∈ A
and b ∈ B, such that (2.7) holds. Assume that we are given linear maps µl : B ⊗ A → A,
b⊗a 7→ b ·a, µr : A⊗B → A, a⊗ b 7→ a · b, ρr : A→ A⊗B, ρr(a) = a(0)⊗a(1), ρl : A→ B⊗A,
ρl(a) = a<−1>⊗ a<0>, and denote a • a
′ := (a(0) · a
′
<−1>)(a(1) · a
′
<0>), for all a, a
′ ∈ A. Assume
that the following conditions are satisfied: ρr(1) = 1 ⊗ 1, ρl(1) = 1 ⊗ 1, 1 · a = a = a · 1,
a(0)(a(1) · 1) = a, (1 · a<−1>)a<0> = a, and
b · (a(0)(a(1) · a
′)) = a(0)R(bRa(1) · a
′), (4.1)
((a · a′<−1>)a
′
<0>) · b = (a · a
′
<−1>bQ)a
′
<0>Q
, (4.2)
ρr(a • a
′) = (a(0) · a
′
(0)R<−1>
)a′(0)R<0>
⊗ a(1)Ra
′
(1), (4.3)
ρl(a • a
′) = a<−1>a
′
<−1>Q ⊗ a<0>Q(0)
(a<0>Q(1) · a
′
<0>), (4.4)
a(0)<−1> ⊗ a(0)<0> ⊗ a(1) = a<−1> ⊗ a<0>(0) ⊗ a<0>(1) , (4.5)
aQ(0) ⊗ aQ(1) ⊗ bQ = a(0)Q ⊗ a(1) ⊗ bQ, (4.6)
aR<−1> ⊗ aR<0> ⊗ bR = a<−1> ⊗ a<0>R ⊗ bR, (4.7)
for all a, a′ ∈ A and b ∈ B. Then (A, •, 1) is an associative unital algebra, denoted in what
follows by A˜.
Proof. Obviously, 1 is the unit, so we only prove the associativity of •; we compute:
(a • a′) • a′′ = ((a • a′)(0) · a
′′
<−1>)((a • a
′)(1) · a
′′
<0>)
(4.3)
= [((a(0) · a
′
(0)R<−1>
)a′(0)R<0>
) · a′′<−1>][a(1)Ra
′
(1) · a
′′
<0>]
(4.2)
= (a(0) · a
′
(0)R<−1>
a′′<−1>Q)a
′
(0)R<0>Q
(a(1)Ra
′
(1) · a
′′
<0>)
(4.7)
= (a(0) · a
′
(0)<−1>
a′′<−1>Q)a
′
(0)<0>RQ
(a(1)Ra
′
(1) · a
′′
<0>)
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(4.5)
= (a(0) · a
′
<−1>a
′′
<−1>Q
)a′<0>(0)RQ
(a(1)Ra
′
<0>(1)
· a′′<0>),
a • (a′ • a′′) = (a(0) · (a
′
• a′′)<−1>)(a(1) · (a
′
• a′′)<0>)
(4.4)
= (a(0) · a
′
<−1>a
′′
<−1>Q
)(a(1) · (a
′
<0>Q(0)
(a′<0>Q(1)
· a′′<0>)))
(4.1)
= (a(0) · a
′
<−1>a
′′
<−1>Q
)a′<0>Q(0)R
(a(1)Ra
′
<0>Q(1)
· a′′<0>)
(4.6)
= (a(0) · a
′
<−1>a
′′
<−1>Q
)a′<0>(0)QR
(a(1)Ra
′
<0>(1)
· a′′<0>)
(2.7)
= (a(0) · a
′
<−1>a
′′
<−1>Q)a
′
<0>(0)RQ
(a(1)Ra
′
<0>(1)
· a′′<0>),
finishing the proof. 
Theorem 4.3 Assume that the hypotheses of Proposition 4.2 are satisfied, such that moreover
A Q ⊗R B is an L-R-twisted tensor product of algebras. Assume also that we are given linear
maps λr : A→ A⊗ B, λr(a) = a[0] ⊗ a[1], and λl : A→ B ⊗ A, λl(a) = a{−1} ⊗ a{0}, such that
λr(1) = 1⊗ 1, λl(1) = 1⊗ 1 and the following relations hold:
a(0)[0] ⊗ a(0)[1]a(1) = a⊗ 1, (4.8)
a[0](0) ⊗ a[0](1)a[1] = a⊗ 1, (4.9)
a<−1>a<0>{−1} ⊗ a<0>{0} = 1⊗ a, (4.10)
a{−1}a{0}<−1> ⊗ a{0}<0> = 1⊗ a, (4.11)
a[0]{−1} ⊗ a[0]{0} ⊗ a[1] = a{−1} ⊗ a{0}[0] ⊗ a{0}[1] , (4.12)
a[0]<−1> ⊗ a[0]<0> ⊗ a[1] = a<−1> ⊗ a<0>[0] ⊗ a<0>[1] , (4.13)
a(0){−1} ⊗ a(0){0} ⊗ a(1) = a{−1} ⊗ a{0}(0) ⊗ a{0}(1) , (4.14)
λr(aa
′) = a[0](0)(a[0](1) · a
′
R[0]
)⊗ a′R[1]a[1]R , (4.15)
λl(aa
′) = a′{−1}QaQ{−1} ⊗ (aQ{0} · a
′
{0}<−1>
)a′{0}<0> , (4.16)
ρl((a · a
′
<−1>)a
′
<0>) = a<−1>a
′
<−1>Q ⊗ a<0>Qa
′
<0>, (4.17)
a(0)<−1>R
a′(1)Q ⊗ a(0)<0>Q
⊗ a′(0)<0>R
⊗ a′(0)<−1> ⊗ a(1)
= a′(1)a(0)<−1> ⊗ a(0)<0> ⊗ a
′
(0)<0>
⊗ a′(0)<−1> ⊗ a(1), (4.18)
a′<0>Q{−1}R
a(1) ⊗ a
′
<0>Q{0}
⊗ a′<−1> ⊗ a(0)R ⊗ bQ
= a(1)qa
′
<0>Qq{−1}
⊗ a′<0>Qq{0}
⊗ a′<−1> ⊗ a(0) ⊗ bQ, (4.19)
a(0)R[0]
⊗ a′<−1>a(0)R[1]Q
⊗ a′<0>Q ⊗ a(1) ⊗ bR
= a(0)rR[0]
⊗ a(0)rR[1]
a′<−1>R ⊗ a
′
<0> ⊗ a(1) ⊗ br, (4.20)
a<0>Q{0}(0)R
⊗ a<0>Q{0}(1)
⊗ a<−1> ⊗ a<0>Q{−1}
⊗ bR ⊗ b
′
Q
= a(0)R<0>Q{0}
⊗ a(1) ⊗ a(0)R<−1>
⊗ a(0)R<0>Q{−1}
⊗ bR ⊗ b
′
Q, (4.21)
a(0)R[1]
⊗ a(0)R[0]<0>Q
⊗ a(0)R[0]<−1>
⊗ a(1) ⊗ bR ⊗ b
′
Q
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= a(0)<0>RQ[1]
⊗ a(0)<0>RQ[0]
⊗ a(0)<−1> ⊗ a(1) ⊗ bR ⊗ b
′
Q, (4.22)
(a(0) · b
′)R[0](0)
⊗ (a(0) · b
′)R[0](1)
⊗ (a(0) · b
′)R[1] ⊗ bR ⊗ a(1)
= a(0)R[0](0)
· b′ ⊗ a(0)R[0](1)
⊗ a(0)R[1]
⊗ bR ⊗ a(1), (4.23)
a′<−1> ⊗ (b · a
′
<0>)Q{−1} ⊗ (b · a
′
<0>)Q{0}<−1> ⊗ (b · a
′
<0>)Q{0}<0> ⊗ b
′
Q
= a′<−1> ⊗ a
′
<0>Q{−1}
⊗ a′<0>Q{0}<−1>
⊗ b · a′<0>Q{0}<0>
⊗ b′Q, (4.24)
for all a, a′ ∈ A and b, b′ ∈ B. Define the maps
R˜ : B ⊗ A˜→ A˜⊗B, R˜(b⊗ a) = a(0)R[0]
⊗ a(0)R[1]
bRa(1), (4.25)
Q˜ : A˜⊗B → A˜⊗B, Q˜(a⊗ b) = a<0>Q{0} ⊗ a<−1>bQa<0>Q{−1} . (4.26)
Then A˜ Q˜⊗R˜B is an L-R-twisted tensor product of algebras and we have an algebra isomorphism
A˜ Q˜ ⊗R˜ B ≃ A Q ⊗R B, a⊗ b 7→ a(0)<0> ⊗ a(1)ba(0)<−1> .
Proof. We have to prove that R˜ and Q˜ satisfy (2.1)– (2.8) for the algebras A˜ and B. We will
only prove (2.2), (2.5), (2.7), (2.8), while (2.1), (2.4), (2.3), (2.6) are much easier and are left to
the reader.
Proof of (2.2)
(a • a′)R˜ ⊗ bR˜ = (a • a
′)(0)R[0]
⊗ (a • a′)(0)R[1]
bR(a • a
′)(1)
(4.3)
= [(a(0) · a
′
(0)r<−1>
)a′(0)r<0>
]R[0]
⊗[(a(0) · a
′
(0)r<−1>
)a′(0)r<0>
]R[1]bRa(1)ra
′
(1)
(2.2)
= [(a(0) · a
′
(0)r<−1>
)Ra
′
(0)r<0>R
][0]
⊗[(a(0) · a
′
(0)r<−1>
)Ra
′
(0)r<0>R
][1]bRRa(1)ra
′
(1)
(4.7)
= [(a(0) · a
′
(0)<−1>
)Ra
′
(0)<0>rR
][0]
⊗[(a(0) · a
′
(0)<−1>
)Ra
′
(0)<0>rR
][1]bRRa(1)ra
′
(1)
(4.15)
= (a(0) · a
′
(0)<−1>
)R[0](0)
((a(0) · a
′
(0)<−1>
)R[0](1)
· a′(0)<0>rRr[0]
)
⊗a′(0)<0>rRr[1]
(a(0) · a
′
(0)<−1>
)R[1]r bRRa(1)ra
′
(1)
(4.23)
= (a(0)R[0](0)
· a′(0)<−1>)(a(0)R[0](1)
· a′(0)<0>rRr[0]
)
⊗a′(0)<0>rRr[1]
a(0)R[1]r
bRRa(1)ra
′
(1),
aR˜ • a
′
r˜ ⊗ bR˜r˜ = a(0)R[0]
• a′r˜ ⊗ (a(0)R[1]
bRa(1))r˜
= a(0)R[0]
• a′(0)r[0]
⊗ a′(0)r[1]
(a(0)R[1]
bRa(1))ra
′
(1)
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(2.3)
= a(0)R[0]
• a′(0)rRr[0]
⊗ a′(0)rRr[1]
a(0)R[1]r
bRRa(1)ra
′
(1)
= (a(0)R[0](0)
· a′(0)rRr[0]<−1>
)(a(0)R[0](1)
· a′(0)rRr[0]<0>
)
⊗a′(0)rRr[1]
a(0)R[1]r
bRRa(1)ra
′
(1)
(4.13)
= (a(0)R[0](0)
· a′(0)rRr<−1>
)(a(0)R[0](1)
· a′(0)rRr<0>[0]
)
⊗a′(0)rRr<0>[1]
a(0)R[1]r
bRRa(1)ra
′
(1)
(4.7)
= (a(0)R[0](0)
· a′(0)<−1>)(a(0)R[0](1)
· a′(0)<0>rRr[0]
)
⊗a′(0)<0>rRr[1]
a(0)R[1]r
bRRa(1)ra
′
(1), q.e.d.
Proof of (2.5)
(a • a′)Q˜ ⊗ bQ˜ = (a • a
′)<0>Q{0} ⊗ (a • a
′)<−1>bQ(a • a
′)<0>Q{−1}
(4.4),(4.6)
= [a<0>(0)q (a<0>(1) · a
′
<0>)]Q{0} ⊗ a<−1>a
′
<−1>qbQ
[a<0>(0)q (a<0>(1) · a
′
<0>)]Q{−1}
(2.5)
= [a<0>(0)qq
(a<0>(1) · a
′
<0>)Q]{0} ⊗ a<−1>a
′
<−1>qbQq
[a<0>(0)qq
(a<0>(1) · a
′
<0>)Q]{−1}
(4.16)
= (a<0>(0)qq
Q{0}
· (a<0>(1) · a
′
<0>)Q{0}<−1> )(a<0>(1) · a
′
<0>)Q{0}<0>
a<−1>a
′
<−1>qbQq(a<0>(1) · a
′
<0>)Q{−1}
Q
a<0>(0)qq
Q{−1}
(4.24)
= (a<0>(0)qq
Q{0}
· a′<0>Q{0}<−1>
)(a<0>(1) · a
′
<0>Q{0}<0>
)
a<−1>a
′
<−1>qbQqa
′
<0>Q{−1}
Q
a<0>(0)qq
Q{−1}
,
aq˜ • a
′
Q˜
⊗ bQ˜q˜ = aq˜ • a
′
<0>Q{0}
⊗ (a′<−1>bQa
′
<0>Q{−1}
)q˜
= a<0>q{0} • a
′
<0>Q{0}
⊗ a<−1>(a
′
<−1>bQa
′
<0>Q{−1}
)qa<0>q{−1}
(2.6)
= a<0>qq
Q{0}
• a′<0>Q{0}
⊗ a<−1>a
′
<−1>qbQqa
′
<0>Q{−1}
Q
a<0>qq
Q{−1}
= (a<0>qq
Q{0}(0)
· a′<0>Q{0}<−1>
)(a<0>qq
Q{0}(1)
· a′<0>Q{0}<0>
)
⊗a<−1>a
′
<−1>qbQqa
′
<0>Q{−1}
Q
a<0>qq
Q{−1}
(4.14)
= (a<0>qq
Q(0){0}
· a′<0>Q{0}<−1>
)(a<0>qq
Q(1)
· a′<0>Q{0}<0>
)
14
⊗a<−1>a
′
<−1>qbQqa
′
<0>Q{−1}
Q
a<0>qq
Q(0){−1}
(4.6)
= (a<0>(0)qq
Q{0}
· a′<0>Q{0}<−1>
)(a<0>(1) · a
′
<0>Q{0}<0>
)
a<−1>a
′
<−1>qbQqa
′
<0>Q{−1}
Q
a<0>(0)qq
Q{−1}
, q.e.d.
Proof of (2.7)
bR˜ ⊗ aR˜
Q˜
⊗ b′
Q˜
= a(0)R[1]
bRa(1) ⊗ (a(0)R[0]
)Q˜ ⊗ b
′
Q˜
= a(0)R[1]
bRa(1) ⊗ a(0)R[0]<0>Q{0}
⊗ a(0)R[0]<−1>
b′Qa(0)R[0]<0>Q{−1}
(4.22)
= a(0)<0>RQ[1]
bRa(1) ⊗ a(0)<0>RQ[0]{0}
⊗ a(0)<−1>b
′
Qa(0)<0>RQ[0]{−1}
(4.12)
= a(0)<0>RQ{0}[1]
bRa(1) ⊗ a(0)<0>RQ{0}[0]
⊗ a(0)<−1>b
′
Qa(0)<0>RQ{−1}
,
bR˜ ⊗ aQ˜
R˜
⊗ b′
Q˜
= bR˜ ⊗ (a<0>Q{0} )R˜ ⊗ a<−1>b
′
Qa<0>Q{−1}
= a<0>Q{0}(0)R[1]
bRa<0>Q{0}(1)
⊗ a<0>Q{0}(0)R[0]
⊗ a<−1>b
′
Qa<0>Q{−1}
(4.21)
= a(0)R<0>Q{0}[1]
bRa(1) ⊗ a(0)R<0>Q{0}[0]
⊗ a(0)R<−1>
b′Qa(0)R<0>Q{−1}
(4.7)
= a(0)<0>RQ{0}[1]
bRa(1) ⊗ a(0)<0>RQ{0}[0]
⊗ a(0)<−1>b
′
Qa(0)<0>RQ{−1}
, q.e.d.
Proof of (2.8)
aR˜ ⊗ bR˜
Q˜
⊗ a′
Q˜
= a(0)r[0]
⊗ (a(0)r[1]
bra(1))Q˜ ⊗ a
′
Q˜
= a(0)r[0]
⊗ a′<−1>(a(0)r[1]
bra(1))Qa
′
<0>Q{−1}
⊗ a′<0>Q{0}
(2.6)
= a(0)r[0]
⊗ a′<−1>a(0)r[1]q
brQa(1)qa
′
<0>qQq{−1}
⊗ a′<0>qQq{0}
(4.20)
= a(0)rR[0]
⊗ a(0)rR[1]
a′<−1>RbrQa(1)qa
′
<0>Qq{−1}
⊗ a′<0>Qq{0}
,
aR˜ ⊗ bQ˜
R˜
⊗ a′
Q˜
= aR˜ ⊗ (a
′
<−1>bQa
′
<0>Q{−1}
)R˜ ⊗ a
′
<0>Q{0}
= a(0)R[0]
⊗ a(0)R[1]
(a′<−1>bQa
′
<0>Q{−1}
)Ra(1) ⊗ a
′
<0>Q{0}
(2.3)
= a(0)RrR[0]
⊗ a(0)RrR[1]
a′<−1>RbQra
′
<0>Q{−1}R
a(1) ⊗ a
′
<0>Q{0}
(2.8)
= a(0)RrR[0]
⊗ a(0)RrR[1]
a′<−1>RbrQa
′
<0>Q{−1}R
a(1) ⊗ a
′
<0>Q{0}
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(4.19)
= a(0)rR[0]
⊗ a(0)rR[1]
a′<−1>RbrQa(1)qa
′
<0>Qq{−1}
⊗ a′<0>Qq{0}
, q.e.d.
We prove now that the map ϕ : A˜ Q˜ ⊗R˜ B → A Q ⊗R B, ϕ(a ⊗ b) = a(0)<0> ⊗ a(1)ba(0)<−1> ,
is an algebra isomorphism. First, using (4.5), (4.8), (4.10), (4.12), (4.9), (4.11), it is easy to
see that ϕ is bijective, with inverse given by a ⊗ b 7→ a[0]{0} ⊗ a[1]ba[0]{−1} . It is obvious that
ϕ(1⊗ 1) = 1⊗ 1, so we only have to prove that ϕ is multiplicative. We compute:
ϕ((a ⊗ b)(a′ ⊗ b′)) = ϕ(aQ˜ • a
′
R˜
⊗ bR˜b
′
Q˜
)
= ϕ(a<0>Q{0} • a
′
(0)R[0]
⊗ a′(0)R[1]
bRa
′
(1)a<−1>b
′
Qa<0>Q{−1}
)
= [a<0>Q{0} • a
′
(0)R[0]
](0)<0> ⊗ [a<0>Q{0} • a
′
(0)R[0]
](1)a
′
(0)R[1]
bRa
′
(1)
a<−1>b
′
Qa<0>Q{−1}
[a<0>Q{0} • a
′
(0)R[0]
](0)<−1>
(4.3)
= [(a<0>Q{0}(0)
· a′(0)R[0](0)r<−1>
)a′(0)R[0](0)r<0>
]<0>
⊗a<0>Q{0}(1)r
a′(0)R[0](1)
a′(0)R[1]
bRa
′
(1)a<−1>b
′
Qa<0>Q{−1}
[(a<0>Q{0}(0)
· a′(0)R[0](0)r<−1>
)a′(0)R[0](0)r<0>
]<−1>
(4.9)
= [(a<0>Q{0}(0)
· a′(0)Rr<−1>
)a′(0)Rr<0>
]<0>
⊗a<0>Q{0}(1)r
bRa
′
(1)a<−1>b
′
Qa<0>Q{−1}
[(a<0>Q{0}(0)
· a′(0)Rr<−1>
)a′(0)Rr<0>
]<−1>
(4.17)
= a<0>Q{0}(0)<0>q
a′(0)Rr<0>
⊗ a<0>Q{0}(1)r
bRa
′
(1)a<−1>b
′
Q
a<0>Q{−1}
a<0>Q{0}(0)<−1>
a′(0)Rr<−1>q
(4.5)
= a<0>Q{0}<0>(0)q
a′(0)Rr<0>
⊗ a<0>Q{0}<0>(1)r
bRa
′
(1)a<−1>b
′
Q
a<0>Q{−1}
a<0>Q{0}<−1>
a′(0)Rr<−1>q
(4.11)
= a<0>Q(0)q
a′(0)Rr<0>
⊗ a<0>Q(1)r
bRa
′
(1)a<−1>b
′
Qa
′
(0)Rr<−1>q
(4.6)
= a<0>(0)Qq
a′(0)Rr<0>
⊗ a<0>(1)r bRa
′
(1)a<−1>b
′
Qa
′
(0)Rr<−1>q
(4.5)
= a(0)<0>Qq
a′(0)Rr<0>
⊗ a(1)rbRa
′
(1)a(0)<−1>b
′
Qa
′
(0)Rr<−1>q
(4.7)
= a(0)<0>Qq
a′(0)<0>Rr
⊗ a(1)rbRa
′
(1)a(0)<−1>b
′
Qa
′
(0)<−1>q
,
ϕ(a ⊗ b)ϕ(a′ ⊗ b′) = (a(0)<0> ⊗ a(1)ba(0)<−1>)(a
′
(0)<0>
⊗ a′(1)b
′a′(0)<−1>)
= a(0)<0>Qa
′
(0)<0>R
⊗ (a(1)ba(0)<−1>)R(a
′
(1)b
′a′(0)<−1>)Q
(2.3),(2.6)
= a(0)<0>Qqq
a′(0)<0>Rrr
⊗ a(1)rbra(0)<−1>R
a′(1)Qb
′
qa
′
(0)<−1>q
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(4.18)
= a(0)<0>Qq
a′(0)<0>Rr
⊗ a(1)rbRa
′
(1)a(0)<−1>b
′
Qa
′
(0)<−1>q
,
finishing the proof. 
Remark 4.4 It is very easy to see that Theorem 4.3 generalizes Theorem 4.4 in [11]. On the
other hand, it generalizes also Proposition 4.1. Indeed, Proposition 4.1 may be obtained by taking
in Theorem 4.3 A = A, B = H, R : H⊗A → A⊗H, R(h⊗ϕ) = h1 ·ϕ⊗h2, Q : A⊗H → A⊗H,
Q(ϕ⊗ h) = ϕ · h2 ⊗ h1, µl : H ⊗A → A, µl(h⊗ ϕ) = h · ϕ, µr : A⊗H → A, µr(ϕ⊗ h) = ϕ · h,
ρr : A → A⊗H, ρr(ϕ) = G
1 · ϕ⊗G2, ρl : A → H ⊗A, ρl(ϕ) = F
1 ⊗ ϕ · F 2, λr : A → A⊗H,
λr(ϕ) = F
1 · ϕ⊗ F 2, λl : A → H ⊗A, λl(ϕ) = G
1 ⊗ ϕ ·G2, for all h ∈ H and ϕ ∈ A.
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