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On Some Characterizations of the Shannon Entropy 
Using Extreme Symmetry and Block Symmetry 
PREM NATH AND MAN MOHAN KAUR 
Faculty of Mathematics, University of Delhi, Delhi, 110007, India 
Two axiomatic haracterizations of the Shannon entropy are given. The first one 
makes use of the concept of extreme symmetry where as the second one that of 
block symmetry, both weaker than symmetry in the strict sense and independent of 
each other. 
1. INTRODUCTION 
Let 
..... 12  ..... I 
n = 2, 3,..., 
be the set of all finite discrete n-component probability distributions with 
nonnegative elements and 
n = Pl, P2 Pn); Pl = 0, Pi ) O, i = 2 ..... n, Pi = 1 ~"'~ ~ 
i - I  
n = 2, 3,..., 
be the set of all finite discrete n-component probability distributions (with 
nonnegative lements) whose first element is zero. The Shannon entropy 
(1948) is the sequence of functions H,  :F ,  ~R,  n = 2, 3 ..... defined by 
H, (p l ,  Pz ..... P , )  =-  ~ PklOg2 Pk (1) 
k=l 
with 0 log 2 0----0. Shannon (1948) characterized H,  axiomatically. A great 
deal of work has been done to characterize axiomatically the Shannon 
entropy and its various generalizations. For details, see Acz61 and 
Dar6czy (1975). We begin with the postulates uggested by Fadeev (1956). 
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POSTULATE I. p --~ H2( p, 1 -- p) is a continuous function of p, 0 <~ p <~ 1. 
POSTULATE II,. H n is a symmetric function of its arguments. 
POSTULATE III n. H. is recursive, that is, 
Hn(p,, P2, P3 ..... P.) = Hn-I(Pl  + P2, P3 ..... P.) 
+(p l+p2)  H2 ~ Pl P2 ],  
1+ P2'PI + P2/ P l+p2>0"  
POSTULATE IV.  1 1 H2( ~, ~) = 1. 
Fadeev showed that, for all positive integers n/> 2, any sequence 
Hn : F. ~ R of functions atisfying Postulates I, II. (n >/2), III. (n >/3), and 
IV has to be of form (1). 
In this paper, our object is to weaken the symmetry postulate IIn and then 
characterize the Shannon entropy. 
2. EXTREME SYMMETRY AND A CHARACTERIZATION 
OF THE SHANNON ENTROPY 
We introduce the following definition: 
DEFINITION 1. Let E be a nonempty set and 
E"=E×E×. . .  ×E,  "n>/2 
n times 
a fixed integer. A function f . :E"~R is called an extreme-symmetric 
function over the domain E n if 
f . (x l ,  x2 ..... X . _ l ,  x . )  = f . (x . ,  x2 ..... x . _ l ,  x l )  
for all (xl, x2 ..... Xn) ~ E". 
A sequence (fn)~=2 with f .  : E" ~ R, E 4= 0, is called extreme-symmetric 
i f f .  is extreme-symmetric for all n ~> 2. 
Instead of II., we assume 
POSTULATE V, .Hn:F  n ~ R is extreme-symmetric over F, that is, for all 
(P l ,Pz ..... Pn- l ,Pn)  E F n, 
H. (P l ,P2 ..... Pn - I ,P . )=H. (p . ,P2  ..... P.-1,PO" 
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Obviously Postulate V. is meaningful for n/> 2. However, for n = 2, 
Postulates II 2 and V 2 are equivalent. It is obvious that II, implies V,, but the 
converse is not true. We give 
EXAMPLE 1. Consider the function F, : F, ~ R, n = 3, 4 ..... defined as 
Fn(X1 ,  x 2 , . . . ,  x , )  = x 1 q- x n . 
Then it is easy to check that F, satisfies Postulate V n but not I I , .  Thus, 
Postulate V, is weaker than Postulate II, in the strict sense. 
If V, is assumed for some fixed positive integral values of n, then we need 
to supplement i by 
POSTULATE VI n. For allprobability distributions (0, P2,..., P, 1) ~ -F(0~) 1
H,(O, O, P2 ..... P,-1) = Hn 1( 0, 02 ..... Pn-1)" 
Postulate VI, is meaningful for n ~> 3. See also Acz61 and Daroczy (1975, 
p. 61). 
Now we prove 
PROPOSITION 1. Let H, : F, --, R, n = 2, 3 ..... satisfy Postulates I, I I I ,  
(n >~ 3), IV, V, (n = 3, 4), and VI, (n >~ 4). Then H, is of the form (1). 
Proof. It is enough to show that II I ,  (n>/3),  V, (n=3,4)  and VI, 
(n ~> 4) imply II, (n >/2). First of all, we prove that 
H2(1, 0) = 0 = H2(0, i) .  (2) 
By III4, V3, V4, and VI4, H3(0,0 , 1) :H4(0 ,0 ,0  , 1 )=H4(1 ,0 ,0 ,0 ) :  
H3(1, 0, 0) + H2(1, 0) = H3(0, 0, 1) + H2(1, 0). Thus H2(1, 0) = 0. Again by 
H 1 1 0) H3(0 ' 1 V3, we have 3(~, ~, = i, ½) which, with the help of 1113, gives 
H2(1, 0) + H2(~, ½) = H2( 1, ½) + 1H2(0 , 1). Consequently, H2(0, 1) = 0. Thus 
(2) is proved. 
Let n = 2. Choose 0 < Pl < I, 0 < P2 < 1 such that Pl + P2 = 1. Then, by 
(2), V 3 and 1113, H2(Pl ,p2)=H2(0+pl ,p2)+p lH2(0 ,1 )=H3(0 ,p l ,p2)  
= H3(pz, P l ,  0) = H2(1, 0) + H2(p2 , p l )  = n2(p2 , PO. Combining it with 
(2), we get 
H2(p,, P2) = H2(p2, Pl), (Pl ,  P2) C F 2. (3) 
Thus we have proved that H 2 is a symmetric function of its arguments. Now, 
from III, (n ~> 3) and (3), it is easy to conclude that (for all n >~ 3) 
H,(p, ,  P2 ..... P,) = H,(P2, Pl ..... P,) if Pl + P2 > 0. 
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Also, it is obvious that (for all n/> 3) 
H.(p~,P2 ..... P . )=Hn(P2 ,P~ .... ,Pn) if p~ =p2=0.  
Thus for all (Pl, Pz,..., P . )E  F. ,  n )3 ,  
Hn(p l ,P2  ..... Pn)=Hn(P2 ,P l  ..... Pn)" (4) 
For n = 3, (4) (n = 3) and V 3 give H3(P l  , P2, P3) =H3(p3, P2, Pl) = 
H3(p~, P3, PO = Hdpl ,  P3, PO = H3(P3, P~, P2) --- H3(P2, P~, P3). Thus 
H 3 is also a symmetric function of its arguments. 
The rest of the proof follows from Postulate VI, (n>/4) and 
Proposition 2.3.5 (Acz61 and Dardczy, 1975, p. 59). 
Postulate II, is quite intuitive. It tells us that for all n >/2, Hn satisfies 
Hn(Pl ,  P2 ..... P.)  = H . (Pkm,  P(2) ..... Pk(.)), (5) 
where k(1), k(2),..., k(n) is an arbitrary permutation of 1, 2, 3,..., n. For a 
fixed n >/2, (5) represents a system of n! equations, a number fairly large as 
compared to n, n ~> 3. (Thus, Postulate II n really gives too much freedom to 
the variables p~, P2 ..... p,  in connection with their movement within H, . )  In 
a particular situation, it is quite possible that one may not need the use of all 
n! equations represented by (5). Under such circumstances, it seems 
desirable not to use (5) but its some strictly weaker form. Postulate Vn is just 
one strictly weaker form of Postulate II n. In fact, assuming postulate V, 
means that we are simply making use of the symmetry of H~ only in its first 
and the last variables, that is, Pl and p, .  
Now we prove that Postulates III, (n >~ 3), Vn (n = 3, 4), and VI, (n >/4) 
are, indeed, independent. We prove this fact by considering 
EXAMPLE 2. Define F,  : C n ~ R, n = 2, 3, 4 ..... as 
F , (P l ,  P2 ..... pn) = 0 if Pl q- P2 > 0 
=0 if P l+Pz=0,  p ,>0 
=j0 - -1  if p l+p2=0,  pn=O 
where Jo is the smallest positive integer for which PJo > 0, 3 ~< Jo ~< n - 1. It 
can be easily seen that (Fn)n~ 2 satisfies Postulates III, (n>/3), V, 
(n = 3, 4), but not Vln (n >/4). For instance, 
F.(0, 0, 1,0 ..... 0) ~ Fn_l(0 , 1,0 ..... 0), n>/4. 
EXAMPLE 3. Define F n : Fn ~ R,  n = 2, 3, 4,..., as 
F,,(Pl, P2 ..... P.)  = N(p l ,  P2 ..... P,,), 
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where N(p l ,pz  ..... p . )  denotes the number of nonzero elements in the 
probability distribution (P~,Pz ..... p . )  ~ F . .  Then (Fn)n~=2 satisfies 
Postulates V. (n = 3, 4), VI .  (n >~ 4), but not I I I .  (n >/3), 
EXAMPLE 4. Define F ,  : F ,  ~ R, n = 2, 3, 4,..., as 
F . (P l ,  Pz ..... P . )  = ~ (Pl + P2 +""  + Ps - , )P i  
]=z Pl + Pz + "" + P] 
P l  + P2  > O, 
(Pk+Pk+1+'"+P] -OP j  pl +p2=0,  
S=k+l Pk + Pk+~ + ' ' '  + Ps 
where Pk is the first nonzero element in (0, 0, P3 ..... p . )  C F~ °~. Then, (F.).~_2 
satisfies Postulates I I I .  (n/> 3), VI~ (n/> 4), but not V. (n = 3, 4). 
Examples 2-4 prove the independence of Postulates I I I .  (n ~> 3), V. 
(n = 3, 4), and VI.  (n >~ 4). 
3. BLOCK SYMMETRY AND A CHARACTERIZAT ION 
OF THE SHANNON ENROPY 
We introduce the following definition: 
DEFINITION 2. Let n and m be given positive integers, n )2m >/4; E a 
nonempty set and D _c E n. A function f . :D  ~ R is said to be symmetric in 
blocks of length m/> 2 over the domain D if 
f . (x  l , x2 ..... x i , X i + 1 .. . . .  X i  + m ,... ,  X j  + 1 . . . .  X j  ~_ . . . . . .  Xn)  
m terms m terms 
: fn (x1 ,  X 2 ... . .  X i ,  X j+ 1 . . . .  Xj+ . . . . .  , X i+ i  . . . .  X i+m .... .  Xn) ,  
m terms m terms 
i< j ,  O<i<n- -2m,  2<~m<~j<~n-m (6) 
for all (x I , x 2 ..... x . )  C D. 
Notice that i = 0 means that the block of length m will begin with x 1. If  
n = 2m, then the only possibility is that i = 0. However, if i = 0, then it is 
not necessary that n = 2m. 
Every symmetric function of n variables is symmetric in blocks of length 
m, n >~ 2m >~ 4, but not conversely. 
Instead of Postulate V.,  we assume 
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POSTULATE VIIzm. H2m : F2m --~ R is symmetric in blocks of length m for 
a fixed m >/2, that is, 
Hzm(Pl ,  P2 ..... Pm, Pm+l ..... P2m) 
= Hzm(Pm+l, Pro+2 ..... Pzm, P,, P2 ..... Pro)" (7) 
Postulate VII2m says that the value of H2m does not undergo any change if 
its first m >~ 2 consecutive arguments are interchanged with the last m 
consecutive arguments. 
It is obvious that Postulate II2m implies Postulate VIIzm , m/> 2. We give 
an example to show that the converse is not true. 
EXAMPLE 5. 
F,(Pl ,  P2,'", P,) = 1 
Define F ,  : F ,  ~ R, n = 2, 3 ..... as 
if n = 2m, m = 2, 3 ..... and 
Pl + P2= Pm+I +Pm+2 =0,  
= 0 otherwise. 
Then F2m , m >/2, satisfies Postulate VII2m , but not II2m. Notice that (Fn)n°v=2 
is recursive but not extreme-symmetric. 
Example 5 tells us that Postulate VIIzm is weaker than Postulate lI2m in 
the strict sense. Referring to Example 1, for m >/2, it is easy to see that the 
function F2m defined there is extreme-symmetric but not symmetric in blocks 
of length m. Thus Postulates Vzm and VIIzm , m >/2, are independent of each 
other. 
The main result of this paper is 
THEOREM 2. Let H, : F n -~ R, n = 2, 3 ..... satisfy Postulates I, IIIn 
(n >/3), VI ,  (n/> 4), and VlI2m for some fixed positive integer m, m >~ 2. 
Then H, is of the form (1). 
Proof Here it is enough to show that I I I ,  (n >~ 3), VI ,  (n >~ 4), and 
VII2m with m/> 2 a fixed integer, taken together, imply I I ,  (n >/2). 
First, we establish (2). By VII2m, 
1 ~)  = H2m(  0 . . . . .  , 1 ~ ~ ~,  0 , . . . ,  H2m('i, 0 ..... 0, 0..... 0, 0, ~ ,  0). (8) 
m terms m terms m terms m terms 
By making repeated use of I I I ,  (n >/3) on the 1.h.s. and of VI n (n >/4) on the 
r.h.s, of (8), we get 
H2(~ ' 1) + (m -- l) H2(1 , 0) = Hm+2(0, ½, ½, 0, 0, 0 ..... 0). 
m terms 
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Again, by repeatedly applying III, (n >~ 3), the r.h.s, of the above equation 
m 1 reduces to ½Ha(0, 1) + 2(7, ½) + (m 1) Ha(l, 0). Thus we have 
n 1 ~ 1 _ 2(> l) + (m-  1) Ha(l, 0) ½na(o, 1)+Hz(>l)+(m 1) H2(1, 0) 
from which it follows that 
H2(0, 1) = 0. (9) 
Now, from VIIa~, we have 
H2m(1, 0,..., O, 0 ..... 0) = Ha~(O,.,.,. 0, 1,..., 0 ,  O) 
m terms m terms m terms rn terms 
which, after repeated use of III, (n >~ 3) on the l.h.s, and of VI n (n )  4) on 
the r.h.s, gives 
(2m - 1) H2(1 , 0) -nm+ 2(0, 1, 0 .....  0). 
But by repeatedly applying lIIn (n ~> 3) m times, it is easy to see that 
Hm+t(0, 1, 0,...,_ 0)= Ha(0, 1)+ (m- 1)Ha(1 , 0). 
m terms 
Thus 
(2m - 1) Ha(1 , 0) = H2(0 , 1) + (m -- I) Ha(1 , 0). (10) 
From (9) and (10), we get Ha(l, 0) --- 0 and hence (2). 
Now, let Pl > 0, p2 > 0, Px + P2 = 1. By VI12m ,
nzm(p , , 0,..., 0, 0 ..... 0, P2) = Ham(0 ..... 0, P2, Pl, 0,..., 0). 
m terms m terms m terms ,,,n, terms 
which, after making repeated use of III, (n >~ 3) and VI, (n >~ 4), reduces to 
Ha(P,, P2) + 2(m - 1)plH2(1 , 0) 
= H2(p a, p,) + paHa(O, 1) + (m - 1) Ha(1 , 0), 
P l>0,  P2>0,  p l+P2=l .  (11) 
P l  > 0 ,  P2  > 0, P~ + Pa  ~ 1. (12) 
From (2) and (11), we obtain 
Ha(p,,p~) =/-/a(pa, p,), 
Combining (2) and (12), we get (3) and thereby the symmetry of H 2. 
643/53/I 2-2 
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Now we prove that H 3 is also symmetric. Indeed, (4) can be proved as in 
the proof of Proposition 1. In particular, for n = 3, (4) gives 
Ha(P1, Pz, P3) = H3(P2, P~, P3). (13) 
Now we prove that for all (Pl, P2, P3) C F 3, 
H3(Pl, P2, P3) = H3(pl, P3, Pz) (14) 
because then 
Ha(P1, P2, P3) (13) H3(pz,pl ' P3) (14) H3(P2, P3 ,Pl) (13) H3(P3, P2,PJ) 
(1=4)/-/3(p3, pl, p3) (1__3)/-/3(pl, p3, p2) 
and this proves that H 3 is a symmetric function of its arguments. We divide 
the proof of (14) into the following two cases: 
Case 1: p l>0 
If p2 > 0, P3 > 0, then by VIIEm, 
Hzm(Pl, P2, 0, 0~0,  P3) = Hzm(O~O,  P3, P~,~P2,  0 ..... 0). (15) 
mterms mterms mterms m terms 
By making repeated use of III, (n >/3) on the 1.h.s. of VI, (n >~ 4) and III, 
(n >~ 3) on the r.h.s, of (15), we obtain 
(pP l  P2 ) 
Hz(pl + P2' P3) + (Pl + Pz) H2 j T p2'p, T p2 
+ (2m - 3)(pl + p2) H2(1, 0) 
--p3H2(0, I) + (p3 + p,)u  (; p3 
+P3'P lT  
+ H2(P3 + Pl, P2) + (m -- 2) H2(1, 0). 
Making use of (2), (3), (13), and III3, (14) follows. 
If P2 > 0, P3 = 0, then by III 3, 
H3(Pl, P2, P3) = H3(P~, P2, O) 
(3=_) Uz(1 ' 0) + H2(P~, P2) 
~plU2(1 ,0)  + S2(p 1 + O, P2) 
(3__) H3(pl, O, P2) 
= H3(PI,  P3, P2)" 
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If p2 = 0, P3 ~> 0, then we can proceed as in theabove Case. If p2 = 0, P3 = 0, 
then (14) is obvious. 
Case 2. pl = O 
The following three subcases arise: 
Subease 1. P l=0,  p2>0,  ps>0.  By (2), (3), (13), andI I I  s, 
H3(pl, P2, P3) = Hs(0, P2, P3) 
~13) H3(p2, O, P3) 
= Hz(P2, P3) + P2H2( 1, O) 
~) Hz(p2, P3) 
~) H2(P3, P2) 
(2--) H2(p3 + O, P2) + P3H2( 0, 1) 
= H3(0 ,  Ps, P2) 
= H3(pl,P3, P2). 
p~ = 0, P2 = 0, P3 = 1. By VII2m and the repeated application Subease 2. 
of VI, (n ~> 4), 
H3(p,, P2, P3) = H3(0, 0, 1) 
= H4(0, 0, 0, i) 
= H2m(0 ..... 0,  0 ..... 1)  
mterms mterms 
= H2m(0, . . .  , 1, 0 ..... 0 )  
mterms mterms 
= o ..... 1, o , . . . , o )  
(m- l ) te rms mterms 
= Hm+2(0  , 1, 0,..., 0) .  
m terms 
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But, by applying repeatedly III, (n t> 3), it is easy to see that 
Urn+2(0 , 1, 0 ..... 0) ----H2(0, 1) + (m -- 1)H2(1, 0). 
m terms 
Hence 
Subease 3. 
Subcase 2. 
The rest of the 
H3(Pl, P2, P3) = H2(0, 1) + (m - 1) HE(l, 0) 
= H2(0, 1) + H2(1, 0) + (m - 2) Hz(1, 0) 
(22 H2(0,  1) + U2(1,  0) 
= H3(0,  1, 0) 
= H3(pl ,  P3, P2)" 
p~=0,  p2= 1, P3----0" This subcase can be reduced to 
proof follows from Postulate VI, (n>/4) and 
Proposition 2.3.5 (Acz61 and Dar6czy, 1975, p. 59). 
Note. The proofs of Proposition 1 and Theorem 2 make extensive use of 
probability distributions which have O's. If, in H, (p~,p2  ..... p,) ,  we have 
Pi = 0 for i = 1, 2,..., j, j >/2, then (j - 1) O's can be omitted with the aid of 
Postulate VI,. If, in H~(p~, P2 ..... P,), Pl = 0, P2 > 0 or p~ > 0, P2 = 0, but 
not both, then such a 0 can be omitted with the aid of Postulate III, 
provided we have proved (2) which itself involves probability distributions 
with one 0. It is, in this way, that Postulates III, and VI, enable us to 
remove the desired number of O's in Hn(pl ,  P2,.'., P,). 
4. COMMENTS 
In this section, our object is to explain some combinatorial ideas 
concerning Theorem 2. 
An arbitrary permutation a l ,a  2 ..... a, of 1,2,3 ..... n is said to be a 
derangement (see Cohen, 1978, p. 81) if 
a i 4: i, i = 1, 2,..., n. 
For instance; 4, 3, 2, 1 is a derangement of 1, 2, 3, 4. On the other hand; 1, 
2, 4, 3 is not a derangement of 1, 2, 3, 4. I fa i  = i for some positive integer i, 
then we say that the positive integer i remains in its natural position. 
Let D n denote the number of derangements of 1, 2, 3,..., n. It is known 
(Cohen, 1978, p. 101) that the number of permutations of 1, 2, 3 ..... n which 
SHANNON ENTROPY 19 
have exactly k ~< n numbers in their natural positions is "CkD,_k,  where "C k 
denotes the number of ways in which k integers can be chosen out of n 
positive integers 1, 2, 3 ..... n. 
Let us suppose that H,  : F, -4 R is symmetric in blocks of length m >/2 for 
all possible choices of m. Obviously, we must have m ~< In/2], where [n/2] 
denotes the integral part of n/2. Then, in accordance with Definition 2, we 
get 
H,(P l ,  P2 ..... P i '  P i+l , ' " ,  Pi+ . . . . . .  Pj+l ..... Pj+ . . . . . .  Pn) 
=Hn(P l ,P2  ..... Pi,Pj+l ..... Pj+ ...... Pi+l ..... Pi+m,'",Pn), (16) 
i< j ,  O<~i<.n--2m, 2<~m<~j~n- -m,  fo ra l l (p l ,P2  ..... p , )CF , .  
If, in (16), the first block of length m ) 2 starts with p;+ 1, then it can be 
interchanged with any block of length m beginning with Pi+m+j,  
j=  1, 2 ..... n -  2m-  i+  1. The first i elements Pl, P2 ..... Pi belong neither to 
the block of length m beginning with P;+I nor to any subsequent block of 
length m beginning with Pi+m+j, J = 1, 2 ..... n -- 2m -- i + 1. We want to 
avoid this situation. This is possible if and only if i = 0, that is, the first 
block of length m always begins with p~. Then, (16) takes the form 
H,(P l ,  P2,..., P ...... Pj+I, Pj+ 2 . . . . .  Pj+ ....... P,) 
m terms m terms 
= Hn(P j+ I . ' "  P j+m,'" ,  P l ,  P2. ' .Pm ..... pn), 
m terms m terms 
2<~m<~j<~n-m.  (17) 
Equation (17) simply means that the value of Hn(pl, P2 ..... p,) does not 
undergo any change if its first m arguments, m)2 ,  are interchanged with 
any subsequent m consecutive arguments. These m subsequent arguments are " 
to be chosen out of the last (n -- m) arguments of H,  and this can be done in 
(n -  2m + 1) ways. The interchange of the block p~, P2 ..... Pm with any of 
the block of the form Pj+I,  Pj+2 ..... Pj+m means that these 2m elements leave 
their positions and the remaining (n -  2m) elements do not. Moreover the 
number of such permutations i "C, 2mD2m . Consequently, we must have 
(n -- 2m + 1)~< nCn_2mD2m. (18) 
If we want to make use of the smallest number of such permutations then the 
best way is to have n - -2m + 1 = 1 which is possible only when n = 2m. 
Then (17) reduces to (7). This justifies Postulate VII2m. 
It may be noted that Postulate VII2m makes use of only one derangement 
of 1, 2,..., 2m out of D2m. 
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Now we discuss the independence of Postulates IIIa (n >~ 3), VI, (n ~> 4), 
and VIIzm. 
In Example 4, the sequence (Fn)nm=2 satisfies Postulates III~ (n/> 3) and 
VI, (n/> 4), but not VII2m, m >/2. For instance, 
~o - -  F 1 1 0)  13 . . . . .  . . . . .  . . . . .  0,1, ,0 . . . . .  _ 
rn terms m terms m terms m terms 
In Example 3, (Fn)~n=2 satisfies VI a (n ~> 4), VII2m, but not III, (n >/3). 
EXAMPLE 6. Define: F n : F a-~ R, n = 2, 3,..., as 
Fa(pl, P2 ..... Pa) 
=0,  if n = 2, 3,4, 5, 
=Pm+Pn,  if n-~2m, m>2 and p l+p2+pm+l+pm+:=O,  
=0,  if n = 2m, m > 2 and pl  + p2 + pm+ l + Pm+ 2 ) O, 
=0,  if n=2m+l ,m>2.  
Then (Fa)a~ 2 satisfies Postulate IIIa (n ~> 3), VII2m for m/> 2, but not VI a 
(n ~> 4). 
Examples 3, 4, and 6 prove the independence of Postulates III, (n/> 3), 
VI a (n/> 4), and VII2m for any m >~ 2. 
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