Abstract-We show that mode-based cluster boundaries exhibit themselves as minor surfaces of the data probability density function. Based on this result, we provide a connectivity measure depending on minor surface search between sample pairs. Accordingly, we build a connectivity graph among data samples. The use of graph construction is particularly demonstrated for clustering, but applications in other machine learning areas are possible. On Gaussian mixture and kernel density estimate type probability density models, we illustrate the theoretical results with examples and demonstrate that cluster boundaries between sample pairs can be detected using a line integral. We also demonstrate an example where the data distribution has a continuous line segment as its set of local maxima (not strict), for which mean-shift like gradient flow and other mode-seeking algorithms fail to identify a single cluster, while the proposed approach successfully determines this fact.
I. INTRODUCTION

C
LUSTERING is a fundamental problem in data analysis. There is a tremendous amount of work on clustering methods [1] , many of which include mode seeking techniques. In mode-based clustering, each mode of the density model is considered as a cluster representative. Each sample is iterated towards its mode and the sample is assigned to the cluster which is represented by this mode. Mean-shift [2] , [3] is a popular non-parametric and iterative mode-seeking algorithm. In the literature many variations of mean-shift are proposed such as medoid-shift [4] and quick shift [5] . Although these methods are widely utilized, they do not answer an important theoretical question "does my sample-based clustering solution asymptotically converge to the theoretical clustering solution given the mode-based cluster definition". In order to answer this question, one needs to analyze the convergence of the cluster boundaries rather than modes. The literature lacks information about where the cluster boundaries lie exactly, therefore theoretical results on the convergence of boundaries for mode-based clustering algorithms are also basically nonexistent. In this paper, we consider the cluster boundaries and demonstrate that minor surfaces form cluster boundaries for mode-based clustering. Through our theoretical results on minor surfaces, we deviate from the hill-climbing strategy for each sample, and approach the mode-seeking problem by forming a connectivity graph representation of the data, which could be used in many machine learning applications besides clustering. We do not propose a new clustering algorithm, instead we demonstrate a method to provide theoretical insight for understanding mode-based clustering algorithms in the context of pairwise connectivity.
The theoretical characterization and understanding of the cluster boundaries also make it possible to develop algorithms that could achieve proper mode-based clustering on probability distributions where non-isolated modes exist. The concepts of principle and minor surfaces are defined in previous studies [6] , [7] , [8] . Eberly et al. [7] defined ridge and valley points in images by inspecting the relation between local gradients and Hessians. The definitions are generalized to principal and minor curves/surfaces of probability density functions (pdfs) [8] . Techniques to identify principal curves have been utilized in many domains such as signal denoising [9] and clustering [10] . Aforementioned studies mainly focus on the analysis and applications of principal curves. However, in our work, we highlight the importance and usage of minor surfaces in clustering applications.
II. METHOD
In this section, first we discuss the relationship between minor surfaces 1 and cluster boundaries in a mode-based clustering problem. Next, a pairwise connectivity measure that tests the existence of a minor surface on a line segment is defined. Finally, we explain how the connectivity measure is employed for clustering.
A. Minor Surfaces as Cluster Boundaries
Assume that we are given a twice continuously differentiable probability density function (pdf) possibly estimated from data, where . Let and be the local gradient and Hessian at .
Suppose are the eigenvalue-eigenvector pairs of , where eigenvalues are sorted in ascending order:
. Let denotes the dimensional minor surface. . In other words, on the minor surface the local gradient and at least one of the eigenvectors should be orthogonal and the corresponding eigenvalue should be positive.
Mode seeking algorithms assigns each sample to its mode by following gradient flow. Instead of iterative hill-climbing for every sample, we explore the behavior of the gradient flow near minor surfaces. We show that the gradient flow is away from these surfaces, except on the surface itself. Consequently, minor surfaces define cluster boundaries for mode-based clustering problems.
Definition 2: Gradient flow of a sample at position is the set of points parameterized in , where the trajectory is given by (1) Theorem: The gradient flow trajectory and do not intersect if . Proof: Assume that a point is in the close vicinity of the point . Let eigenvectors of be . These form a local coordinate frame where and represent orthogonal and parallel subspaces respectively with . Here is the dimension of the minor surface at . We can represent the local gradient using its projections to these two orthogonal subspaces: one parallel to the minor surface, the other orthogonal . Since , it is perpendicular to . The parallel component is in which also contains . Hence, the parallel component of does not make the gradient flow trajectory passing through this point approach or diverge from the minor surface . However, since the minor surfaces are local minima in the orthogonal subspace such that and hence the gradient flow is in the ascend direction, the orthogonal component always points away from the minor surface and causes the gradient flow trajectory to diverge. Consequently, the gradient flow trajectory passing through will move away from the minor surface. Here without loss of generality, we can take . As a broader consequence of this observation, we note that gradient flow trajectories do not intersect (pass through) minor surfaces. Therefore, minor surfaces represent the natural geometric boundaries for mode based clusters given a pdf model.
B. Minor Surface Search Between Samples
For a point , the following quantity will be 0 and .
(2)
For the points around minor surface, due to continuity this quantity is close to zero. Therefore, we define the following measure of dissimilarity as a distance between samples and for the proposed clustering scheme:
where we have parametrized as a line with , and is defined as (4) Since is 0 at the minor surface and close to 0 around it, will take very large values for points around minor surface. Hence, the integral in (3) will become infinite by accumulating these large values. Otherwise, will be finite. Therefore, this measure will help us define an affinity matrix. For the tests that produce infinite values, the sample pair will not be connected while the tests that yield finite score result in connections between samples (i.e. edges in the graph).
Conditioning on the sign of the eigenvalue allows us to only take into account the regions with corresponding positive eigenvalues. Note that this connectivity test does not involve any thresholding or step size like the one, we proposed previously [11] . In [11] , the method is based on investigating the value of a measure that depends on the dot product of and . Morover, the investigation in [11] entails a time-consuming line search strategy that requires many parameters such as the step size in the line search and the threshold for the metric to detect the minor surface point. In this paper, instead, we do an integration of the above quantity over a line segment, where the integral is approximated using recursive adaptive Simpson quadrature [12] . This results in significant computational improvements.
C. Clustering
In our graph representation, there exists an edge between samples if the line segment connecting them does not pass through a minor surface. In other words, two samples must belong to the same cluster, if there exists a path between them. Therefore, final clustering is based on connected component analysis on the connectivity matrix. To compute this connectivity matrix in a computationally efficient manner, we construct the Delaunay triangulation graph over the samples and perform minor surface test on the edges of triangles/simplexes by computing scores. The details of the proposed connectivity graph-based approach are provided in Algorithm 1. By following an agglomerative clustering scheme, we grow clusters by starting the test from the closest pairs (lines 5 and 6). The closest pairs are detected using Euclidean distance, but it could be replaced with any kind of distance metric. The clusters of two samples are merged if we create an edge between them during the execution (lines 9 through 14). Similarly, we skip testing two samples that already belong to the same cluster (line 8). For small datasets, agglomerative strategy helps us reduce computations, but each pairwise test is not independent from the others. For large datasets, we have also implemented a parallel version of the method which tests all the edges in the triangulation. Note that we can also avoid testing for pairs too far from each other, if we have some prior knowledge about the distance between clusters. Using such a distance constraint might also help obtaining over-clustering of the data, where merging these small clusters can be done easily with existing methods from the literature such as hierarchical clustering.
Algorithm 1 Algorithm to cluster a given set of samples
and a pdf to compute in (3). The outputs are the cluster labels and edge matrix . The Delaunay triangulation creates edges [13] . Total time complexity of the proposed method is where is the run-time of the numerical integration performed on each edge. In comparison, mean shift follows an iterative procedure for each sample to carry it to its mode yielding a run-time of where mode-seeking process takes time. The procedure followed per sample in mean-shift requires the computation of a kernel-weighted sum of samples, while the integration in the proposed technique requires the computation of gradient and Hessian along with the eigenvalue decomposition of Hessian. Consequently, for high dimensional data the proposed method will be less scalable than mean-shift due to number of edges and eigenvalue decompositions. It is worth noting that, both methods are parallelizable as process per sample or per edge is independent from the others.
III. EXPERIMENTS
In the first experiment, we generate samples from a mixture of two Gaussian components with equal weights and identity covariance. Our goal is to better visualize the results on a known density where we know the location of the minor curve. The samples are successfully clustered into two groups (Fig. 1) . The method results in two sparse subgraphs and there is no connection passing through the minor curve lying at as seen in the Fig. 1 .
In the second experiment, we generate a 3D rings dataset. We employ kernel density estimation (KDE) with fixed-width spherical Gaussian kernels. Optimal kernel width is computed by leave-one-out log-likelihood cross validation [14] . The results can be seen in Fig. 2 . In this dataset, each ring contains two modes and the proposed algorithm successfully detects 4 connected components in total. Although there exists another mode in the middle of each ring, the algorithm precisely separated the points in different clusters.
In order to demonstrate the performance of our method on real data, we also carried out experiments on the Iris dataset [15] , where there are three classes and one of them is linearly separable from the other two. The feature vector for each sample is 4-dimensional. KDE with fixed-width spherical Gaussian kernels is utilized to construct the density model. For this dataset, both mean-shift and the proposed method provide two clusters by separating the separable class samples from the others.
Another application of the proposed connectivity graphbased approach is image segmentation. In order to do over-segmentation of an image, we break the connections for pair of samples that has a distance greater than a given threshold value . For the pairs with a spatial distance lower than the threshold, we perform the minor surface test, and only connect samples (pixels) if the test fails. This approach provides an over-segmentation of the image, where original mean-shift boundaries are preserved and extra boundaries are created due to thresholding. The selection of the threshold might change the size of superpixel regions. Fig. 4 shows an example over-segmentation result with different threshold values on a lymphocyte image, where each region is shown with the average color of its samples for better visualization. Each pixel is represented with its LAB color values and its spatial coordinates. Hence, the feature vector is 5dimensional. Kernel bandwidth is chosen as 5. Each pixel and its 4-neighborhood are taken as candidate pairs to be tested.
Notice that, the over-segmentation approach is different than quick-shift [5] . In quick-shift, a tree structure is obtained by connecting each sample to its nearest neighbor for which there is an increment of the density . Then, the edges that connect pairs with a distance greater than the given threshold are broken, while the remaining edges are preserved. The initial edges produced by quick-shift are not guaranteed to connect samples that are in the same cluster. However, in our method, candidate pairs are tested to check whether the samples are in the same cluster or not. Thus, the proposed over-segmentation scheme will preserve the mode-based cluster boundaries, while dividing each cluster into more regions due to the provided threshold. On the other hand, quick-shift might produce some unnecessary connections due to the heuristic edge construction rule it follows.
We also demonstrate an example where the results of meanshift and the proposed method differ by design. We apply our method on a pdf given as follows (5) where is a normalization factor such that and is a scalar parameter. This function is continuous and the modes of the function form a line segment from to as seen in Fig. 3 . Thus, the modes are not strict local maxima and connected in the sense that there is not any minor surface between them. We take in our experiment and generate samples from by slice sampling [16] . The proposed algorithm produces a single connected component, while mean-shift algorithm (gradient ascent) gives multiple modes on the line segment as expected (see Fig. 3 ). Notice that, connected modes represent a single cluster visually and the proposed method is able to produce a single connected component. However, for the modes that are found by the mean-shift algorithm, one needs some prior information to decide that these are indeed in the same cluster.
IV. CONCLUSION AND DISCUSSION
In this paper, we proved that minor surfaces are cluster boundaries in mode-based clustering. This relationship provides theoretical insight for understanding mode-seeking algorithms in the context of pairwise affinity-based clustering. We proposed a method for constructing connectivity graphs based on minor surface detection. To detect the minor surfaces, we developed a measure that results in infinite values for the points on the minor surface and proposed a connectivity test, which was based on the integration of the proposed measure over the line segment connecting two samples. Note that, as in other mode-based clustering algorithms, we assume that the data distribution is known. This is a limitation of the proposed work. However, if the distribution is not given we estimate it non-parametrically through KDE, which is widely utilized in mode-based clustering algorithms.
The experiments were performed on synthetic and real datasets where we utilized Gaussian mixture models and kernel density estimation. Comparing our clustering results with the mean-shift algorithm, we validated our method. We demonstrated an over-segmentation strategy on a biomedical image. Furthermore, we showed that there are cases where the output of mean-shift and the proposed method differ. For a dataset, where the modes of the samples are connected (meaning that there is no minor surface passing in between them), the proposed method produces connections between samples that climb to different modes.
In the future, we would like to extend our study to work with different mesh structures other than Delaunay triangulation in order to further reduce the number of line integral calculations.
