As more and more universities start to implement online components, the need to build online learning communities grows. An important and widely used type of online community is the internet forum. Internet forums operate asynchronously and each member can create threads and reply to others threads. Examination of each member's writings can give valuable insight into the online community and the learning that is taking place within. This paper systematizes a method for researchers to investigate discussions on online forums. More specifically this paper lays out an 8-step process that a researcher may follow when investigating discussions on online forums.
Introduction
When learners interact there are three aspects or variables which can be measured. The first is volume of interaction, which is the amount a learner produces within the interaction. This can be measured easily in asynchronous online forums by a simple post count and if one wishes to go deeper, the length of the posts can also be analyzed. The second aspect is with whom the interaction takes place. The learner may be directing her comment or question to the whole community, or to someone in particular. This variable can at times be difficult to measure and can shed some insights into the manner and nature of any particular interaction. The third aspect is the content of the particular utterance, or in the case of a forum, the post. Analyses of learner-created content have been a useful addition for researching learning for some time. This being said, turning subjective utterances into objective quantifiable data can be by its very nature chaotic and confusing. This paper provides a framework under which the content of online asynchronous forums can be codified and assessed. The ability to put data gathered in a qualitative manner into a clear-cut form can be done by many methods. This paper will follow Chi's (1997) structural guide for making decisions on quantifying qualitative data.
The first step that needs discussing is how qualitative data is to be assimilated into a set of quantitative data that can be analyzed. Quantitative methods provide data that is either numerical or easily codified into a form that is subject to analysis. In this sense quantitative data is a representation of some artifact or idiosyncratic event in the world. Quantitative data is often gathered in unnatural settings or during unnatural events, such as surveys or experiments. Quantitative methods are generally considered more reliable than qualitative methods but have been criticized for lacking depth and meaning. Qualitative data on the other hand, is often gathered in natural settings, as children participate in their normal classes for example. Furthermore, qualitative data often takes the form of notes or recordings of events. While it is true that these are also mere representations of reality, they more closely mimic the nature and form of the reality they seek to represent than do quantitative data. The ease of analysis that quantitative data give us and the depth of meaning that qualitative data provide means that a method of converting qualitative data into quantitative data is a useful addition to understanding whatever research agenda one is pursuing.
The Procedure Verbal Analysis
According to Chi (1997) there are eight required steps to analyze verbal data. She excludes the collection and transcription of data from her eight step procedure. The eight steps will be investigated in detail following an overview of the whole process. There is an underlying assumption within verbal analysis that some type of linguistic event has been recorded and it is needed to analyze this event (or series of events) for research purposes. It is important to note that verbal analysis can be from either a transcript of a spoken event or from a written artifact as is the case in this study. The type of data collected depends entirely on the research questions that need to be answered. For example, if the research wished to investigate learners' reflections then an analysis of their journal or diary would be appropriate.
A Summary of the Coding Process
After appropriate data has been collected, the first step is to determine whether all data collected will be analyzed or will the data be sampled and that set analyzed. Once that decision has been made, the data chosen for analysis needs to be parsed into units appropriate for coding. This step is generally needed in that the coders need to determine the unit under analysis. Some types of analysis in which particular set phrases or words are picked out of large chunks of data often don't require unit parsing. Examples of this type of data would be some forms of corpus analysis and data mining. The third step is for the coding scheme to be chosen. This step is sometimes done before the study commences. However, in many cases the nature of the data can require a rethinking of the coding scheme at this point in the analysis. The fourth step is for the coders and researchers to make decisions regarding what will be accepted in the data as an example of the code. What particular utterances provide evidence for the coding scheme? This process can take time and require multiple meetings between the coders and researcher and a unique rubric should be designed for the coding. This fourth step also includes the coding of the data. This is because Chi (1997) sees discussion of coding rules and the process of coding to go hand in hand. After the coding of the data, the fifth step is the representation of the data. This representation is usually numerical but can be graphical. Once a representation has been created, the researcher can analyze the data and search for patterns, and then those patterns and analyses can be interpreted. In the eighth step, Chi (1997) recommends going through the steps multiple times and making different decisions to ascertain if further insight can be gained. Furthermore, in some cases a more detailed analysis is required to answer the research questions.
The summary given runs through eight different steps. One may get the impression that it is a linear process; however that is not the case. The sequence described must be thought of as a holistic process as the research must predict future needs based on future decisions when making choices earlier in the chain. In some cases making choices at certain steps can preclude choices later in the research process. An example would be if at step 3 a coding formula that wasn't conducive to numerical operationalization was used, then at step 6 many forms of pattern seeking and analysis wouldn't be available to the researcher. In that case, another type of coding may need to be developed or chosen, or the research questions may need to be limited. Chi's (1997) eight steps for coding and analyzing verbal data 1) Choosing the sample 2) Choosing the unit size of each sample 3) Choosing or creating the coding scheme 4) Choosing how the coding scheme will be implemented and coding the data 5) Representing the coded data in a way that can be analyzed 6) Analyzing the data 7) Interpreting the analysis 8) Repeating some or all of the steps for greater clarity
Choosing the Sample
After data collection and transcription (in the case of recorded data) decisions about how much or how little of the data is to be coded can be made. In some cases, this decision can be made before data is even collected. This is because in the case of recorded audio or video, simple transcription of the data can take a great deal of time, up to 5 hours of transcription time for 1 hour of audio or video (Himmelmann, 1998) . Furthermore, in the case of data that has been written by the subjects, there may be simply too much data to organize and prepare for sampling. Many large internet forums fall into this category, and decisions on sampling may need to be made before data collection. According to Chi (1997) there are three important heuristics to be used for sampling: 1) taking a random sample; 2) selecting content based on a "non-content" criterion; 3) do a basic coding of the whole data set then recode parts in more detail.
Random sampling is the most commonly used method in most research and involves either the selection of a random subject or case. What is important to note about random sampling as it pertains to this type of protocol is that the sampling can be done at the level of the individual subject, or the case, or data example. For example, one might choose to sample random postings or threads on a message board rather than the individuals who made the posts. The second heuristic involves selection based on a criterion chosen by the researcher. If a researcher was particularly interested in group planning on a message board, he or she may choose to analyze only those threads in which there were a certain number of responses. In Wang, Woo, & Zhao (2009) , one of the research questions was "the extent to which individual reflection promoted critical thinking and knowledge construction". To this end they sampled only examples posted in the student reflection section of the online environment they had created. The third heuristic Chi describes is taking a subset of already coded data and analyzing it in detail. An example of this would be selecting only those threads which contain questions and responses, as in this research.
This research is concerned with critical thinking in an online environment and how it relates to features of the learners and their interactions. For this reason only threads with more than 4 posts that contained a question as the original post were coded. This required a preliminary code, to find threads that met the two requirements stated above. This method has the drawback of limiting the total amount of data analyzed and the potential for missing phenomena related to the research question by virtue of those phenomena being excluded by the sample regime. However, the forum used in this research contained more than four thousand posts involving one thousand topics. In a case of this type it is necessary to reduce the data set to be coded.
Choosing the Unit Size for Coding
Once the sample has been chosen, the unit size for the coding sample needs to be decided. There are four elements that go into deciding the unit size: 1) grain size of each unit; 2) the relationship of grain size to research questions; 3) the nature of the data; 4) whether or not division of sample is needed (Chi, 1997) .
In regards to grain size, the division of data for coding could be made at many places in the sample. Transcribed data may be divided at the level of the phrase, sentence, paragraph, whole conversation, or discourse. An example from this research demonstrating how data could be coding at two different levels would be coding at the sentence level or at the level of the whole post. An example using Newman, Webb, and Cochrane's (1996) coding system that is used in this research is the coding of this whole statement as relevant to a question posed on the forum, "How should I prepare for the Korean history exam required for all education students?" In the first case the whole post was coded as one unit:
" In this second example of grain size, as opposed to coding as a whole post, the coding was done at the level of the sentence:
"Don't worry.
U can do it!!!!!!!! I just studied that for 5 days. I passed the exam at once. It is easy enough for me to pass it at once (OK+ Evidence of using previous knowledge). I recommend Mr. Choi in EBSR (R+ Relevant statement, NS+ New solutions to problems). His full name is Choi, Tae-seong. He is very famous as Korean-history teacher. If you take his class in cyber, you can feel that Korean history is easy (C+ Critical assessment/evaluation of own or others contribution). Cheer up! Anyway, it's time for my dinner, (R− Irrelevant statement) Good luck~~~~~~".
Depending on the grain size analysis we get two different versions of the same text using the same coding system. In these particular examples there are three key differences that should be noted: 1) Coding at the larger grain size is faster but allows less detail; 2) Coding at the smaller grain size allows coders and researchers to see which statements lead to which examples of the particular code. This can complicate inter-rater reliability in the short term, but in the long term it allows easier definitions of particular types of states and operationalization of the coding system; 3) As can be seen with the example of relevance (R+ or R−), the smaller grain size can allow conflicting coding within the same post. This allows for greater detail and more depth in the research.
The most important question when deciding grain size are the research questions. Coarser grain size allows for more data to be coded and in some cases it can give a better understanding of the topic being researched. Finer grains can lead to over complicating or over detailed analyses that do not contribute to answering the research questions. In this research, ratios are created to assess how much any particular learner is exhibiting critical thinking in an online asynchronous environment. Therefore it was decided that a smaller grain size was more appropriate and a sentence by sentence grain size was chosen. This is because the sentence level of analysis allows a greater degree of analysis and a higher conformance in inter-rater reliability.
Once the choice has been made of grain size a choice needs to be made on the protocols of separation of each unit. In the case of using an individual post, the segmentation protocol is simple as each post represents not only a unit of analysis but also a unit that is easily separated visually. In the case of recorded data, segmentation can become trickier. For example, if the choice has been made to segment data based at the sentence level, how are interrupts treated? Student A, "I think the more important thing about study is hard work…." Student B, "Yeah!" Student A, "….. and having a good relationship with your teacher and peers." Cases like this can seem to be self explanatory, however, when there is a great deal of data and multiple coders being used, clear protocols need to be developed for segmenting each unit of analysis. In this study the non-content feature of punctuation was used. The data collected in this study was written as opposed to spoken so separating each individual sentence was reasonably simple and quick. There were three clear features that were used to divide each sentence: a full stop, a question mark, or an exclamation mark. Furthermore, the nature of the forum was informal therefore there were cases where "proper" punctuation wasn't used. In the above examples from the forum the student used "~~~~~~" to end a sentence. These cases were very clear and there was 100% inter-rater reliability on a sample of 200 sentences over where the sentence began and ended. One of the ways the coding scheme in this research differs from Newman, Webb, and Cochrane's scheme is in the difference of unit size delineation. In Newman, Webb and Cochrane's coding scheme the unit size is ill-defined and varies between the level of the sentence, idea, phrase or message.
Creating or Choosing a Coding Scheme
After the unit size and a method of segmentation have been chosen, coding can begin. This point in the process is the most variable and complex, because this is the point at which the researcher's varied questions, area being studied and theoretical background come most into play. In the beginning it must be noted that a coding scheme has several possible purposes. It may be to summarize or condense the data. In this type of case the purpose is to allow the researcher to get an overview of the data and gain understanding through seeing the larger picture. In the case of reducing the data, the data is put into a form in which it can be analyzed outside of the data set from which it comes (Salanda, 2009 ). According to Lichtman (2006) when coding in education generally, approximately 80 original codes are generated. She goes on to say, those 80 codes are coded into approximately 15 categories. Those 15 categories can be further narrowed into 7 or 8 concepts. Creswell (2006) constructs a differing conceptualization of how many codes to use. According to Creswell there should be 5 or 6 basic codes that can then be expanded into 30 more specific codes. In this research 45 codes were created based on Newman, Webb, Cochrane's (1996) content analysis framework.
The coding choice specifically needs to conform to what the researcher is investigating. An example of this is a coding scheme used in Pena-Shaff and Nicholas (2004) 
Clarification/stating facts and identifying assumptions:
The concepts of "informed citizen" and "community cohesion" have been debated for many years in the public opinion literature. Some schools say... Others say, informed citizens are... Interpretation/Conclusive response: So anyway, the concepts are valid, although their definitions and importance are debatable.
Reflective questions: What I wonder about is whether community networks will ever play a significant role in the lives of the whole community. Will everyone have computers with network access?...
As can be seen in this except codes are written into the text based on the connection between the text and the theoretical construct the researchers were trying to uncover. This coding scheme was mapped against the knowledge construction process to develop suggestions for implementing knowledge construction in online courses.
The method of coding chosen for this paper is based on Newman, Webb, and Cochrane's (1996) and Newman, Johnson, Webb, and Cochrane's (1997) models for assessing the levels of critical thinking in online environments. This model is based on Garrison's (1992) five stages of critical thinking: identification, definition, exploration, and integration. Newman, Webb and Cochrane's method contains ten categories which have various sub categories (see Appendix 1).
Choosing How the Coding Scheme Will Be Implemented and Coding the Data
After selecting the coding scheme the next step is to decide what in the data will constitute an example of the coding scheme. There are two things that need to be considered as most important: 1) if there are ambiguous pieces of data, how will decisions be made on how to code them? 2) How much will the context of each piece of data be considered when coding each piece of data? As discussed earlier, Newman, Webb and Cochrane's model of coding critical thinking will be used in this study and one example of their coding is R+ for relevance. The example given was: "I recommend Mr. Choi in EBSR (R+ Relevant statement)." This was given when responding to a question about how to prepare for a Korean history test. It is reasonably clear that this comment directly relates to the question asked and is therefore relevant.
In Garrison, Cleveland-Innes, Koole, & Kappelman (2006) their coding scheme sought to bring out aspects of a community of inquiry. They sought to put each relevant utterance into either the elements of cogitative presence, social presence, or teaching presence. To take cogitative presence as an example, it was then expanded into the categories of triggering event, exploration, integration, and restoration. To operationalize their coding scheme they developed indicators that connected to each category. For example the category of triggering event was operationalized by looking in the data for examples of a sense of puzzlement. To follow Garrison, Cleveland-Innes, Koole & Kappelman's chain of reasoning: anytime a student expressed a sense of puzzlement (indicator) it would be taken as evidence of a triggering event (category) occurring, any triggering event (category) would be taken as evidence for cognitive presence (element). This chain from data to concept is clear and easy to follow.
In the case of Newman, Webb, and Cochrane's model this chain is also laid out clearly as in Garrison, Cleveland- Here is an example showing the chain of ideas linking the data to the construct. This was a response to a thread about a forum user's first time teaching: "Last year I was in the same situation with you. I just prepared a lot and made good materials, this helped me a lot (OE+ Drawing on personal experience)." The connection is clear. The statement contained in the quote is a positive example of drawing on personal experience (indicator) which is evidence of bringing in outside knowledge to bear on a problem (category) which is considered evidence of critical thinking (element). An example of negative critical thinking from the data should provide further illumination. This is from the same thread in response to a student suggesting making a PPT: "No that's impossible to do! (O− Sticking to previous assumptions)" This statement was found to be wrong as later the student who made the original post mentioned that PPTs were expected. In this case the quoted statement is an example of sticking to previous assumptions (indicator) which is evidence of bringing in outside knowledge to bear on a problem (category) and that is considered evidence of critical thinking (element). However, in this case it is evidence for a lack of critical thinking or negative critical thinking.
The second point of order in this study is that though each sentence is the unit for coding, the individual post is also a reasonable point for cut off for each subject's thoughts. Within each post there may be more than one sentence that fits the criteria of any given code. However, within this research, if there is more than one sentence within a given post that could be given a particular code then only the first sentence that can be given that particular code will be given that code. This example was a response to a question posed by another member of the forum, "How can one become a good teacher?" Every sentence in this post could be coded as relevant:
"
in Korea, of course, A teacher is creditable career and it's really cool (R+ Relevant statement).. in my case, but, if someone dont want to be a teacher sincerely, Finding another career is also good (R+).! we are still young and we have enough time to think about our future (R+).. I believe it's helpful to experience anything more and more, even though it be failure (R+).. I think all E.E students are talented (R+).! dont hesitate (R+).!"
This makes the coding messy and more complex than it needs to be. Furthermore, the outcome of this coding system was a ratio of critical thinking for each individual student. Therefore it was decided that only the first sentence containing any particular code in each post would be given that code as can be seen in this second example:
" 
Representing the Coded Data
After coding has been completed, the data need to be represented for two reasons: the first is that it is a way data can be easily understood by people attempting to understand it, and the second reason is that it is simpler to conduct analysis and detect patterns when the data has been given some structured representation. Both of these reasons are similar to reasons why one would represent quantitative data in a clear analytic form (Chi, 1997) . There are essentially two main methods for depicting data: either as a figure or as some kind of table. Tables are more frequent but for many types of analysis depicting data as figures lead to greater illumination.
This data set was input into SPSS statistics data editor for analysis. There are multiple ways to represent any particular set of data. In some cases a simple table representing the frequency of a particular event maybe appropriate, as in this example showing how many of the subjects in this study had positive ratios in regards to novelty, bringing in new ideas and info (see Table 1 ).
When data is represented this way it can be useful, however, depending on the type of research questions being asked. In this research the individual subjects are not under analysis, the point of analysis is the content of the forum itself. Therefore a broader but more in depth analysis is useful as in this example which shows the descriptive statistics for the ratios for novelty, bringing in new ideas and info (see Table 2 ).
While Table 1 does provide some illumination to the question of how much novelty there is in the online asynchronous forum Table 2 gives a broader and clearer picture of the levels of novelty. In cases data maybe represented visually.For an example from the literature showing data depicted in a figure, one can look at Lobel, Neubaur and Swedburg's (2005) investigation of the creation of different directions of discourse depending on whether or not the interactions took place online or offline. They used a synchronous web based platform for interaction and interactions were coded into who was the particular recipient of the message. In their research a visual figure was the most appropriate way to represent the data as can be seen in Figure 1 . This is a visual representation of the data showing the interactions between students and with a teacher (the large circle in the middle). The thickness of each line represents the amount of interaction and with whom the interaction took place. The size of the circle represents how much interaction each individual engaged in. This figure clearly shows how data can be better represented in some cases by a figure than a table.
In some cases visual figures will not lead to insight into a particular question. From this research into critical thinking a scatter plot showing the relationship between number of posts and the quality of posts shows no clear relationship. This demonstrates that selection of representation system is an important step in answering research questions in the transference of qualitative into quantitative data. An example of a figure that does nothing to illuminate the reader to the research question can be seen in Figure 2 .
Analyzing the Data
After a method of representing the data has been chosen, the next step is to analyze the data and find relationships among the variables. In some cases that relationships are easy to see as in this example where we can compare Figure 1 with Figure 2 . Lobel, Neubaur and Swedburg investigated the creation of different types of discourse centered around whether or not interaction took place online or in a classroom. They used a synchronous web-based platform for interaction, though the interaction was run by the same teacher and had the same content as the offline interactions. What they found was that the offline interactions fell into what might be called a traditional classroom discourse as shown in Figure 3 . That is the interaction was centered on the teacher (expert) and few students took part with a low level of overall interaction during the class. However, in the group that took part in the online synchronous discussion, there was much broader interaction among the students as in the previously shown Figure 2 .
In this case the visual representation of the data is the most appropriate for depicting the reality of the interaction.
In this research of critical thinking tables of numerical data will be used for making comparisons, analyzing and looking for pattern. This research has a simple agenda: to see if critical thinking emerges in an online forum and to see what those levels are. To that end critical thinking ratios based on Newman, Webb and Cochrane's (1996) critical thinking constructs have been put into a numerical form and analyzed.
For this study, complex analysis was not needed as the researchers only sought a general depiction of the state of critical thinking on the forum investigated. As there is no particular independent or dependant variables, a simple amalgamation of critical thinking ratios leads to the needed insights.
As can be seen from Table 3 , each of the categories coded showed positive evidence of critical thinking. A further step in analysis can be taken by combining each category into a one unified concept of critical thinking. As can be seen in Table 4 , combination of the individual elements of critical thinking yields a positive ratio.
Interpreting the Analysis
This next stage of the analysis will potentially vary more than any other stage depending on the research questions and theoretical background of the researcher. There are two main avenues that can be followed when interpreting the data: an approach that focuses on the processes occurring during an experiment, or an approach that focuses on the final result of an experiment.
The most effective way to interpret data is to create a clear hypothesis and then argue towards that thesis. To that end a single theoretical framework that is supported by multiple data points leads to being able to strongly hold that the thesis is correct. To those ends a clear and falsifiable hypothesis in necessary.
In the case of this research, the single research question does critical thinking emerge in an online forum without prompting? leads to a clear single hypothesis critical thinking will emerge in an online forum without prompting. In the case of this research the hypothesis can be held on two grounds. The first and most obvious is that the construct of critical thinking devised for this research shows that the total ratio in the experiment was positive. The second is that each of the constituent parts that make up the ratio is also positive. These two features of the data show that the hypothesis can be maintained.
Validity and reliability of the analysis also need to be considered at this stage of the research. Validity can be strengthened through evidence that lies outside the main data set being collected. For example, in this research, the researcher may have collected interview data with the participants of the forum to garner more insight into the occurrence of critical thinking. Other methods of coding that purport to measure the same basic construct can also be used to increase validity. Validity can also be increased by limiting the cases that are considered. In this research it would mean introducing stricter protocols on what would be considered critical thinking. Reliability can be increased by increasing the level of inter-rater reliability to be accepted before the data can be fully coded. Furthermore, Chi (1997) mentions recoding the entire data set is another method to increase what she calls "validity", but would perhaps fall more properly into the category of reliability. Clear and unambiguous definitions of the construct being examined help to increase reliability. Once clear examples of what will be considered as part of each category and how they contribute to the construct, inter-rater reliability increases. Furthermore, clearness in categoryincreasesrefinement and exactionof the analysis.
Repeating All or Some of the Steps for Greater Clarity
It is sometimes useful and perhaps necessary to go through the whole process or part of the process of coding and analyzing the data again. Commonly, recoding is done when either a different grain size or coding scheme is either useful or necessary to answering the research questions. In this respect the data produced on online asynchronous forums is excellent in that it can be easily reexamined regardless of time. Once an experiment is completed the data collected can be examined and recoded multiple times for multiple purposes. Though if an experiment is designed for a particular purpose or to answer a specific question, great care must be taken if the data is to be reexamined to answer a different question.
Conclusion
This paper has codified an eight-step process a researcher can use to further understand what is taking place on online forums. Using these steps helps clarify a gap in existing research into how to understand the phenomena occurring on these message boards. Internet forums are a potentially invaluable source of data for researchers looking to understand how learners interact with one another.
This paper provides a framework from which researchers can go through the process of quantifying qualitative data. Though the framework provided here is in the form of an eight-step method, in practice each step can be done in nearly any order. The process in and of itself is an organic one.
