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"Everything in moderation, including moderation." (Source unknown)
The compromise effect, whereby brands gain share when they become intermediate options in a choice set, is one of the most important and robust phenomena documented in behavioral research in marketing. First demonstrated by Simonson (1989) , the compromise effect has since been investigated in numerous studies (e.g., Benartzi and Thaler 2002; Dhar et al. 2000; Drolet 2002; Nowlis and Simonson 2000) . While these studies provided important insights into its antecedents and moderators, the question of whether the compromise effect can be incorporated in formal choice models and whether doing so increases modelers' ability to predict consumer choice has been neglected. This issue also has important practical implications, since accounting for the compromise effect in models that predict consumer demand can enable marketers to strategically construct choice sets that increase the attractiveness and purchase likelihood of designated (high-margin) options.
In this article, we build on several theoretical mechanisms that may underlie the compromise effect and propose four alternative choice models that can conceptually capture the effect. We contrast these models using two empirical applications; some key findings indicate:
• The importance of modeling the local choice context, as implied by the superiority of the alternative models over the context-independent value-maximization model and another model that incorporates global concavity (i.e., diminishing sensitivity) and adjusts for possible biases in utility measurement.
• The (empirical) equivalence of loss aversion and local (contextual) concavity.
• The superiority of models that use a single reference point over "tournament models" in which each option serves as a reference point.
• The generalization of the compromise effect to larger choice sets and dimensional spaces (a market with five product alternatives described on four attributes) than previously shown.
The paper is organized as follows: Section 1 reviews the compromise effect and its implications for consumer choice. Section 2 employs a number of theoretical mechanisms that may underlie the compromise effect and proposes four choice models designed to capture the effect. Section 3 discusses the first empirical application, its results, and the calibration and validation of the alternative models. Section 4 reports a second empirical application, which generalizes the compromise effect and tests the alternative models in a choice setting that is more complex compared to past demonstrations of the effect. Finally, Section 5 discusses the theoretical and practical implications of this research.
THE COMPROMISE EFFECT
The compromise effect denotes the phenomenon that the share of a product is enhanced when it is the intermediate option in the choice set and is diminished when it is an extreme option (e.g., Simonson 1989; Simonson and Tversky 1992) . Thus, compromise implies a context effect, whereby the attractiveness of an option is greater in the context of a triplet in which it is the intermediate ("compromise") option than a triplet in which it is an extreme. For example, the share of option B relative to option C (see Figure 1 ) is greater in the set {A,B,C} than in the set {B,C,D}; following Simonson and Tversky, we denote this as P A (B;C) > P D (B;C). Similarly, compromise implies that P B (C;D) > P E (C;D).
The compromise effect has been documented in numerous studies and across a wide range of domains and product categories, such as apartments, investment portfolios, and mouthwashes (e.g., Benartzi and Thaler 2002; Dhar and Simonson 2003; Lehmann and Pan 1994; Simonson and Nowlis 2000) . The effect has been found to be highly robust and of substantial magnitude. For instance, Simonson (1989) reported that across five product categories alternatives gained on average 17.5% (absolute) market share when they became the compromise option in the choice set.
We find similarly strong compromise effects in the empirical applications we report subsequently.
Implications of the Compromise Effect for Consumer Choice
The compromise effect has important theoretical implications for consumer choice and its modeling. Tversky and Simonson (1993) show that under a highly plausible condition (called the "ranking condition") the compromise effect is inconsistent with a (possibly) heterogeneous set of value maximizing consumers. In particular, value maximization implies a "betweenness inequality"
such that the addition of an extreme option will draw more share away from the intermediate (and more similar) option than from the other extreme (and less similar) option (Tversky and Simonson 1993 , p. 1180 , 1188 . Thus, betweenness inequality implies P(B;C) > P A (B;C) (see Figure 1 ), whereas compromise predicts the opposite. Further, Hutchinson et al. (2000) show that aggregation biases are unlikely to explain between-subjects compromise effects.
The compromise effect also has significant implications for positioning, branding, and competitive strategies. It suggests, for example, that introducing a top-of-the-line product will draw disproportionately more share away from a lower-end product than from a more similar, intermediate option. Thus, marketers who wish to promote high-margin products (typically higher priced options) may be able to do so by introducing another alternative that is even more expensive.
Further, product assortments presented according to the underlying structure of the compromise effect appear to be pervasive if not ubiquitous in the marketplace. Anecdotal evidence suggests that the basic design of three options defined on two attributes is present in numerous categories, involving choices among insurance plans, soft drinks, audio speakers, cell phone subscriptions, and more (see Figure 2 for examples of two sets). In addition to this simple design, customers often face market choices among triplets with a tradeoff between price and several quality-related dimensions that are highly correlated environmentally (e.g., different options such as Camry SE, LE, and XLE). Customers are likely to simplify such choices by construing the (correlated) quality dimensions as one "meta-attribute" and making their decision based on price versus overall product quality (Green and Srinivasan 1978; Wright 1975) .
Of course, customers often face larger sets of options. Nevertheless, such market choices can produce compromise effects, because they often contain sets of Pareto-optimal alternatives that require making attribute tradeoffs. Indeed, in a subsequent section, we demonstrate strong compromise effects in larger sets of options and attributes.
In summary, the robustness of the compromise effect and its important theoretical and practical implications highlight the need for formal choice models that can predict the effect.
Accordingly, regardless of whether or not the compromise effect can be justified normatively (for related discussion, see Wernerfelt 1995; Prelec et al. 1997; cf. Drolet et al. 2000; Tversky and Simonson 1993) , the standard utility model must be modified to capture it. This is the goal of the present paper. Next, we present four alternative models that incorporate the compromise effect by modeling the local choice context.
THEORY AND MODELS
In this section, we introduce four context-dependent multiattribute choice models designed to capture the compromise effect. The models are motivated by theory from economics and behavioral decision research. It should be noted, however, that our main goal is to construct and test "as if"
type models that improve predictive validity rather than explore underlying decision processes.
A key characteristic of all models is that they view choice as a constructive process (e.g., Bettman et al. 1998; Payne et al. 1992) , whereby consumers modify their preferences based on the local choice set. Further, following the suggestions of Drolet et al. (2000) and Hardie et al. (1993) , the four alternative models incorporate both relative (i.e., reference-dependent) and absolute (or global) elements of consumer choice. In particular, our modeling approach assumes that the utilities (partworths) of attribute levels are known and have been measured at a global (contextindependent) level, for example, by conjoint analysis. These global partworth functions can assume any shape (linear, concave, convex, etc.) . The models then transform these context-independent partworth utilities according to the local context (i.e., based on the relation among options in a choice set). Thus, we subsequently illustrate the alternative models using equations and graphs that operate at the subjective utility space rather than the objective attribute space. Moreover, the alternative models consist of individual-level utility functions, and therefore, account for heterogeneity through the estimated context-independent partworths.
It is important to emphasize that the proposed models are in no way limited to a particular method of preference modeling (e.g., partworth function vs. vector (linear) model) or preference measurement technique (e.g., full-profile vs. self-explicated approach). That is, when discussing the models in this section, we use the term "partworth" in the most general sense, to denote the utility or worth of a specific attribute level for an individual consumer. Our models do assume additivity, however, such that the overall utility for the product is the sum of the partworths for the product's levels on the different attributes (Green and Srinivasan 1978, p. 105) . We also assume that the attributes are such that preference increases (or decreases) with the levels of an attribute (i.e., it is not of the ideal-point type).
The models are "general compromise" models in the sense that they can capture any form of compromise (or extremeness aversion); that is, compromise that is of either equal or different magnitude across attributes. 1 It should also be noted that the models are not limited in terms of the number of attributes or choice set size, unlike the extant behavioral literature on the compromise effect, which uses at most three options and two attributes. Indeed, in our second empirical application, we test the models in the context of larger choice sets (five options described on four attributes). Next, we discuss each model and its underlying conceptual mechanism.
The Contextual Concavity Model
One of the most robust empirical generalizations about human perception and decisionmaking is that of diminishing returns or sensitivity (e.g., Meyer and Johnson 1995) . Specifically, the mapping of objective attribute values (or "gains") onto psychological value is a concave function (e.g., Thaler 1985; Tversky and Kahneman 1991) . We suggest that the compromise effect can be mathematically modeled by combining the notions of concavity and contextdependence; in other words, via "contextual concavity." More specifically, according to the "contextual concavity model" (hereafter, CCM), the deterministic component of utility of alternative j (for consumer i) equals the sum across attributes of concave functions of the partworth gains between this alternative and the alternative with the minimum partworth for each attribute k in the (local) choice set S:
1 Simonson and Tversky (1992) label the finding that intermediate options fare better than extreme options as "extremeness aversion," and argue that it leads to two types of effects: "compromise," which represents cases in which both attributes exhibit extremeness aversion, and "polarization," which represents cases in which only one attribute exhibits such an effect. 2 The partworth utilities are rescaled to range from zero to 100. For all practical purposes, partworth gains (P ijk -P Note that the partworths may already be a concave function of the objective attribute values.
Contextual concavity adds another layer of concavity on top of that, because the model operates at the subjective partworth (utility) space. The overall utility of alternative j in context S includes the sum of the above deterministic part (i.e., M S ij ) and an error term ε ij that captures the unobserved (to the researcher) component of utility.
If we assume that the error term ε ij is distributed IID (independent and identically distributed) of the extreme value type, then the probability that consumer i will chose alternative j in the context of S follows the multinomial logit model (McFadden 1974) :
The parameters for estimation in the CCM are the logit scale parameter b and the concavity parameters {c k }. In general, the CCM requires estimating d + 1 parameters, where d is the number of product dimensions (attributes). We expect that the parameter b will be positive, capturing the positive effect of utility on choice. In addition, we expect that the parameters c k will be smaller than one, capturing the contextual concavity in consumers' preference structure.
Further, the CCM can capture situations in which the magnitude of the compromise effect varies across attributes by allowing the (smaller than one) concavity parameters to differ by attribute.
It is noteworthy that if c k equals one for all k, then we get the simple multinomial logit based on the value maximization model (hereafter, VMM). This is true because we get: min,k , which equals the commonly used partworth additive utility function minus a constant (the last term does not depend on j). Since the multinomial logit probability is invariant to an additive constant, the proposed model (given c k = 1 for all k) and the traditional value maximization model are identical. If c k is greater than one for all k, then we get "extremeness seeking" (i.e., preference for extreme over compromise options). A noteworthy disadvantage of the CCM is that it distorts the relative importance weights of attributes. The importance weight of an attribute is defined as the range of variation of partworths for that attribute (see, e.g., Green and Srinivasan 1978) . If the contextual concavity parameter of an attribute is smaller (i.e., greater concavity) compared to another attribute, then the former attribute's relative importance is diminished (see Figure 3) . Consequently, if the CCM were to predict better than the VMM, an alternative explanation would be that the CCM transforms the stated attribute importances (obtained by conjoint analysis) to importances revealed through choices. Next, we revise the CCM to avoid this issue.
The Normalized Contextual Concavity Model
In the "normalized contextual concavity model" (hereafter, NCCM), we normalize the concave partworth gain of each attribute by the attribute's weight (see Equation 3 ). This allows retaining the original attribute importance weights, while incorporating compromise via contextual concavity.
As in the original CCM, the probability that consumer i will chose alternative j according to the NCCM has a multinomial logit structure (see Equation 2 ). The parameters for estimation and their interpretations are similar to those used in the CCM.
To better convey the mechanics of the NCCM, we again present attribute-specific and total utility graphs (see Figure 4 ) and use the example discussed earlier (i.e., set {A,B,C} and the context-independent partworths of an actual consumer). The (45°) diagonal lines shown in the upper two panels represent the VMM and are based on Equation 3 (assuming c s = c m = 1).
Conversely, the concave NCCM lines capture compromise via c s , c m < 1. As evident in Figure 4 , compared with the VMM, the NCCM yields higher attribute utilities and hence a higher total utility for all intermediate alternatives. However, for both and , the utility from attribute k is the same according to the NCCM and the VMM. Next, we suggest an alternative model for incorporating the compromise effect based on a framework proposed by Tversky and Simonson (1993) .
Although previous research has neglected to empirically examine choice models that capture the compromise effect, Tversky and Simonson (1993) took a step in this direction. Specifically, they proposed the following modeling framework, in which the compromise effect is incorporated via a linear combination of two elements:
The first element (i.e., V ij ) is the context-independent value of option j for consumer i. This component equals the sum of the attribute partworths (i.e., ∑ k ijk P ), which are independent of the local choice set. The second element (i.e., ) captures the impact of the relative position of option j vis-à-vis all other options in the choice set S. This component equals the sum of the relative advantages of option j with respect to each of the other options in the choice set and is defined as: Tversky and Simonson (1993) did not specify a particular function, a general form that satisfies these requirements is the following power function:
The probability that consumer i will chose alternative j in the context of S has the multinomial logit form:
The parameters for estimation in this "relative advantage model" (hereafter, RAM) are the logit parameters b and q, the loss aversion parameters L k , and the power parameters ψ k (in general, there are 2d + 2 parameters, where d is the number of dimensions). Note that when q equals zero the RAM reduces to the standard value maximization multinomial logit. However, we expect that the parameters b and q will be positive, capturing the positive effect on choice of higher utility and greater relative advantages, respectively. In addition, by examining the square-bracketed expression in Equation 6, we expect that the loss aversion parameters L k will be greater than zero, capturing the notion that disadvantages loom larger than advantages (e.g., Simonson and Tversky 1992) . These loss aversion parameters are allowed to vary by attribute, consistent with evidence that the magnitude of loss aversion may differ across attributes (e.g., Dhar and Wertenbroch 2000; Hardie et al. 1993; Heath et al. 2000; Tversky and Kahneman 1991; Viscusi et al. 1987) . We also expect the power parameters ψ k to be greater than one (satisfying the convexity assumption) and employ attribute-specific power parameters to allow for situations in which the strength of the compromise effect varies across attributes (see Tversky and Simonson 1993) .
)
6 An alternative formulation for is an exponential rather than a power function; that is,
We tested this alternative function, but the parameter estimates were not consistent with the theory.
It is noteworthy that, although Tversky and Simonson (1993) explained compromise using loss aversion, the key driver in the RAM is the fact that disadvantages ( ) are convex functions of the corresponding advantages.
7 For instance, without convexity in the disadvantage function (i.e., ψ = 1), the relative advantages of any set of options with equal contextindependent utility (i.e., equal V ij ) would be identical even when loss aversion is assumed (i.e., L > 0). Next, we present a model that strictly employs loss aversion as the principal mechanism underling the compromise effect.
The Loss Aversion Model
Two major principles that have emerged from behavioral decision research are that consumers evaluate attribute values based on their deviation from a reference point (i.e., referencedependence), and that such deviations have greater impact when they are perceived as losses rather than gains (i.e., loss aversion) (Kahneman and Tversky 1979) . These principles have also been suggested as empirical generalizations in marketing (e.g., Kalyanaram and Winer 1995; Meyer and Johnson 1995; cf. Bell and Lattin 2000) . We suggest that a multiattribute choice model that incorporates reference-dependence and loss aversion can capture the compromise effect.
In particular, we model choice as if each alternative is evaluated relative to a reference point that is defined using the midpoint of the range of objective attribute levels observed in the local choice set. That is, consistent with Tversky and Kahneman's (1991) reference-dependent model, we assume that all alternatives in the local choice set are evaluated relative to a single reference point R. This reference-point is context-dependent, because the midpoint of the attribute range is determined based on the particular alternatives observed in the local choice set.
The use of a reference point that is not necessarily an existing choice option is consistent with a great deal of research on reference-dependence (e.g., Heath et al. 1999; Kahneman and Tversky 1979; Kivetz 2003; Thaler 1985; Winer 1986 ).
7 A detailed proof for this proposition can be obtained from the authors.
Thus, building on Tversky and Kahneman's (1991) reference-dependent model, we suggest that the compromise effect can be captured by the following "loss aversion model" (LAM):
where k λ = the loss aversion parameter of attribute k, R = the reference option, defined as the midpoint of each attribute's observable range in the local choice set, and S iRk P = the partworth of attribute k at the reference point (R) in choice set S for consumer i.
According to the LAM, the probability that consumer i will choose alternative j in the context of S has the multinomial logit form (see Equation 2 ). The parameters for estimation are the logit scale parameter b, which is expected to be positive, and the loss aversion parameters λ k , which are expected to be greater than one (in general, there are d + 1 parameters, where d is the number of dimensions). When λ k equals one for all k, the LAM reduces to the standard value maximization multinomial logit. This is true because we get The LAM assumes that the marginal utility of an increase in an attribute level is greater below the attribute's midrange than above it. The model employs "constant loss aversion," and the parameter λ k can be interpreted as the coefficient of loss aversion for attribute k (see Tversky and Kahneman 1991 , pp. 1050 -1051 . Moreover, the LAM can capture situations in which the magnitude of the compromise effect varies across attributes by allowing the loss aversion parameters to differ by attribute.
To illustrate how the LAM incorporates the compromise effect, we employ attributespecific and aggregate utility graphs and use the previous example of three portable PCs (see The two upper (attribute-specific) panels show that, compared to the VMM, the LAM penalizes alternatives with lower partworths relative to the (context-dependent) reference point R. Accordingly, as shown in the aggregate utility graph, value maximization implies A ~ B ~ C, whereas the LAM implies A ≺ B C. More generally, the LAM suggests that the gain in utility due to a positive deviation (from R) on one attribute will typically not suffice for the loss of utility due to the corresponding negative deviation on the other attribute.
Next, we report two empirical applications that were used to contrast the alternative models among themselves and relative to the VMM and another (stronger) context-independent (naïve) model. The first application employs the common design for investigating the compromise effect, namely, trinary choice sets defined on two attributes. The second empirical application is intended to provide a stronger and more general test of both the compromise effect and the proposed models by utilizing larger sets of options and attributes.
EMPIRICAL APPLICATION 1: TWO-DIMENSIONAL TRIPLETS
In this empirical application, we employ a partworth function preference model (see, e.g., Green and Srinivasan 1978, 1990 ) and determine the individual-level partworths using the selfexplicated approach (e.g., Srinivasan and Park 1997) . The self-explicated task covers the entire range of attribute levels used in the choice study; thus, the self-explicated partworths are independent of the local choice context. We briefly describe this approach, and subsequently detail the method used to obtain the experimental choice data and the self-explicated partworths.
We then report the calibration and validation of the alternative models using these data.
Self-Explicated Partworths
There is growing evidence on the robust validity of measuring attribute partworths using the self-explicated approach (Leigh et al. 1984; Srinivasan 1988; Srinivasan and Park 1997) . We employed a self-explicated procedure based on Srinivasan (1988) . 8 According to this approach, there are two stages in the data collection of the self-explicated partworths: (1) rating the desirability of each attribute level used in the study; and (2) indicating the relative importance of each attribute. The individual-level self-explicated partworths for the various attribute levels are then calculated by multiplying the attribute importances by the desirability ratings. For each respondent, the ranges (i.e., max -min) of the partworth functions sum to 100 over the two attributes, the range being proportional to the importance rating. Individual-level analysis indicated that participants varied greatly with respect to the shape of their partworth functions (e.g., concave, convex, linear). The finding that the individual-level partworth functions varied widely across individuals highlights the advantage of employing an individual-level partworth function preference model as opposed to less flexible models, such as the (linear) vector model or the ideal-point model (see Green and Srinivasan 1978, 1990) . Next, we describe a questionnairebased study, in which we obtained the (context-independent) self-explicated partworths as well as the choice data used for calibrating and validating the alternative models.
Method
Participants. The participants were 1,088 travelers, who were waiting for their flights at domestic terminals in a major airport. They were between 18 to 70 years old and represented a wide range of demographic characteristics.
Choice Stimuli. We used two product categories that most airport travelers are familiar with: portable PCs and speakers. The introduction to all tasks (self-explicated and choice) specified, for each attribute, the "range of typical attribute values offered in the marketplace," consistent with the finding of Assar and Chakravarti (1984) that attribute range knowledge allows respondents to comprehend better brand-attribute information and make meaningful attribute tradeoffs. Each product category included two attributes with five levels each (in addition to the two boundary levels marking the typical market range of an attribute); these attribute levels were also used in the self-explicated task. Accordingly, in each category, there were five Pareto-optimal choice options that were derived using a linear attribute trade-off function, similar to the design of choice stimuli in previous studies of the compromise effect. The attribute levels and ranges were based on the typical values found in the market at the time of the data collection. Given the evidence that responses to price may differ qualitatively from responses to other attributes (e.g., Hardie et al. 1993; Simonson and Tversky 1992) , we intentionally included price as an attribute in the speakers category but not in the portable PC category. (in each product category) in one of the three choice sets, the calibration participants completed the two stages of the self-explicated task described earlier (this order of tasks was employed to ensure that that calibration choices are not biased by the self-explicated task). Regardless of their choice set condition, all of the calibration participants faced the same self-explicated task that covered the entire range of attribute levels used in the choice study. The validation sample participants also made one trinary choice in each category, but did not complete the self-explicated task.
Participants in all conditions were instructed not to look back at their earlier responses. See Figure   6 for a chart describing the design and the sample sizes in each condition.
It is important to note that in all conditions we counterbalanced, between-subjects, both the order of product categories and the positions of choice options on the page (see Drolet 2002; Huber et al. 1993 ). However, because we did not find any significant order or position effects, we subsequently aggregate the results across these order and position sub-conditions.
Results Table 1 reports the choice shares for the portable PC and speakers categories in the calibration and validation samples. Clearly, options were relatively more attractive when they were in the middle than when they were extreme. As suggested by Simonson and Tversky (1992, p. 290) , the compromise effect can be measured by statistically testing whether P A (B;C) > P D (B;C) and P B (C;D) > P E (C;D). For example, in the calibration sample of the portable PC category, the share of B relative to C is 53% in set 1 (i.e., .5/(.5+.44)) versus 26% in set 2 (i.e., .18/(.18+.51)), a difference of 27% (z = 4.2; p < .001). The last two columns of Table   2 show statistically significant compromise effects in all eight possible tests (i.e., two compromise effect measures in two categories and two samples); the measures of compromise ranged from 15% to 34% (mean = 24%; median = 25%).
Calibration and Validation of Models
In this subsection, we report the results of the calibration (estimation) and validation of the alternative choice models designed to capture the compromise effect. We begin by estimating these models and considering the interpretation of their parameters. Subsequently, we compare the models among themselves and relative to the VMM and to a stronger context-independent (naïve) model that adjusts for possible biases in the measurement of partworths; the models are compared in terms of their predictive validity, fit, and ability to capture the observed compromise effects.
Estimation of Models.
Using maximum likelihood estimation, we estimated the parameters of the four alternative models (and the two additional benchmark models) employing the full calibration sample. 10 The models were calibrated separately for the portable PC and speakers product categories. 11 For all of the models, the estimation results were generally consistent across the two categories.
Contextual Concavity Model (Equations 1 and 2): As shown in Table 3a , the logit scale parameter b as well as the concavity parameters c w and c v were positive and significant.
Furthermore, consistent with the notion of a contextual concavity in the utility function, both concavity parameters were significantly smaller than one (p < .001). We also tested for the possibility of restricting c w = c v . However, based on the likelihood ratio test, the improvement from relaxing this restriction was statistically significant at the 1% level. 12 In particular, in the portable PC category, the attribute memory was significantly more concave than the attribute speed (i.e., c memory < c speed ; p < .01). In the speakers category, consistent with the notion that consumers avoid the lowest price, lowest quality option (Simonson and Tversky 1992) , the attribute price was significantly more concave than the attribute power (i.e., c price < c power ; p < .01). Therefore, the subsequent tests of fit and predictive validity for the CCM employ attribute-specific concavity parameters.
Normalized Contextual Concavity Model (Equations 2 and 3): We found that using a restricted NCCM with c w = c v = c did not result in a significant loss of fit (p > .1). We therefore proceed with the more parsimonious NCCM. Table 3b shows that the logit scale parameter b and the concavity parameter c were positive and significant. Furthermore, consistent with contextual concavity, the c parameter was significantly smaller than one (p < .001).
Relative Advantage Model (Equations 4 through 7): Due to the high nonlinearity in the estimated disadvantage functions (Equation 6), we had to restrict ψ w = ψ v = ψ and employ a grid search over the values of ψ to find an optimal estimate of ψ = 5. We also tested the restriction L w = L v , but it resulted in a significant loss of fit (p < .01). Specifically, in the portable PC category, the attribute speed exhibited greater loss aversion than the attribute memory (i.e., L speed > L memory ; p < .01). In the speakers category, consistent with prior research (see Hardie et al. 1993; Simonson and Tversky 1992) , the attribute power exhibited more loss aversion than the attribute price (i.e., L power > L price ; p < .01). Further, Table 3c indicates that all of the estimated
were positive as expected. It is noteworthy that the estimated RAM satisfies the modeling requirements set by Tversky and Simonson (1993) Table 3d shows that the logit scale parameter b as well as the loss aversion parameters λ w and λ v were positive and significant. Furthermore, as predicted, all loss aversion parameters were greater than one (all p's < .05, except for λ price for which p < .07). Averaging across attributes, the loss aversion coefficient λ was approximately 4.5 in the PC category and 2.9 in the speakers category. However, given that the restriction λ w = λ v resulted in significant loss in fit (p < .01), we proceed with attribute-specific loss aversion parameters. More specifically, the attribute speed exhibited greater loss aversion than the attribute memory (i.e., λ speed > λ memory ; p < .01), and the attribute power exhibited greater loss aversion than the attribute price (i.e., λ power > λ price ; p < .01).
Value Maximization Model:
To test whether incorporating the compromise effect improves fit and predictive validity relative to the standard VMM, we also estimated the logit scale parameter b of the VMM depicted in Equation 9. This scale parameter was positive and significant, both in the PC category (b = .04; p < .001; -2LL = 956.9) and in the speakers category (b = .05; p < .001; -2LL = 698.6).
Global Concavity Model: We also compared the alternative models to a stronger contextindependent (naïve) model than the VMM. The "global concavity model" (hereafter, GCM) is very similar to the CCM in that it induces additional concavity (i.e., diminishing sensitivity) on the estimated (context-independent) partworth functions (see Equation 10 ). That is, regardless of the original shape of a measured partworth function (which transforms objective attribute values into subjective utilities), the GCM adds another layer of concavity based on the choice data.
However, unlike the CCM, this additional concavity is applied globally (i.e., independent of the choice set) to all attribute levels used in the study, such that the modeled utility of an option does not vary across choice sets. The GCM, then, is a naïve model because it does not account for the impact of the local choice set, and is not expected to capture the compromise effect.
The GCM is a stronger model relative to the VMM because it allows for adjustments in the estimated partworths, which may be needed due to possible measurement biases. Using the GCM also permits partitioning of the context-free and context-dependent effects of the various models. In particular, one might attribute any superior predictive ability of the alternative models over the VMM to adjustments of stated preferences (obtained in the partworth estimation phase) to observed choices (i.e., revealed preferences). However, any such effects should also aid the GCM, which can correct the measured utilities. Thus, better performance of the proposed models relative to the (context-independent) GCM would indicate the importance of the models being context specific.
We estimated the parameters of the GCM based on Equation 10 and a multinomial logit form similar to that of the VMM (see Equation 9 ). As expected, the GCM's logit scale parameter b and concavity parameters c w and c v were positive (see Table 3e ). Furthermore, consistent with the notion that the GCM can adjust the measured (stated) partworths by inducing global concavity, the concavity parameters were significantly smaller than one in the speakers category (both p's < .001) but not in the PC category. We also tested the restriction c w = c v , but the improvement from relaxing this restriction was statistically significant at the 1% level, and therefore, we calibrate and validate the GCM using attribute-specific concavity parameters.
Predictive Validity and Fit. We used several measures to compare the predictive validity and fit of the competing models:
Aggregate-level Predictive Validity: We measured the aggregate-level predictive validity of the alternative models by using choice data from two choice set calibration conditions and one choice set validation condition. For instance, we used the self-explicated partworths and observed choices of the ("calibration") participants assigned to sets 2 and 3 to calibrate the models; the estimated parameters were then employed to predict the choices of the ("validation") participants assigned to set 1. That is, we compared the average predicted logit choice probabilities for set 1 (based on calibration sets 2 and 3) with the choice proportions obtained in the validation sample for set 1.
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Thus, this procedure consists of a cross-choice set, cross-samples validation. We applied the same aggregate-level validation procedure to predict choice sets 2 and 3.
As a measure of the aggregate-level predictive validity, we used the Mean Absolute Deviation (MAD) between the predicted choice shares (based on the calibration sample) and the observed validation choice shares. Table 4 shows that, averaged across the three choice sets and in both product categories, the CCM, NCCM, and LAM had superior MAD measures compared to the VMM, GCM, and RAM. Further, the two contextual concavity models had improved predictive validity relative to the LAM, and the NCCM was somewhat better than the CCM.
Because this is a cross-samples validation, we should expect some sampling error to result from the fact that the calibration is based on a different sample of respondents than the validation sample (see Huber et al. 1993) . To estimate the degree of sampling error, we used a bootstrap procedure with 100 replications, where each replication consisted of n pseudorespondents (n is the number of respondents summed over the two calibration samples used to predict the shares in a validation sample). To construct a population that resembles the validation sample, each pseudo-respondent was randomly drawn from the validation sample with replacement. The MAD for a replication is obtained by calculating the choice proportions in the pseudo-sample and comparing them with the actual validation choice proportions. The bootstrap MADs were averaged over the 100 replications. This entire process was repeated for the three validation sets for each product category. The bootstrap average MAD estimates (averaged across choice sets) for the PC and the speakers categories were 2.1% and 2.4%, respectively.
Based on these estimates, the improvement in predictive validity obtained by using each of the alternative models as opposed to the standard VMM (after accounting for the sampling errorbased MAD) was calculated as:
As Table 4 reports, the contextual concavity and loss aversion models provided a substantial improvement (46%-58%) over the VMM, whereas the GCM and RAM did not. Using Equation
11
(but with VMM replaced by GCM), we also found that the contextual concavity and loss aversion models provided large improvements (37%-50%) in predictive validity over the context-independent GCM. The results convincingly show that accounting for the (local) choice context can significantly improve aggregate predictive validity. In addition, the two contextual concavity models yielded greater improvements compared with those of the LAM.
Individual-level Predictive Validity:
We estimated the models' parameters using two calibration choice set conditions, and then, using the self-explicated partworths obtained in a third calibration choice set condition, predicted the choice probabilities in this third set. In contrast to the aggregate-level predictions, because the calibration sample includes partworth estimates and choices at the individual level, we can calculate the -2Log-likelihood individual-level measure of predictive validity (smaller values indicate better prediction ability). However, a confounding aspect of these predictions ---which the aggregate-level predictions do not suffer ---is that the choice made in the calibration set may have affected the partworths elicited in the subsequent self-explicated task. Table 4 shows that pooled across the three choice sets and two product categories the individual-level measure of predictive validity favored the contextual concavity models and the LAM over the VMM and the RAM. In addition, the three leading models (i.e., CCM, NCCM, and LAM) outperformed the GCM in the PC category, but not in the speakers category. Overall, this pattern is consistent with the results of the aggregate-level predictions.
Model Fit:
We also compared the models' fit using the entire calibration sample. To penalize for the number of parameters, we employed the Schwartz BIC measure (smaller values indicate better fit). As shown in Table 4 , the pattern of the BIC results is consistent with the validation findings.
Recall that the VMM is nested in all five models. Thus, we employed the likelihood ratio test described earlier to compare the alternative models with the VMM. The likelihood ratio test indicated that all of the models provided a significant improvement in fit over the VMM, although these improvements were most pronounced for the three leading context-dependent models.
Additional Evidence: To illustrate the superior predictive validity of the CCM, NCCM, and
LAM, and to demonstrate their ability to predict the compromise effect, we report in Table 5 the aggregate-level predictions of the six models, as well as the actual observed choices, in choice set 3 of the PC category. 14 The three leading models were also better able to predict the compromise effects observed in the choice data. Recall that the compromise effect states that P A (B;C) > P D (B;C) and P B (C;D) > P E (C;D). In contrast, value maximization combined with the highly plausible ranking condition actually predicts a result that is diametrically opposed to the compromise effect; that is, P A (B;C) < P D (B;C) and P B (C;D) < P E (C;D). Indeed, as shown in Table 2 , the VMM consistently predicted a "reversed" (or negative) compromise effect.
However, the choice data obtained in the calibration and validation samples exhibited substantial compromise effects. Table 2 also reports the compromise measures derived from the aggregate-level predictions of the alternative models. Consistent with the predictive validity and fit measures reported earlier, the CCM, NCCM, and LAM captured the observed compromise effects quite well, whereas the other models did not. More specifically, we calculated the MAD between the predicted compromise measures (based on the calibration sample) and the compromise measures observed in the validation sample. This MAD is averaged across the two compromise measures [i.e., P A (B,C)-P D (B,C) and P B (C,D)-P E (C,D)] and is reported separately for each alternative model and product category. Consistently, the MAD compromise measures were much better for the CCM, NCCM, and LAM compared with those of the VMM, GCM, and RAM. It is noteworthy that the overall superiority of the three leading models compared to the GCM supports the notion that these models capture context effects rather than just adjust for discrepancies between stated (partworth) utilities and revealed preferences (based on choices).
EMPIRICAL APPLICATION 2: LARGER SETS OF OPTIONS AND ATTRIBUTES
The previous empirical application tested the alternative models in a context similar to previous demonstrations of the compromise effect. A question that naturally arises is whether the effect survives in choice sets with more than three options and two dimensions. Relatedly, it is important to test the proposed models relative to the context-independent VMM and GCM in a more complex setting that is closer, in terms of task dimensionality, to a typical conjoint analysis study. The present empirical application addresses these issues by employing choice sets with five alternatives defined on four attributes. In addition, instead of measuring partworths using the selfexplicated approach, here we employ the commonly used full-profile conjoint analysis technique (see, e.g., Green and Srinivasan 1990 ). The conjoint analysis task covers the entire range of attribute levels used in the choice study and, therefore, estimates context-independent partworths.
We briefly describe the conjoint analysis used and then report the method and results pertaining to the choice data and the calibration and validation of the models.
Conjoint Analysis Partworths
To construct the stimulus set of the full-profile conjoint analysis, we employed a fractional factorial design with three levels of each of four attributes (i.e., the conjoint analysis task used the two extreme levels and an intermediate level of each attribute used in the choice study). A set of 18 cards was created, and each participant in the conjoint task was asked to rank-order these 18 profiles. We estimated each respondent's partworths using the Conjoint Linmap software (1989) . An analysis of the individual-level partworth functions revealed that the shape of the partworth functions (e.g., concave, convex, linear) varied greatly across individuals. Next, we describe a lab study, in which we obtained the (context-independent) partworths and choice data required for calibrating and validating the alternative models.
Method
Participants. The participants were 205 students at a private West Coast university. 15 They were paid $7 each for their participation in the study, which took place in a behavioral research lab.
Choice Stimuli. We used a product category that university students are familiar with, namely portable PCs. The introduction to both the conjoint analysis and choice tasks specified, for each attribute, the "range of typical attribute values offered in the marketplace." There were four attributes with six levels each (in addition to the two boundary levels marking the typical market range of an attribute). Accordingly, there were six Pareto-optimal choice alternatives, which were used to construct two different choice sets, each including five portable PCs (see Table 6 ). The attribute levels and ranges were based on the typical values found in the market at the time of data collection. Respondents were told that all the options were identical on all other attributes, including price.
Procedure and Design. Participants were randomly assigned to one of two conditions, consisting of either choice set 1 (n = 101) or choice set 2 (n = 97). We counterbalanced, between-subjects, the positions of choice options on the page (there were no significant position effects). After making a choice in one of the two sets, participants received an unrelated "filler" task (that took about ten minutes), before completing the conjoint analysis card sorting.
Regardless of their choice set condition, all participants faced the same conjoint analysis task that covered the entire range of attribute levels used in the choice study.
Results Table 6 reports the choice shares in both sets of portable PCs. Clearly, options were more attractive when they were closer to the middle than to the extreme ends of the choice set.
Based on the notion of extremeness aversion (see Simonson and Tversky 1992) , the compromise effect can be statistically tested in this design using five different contrasts, each between the relative shares of two options that exist in both choice sets. [.09/(.09+.42)] when B becomes an extreme option (in set 2), a difference of 25% (z = 2.764; p < .01). The last column of Table 7 shows that the results were in the predicted direction in all five possible tests of the compromise effect and statistically significant in four of them; the measures of compromise ranged from 2% to 32% (mean = 17%; median = 16%). Next, we report the results of the calibration and validation of the alternative choice models.
Calibration and Validation of Models
Estimation of Models. Using the above data and maximum likelihood estimation, we calibrated the four alternative models and the benchmark (context-independent) VMM and GCM.
We estimated a parsimonious version of each model, involving model parameters that do not vary across the four attributes. Given that in this section we focus on applying the models to expanded dimensional spaces, it is important to validate parsimonious models because using attributespecific parameters becomes prohibitively expensive (i.e., in terms of degrees of freedom) as the number of attributes increases. As shown in Tables 8a -8e, the estimated parameters of all models were consistent with the underlying theoretical motivation. For example, the contextual concavity parameters of the CCM and NCCM were significantly smaller than one (both p's < .001), whereas the loss aversion parameter of the LAM was greater than one (although it did not approach statistical significance). It is important to note that we also calibrated and tested an attributespecific GCM, but the predictive validity and fit comparisons remained the same even when we tested this more flexible model against our restricted (context-dependent) models.
Predictive Validity and Fit. To contrast the alternative models, we employed the measures of predictive validity and fit reported earlier:
Aggregate-level Predictive Validity: The aggregate-level predictions consisted of a cross-choice set, cross-samples validation. Specifically, we calibrated the models by using the conjoint partworths and the observed choices of participants assigned to one set; we then predicted the choices of participants assigned to the other set. Thus, for example, we compared the average predicted logit choice probabilities for set 1 (based on a calibration using set 2) with the choice proportions actually observed in set 1. We applied the same aggregate-level validation procedure to the other choice set. Table 9 shows that, averaged across the two choice sets, the CCM, NCCM, and LAM had superior MAD measures compared with the VMM, GCM, and RAM.
We estimated the degree of sampling error, using the bootstrap procedure discussed earlier; the bootstrap average MAD estimate (averaged across the two choice sets) was 3%.
Based on this estimate and Equation 11, we calculated the improvement in predictive validity obtained by using each of the alternative models as opposed to the standard VMM and the naïve GCM. As Table 9 reports, across the two choice sets, all five competing models provided substantial improvements (48%-68%) over the VMM. Furthermore, the contextual concavity and loss aversion models provided large improvements (26%-38%) over the GCM, which clearly demonstrates that the leading models yield improved aggregate predictive validity by accounting for context effects rather than just correcting for possible biases in utility measurement (stated preferences vs. revealed preferences).
Individual-level Predictive Validity:
We estimated the models' parameters using one choice set condition, and then, using the conjoint partworths of an individual obtained in the other choice set condition, predicted his choice probabilities in that latter set (the same procedure was applied to the other choice set). It is noteworthy, that, unlike the first empirical application, here the partworths elicitation was separated from the preceding choice by a (10-minute) filler task, which reduces the possibility that the choice affected the estimated partworths. Table 9 shows that, pooled across the two choice sets, the individual-level measure of predictive validity favored the two contextual concavity models and the LAM over the VMM, GCM, and RAM.
Model Fit: As shown in Table 9 , the three leading models yielded superior BIC measures relative to the VMM, GCM, and RAM (in all nine comparisons). In addition, the likelihood ratio test indicated that all of the models provided a significant improvement over the VMM, although these improvements were most pronounced for the three leading context-dependent models.
Additional Evidence: The various measures of predictive validity and fit provide strong support for the proposition that accounting for the local choice context can improve the performance of choice models, above and beyond any improvements that arise from adjustments to utility measurement. Indeed, although the GCM outperformed the simpler VMM, both were far inferior to the contextual concavity and loss aversion models.
As shown in Table 7 , the context-dependent models were also better able to predict the strong compromise effects that were observed in the choice data; this was particularly true for the contextual concavity models. In contrast, the context-independent models did not predict the compromise effects. Moreover, consistent with betweenness inequality, the VMM even predicted reversed (negative) compromise effects for all five possible measures. Accordingly, the average compromise measure MAD (calculated across the five measures) between the predicted and observed compromise effects was the best for the CCM and NCCM (4% and 3%, respectively) and the worst for the VMM and GCM (22% and 21%, respectively).
GENERAL DISCUSSION
The compromise effect is one of the major findings documented in behavioral marketing and decision research. It has substantial implications for consumer choice, and represents a significant violation of standard microeconomic theory. Nevertheless, so far, there have been no attempts to incorporate the compromise effect in formal choice models and to test the fit and predictive validity of such models. Indeed, in an address to the 2001 UC Berkeley Choice Symposium, Nobel Laureate Daniel McFadden called for incorporating behavioral context effects in choice models and for comparing such models with existing practice to establish the contribution. We take a step in this direction by incorporating the compromise effect in four context-dependent choice models and by contrasting these alternative models among themselves and relative to the standard VMM as well as a stronger naïve model that adjusts for possible biases in utility measurement. As discussed later, our models can theoretically capture other context effects, including the well-known "asymmetric dominance effect" (Huber et al. 1982) .
The current research can be seen as part of the ongoing (fruitful) attempt to bridge the consumer behavior and marketing science disciplines. Such cross-fertilization often involves choice modeling based on theory and empirical generalizations from decision research, social psychology, and consumer behavior (e.g., Bell and Lattin 2000; Hardie et al. 1993; Winer 1986 ). It should be emphasized that the contribution of such research is maximized when choice models are actually calibrated and validated using empirical data, and not just postulated at an axiomatic level.
Main Findings and Theoretical Implications
Using two empirical applications, we estimated and then tested four alternative choice models that incorporate the compromise effect. The two empirical applications used different preference elicitation methods (self-explicated approach vs. full-profile conjoint analysis) to estimate the (context-independent) partworths. Further, while the first empirical application tested the alternative models using the traditional design of the compromise effect (i.e., three options defined on two attributes), the second application employed a more complex choice setting with five alternatives defined on four attributes. The use of different utility measurement techniques as well as increased dimensionality allows to generalize the results pertaining to the compromise effect and the calibration and validation of the models. To the best of our knowledge, this paper is the first to demonstrate robust, systematic compromise effects in choices involving more than three options and two product attributes. It is noteworthy, however, that the average compromise effect was greater in the first empirical application (24%) than in the second application (17%). One possibility, which merits further research, is that increasing the dimensionality and/or choice set size attenuates the compromise effect.
One main result is that accounting for the local choice context, or the relative positions of options within the choice set, can significantly improve predictive validity and fit over the standard choice model. However, an alternative explanation for the superiority of these models to the VMM is that they adjust for possible discrepancies between the measured (partworth) utilities and the revealed utilities (based on choices). To rule out this rival account, we tested a stronger contextindependent model, called the global concavity model. The GCM is very similar to the contextual concavity models because it adds a layer of concavity to the estimated partworths and can correct the measured utilities to be consistent with choices. Yet, unlike the contextual concavity models, in the GCM, the induced concavity and possible adjustment of utilities is done at a global level, independent of the local choice context.
The validation and fit measures indicated that the three leading models outperformed the VMM as well as the GCM. In particular, after accounting for the sampling-based error, the aggregate-level cross choice set predictions (which is probably the most relevant prediction criterion from a managerial point of view) showed that the contextual concavity and loss aversion models yielded major improvements in the MAD measure over the VMM and the GCM (the improvements ranged from 46% to 68% and from 26% to 50%, respectively). The NCCM, CCM, and LAM also predicted the enhanced shares of the compromise options and the observed compromise effects. By contrast, the GCM and RAM were unable to predict these compromise effects, and the VMM (and at times the GCM) even predicted "reversed" (negative) compromise effects. These findings provide strong support for the notion that the improved performance of these models was driven at least, in part, by their context-dependent component.
One limitation of the empirical applications was that the model parameters (e.g., the concavity and loss aversion parameters) were not calibrated at the individual-level (although we fully accounted for heterogeneity in the utility functions). It is likely that due to individual differences in the decision process and susceptibility to the compromise effect consumers would differ with regards to their context-dependent effect. Therefore, future research can use methods like hierarchical Bayes (e.g., Allenby and Rossi 1999) to capture heterogeneity in the contexteffect parameters. Next, we compare the alternative models in terms of their conceptual characteristics and ability to account for additional context effects.
Conceptual Similarities and Differences among the Alternative Models.
All four alternative models operate as if consumers have some absolute (context-independent) utilities (i.e., valuations for different attribute levels), but these utilities are affected by the relative positions of the choice options (i.e., by the local choice context). Thus, these models depict consumer choice as context-and reference-dependent. Next, we elaborate on some of the distinctions underlying the alternative models.
Effects on Attribute Importance Weights: Figure 7 illustrates graphically the relationship between the three leading models and the VMM. 16 The figure highlights the fact that only the NCCM retains the original attribute importance weights, as defined by the range of the partworths in the local choice set. Both the CCM and the LAM distort the attribute importances; in the CCM, greater concavity (smaller value of c k ) decreases the attribute importance, whereas in the LAM, greater loss aversion enhances the attribute importance. It is noteworthy that the fact that the NCCM preserves the original importance weights rules out an alternative explanation that the enhanced performance of the models is due to differences between stated and revealed preferences in terms of attribute importances (see also Heath et al. 2000) .
The Relation between Concavity and Loss Aversion: Figure 7 (and the panel on the right-hand side) also illustrates that a smooth (continuous) concave function and a "kinked" loss aversion function are good approximations for each other. Indeed, it is interesting to note that diminishing returns, which underlies the "non-kinked" contextual concavity models, implies that the impact of a loss on an attribute will always outweigh the impact of a corresponding gain (using any point on the function as a reference point). Thus, diminishing sensitivity to gains (i.e., concavity) is very similar to increased sensitivity to losses (i.e., loss aversion). In light of this similarity, it is not surprising that these two models perform similarly in our empirical applications. However, while the LAM employs constant loss aversion the CCMs imply increasing loss aversion. 16 To place the models on a comparable scale, the context-independent partworths have been rescaled by subtracting from each partworth. We also rescaled the LAM by adding to each partworth.
S Rk P Single versus Multiple Reference Points: While all of the alternative models are referencedependent, the contextual concavity and loss aversion models employ a single reference point (i.e., the partworth of the lowest and midrange attribute levels, respectively), whereas the RAM uses multiple references. More specifically, the RAM assumes that each alternative is evaluated against all of the other options in the choice set, in what could be described as a tournament (see Simonson 1993, p. 1185) . We also tested an additional family of tournament models, called the multi-reference LAM, in which each option is evaluated based on its gains and losses relative to all other options in the choice set. 17 On both modeling and behavioral grounds, we find tournament models like the multi-reference LAM and the RAM less appealing than uni-reference models.
From a modeling perspective, in Pareto-optimal choice sets, tournament models lead to estimation problems due to multicollinearity between the magnitudes of the multiple advantages (gains) and disadvantages (losses). This multicollinearity may have contributed to the under-performance of the RAM. From a behavioral standpoint, tournament models are less feasible than single reference models because they place inordinate processing demands on consumers (see, e.g., Shugan 1980) .
Parsimony in the Parameter Space:
The alternative models also differ with regards to their number of parameters. In particular, the contextual concavity and loss aversion models not only provide better predictive validity and fit, but also require estimating fewer parameters (d + 1 parameters for the CCMs and LAM vs. 2d + 2 parameters for the RAM, where d is the number of product dimensions). Further, the results in the first empirical application indicated that the concavity parameter of the NCCM did not significantly vary across the two product attributes in either product category; thus, the NCCM required estimating the lowest number of parameters (i.e., two). The excellent performance of the NCCM using a uniform concavity parameter in both empirical applications represents an advantage for the NCCM over the other alternative models. 17 The most general form of the multi-reference LAM can be written as:
) , where g k [l k ] is the relative gain
[loss] parameter for attribute k. Although the multi-reference LAMs had acceptable predictive validity, their gain parameters were counter-intuitively negative due to the models' substantial gain-loss multicollinearity.
Our empirical results do not provide a clear choice among the three winning models, viz., the CCM, NCCM, and LAM. Further research is required to contrast the alternative models in settings different from the one we employed. For example, as discussed next, the models differ in their ability to capture other choice set (context) effects, which provides a fertile ground for future tests.
Modeling Other Context Effects:
Besides the compromise effect and extremeness aversion, several other behavioral context effects have been documented, including asymmetric dominance, asymmetric advantage, enhancement, and detraction (for details, see Huber et al. 1982; Huber and Puto 1983; Simonson and Tversky 1992) . Under most conditions, the contextual concavity and loss aversion models can conceptually capture the asymmetric dominance and advantage effects. However, in certain specific cases ---when the added alternative does not affect the attribute ranges ---uni-reference models such as the CCMs and the LAM cannot capture these context effects, whereas tournament (multi-reference) models can. In addition, while the contextual concavity and loss aversion models effectively incorporate the enhancement effect, only the LAM can capture detraction and compromise simultaneously.
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In conclusion, the alternative models can theoretically account for a wide range of context effects, including compromise, polarization, asymmetric dominance, and other local contrast effects (see Simonson and Tversky 1992) . Nevertheless, there are some differences in the models' ability to incorporate these context effects. Future research can construct and empirically test a unifying model that accounts for the greatest number of context effects across the widest range of choice situations.
Practical Implications
Beyond the theoretical significance of incorporating the compromise effect within formal choice models, this issue has important practical implications. First, consider conjoint choice simulators, which define a market scenario and a set of competitive products, and then perform sensitivity analyses. Such simulators employ the standard value maximization utility function, and this function is estimated using one of a variety of traditional methods that are not necessarily choice-based, such as full-profile, tradeoff tables, ACA, self-explicated, and Hybrid (see Green and Srinivasan 1990) . However, as the present research demonstrates, by neglecting context effects, the VMM will lead to inaccurate estimates of the choice probabilities. Thus, by using such models, choice simulations can potentially yield more accurate predictions and analyses. It will also be worthwhile to test the alternative models using utilities obtained from ACA, full profile ratings, and other common preference measurement techniques. Second, in addition to possible improvements in the prediction of consumer choice, managers can employ a context-dependent model like the NCCM to define the optimal set of product or service offerings so as to maximize product-line profitability. That is, the alternative models enable more accurately calculating the predicted choice shares for any given product line portfolio. Furthermore, the pervasiveness of product offerings in the marketplace assorted according to the underlying structure of the compromise effect (see Figure 2 and earlier discussion) suggests that marketers can employ context-dependent models to construct product menus that enhance the share of high-margin products.
Recent statistical advances that enable obtaining individual-level estimates from scarce data (i.e., hierarchical Bayes models) have promoted the application of methods that use choices to estimate utility functions, such as choice-based conjoint (CBC). An interesting question arises regarding the applicability of the models proposed here to such domains where the partworths are estimated directly from choices (and simultaneously with the model parameters). On the one hand, CBC may minimize context effects during model estimation due to the use of withinsubjects repeated choices (see, e.g., Huber et al 1982; Kahneman and Tversky 1996) , thus reducing the usefulness of our models. On the other hand, predictions derived from CBC may sometime be inaccurate, since the compromise effect is likely when consumers make a real purchase decision such as in Figure 2 .
Finally, it is important to note that the present results will not apply to market choices that obscure the identity of compromise options. For example, many purchase decisions involve cases where certain attribute values are missing for some of the products (e.g., Kivetz and Simonson 2000) . Further, the compromise effect may be less likely in CBC-type choice sets chosen from experimental designs that are not located on (or near) the efficient frontier or that comprise numerous attributes that cannot be represented using a one-dimensional subspace of options (e.g., as in the price vs. overall quality tradeoffs in Figure 2 , or the memory and hard drive vs. speed and battery life in Table 6 ). Additionally, consumers may face numerous alternatives at the point of purchase but make a choice from a narrower consideration set, which is unobservable to the researcher (as is often the case in scanner panel data). Indeed, searching for and modeling the compromise effect and, more generally, other behavioral context effects using data from the marketplace and marketing science applications is a fertile ground for future research. 21 For the parameters c w and c v , the meaningful null hypothesis is the value maximization model (c w = 1 and c v = 1). Thus, the p-values reported for these parameters in the CCM, NCCM, and GCM are with respect to c w ≥ 1 and c v ≥ 1. 22 For the parameters λ w and λ v , the meaningful null hypothesis is the value maximization model (λ w = 1 and λ v = 1). Thus, the p-values reported for these parameters in the LAM are with respect to λ w ≤ 1 and λ v ≤ 1. 25 These five measures are based on the notion of extremeness aversion (see Simonson and Tversky 1992) and capture the extent to which options lose [gain] relative share when they become [move away from being] the extreme option in the choice set. An alternative compromise measure assumes that options gain [lose] share as they become [move away from being] the middle option. This measure, which implies that P A,B,E (C,D) -P B,E,F (C,D) > 0, was equal to 12% (p < .01) in the observed choices. 26 The first four (out of five) observed compromise measures were significantly greater than zero (all p's < .01). 27 For the parameter c, the meaningful null hypothesis is the utility maximization model (c = 1). Thus, the p-values reported for this parameter in the CCM, NCCM, and GCM are with respect to the null hypothesis: c ≥ 1. 
