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Introduction

58
To produce understandable speech, humans rely on self-monitoring of speech output. 59 Such monitoring is based on neural integration of self-generated sensory information, which 7 directionality, and (ii) to control for potential differences in speech rhythm between listen and 158 read. For both listen and playback conditions, sounds were played with VLC running on a 159 MacBook pro and delivered at 60 dB (measured at ear-level in every participant) through a indicator coils, three anatomical fiducials, and at least 150 head-surface points (covering the 176 whole scalp and the nose surface) were localized in a common coordinate system using an 177 electromagnetic tracker (Fastrak, Polhemus, Colchester, VT, USA) . 178 An optical fiber microphone was placed inside the MSR to record participants' voice 179 during the read condition. To maximize sound quality, the microphone was taped to the edge 180 of the MEG helmet, ~5 cm away from subjects' mouth. Sound signals were recorded with 181 Audacity at a sampling rate of 44.1 kHz. Electrooculograms (EOG) monitored vertical and 182 8 horizontal eye movements, and electrocardiogram (ECG) recorded heartbeat signals. All 183 these signals were recorded time-locked to MEG signals. 184 High-resolution 3D-T1 cerebral magnetic resonance images (MRI) were acquired on a 185 3 Tesla MRI scan (Siemens Medical System, Erlangen, Germany). 186 2.4. Data preprocessing 187 As reading aloud is typically associated with many sources of high-amplitude artifacts 188 in electrophysiological signals (e.g., head movements, muscle artifacts, eye movements, etc.), 189 special care was taken during data preprocessing to subtract as much as possible these 190 artifacts from raw MEG data. 191 Continuous MEG data were first preprocessed off-line using the temporal signal space 192 separation (tSSS) method (correlation coefficient: 0.9 and the segment length of the temporal 193 projection set equal to the file length) to subtract external interferences, to correct for head 194 movements, and to dampen movement artifacts induced by reading aloud (Taulu et al., 2005; 195 Taulu and Simola, 2006) . To further suppress heartbeat, eye-blink, and eye-movement 196 artifacts, 30 independent components were evaluated from the MEG data low-pass filtered at 197 25 Hz using FastICA algorithm (dimension reduction, 30; non-linearity, tanh) (Hyvärinen et 198 al., 2001; Vigario et al., 2000) . Independent components displaying a correlation exceeding 199 0.15 with any EOG or ECG signals were subtracted from MEG data. The mean ± SD of 200 rejected components was 7.2 ± 1.4 (read), 5.1 ± 1.8 (listen), 4.9 ± 2.0 (rest), and 5 ± 2.0 201 (playback). Finally, when the maximum MEG amplitude exceeded 5 pT (magnetometers) or 202 1 pT/cm (gradiometers), data within one second before and after the excessive amplitude 203 were marked as artifact-contaminated to avoid analysis of MEG data compromised by any 204 other artifact source that would not have been removed by the temporal signal space 205 separation or independent component analysis. 
Coherence analysis 210
To perform frequency and coherence analyses, continuous data obtained in all 211 conditions (listen, playback, read and rest) were split into 2-s epochs with 1.6-s epoch 212 overlap, leading to a frequency resolution of 0.5 Hz (Bortel and Sovka, 2014) . MEG epochs 213 containing periods marked as artifact contaminated were discarded from further analyses.
214
Also, for each participant, only the minimum amount of epochs across all conditions was 215 used for subsequent analyses. These steps led to 703±45 artifact-free epochs of MEG and 216 voice envelope signals for each participant and condition.
217
Coherence is an extension of Pearson correlation coefficient to the frequency domain 218 that determines the degree of coupling between two signals, providing a number between 0 219 (no linear dependency) and 1 (perfect linear dependency) for each frequency (Halliday, 220 1995). Coherence was previously used to assess the coupling between voice and brain signals 221 at the frequencies corresponding to phrasal/sentential (<1 Hz) and syllable (4-8 Hz) rates 222 (Bourguignon et al., 2013; Luo and Poeppel, 2007; Molinaro and Lizarazu, 2017; Peelle et 223 al., 2013; Poeppel, 2003; Vander Ghinst et al., 2016) .
224
Coherence was first estimated at the sensor level. Data from gradiometer pairs were 225 combined in the direction of maximum coherence as done in Bourguignon et al. (2015) .
226
Coherence at phrasal/sentential level was taken at the frequency bin corresponding to 0.5 Hz, 227 and coherence at syllable level was taken as the mean across coherence at frequency bins 228 comprised in 4-8 Hz.
229
Coherence was also evaluated at the source level using a beamformer approach since 230 this method has a high sensitivity to activity coming from locations of interest while 231 attenuating external interferences such as reading-induced head movement, eye movements, 232 or muscle artifacts (Hillebrand et al., 2005) Gramfort et al., 2014) and further reduced to its two first principal components. Finally, 238 coherence maps were produced within the computed source space at 0.5 Hz and 4-8 Hz using 239 Dynamic Imaging of Coherent Sources (DICS) (Gross et al., 2001) , and further interpolated 240 onto a 1-mm grid. Both planar gradiometers and magnetometers were used for inverse 241 modeling after dividing each sensor signal by its noise variance. Despite the fact that raw 242 magnetometer signals are considered noisier than planar gradiometers, in the framework of 243 signal space separation, signals from both sensor types are reconstructed from the same inner Ashburner and Friston, 1999) and then applied to individual MRIs and coherence maps. This 259 procedure generated a normalized coherence map in the MNI space with 1-mm cubic voxels 260 for each subject, condition and frequency of interest (i.e., 0.5 Hz and 4-8 Hz). Group-level 261 maps were obtained by averaging the normalized coherence maps across participants and 262 conditions. 263 2.6. Directionality assessment 264 The directionality of the coupling between the voice signals and the activity within 265 brain areas displaying a significant local maximum of coherence (see 2.8.), was assessed with 266 renormalized partial directed coherence (rPDC) (Schelter et al., 2009 (Schelter et al., , 2006 . To this aim, the 267 time-course of brain electrical activity within these brain areas was estimated with the 268 beamformer described in 2.5., in the direction maximizing the coherence with speech 277 In the read condition, there was a discrepancy between sensor and source-level results
Partial coherence to control for artifacts
278
(see Results section). In the sensor space, strong artifacts at the edge of the sensor array 279 obscured the 4-8-Hz speech brain tracking. In the source space, artifacts were present but 280 genuine speech brain tracking in auditory cortices was clearly visible thanks to the use of the 281 beamformer approach. To verify that this discrepancy pertained to that beamformer did 282 effectively dampen artifacts-and hence strengthen results derived from source-space data-, 283 we estimated the coherence between speech temporal envelope and MEG signals while 284 partialling out the contribution of MEG signals recorded at sensors on the edge of the sensor 285 array.
286
The following analysis was performed separately at 0.5 Hz and 4-8 Hz. For each 287 gradiometer pair on the edge of the sensor array (23 in total), we estimated the orientation in 288 the 2-d space spanned by both gradiometer signals (Bourguignon et al., 2015) yielding the 289 maximum coherence with speech temporal envelope. Partial coherence was then estimated 290 between speech temporal envelope and all gradiometer signals (again optimizing on the 291 orientation within all pairs) while partialling out edge gradiometer signal in its optimal 292 orientation (Halliday, 1995) . This led to as many sensor distribution of partial coherence as 293 there are edge gradiometer pairs. For each sensor, we retained the minimum partial coherence 294 value across all these edge gradiometer pairs. The coordinates of significant local coherence maxima were statistically compared 330 between conditions (listen vs. playback, listen vs. read, and playback vs. read) using the 331 location-comparison approach proposed by Bourguignon et al. (2017) . This method uses a 332 bootstrap procedure (Efron, 1979) to estimate the sample distribution of coordinates of the 333 two local coherence maxima under comparison and tests the null hypothesis that the distance 334 between them is zero. Briefly, we generated 1000 group-level maps of the conditions under 335 assessment by random bootstrapping from the individual maps, and identified the coordinates 336 of the local maxima closest to the genuine maxima location. The resulting sample distribution 337 of coordinate difference was then submitted to a multivariate location test evaluating the 338 probability that this difference is zero (Bourguignon et al., 2017) . That test tightly relates to 339 the multivariate test (Hotelling, 1931) and assumes that the sample distribution of 340 coordinates difference is normal.
341
For one local maximum, we further tested the-a posteriori-hypothesis that its 342 bootstrap coordinate distribution was bimodal rather than unimodal, suggesting that two 343 separate sources would contribute to that single local maximum. As a first step, we built a 344 map of bootstrap source density with 1-mm cubic voxels, which we will denote D(r) with r = 345 (x,y,z) indexing voxels. D(r) was initially set to be uniformly 0, and for each bootstrap source 346 coordinate, we added a value 1 at the corresponding voxel. D(r) was further smoothed with a 347 5-mm FWHM gaussian kernel. We then used matlab fminsearch function to fit two models to In the read condition, participants read at a pace of 158 ± 17 words per min (mean ± 401 SD). This pace was not significantly different from the one they heard in the listen condition 402 (t 16 = 1.26, p = 0.23). 
414
Coherence in the sensor space was significant in all participants and conditions at 0.5 415 Hz, and in 13 (listen), 12 (playback), and 17 (read) out of 17 participants at 4-8 Hz. Note that 416 the detection rate of significant coherence in the read condition has likely been inflated by 417 the presence of artifacts inherent to speech production. did not overshadow coherence local maxima related to genuine speech brain tracking (see 432 Figure 2A and Table 1 for peak coordinates and coherence values).
433
The speech brain tracking elicited by the read condition appeared to be different from 434 that during listening conditions at both 0.5 Hz and 4-8 Hz. We focus below on the 435 comparison between read and listen, but similar results were obtained from the comparison 436 between read and playback.
437
At 0.5 Hz, right-hemisphere local coherence maxima in read and listen were distant 438 of only 3 mm, a distance that was not statistically significant (F 3,998 = 0.052, p = 0.98). In the 439 left hemisphere, they were distant of 19 mm, which, surprisingly, was not deemed 440 statistically significant either (F 3,998 = 1.41, p = 0.24). Detailed analyses revealed that this 441 lack of significance pertained to that coordinates of local coherence maxima in the listen 442 condition had a bimodal -rather than unimodal -distribution, which hampered the At 0.5 Hz there was a main effect of condition on coherence level (F 2,32 = 8.10, p = 467 0.0014), no significant main effect of hemisphere (F 1,16 = 0.20, p = 0.66), and no significant 468 interaction (F 2,32 = 1.95, p = 0.16). Post-hoc t-tests revealed that coherence values in listen 469 (0.092 ± 0.039, mean ± SD of the mean coherence across hemispheres) and playback (0.090 470 ± 0.046) did not differ significantly (t 16 = 0.21, p = 0.84), while values in read (0.057 ± 471 20 0.022) were significantly lower than those in listen (t 16 = 3.95, p = 0.0012) and playback (t 16 472 = 3.47, p = 0.0031).
473
At 4-8 Hz there was a main effect of condition on coherence level (F 2,32 = 16.6, p < 474 0.0001), no significant main effect of hemisphere (F 1,16 = 2.23, p = 0.15), and no significant 475 interaction (F 2,32 = 0.06, p = 0.94). Post-hoc t-tests revealed that coherence values in listen 476 (0.0183 ± 0.0052) and playback (0.0191 ± 0.052) did not differ significantly (t 16 = 0.58, p = 477 0.57), while values in read (0.0294 ± 0.0086) were significantly higher than those in listen 478 (t 16 = 4.28, p = 0.0006) and playback (t 16 = 4.37, p = 0.0005). 
Directionality results
480
rPDC was used to separate the relative contributions to speech brain tracking of 481 signals reacting to speech (i.e., external feedback monitoring system) and signals preceding 482 speech (i.e., internal speech monitoring system).
483 Figure 3 presents rPDC values in all conditions.
484 Table 2 details the number of participants displaying significant rPDC in all 485 conditions, directions and frequency of interest.
486
Paired t-tests revealed that rPDC was systematically higher in the speech → brain 487 direction than in the brain → speech direction (ps < 0.05) except at 0.5 Hz in the left 488 hemisphere in the read condition (t 16 = 1.61, p = 0.13).
489
The ANOVA assessment of rPDC values was performed with factors condition 490 (listen, playback and read) and hemisphere (left and right) separately at 0.5 Hz and 4-8 Hz, 491 and for the two coupling directions. There was a significant main effect of condition on 492 speech → brain rPDC at 0.5 Hz (F 2,32 = 4.66, p = 0.017) explained by that values in read 493 (10.8 ± 7.2, mean ± SD of the mean rPDC across hemispheres) were lower than those in 494 listen (16.9 ± 7.9; t 16 = 2.70, p = 0.016) and playback (17.0 ± 11.9; t 16 = 3.45, p = 0.0033), 495 while the two latter did not differ significantly (t 16 = 0.063, p = 0.95). There was also a 496 21 significant effect of condition on brain → speech rPDC at 4-8 Hz (F 2,32 = 8.43, p = 0.0011) 497 explained by that values in read (2.75 ± 0.74) were higher than those in listen (2.06 ± 0.38; 498 t 16 = 2.90, p = 0.011) and playback (2.02 ± 0.38; t 16 = 3.50, p = 0.0030), while two latter did 499 not differ significantly (t 16 = 0.30, p = 0.77). There were no other significant main effects or 500 interactions (ps > 0.1).
501
As it is unclear how artifacts contributed to these results, we repeated the rPDC 502 analysis between speech temporal envelope and signals from a sensor that picked up strong Figure 4 illustrates speech brain tracking in sensor space controlled for artifacts in 510 edge sensors using partial coherence. It is noteworthy that in read condition, artifacts were 511 substantially suppressed by using partial coherence, while coherence at bilateral auditory 512 cortices was essentially preserved. Moreover, partial coherence values were quite faithful to 513 the source-space coherence values, as can be seen in group-level values displayed in Table 1 514 (similarity in source coherence and sensor partial coherence values). hemisphere (F 1,16 = 1.27, p = 0.28), and no significant interaction (F 2,32 = 0.57, p = 0.57).
520
Partial coherence values in read (0.0292 ± 0.0106, mean ± SD of the mean coherence across 521 22 hemispheres) were higher than those in listen (0.0157 ± 0.0049; t 16 = 4.38, p = 0.0005) and 522 playback (0.0158 ± 0.0046; t 16 = 4.41, p = 0.0004), while two latter did not differ 523 significantly (t 16 = 0.14, p = 0.89).
524 525
Discussion
526
This study demonstrates that during reading aloud, the speaker's brain tracks the slow 527 temporal fluctuations of speech output. The auditory cortex tracks sentence/phrase structure 528 (<1 Hz) while parietal operculum tracks syllable structure (4-8 Hz). It also brings novel 529 insights into the neural bases of speech production monitoring systems while reading aloud. 530 531 4.1. Speech brain tracking at frequencies <1 Hz 532 We found that <1-Hz speech brain tracking was attenuated during self-produced , 2002; Numminen et al., 1999; Numminen and Curio, 1999) . Such 540 attenuation is absent when the auditory feedback is altered (e.g., pitch-shifted or alien speech 541 feedback) (Heinks-Maldonado et al., 2006 , 2005 .
542
Our results also indicate that <1-Hz speech brain tracking while reading aloud is 543 dominated by the speech feedback monitoring system. Indeed, both reading and listening 544 gave rise to similarly low level of <1-Hz brain → speech coupling, which we posit, is the 545 hallmark of reliance on forward models. Note that the significant brain → speech coupling 546 23 observed in ~30% of the subjects was most likely spurious, i.e., related to the fact that, in 547 directionality assessment, strong coupling in one direction generates spurious coupling in the 548 other direction (Faes et al., 2010) .
549
Our results also shed light on the neural network involved in monitoring <1-Hz 550 fluctuations in speech temporal envelope. During speech listening, this network seems to 551 include the STAC and cortex around pSTS, while it only involves the STAC during reading 552 aloud. This suggests that during self-generated speech, sensory feedback at phrasal/sentential 553 level is mainly processed at early auditory cortices. 554 555
Speech brain tracking at 4-8 Hz
556
At 4-8 Hz, speech brain tracking was stronger when reading aloud than during 557 passive listening and it peaked in different cortical areas, i.e., STAC during listening and 558 parietal operculum during reading aloud. Tracking was mainly driven by the speech → brain 559 contribution during reading aloud similarly to the listening conditions. There was however a 560 significant enhancement in brain → speech coupling during reading compared with listening 561 conditions.
562
In humans, speech temporal envelope essentially fluctuates at 2-10 Hz, peaking at ~5 , 2012) . This coupling phenomenon was driven by the mouth movement repetition rate 572 during syllable mouthing and peaked at the individual spontaneous movement rate (i.e., self-573 paced rate of syllable articulation: ~2-3 Hz). It is therefore probably analogous (for a detailed 574 discussion, see Bourguignon et al., n.d.) to the previously described cortico-kinematic 575 coherence (CKC) phenomenon, which is the coupling between the kinematics of finger or toe 576 movements and the activity in the SM1 cortex corresponding to the moved limb 577 (Bourguignon et al., 2012 (Bourguignon et al., , 2011 Marty et al., 2015; Marty et al., 2015; Piitulainen et al., 578 2015) . CKC indeed occurs at movement frequency (and harmonics), which is rather similarly 579 visible in the rectified surface electromyogram and other kinematic-related signals such as 580 acceleration, force and pressure (Piitulainen et al., 2013) . Of note, CKC is mainly driven by 581 proprioceptive afferents to SM1 cortex (Bourguignon et al., 2015; Piitulainen et al., 2013) .
582
Accordingly, our data suggests that during connected speech production, self-generated 583 proprioceptive and auditory information resulting from syllable production are monitored in 584 ventral SM1 cortex. In particular, the multimodal (i.e., somatosensory and auditory) nature of 585 such speech-related sensory monitoring at SM1 cortex is supported by the rather low 586 correlation between rhythmical lip movement and auditory speech temporal envelope during 587 speech production (see, e.g., Bourguignon et al., 2018; Chandrasekaran et al., 2009; Park et 588 al., 2016) . The observed frequency-specific auditory feedback monitoring at SM1 cortex is in 589 agreement with the external feedback monitoring system and the sensorimotor transformation 590 theories of speech (Cogan et al., 2014; Hickok, 2012; Houde and Chang, 2015) . Critically, 591 the present study suggests that the neocortical areas involved in 4-8 Hz speech brain tracking 592 are different during speech perception and production, which brings novel major insights into 593 the neural bases of speech external feedback monitoring systems. Finally, the fact that the 4-594 8-Hz brain → speech coupling was significantly enhanced during reading (compared to 595 listening) also suggests that the brain does generate internal representations of self-produced 596 25 syllabic sounds, as put forward by the predictive coding theory (Friston, 2010) . Importantly, 597 the motor origin of this effect supports the notion that, in this frequency band, the brain 598 computes the time-course of the to-be-produced articulation. First, there was no difference between listen and playback conditions in any of the 602 tested aspects of speech brain tracking. This implies that the effects we uncovered (i) were 603 not influenced by priming about upcoming speech content (intrinsic to playback) and (ii) not 604 linked to a difference in speech rhythm between listen and read. 605 Second, neurophysiological mechanisms involved in overt language production are 606 typically difficult to explore using MEG due to multiple sources of high-amplitude artifacts 607 (e.g., head and jaw movements, muscular activity, etc.) that contaminate brain signals (see, 608 e.g., Simmonds et al., 2014) . Here, we used tSSS, ICA and threshold-based artifact rejection 609 to remove these artifacts from brain signals. We then reconstructed brain activity with a 610 minimum variance beamformer, an approach that specifically passes activity coming from 611 locations of interest while cancelling external interferences (Hillebrand et al., 2005) . Still, 612 sensor and source speech brain tracking in the production condition indicated the presence of 613 remaining movement artifacts characterized by coherence values comparable to genuine 614 speech brain tracking/coherence values. It is therefore probable that these artifacts were mild 615 and hence not suppressed by tSSS, ICA or beamforming.
616
Beyond attempting to suppress artifacts, we conducted two control analyses designed in the reading condition may have been shifted by the artifacts remaining in sensor data.
631
Invasive electrophysiological recordings are warranted to identify the exact cortical network 632 involved in tracking of self-produced speech, and specifically, to determine the relative 633 contribution of STAC and parietal operculum.
634
Despite these limitations that warrant to take the results of this study with some 635 caution, we demonstrate that the speech brain tracking observed at <1 Hz during listen and 636 read is rather similar in terms of brain areas and tracking level. Furthermore, the results 637 obtained at 4-8 Hz during read are in line with those previously reported by Ruspantini et al.
638
(2012) during syllable production. These data therefore suggest the existence of common 639 speech brain tracking phenomena during self-generated speech production accompanying 640 reading aloud and perception while listening to somebody reading a text aloud. The 641 generalization of these findings to production and perception of natural speech (e.g., during 642 natural conversation) warrants further investigations. Still, this study represents a first step 643 towards the understanding of the neural bases and functional aspects of speech brain tracking 644 during speech production. 
Conclusions
647
This study demonstrates that, during reading aloud, the reader's brain tracks the slow 648 temporal structure of the self-generated speech. The auditory cortex tracks phrases/sentences 649 and the parietal operculum tracks syllables. Data also suggests that both tracking mainly 650 engage feedback monitoring system, but with increased involvement of internal speech Table 2 . 875 Number of subjects displaying significant renormalized partial directed coherence (rPDC). level. The color scale is tailored to each coherence map: it ranges from 0 to its maximum 890 (indicated in between brain images). Bottom-Individual (gray) and group-averaged (black) 891 coherence spectra at the local maxima of coherence. 
