In this paper, we focus on hierarchical multiobjective stochastic linear programming problems (HMOSLP) where multiple decision makers in a hierarchical organization have their own multiple objective linear functions together with common linear constraints. In order to deal with HMOSLP, a probability maximization model is applied. By considering the conflict between permissible objective levels and the values of the corresponding probability function in a probability maximization model, it is assumed that each of the decision maker specifies not his/her own permissible objective levels but the membership functions of both his/her own permissible objective levels and the corresponding probability functions. After eliciting membership functions, the interactive algorithm to obtain a satisfactory solution is proposed through the fuzzy decision, in which the hierarchical decision structure is reflected through the decision power and the proper balance between permissible objective levels and the corresponding probability function is attained. Interactive processes are demonstrated by means of an illustrative numerical example.
Introduction
In the real-world decision making situations, it is often required that the goal of the overall system is achieved in the hierarchical structure, where many decision makers who belong to its sections or divisions are in action to seek their own goals independently and are affected each other. The Stackelberg games 1, 8 can be regarded as multilevel programming problems with multiple decision makers. Although many kinds of techniques to obtain a Stackelberg solution have been proposed, almost all of such techniques are unfortunately not efficient in computational aspects.
In order to circumvent the computation inefficiency to obtain such a Stackelberg solution and the paradox that the lower level decision power often dominates the upper level decision power, Lai, 3 Shih et al. 7 and Lee et al. 4 introduced concepts of memberships of optimalities and degrees of decision powers and proposed fuzzy approaches to multilevel linear programming problems 9 under the assumption that the decision makers are not noncooperative but cooperative each other in the hierarchical decision situations.
On the other hand, in the actual decision making situations, the decision makers often encounter difficulties to deal with vague information or uncertain data. Sakawa and the others 6 formulated multiobjective linear programming problems with random variable coefficients using the transformation techniques of a probability maximization model. However, using a probability maximization model, it is necessary that, in advance, the decision maker specifies permissible levels for objective functions in his/her subjective manner. It seems to be very difficult to specify such values in advance, because there exist conflicts between permissible levels and the corresponding probability function values. In order to cope with such conflicts in a probability maximization model, Yano and Matsui 10 proposed fuzzy approaches to multiobjective stochastic linear programming problems.
In this paper, we focus on hierarchical multiobjective stochastic linear programming problems, and propose an interactive algorithm to obtain a satisfactory solution of the multiple decision makers in a hierarchical decision making structure. In the proposed method, by considering the conflict between the permissible objective levels and the value of the corresponding probability function in a probability maximization model, it is assumed that each of the decision maker specifies not his/her permissible objective levels but the membership functions of both his/her permissible objective levels and the corresponding probability function in a probability maximization model. After eliciting membership functions, through the fuzzy decision, a satisfactory solution is obtained based on the linear programming technique.
A Fuzzy Approach for Hierarchical Multiobjective Stochastic Linear Programming Problems
We consider the following hierarchical multiobjective stochastic linear programming problem (HMOSLP), where each of the decision makers (DM r , r = 1, · · · , q) has his/her own multiple objective linear functions together with common linear constraints, and random variable coefficients are involved in each objective function.
[HMOSLP] first level decision maker : DM 1
subject to
vector, A is m × n coefficient matrix, and each objective function of DM r , r = 1, · · · , q is defined bȳ
wherec rℓ , ℓ = 1, · · · , k r are n dimensional random variable row vectors, α rℓ , ℓ = 1, · · · , k r are random variables, andt rℓ is a random variable whose cumulative distribution function T rℓ (·) is assumed to be strictly monotone increasing and continuous. Similar to the formulations of multilevel linear programming problems proposed by Lee and Shih, 4 it is assumed that the upper level decision makers make their decisions with consideration of the overall benefits for the hierarchical organization, although they can take priority for their objective functions over the lower level decision makers.
In order to deal with HMOSLP, we adopt stochastic linear programming techniques for HMOSLP. For the objectives in HMOSLP, we substitute the minimization ofz rℓ (x) for the maximization of the probability thatz rℓ (x) is less than or equal to a certain permissible objective level f rℓ . Such a probability p rℓ (x, f r,ℓ ) can be defined as follows.
where Pr(·) denotes a probability measure, ω is an event, and z rℓ (x, ω) is a realization of the random objective functionz rℓ (x) under the occurrence of each elementary event ω. Each of the decision makers (DM r , r = 1, · · · , q) subjectively specifies certain permissible objective levels:
Then, HMOSLP can be transformed to the following probability maximization model called HMOSLP1(f).
Under the assumption that c 2 rℓ x + α 2 rℓ > 0, r = 1, · · · , q, ℓ = 1, · · · , k r , using cumulative distribution function T rℓ (·), the objective function p rℓ (x, f rℓ ) in HMOSLP1(f ) is expressed as follows.
In order to deal with HMOSLP1(f), we introduce Pareto optimal solution concept called P-Pareto optimal solution. Definition 1. x * ∈ X is said to be a P-Pareto optimal solution to HMOSLP1(f ), if and only if there is no x ∈ X such that p rℓ (x, f rℓ ) ≥ p rℓ (x * , f rℓ ), r = 1, · · · , q, ℓ = 1, · · · , k r , with strict inequality holding for at least one r and ℓ.
Sakawa et al.
6 formulated a probability maximization model for multiobjective stochastic programming problems, and proposed an interactive method to obtain a satisfactory solution of the decision maker. In their interactive method, after the decision maker specifies permissible objective levels for each objective function, the candidate of the satisfactory solution is obtained from among M-Pareto optimal solution set. However, in general, the decision maker seems to prefer not only the less value of permissible objective level, but also the larger value of the corresponding probability function. Since these values conflict with each other, the less values of permissible objective level results in the less value of the corresponding probability function. In order to circumvent such difficulties, Yano and Matsui
10
proposed fuzzy approaches for multiobjective stochastic linear programming problems. From a similar point of view, in this paper, we propose a fuzzy approach for HMOSLP. Considering conflicts between permissible objective levels and the values of the corresponding probability functions in a probability maximization model, the following multiobjective programming problem can be regarded as a natural extension of HMOSLP1(f).
[HMOSLP2] first level decision maker :
It should be noted here that a permissible objective level f rℓ is not a constant value but a decision variable.
Considering the imprecise nature of the decision maker's judgment, it is natural to assume that the decision maker have a fuzzy goal for each objective function in HMOSLP2. In this section, it is assumed that such fuzzy goals can be quantified by eliciting the corresponding membership functions. Let us denote a membership function of probability function p rℓ (x, f rℓ ) as µ p rℓ (p rℓ (x, f rℓ )), and a membership function of permissible objective level f rℓ as µ f rℓ (f rℓ ) respectively. Then, HMOSLP2 can be transformed to the following multiobjective programming problem.
[HMOSLP3] first level decision maker :
Throughout this section, we make the assumptions that µ f rℓ (f rℓ ), r = 1, · · · , q, ℓ = 1, · · · , k r are strictly monotone decreasing and continuous with respect to f rℓ , and µ p rℓ (p rℓ (x, f rℓ )), r = 1, · · · , q, ℓ = 1, · · · , k r are strictly monotone increasing and continuous with respect to p rℓ (x, f rℓ ).
For example, we can define the interval for µ p rℓ (p rℓ (x, f rℓ )) as follows. Considering the individual minimum and maximum of E(z rℓ (x)), the decision maker (DM r ) subjectively specifies a sufficiently satisfactory maximum value f rℓmin and an unacceptable minimum value f rℓmax . Then, the interval for µ f rℓ (f rℓ ) is defined as:
Corresponding to the interval F rℓ , denote the interval for µ p rℓ (p rℓ (x, f rℓ )) as:
where p rℓmin is an unacceptable maximum value and p rℓmax is a sufficiently satisfactory minimum value. p rℓmax can be obtained by solving the following optimization problem.
It should be noted here that the above problem is equivalent to the following linear fractional programming problem 2 because distribution function T (·) is strictly monotone increasing and continuous. max x∈X
On the other hand, in order to obtain p rℓmin , we first solve
and denote the corresponding optimal solution as x rℓ . Using the optimal solutions x rℓ , r = 1, · · · , q, ℓ = 1, · · · , k r , p rℓmin can be obtained as follows.
If the decision makers adopt the fuzzy decision 5 as an aggregation operator in order to integrate the membership functions in HMOSLP3, a satisfactory solution is obtained by solving the following maxmin problem.
[MAXMIN1]
It should be noted here that, in general, the optimal solution of MAXMIN1 does not reflect the hierarchical structure between q decision makers where the upper level decision maker can take priority for his/her cumulative distribution functions over the lower level decision makers. In order to cope with such a hierarchical preference structure between q decision makers in MAXMIN1, we introduce the concept of the decision power 
for the inequality constraints (14) and (15) in MAXMIN1, where the r-th level decision maker (DM r ) can specify the decision power w r+1 in his/her subjective manner and the last decision maker (DM q ) has no decision power. In order to reflect the hierarchical preference structure between multiple decision makers, the decision powers w = (w 1 , · · · , w q ) T have to satisfy the following inequality condition.
Then, the corresponding modified MAXMIN1 is reformulated as follows.
[MAXMIN2(w)] max x∈X,f rℓ ∈F rℓ ,r=1,··· ,q,ℓ=1,··· ,kr ,λ∈ [0, 1] λ
Since µ p rℓ (p rℓ (x, f rℓ )) is strictly monotone increasing and continuous and c 2 rℓ x + α 2 rℓ > 0, the constraints (19) can be transformed as follows.
where µ rℓ (·) are pseudo-inverse functions with respect to µ p rℓ (·) and T rℓ (·) respectively. Moreover, it holds that f rℓ ≤ µ −1 f rℓ (λw r ), because µ f rℓ (f rℓ ) is strictly monotone decreasing and continuous and the constraints (20). As a result, the constraint (21) can be reduced to the following inequality where a permissible objective level f rℓ is removed.
Then, MAXMIN2(w) is equivalently transformed to the following problem.
It should be noted here that the constraints (24) can be reduced to a set of linear inequalities for some fixed value λ ∈ [0, 1]. This means that an optimal solution (x * , λ * ) of MAXMIN3(w) is obtained by combined use of the bisection method with respect to λ and the first-phase of the two-phase simplex method of linear programming.
The relationship between the optimal solution (x * , λ * ) of MAXMIN3(w) and P-Pareto optimal solutions can be characterized by the following theorem. Theorem 1.
If (x * , λ * ) is a unique optimal solution of MAXMIN3(w), then x * ∈ X is a P-Pareto optimal solution to HMOSLP1(f * ), where
Since an optimal solution (x * , λ * ) satisfies the constraints (24), it holds that
Assume that x * ∈ X is not a P-Pareto optimal solution to HMOSLP1(f * ),
with strict inequality holding for at least one r and ℓ. Then there exists x ∈ X such that
which contradicts the fact that (x * , λ * ) is a unique optimal solution of MAXMIN3(w).
After calculating the optimal value λ * of MAXMIN3(w) on the basis of linear programming, one of the corresponding optimal solutions x * can be obtained by solving the following linear fractional programming problem.
Using the Charnes-Cooper transformation,
LFP(w, λ * ) can be transformed to the linear programming problem.
where δ > 0 is a sufficiently small and positive constant number. Strictly speaking, in order to guarantee that the optimal solution (y * , s * ) to LP(w, λ * ) is unique, Pareto optimality test 6 should be done.
An Interactive Algorithm
After obtaining the optimal solution (x * , λ * ) by solving MAXMIN3(w) on the basis of linear programming, each decision maker (DM r ) must either be satisfied with the current values of his/her membership functions µ f rℓ (µ
or update his/her decision power w r+1 . Now, we can construct the interactive algorithm to derive the satisfactory solution of multiple decision makers (DM r , r = 1, · · · , q) in a hierarchical organization from among P-Pareto optimal solution set for HMOSLP1(f ).
Step 1 Considering the individual minimum and maximum of E(z rℓ (x)), r = 1, · · · , q, ℓ = 1, · · · , k r , each decision maker (DM r ) subjectively specifies a sufficiently satisfactory maximum value f rℓmin and an unacceptable minimum value f rℓmax . On the interval F rℓ = [f rℓmin , f rℓmax ], DM r sets his/her membership functions µ f rℓ (f rℓ ), ℓ = 1, · · · , k r .
Step 2: Corresponding to the interval F rℓ = [f rℓmin , f rℓmax ], compute an unacceptable maximum value p rℓmin and a sufficiently satisfactory minimum value p rℓmax by solving the optimization problems (9) and (12). On the interval P rℓ (F rℓ ) = [p rℓmin , p rℓmax ], DM r sets his/her membership func-
Step 3: Set the initial decision powers as w r = 1, r = 1, · · · , q.
Step 4: Solve MAXMIN3(w) using the bisection method and the phase one of the two-phase simplex method to obtain the optimal value λ * .
Step 5: For the optimal value λ * of MAXMIN3(w), solve LP(w, λ * ) and obtain the corresponding optimal solution (y * , v * ). (y * , v * ) is equivalently transformed to the optimal solution x * to MAXMIN3(w).
Step 6:
If each of the decision makers (DM r , r = 1, · · · , q − 1) is satisfied with the current values of his/her membership func-
Otherwise, let the s-th level decision maker (DM s ) be the uppermost of the decision makers who are not satisfied with the current values of his/her membership functions µ f rℓ (µ
Considering the current values, DM s updates his/her decision power w s+1 according to the following rule, and return to Step 4. Rule : When the decision maker (DM s ) updates his/her decision power w s+1 , w s+1 ≤ w s must be satisfied in order to guarantee the inequality conditions (17). After updating w s+1 , if there exists some index t > s + 1 such that w s+1 < w t , then the corresponding decision power w t is set as w t ← w s+1 .
It should be noted here that, when the decision maker (DM s ) updates his/her decision power w s+1 according to the above rule at Step 6, the membership functions µ f rℓ (µ
(λ * w r ))), ℓ = 1, · · · , k r , r = 1, · · · , s will be improved by the less value of the decision power w s+1 at the expense of the other membership functions
A Numerical Example
In order to demonstrate the proposed method and the interactive processes, we consider the following hierarchical two-objective stochastic linear programming problem under three hypothetical decision makers.
[HMOSLP] first level decision maker : DM 1 minz 11 (x) = (c 1 2 3 2 2 1 2 1 2 1 a 1 12 -2 4 -7 13 -1 -6 6 11 -8 a 2 -2 5 3 16 6 -12 12 4 -7 -10 a 3 3 -16 -4 -8 -8 2 -12 -12 4 -3 a 4 -11 6 -5 9 -1 8 -4 6 -9 6 a 5 -4 7 -6 -5 13 6 -2 -5 14 -6 a 6 5 -3 14 -3 -9 -7 4 -4 -5 9 a 7 -3 -4 -6 9 6 18 11 -9 -4 7
T is the decision column vector, a i , i = 1, · · · , 7, c 1 rℓ , c 2 rℓ , r = 1, 2, 3, ℓ = 1, 2 are the constant coefficient row vectors which are shown in Table 1 , and α 
Conclusions
In this paper, we have formulated hierarchical multiobjective linear stochastic programming problems (HMOSLP) and proposed an interactive algorithm to obtain a satisfactory solution of multiple decision makers in a hierarchical decision structure. In order to deal with HMOSLP, a probability maximization model is adopted. In the proposed method, each of the decision maker specifies not permissible objective levels but membership functions of both permissible objective levels and the corresponding probability functions. As a result, it is expected that a proper balance between a permissible objective level and the corresponding probability function will be attained at any candidate of the satisfactory solution. Moreover, it is also expected that, by introducing the concept of the decision power, a hierarchical decision structure between multiple decision makers will be reflected at the satisfactory solution. Applications of the proposed method will require further investigation.
