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1. Introduction
The classical inverse problem of the calculus of variations consists in determining whether or not
a given system of explicit second order differential equations (SODE)
q¨i = Γi(t, qj , q˙j), i, j = 1, . . . , n
is equivalent to a system of Euler-Lagrange equations
d
dt
∂L
∂q˙i
− ∂L
∂qi
= 0 ,
for a regular Lagrangian L(t, q, q˙) to be determined, in which case we say that the SODE is varia-
tional. The question can be rewritten in the following form: Is it possible to find a regular matrix
gij(t, q, q˙) (the so-called multipliers) such that the system
(1) gij(q¨
j − Γj(t, q, q˙)) = d
dt
∂L
∂q˙i
− ∂L
∂qi
1
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admits a regular solution L? This problem has a long history, which dates back to the end of the
19th century. For a historical review see [24]. The first case to be solved was the case n = 1, which is
always variational [32]. The next case, n = 2, was solved by Douglas in [15], using techniques which
were difficult to extend to higher dimensional cases. There are many approaches to the problem, see
for instance the characterization in terms of the existence of a Poincare´-Cartan two-form [12, 14].
In [5] we gave a new characterization of the inverse problem in terms of Lagrangian submanifolds,
which will be reviewed later in Section 2.
In this paper we explore the inverse problem for discrete systems given by second order difference
equations (SOdE). We are particularly interested in the case when such systems are numerical
integrators for a continuous system, and therefore it will be common to find them written in implicit
form. In the discrete case an implicit system of second order difference equations will be given by a
submanifold M ⊂ Q ×Q ×Q. Assume that the submanifold M can be described as the vanishing
of functions Φi(qk−1, qk, qk+1), i = 1, . . . , n, such that the matrix
(
∂Φ
∂qk+1
)
is regular. Then a natural
discrete formulation of the classical inverse problem would be to ask whether or not it is possible to
find a regular discrete Lagrangian Ld : Q×Q −→ R such that both systems
Φ(qk−1, qk, qk+1) = 0 and D1Ld(qk, qk+1) +D2Ld(qk−1, qk) = 0
admit the same solutions. A different version of the problem, which is concerned with the equality
Φ(qk−1, qk, qk+1) = D1Ld(qk, qk+1) +D2Ld(qk−1, qk)
has been addressed in [8, 11, 22].
We regard this paper as a first step to introduce variationality as an important geometric property
to detect in the study of the qualitative and quantitative behaviour of different numerical methods,
mainly for constrained systems. If a system of second order differential equations could admit a
variational description then automatically it inherits some geometric properties, for instance preser-
vation of energy and symplecticity. Of course, a good geometric integrator should take into account
these preservation properties.
The paper is organized as follows. In Section 2 we recall two different characterizations of the
variationality of a continuous SODE, one in terms of the existence of a Legendre transformation
and one in terms of the existence of a Poincare´-Cartan two-form. In Section 2.1 we provide an
implicit version of one of these characterizations of variational SODEs, namely the one in terms
of the existence of a Legendre transformation, given in [5]. This section is included because such
results are not available in the literature to our best knowledge. In Section 3 we introduce discrete
mechanics and provide definitions of discrete variational SOdEs both in the explicit and implicit
cases (in Sections 3.2 and 3.3 respectively). We also prove discrete analogues of the characterizations
of variationality already known in the continuous case, and recalled in Section 2. In Section 4 we
show the transition between a discrete variational SOdE and a continuous variational SODE in
both directions. In Section 5 we show how the existence of two alternative Lagrangian formulations
for a discrete SOdE can lead to constants of motion, in a similar way to the continuous case. In
Section 6 we introduce the notion of discrete variational SOdE with constraints, replacing Lagrangian
submanifolds by isotropic ones, and we prove an analogue of the characterization given in terms of
the Poincare´-Cartan two-form. Since we have a notion of constrained variational second order
system, both in the continuous and discrete cases, we expect that keeping the variational property
from a continuous variational SODE to its discretization will be advantageous. For example, the
rolling disk provides a constrained variational SODE. By an appropriate choice of discretization of
the Lagrangian function and the constraints we can obtain a discrete variational SOdE from the
DLA algorithm in [10]. This implies that we can perform an extension of the isotropic submanifold
to a Lagrangian one as in [5], and obtain energy functions that are approximately preserved by the
discrete flow using backward error analysis.
2. The inverse problem of the calculus of variations
A SODE Γ on a tangent bundle TQ is a vector field Γ ∈ X(TQ) such that TτQ(Γ(vq)) = vq for
all vq ∈ TqQ, where τQ : TQ→ Q is the canonical projection. In local coordinates (q, q˙) on TQ, the
integral curves of Γ,
c : I → TQ, t ∈ I → c(t) = (qi(t), q˙i(t)) ,
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satisfy the system of differential equations
dqi
dt
= q˙i,
dq˙i
dt
= Γi(q, q˙) ,
which is equivalent to the explicit system of second order differential equations
(2)
d2qi(t)
dt2
= Γi
(
q(t),
dq(t)
dt
)
.
Locally we have Γ = q˙i
∂
∂qi
+ Γi(q, q˙)
∂
∂q˙i
.
An example of SODE arises from a system of Euler-Lagrange equations, which can be defined
from a Lagrangian function L : TQ −→ R using Hamilton’s variational principle, see more details
in [1]. Consider the action functional
J : C2(q0, q1, [a, b]) −→ R
c 7−→
∫ b
a
L(c(t), c˙(t)) dt ,
where
C2(q0, q1, [a, b]) =
{
c : [a, b] ⊆ R −→ Q
∣∣∣ c ∈ C2([a, b]), c(a) = q0, c(b) = q1} .
Hamilton’s variational principle states that the critical points of J are the trajectories of the
Lagrangian system, which coincide with the solutions of the Euler-Lagrange equations
(3)
d
dt
(
∂L
∂q˙i
)
− ∂L
∂qi
= 0, 1 ≤ i ≤ n = dimQ .
If the Lagrangian is regular, that is,
(
∂2L
∂q˙i∂q˙j
)
is regular, then (3) can be written as a SODE on TQ.
In this case we can also use the Legendre transformation to obtain the corresponding Hamiltonian
formulation of the problem.
Definition 2.1. Let L be a Lagrangian function on TQ. The fiber derivative
LegL : TQ −→ T ∗Q
vq 7−→ LegL(vq) ,
defined by
〈LegL(vq), wq〉 =
d
dt
∣∣∣∣
t=0
L(vq + twq)
is known as the Legendre transformation of L. Locally LegL(q
i, q˙j) = (qi, pj =
∂L
∂q˙j
).
If the Legendre transformation is a local diffeomorphism then the Lagrangian is regular. A SODE
Γ is variational if the second order differential equations (2) are equivalent to the Euler-Lagrange
equations (3) for some regular Lagrangian L : TQ→ R.
Let ωQ be the canonical symplectic form on T
∗Q, dTωQ = −[∗ωQ(ωT ∗Q) and [ωQ : X(T ∗Q) −→
Ω1(T ∗Q) denote the contraction map [ωQ(X) = iXωQ. The inverse map of [ωQ , if exists, it is denoted
by ]ωQ .
In [5, Theorem 4.2] we provided the following result, which gives a characterization of the inverse
problem in terms of the existence of a Legendre transformation.
Theorem 2.2. A SODE Γ on TQ is variational if and only if there exists a local diffeomorphism
F : TQ −→ T ∗Q of fibre bundles over Q such that Im(TF ◦ Γ) is a Lagrangian submanifold of the
symplectic manifold (TT ∗Q, dTωQ).
TTQ
TF // TT ∗Q
τT∗Q

TQ
Γ
OO
F //
TF◦Γ
<<
T ∗Q
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Let V (TQ) denote the set of all vertical vector fields for τQ : TQ→ Q, that is, V (TQ) = Ker(TτQ).
An alternative characterization of variational SODE was given in [12] in terms of the existence of a
Poincare´-Cartan two-form, see also [2]. The precise result is the following.
Theorem 2.3. A SODE Γ on TQ is variational if and only if there exists a two-form Ω on TQ of
maximal rank such that
(i) dΩ = 0,
(ii) Ω(v1, v2) = 0 for all v1, v2 ∈ V (TQ),
(iii) LΓΩ = 0.
In Section 3.2 we will provide an analogue of this result for the discrete case.
2.1. The continuous implicit case. Now we will generalize the approach from Theorem 2.2 to
the case in which the second order system is given in implicit form because, to our best knowledge, it
cannot be found in the literature. In the implicit case, the SODE on TQ is replaced by a submanifold
of TTQ.
Let T (2)Q denote the second order tangent bundle of Q and it can also be interpreted as a
submanifold of TTQ as follows
T (2)Q = {v ∈ TTQ : TτQ(v) = τTQ(v)} .
Consider now an implicit system of second order differential equations given by a submanifold
M ⊂ T (2)Q. Assume M is defined by the vanishing of functions
(4) Φi(q, q˙, q¨) = 0, i = 1, . . . , n ,
such that C :=
(
∂Φ
∂q¨
)
is regular. We will now derive Helmholtz conditions for the problem of finding
a regular Lagrangian L such that the systems
Φi(q, q˙, q¨) = 0 and
d
dt
(
∂L
∂q˙i
)
− ∂L
∂qi
= 0 , i = 1, . . . , n,
have the same solutions (in which case we call the system variational). Emulating the explicit case,
we aim for a local diffeomorphism over the identity F : TQ → T ∗Q such that TF (M) ⊂ TT ∗Q is
a Lagrangian submanifold of (TT ∗Q, dTωQ). If (q, p, q˙, p˙) denote fibered coordinates on TT ∗Q then
locally dTωQ = dq ∧ dp˙+ dq˙ ∧ dp. The submanifold TF (M) is locally given by(
qi, Fi(q, q˙), q˙
i,
∂Fi
∂qj
q˙j +
∂Fi
∂q˙j
q¨j
)
plus the condition Φi(q, q˙, q¨) = 0 for all i = 1, . . . , n. If we write ωTF = (TF )
∗dTωQ then locally
ωTF = dq
i ∧ d
(
∂Fi
∂qj
q˙j +
∂Fi
∂q˙j
q¨j
)
+ dq˙i ∧ dFi
=
(
∂2Fi
∂qk∂qj
q˙j +
∂2Fi
∂qk∂q˙j
q¨j
)
dqi ∧ dqk
+
(
∂2Fi
∂q˙k∂qj
q˙j +
∂Fi
∂qk
+
∂2Fi
∂q˙k∂q˙j
q¨j − ∂Fk
∂qi
)
dqi ∧ dq˙k
+
∂Fi
∂q˙k
dqi ∧ dq¨k + ∂Fi
∂q˙k
dq˙i ∧ dq˙k .
The condition that TF (M) be a Lagrangian submanifold of TT ∗Q is equivalent to the condition
(TF ◦ iM )∗dTωQ = 0 and can be written as ωTF (X,Y ) = 0 for all X,Y ∈ X(M). Therefore we
compute a local basis for X(M), by imposing that X ∈ X(T (2)Q) satisfies dΦ(X) = 0, and we get
Ai =
∂
∂qi
− ∂Φ
j
∂qi
(C−1)kj
∂
∂q¨k
, Bi =
∂
∂q˙i
− ∂Φ
j
∂q˙i
(C−1)kj
∂
∂q¨k
,
where C−1 is the inverse matrix of
(
∂Φ
∂q¨
)
. Finally the implicit Helmholtz conditions
ωTF (Bi, Bj) = 0, ωTF (Ai, Bj) = 0 and ωTF (Ai, Aj) = 0
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are respectively given by
∂Fi
∂q˙j
=
∂Fj
∂q˙i
,(5)
∂2Fi
∂q˙j∂qk
q˙k +
∂Fi
∂qj
+
∂2Fi
∂q˙j∂q˙k
q¨k − ∂Fj
∂qi
=
∂Fi
∂q˙k
∂Φr
∂q˙j
(C−1)kr ,(6)
∂2Fi
∂qj∂qk
q˙k +
∂2Fi
∂qj∂q˙k
q¨k − ∂Fi
∂q˙k
∂Φr
∂qj
(C−1)kr =
∂2Fj
∂qi∂qk
q˙k +
∂2Fj
∂qi∂q˙k
q¨k − ∂Fj
∂q˙k
∂Φr
∂qi
(C−1)kr .(7)
Using the implicit function theorem to write q¨i = Γi(q, q˙) in appropriate neighborhoods, we have
that the Helmholtz conditions (5)-(7) are equivalent to (4) being variational.
Remark 2.4. Notice that for the system Φj = q¨j − Γj(q, q˙), j = 1, . . . , n, the matrix C is the
identity matrix and conditions (11)-(13) in [5] are recovered. Those conditions were proved to be
equivalent to the classical Helmholtz conditions [15].
Next we will see a very simple example that clearly shows the difference between the version of
the inverse problem that we are discussing now, namely the multiplier version in (1), and the first
version of the question raised by Helmholtz [35]. His question was whether or not it is possible to
find a regular Lagrangian L such that
(8) Φi(q, q˙, q¨) =
d
dt
(
∂L
∂q˙i
)
− ∂L
∂qi
, i = 1, . . . , n ,
where now Φi = δijΦ
j are regarded as the components of a covector. He provided a set of necessary
and sufficient conditions for (8) to hold, namely,
∂Φi
∂q¨j
− ∂Φj
∂q¨i
= 0 ,(9)
∂Φi
∂qj
− ∂Φj
∂qi
− 1
2
d
dt
(
∂Φi
∂q˙j
− ∂Φj
∂q˙i
)
= 0 ,(10)
∂Φi
∂q˙j
+
∂Φj
∂q˙i
− d
dt
(
∂Φi
∂q¨j
+
∂Φj
∂q¨i
)
= 0 ,(11)
which are also known as Helmholtz conditions.
Example 2.5. Consider the system
Φ1 = e
x¨−x − 1 = 0 , Φ2 = y¨ − y = 0 ,
which is clearly implicit variational in the sense that its solutions coincide with the solutions to the
Euler-Lagrange equations for the regular Lagrangian L = 12
(
x˙2 + y˙2 + x2 + y2
)
.
Notice that, as it should be, the implicit Helmholtz conditions (5)-(7) admit solutions, for instance
F1 =
∂L
∂x˙ = x˙, F2 =
∂L
∂y˙ = y˙.
On the other hand, the original Helmholtz conditions, which can be directly checked on Φ, are
not satisfied. Indeed, replacing Φ in (11), we note that
2
∂Φ2
∂x˙
− 2 d
dt
∂Φ1
∂x¨
= −2 d
dt
ex¨−x = −2ex¨−x(x˙− ...x )
does not identically vanish.
3. Discrete inverse problem
In this section we will extend the above results for variational SODEs in the continuous setting to
the discrete one. We will consider separately the explicit case, in which the second order difference
equation is given as a map
Γ : Q×Q −→ Q×Q×Q×Q
(qk−1, qk) 7−→ (qk−1, qk, qk, Γ˜(qk−1, qk)) ,
and the implicit case, in which the second order difference equation is given as a submanifold M of
Q×Q×Q, satisfying some regularity condition.
First we will give a brief introduction to discrete mechanics.
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3.1. Introduction to discrete mechanics. We will consider Q × Q as a discrete version of TQ
and therefore Q×Q×Q×Q as a discrete analogue of TTQ, see [28]. Instead of curves on Q, the
solutions are replaced by sequences of points on Q. If we fix some N ∈ N then we use the notation
Cd(Q) =
{
qd : {k}Nk=0 −→ Q
}
for the set of possible solutions, which can be identified with the manifold Q× (N+1)· · · ×Q. Define a
functional, the discrete action map, on the space of sequences Cd(Q) by
Sd(qd) =
N−1∑
k=0
Ld(qk, qk+1), qd ∈ Cd(Q) .
If we consider variations of qd with fixed end points q0 and qN and extremize Sd over q1, . . . , qN−1,
we obtain the discrete Euler-Lagrange equations (DEL equations for short)
(12) D1Ld(qk, qk+1) +D2Ld(qk−1, qk) = 0 for all k = 1, . . . , N ,
where D1Ld(qk−1, qk) ∈ T ∗qk−1Q and D2Ld(qk−1, qk) ∈ T ∗qkQ correspond to dLd(qk−1, qk) under the
identification T ∗(qk−1,qk)(Q×Q) ∼= T ∗qk−1Q× T ∗qkQ.
If Ld is regular, that is, D12Ld is regular, then we obtain a well defined discrete Lagrangian map
FLd : Q×Q −→ Q×Q
(qk−1, qk) 7−→ (qk, qk+1(qk−1, qk)) ,
where qk+1 is the unique solution of (12) for the given pair (qk−1, qk). We can further assure that
the discrete Lagrangian map is invertible so that it is possible to write qk−1 = qk−1(qk, qk+1), see
[28, Theorem 1.5.1].
In this setting we can define two discrete Legendre transformations
F+Ld,F−Ld : Q×Q −→ T ∗Q ,
since each projection is equally eligible for the base point. They can be defined as
F+Ld(qk−1, qk) = (qk, D2Ld(qk−1, qk)) ,
F−Ld(qk−1, qk) = (qk−1,−D1Ld(qk−1, qk)) .
It holds that (F+Ld)∗ωQ = (F−Ld)∗ωQ =: ΩLd , with local expression
ΩLd(qk−1, qk) =
∂2Ld
∂qik−1∂q
j
k
dqik−1 ∧ dqjk .
We can also define the evolution of the discrete system on the Hamiltonian side, F˜Ld : T
∗Q −→
T ∗Q, by any of the formulas
F˜Ld = F
+Ld ◦ (F−Ld)−1 = F+Ld ◦ FLd ◦ (F+Ld)−1 = F−Ld ◦ FLd ◦ (F−Ld)−1 ,
because of the commutativity of the following diagram:
(qk−1, qk)
FLd //
F+Ld %%
(qk, qk+1)
F−Ld
yy F+Ld ''
FLd // (qk+1, qk+2)
F−Ld
ww
(qk, pk)
F˜Ld
// (qk+1, pk+1)
The discrete Hamiltonian map F˜Ld : (T
∗Q,ωQ) −→ (T ∗Q,ωQ) is symplectic. Therefore the sub-
manifold
(qk, pk, qk+1, pk+1) =
(
qk,F−Ld(qk, qk+1), qk+1,F−Ld(qk+1, qk+2)
)
=
(
qk,F+Ld(qk−1, qk), qk+1,F+Ld(qk, qk+1)
)
is Lagrangian in (T ∗Q × T ∗Q,ΩQ), where ΩQ := β∗T ∗QωQ − α∗T ∗QωQ is a symplectic form and
αT ∗Q, βT ∗Q : T
∗Q×T ∗Q −→ T ∗Q denote the projections onto the first and second factor respectively.
So far we have taken as the starting point a discrete Lagrangian Ld : Q × Q −→ R. However,
if we start with a continuous Lagrangian and take an appropriate discrete Lagrangian then the
DEL equations become a geometric integrator for the continuous Euler-Lagrange system, known
as a variational integrator. Hence, given a regular Lagrangian function L : TQ −→ R, we define
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a discrete Lagrangian Ld : Q × Q × R −→ R as an approximation to the action of the continuous
Lagrangian. More precisely, for a regular Lagrangian L, and appropriate h, q0, q1, we can define the
exact discrete Lagrangian as
LEd (q0, q1, h) =
∫ h
0
L(q0,1(t), q˙0,1(t))dt ,
where q0,1(t) is the unique solution of the Euler-Lagrange equations for L satisfying q0,1(0) = q0 and
q0,1(h) = q1, see [20, 27]. Then for a sufficiently small h, the solutions of the DEL equations for L
E
d
lie on the solutions of the Euler-Lagrange equations for L, see [28, Theorem 1.6.4].
In practice, LEd (q0, q1, h) will not be explicitly given. Therefore we will take
Ld(q0, q1, h) ≈ LEd (q0, q1, h) ,
using some quadrature rule. We obtain symplectic integrators in this way, see [30].
3.2. Discrete inverse problem for explicit second order difference equations. We will
consider Q×Q as a discrete version of TQ and therefore Q×Q×Q×Q as a discrete analogue of
TTQ [28]. The discrete second order submanifold is given by
Q¨d = {γd ∈ (Q×Q)× (Q×Q) : αQ ◦ βQ×Q(γd) = βQ ◦ αQ×Q(γd)} ∼= Q×Q×Q ,
where αQ, βQ : Q × Q −→ Q are the projections onto the first and second factor respectively, and
analogously for αQ×Q, βQ×Q : (Q×Q)× (Q×Q) −→ Q×Q.
A map Γ : Q×Q −→ Q¨d ⊂ (Q×Q)× (Q×Q) satisfying αQ×Q ◦ Γ = Id will be referred to as an
explicit second order difference equation (SOdE for short).
Definition 3.1. The explicit second order difference equation qk+1 = Γ˜(qk−1, qk) is variational if
and only if there is a regular discrete Lagrangian Ld : Q×Q −→ R such that both systems
qk+1 = Γ˜(qk−1, qk) and D1Ld(qk, qk+1) +D2Ld(qk−1, qk) = 0
admit the same solutions.
To avoid technical difficulties we are assuming that (qk−1, qk) and (qk, Γ˜(qk−1, qk)) belong to the
same neighborhood where Ld is defined.
Consider first αQ : Q×Q −→ Q as playing the role of τQ : TQ −→ Q in the discrete case (later
in Proposition 3.6 we will see that we could also have chosen βQ : Q×Q −→ Q as a discretization).
For a given explicit second order difference equation qk+1 = Γ˜(qk−1, qk) and a local diffeomorphism
F : Q × Q −→ T ∗Q over the identity, we define γF,Γ := (F × F ) ◦ Γ as shown in the following
commutative diagram:
Q×Q×Q×Q F×F // T ∗Q× T ∗Q
αT∗Q

Q×Q
Γ
OO
F //
γF,Γ
44
αQ
&&
T ∗Q
piQ
yy
Q
For (qk−1, qk) ∈ Q×Q the diagram is the following:
(qk−1, qk, qk, Γ˜(qk−1, qk))
F×F // (qk−1, F (qk−1, qk), qk, F (qk, Γ˜(qk−1, qk)))
αT∗Q

(qk−1, qk)
Γ
OO
F //
γF,Γ
22
(qk−1, F (qk−1, qk))
Observe that the image of F is written as (qk−1, F (qk−1, qk)) to stress that the base point of the
covector is qk−1.
Let ωQ = −dθQ denote the canonical symplectic form on T ∗Q and consider on T ∗Q × T ∗Q the
symplectic form ΩQ := β
∗
T ∗QωQ − α∗T ∗QωQ.
Proposition 3.2. The second order difference equation qk+1 = Γ˜(qk−1, qk) is variational if and only
if there is a local diffeomorphism F : Q×Q −→ T ∗Q satisfying αQ = piQ ◦F and such that Im(γF,Γ)
is a Lagrangian submanifold of (T ∗Q× T ∗Q,ΩQ).
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Proof. Assume there is an F as in the statement. Then Im(γF,Γ) is a submanifold of half the
dimension of T ∗Q × T ∗Q and the isotropy condition γ∗F,ΓΩQ = 0 is satisfied, since Im(γF,Γ) is a
Lagrangian submanifold. Since
γ∗F,ΓΩQ = −d((βT ∗Q ◦ γF,Γ)∗θQ − (αT ∗Q ◦ γF,Γ)∗θQ)
is an exact two-form on Q×Q, by the Poincare´ lemma the condition γ∗F,ΓΩQ = 0 implies
(βT ∗Q ◦ γF,Γ)∗θQ − (αT ∗Q ◦ γF,Γ)∗θQ = dLd
for a locally defined map Ld : Q×Q −→ R, called the discrete Lagrangian.
In local coordinates we get
−Fi(qk−1, qk)dqik−1 + Fi(qk, Γ˜(qk−1, qk))dqik =
∂Ld
∂qik−1
(qk−1, qk)dqik−1 +
∂Ld
∂qik
(qk−1, qk)dqik ,
that is, D1Ld(qk−1, qk) = −F (qk−1, qk) and D2Ld(qk−1, qk) = F (qk, Γ˜(qk−1, qk)). In particular F =
F−Ld and the admissibility condition F (qk, qk+1) = F (qk, Γ˜(qk−1, qk)) gives the discrete Euler-
Lagrange equations −D1Ld(qk, qk+1) = D2Ld(qk−1, qk), see [23, Section 3.2].
Assume now that qk+1 = Γ˜(qk−1, qk) is variational. Then we define F (qk−1, qk) = −D1Ld(qk−1, qk)
to get
{D1Ld(qk, qk+1) +D2Ld(qk−1, qk) = 0} ≡
{
qk+1 = Γ˜(qk−1, qk)
}
≡
{
−D1Ld(qk, qk+1) = −D1Ld(qk, Γ˜(qk−1, qk))
}
,
which implies
−D2Ld(qk−1, qk) = D1Ld(qk, Γ˜(qk−1, qk)) .
Here we have used the notation {X(qk−1, qk, qk+1) = 0} ≡ {Y (qk−1, qk, qk+1) = 0} to denote that the
solutions of the equations X(qk−1, qk, qk+1) = 0 and Y (qk−1, qk, qk+1) = 0 coincide. Then Im(γF,Γ)
is given by(
qk−1,−D1Ld(qk−1, qk), qk,−D1Ld(qk, Γ˜(qk−1, qk))
)
= (qk−1,−D1Ld(qk−1, qk), qk, D2Ld(qk−1, qk))
which is clearly a Lagrangian submanifold of (T ∗Q× T ∗Q,ΩQ).
Remark 3.3. Notice that we can equivalently work with Lagrangian submanifolds of T ∗(Q × Q).
First consider the symplectomorphism
Ψ : (T ∗(Q×Q), ωQ×Q) −→ (T ∗Q× T ∗Q,ΩQ)
(αq0 , αq1) 7−→ (−αq0 , αq1)
and define the one-form Ψ−1 ◦γF,Γ on Q×Q. Then the variationality is equivalent to requiring that
Ψ−1◦γF,Γ be closed, that is, that Im(Ψ−1◦γF,Γ) be a Lagrangian submanifold of (T ∗(Q×Q), ωQ×Q).
If we impose that Im(γF,Γ) is a Lagrangian submanifold of (T
∗Q× T ∗Q,ΩQ) for a given SOdE Γ
then we get the following conditions on F :
∂Fi
∂Qj1
(qk−1, qk) =
∂Fj
∂Qi1
(qk−1, qk) ,(13)
∂Fi
∂Qj2
(qk−1, qk) +
∂Fj
∂Ql2
(qk,Γk−1,k)
∂Γl
∂qik−1
= 0 ,(14)
∂Fi
∂Qj1
(qk,Γk−1,k) +
∂Fi
∂Ql2
(qk,Γk−1,k)
∂Γl
∂qjk
=
∂Fj
∂Qi1
(qk,Γk−1,k) +
∂Fj
∂Ql2
(qk,Γk−1,k)
∂Γl
∂qik
,(15)
where Γk−1,k is short notation for Γ(qk−1, qk) and ∂/∂Q1, ∂/∂Q2 denote partial derivatives with
respect to the first and second slot respectively. When the evaluation point is (qk−1, qk) we will
usually omit it and use ∂/∂qk−1, ∂/∂qk instead of ∂/∂Q1, ∂/∂Q2, for instance ∂Γ
l
∂qik−1
= ∂Γ
l
∂Qi1
(qk−1, qk).
We will refer to these equations as discrete Helmholtz conditions.
Since we are assuming Γ : U −→ U × U , for some open subset U ⊂ Q × Q, using (13) the last
condition can be reduced to
(16)
∂Fi
∂Ql2
(qk,Γk−1,k)
∂Γl
∂qjk
=
∂Fj
∂Ql2
(qk,Γk−1,k)
∂Γl
∂qik
.
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Equivalently, following the Remark 3.3, the Helmholtz conditions can be written as the closedness
condition d(Ψ−1 ◦ γF,Γ) = 0.
Example 3.4 (Toy example). Consider the second order difference equation
(17) xk+1 = 2xk − xk−1, yk+1 = 2yk − yk−1 ,
which is a discretization of the variational SODE x¨ = 0, y¨ = 0. In this case we already know a
Lagrangian function for the continuous system, for instance L = 12(x˙
2 + y˙2), so we define a discrete
Lagrangian by
(18) Ld(qk−1, qk) :=
h
2
((
xk − xk−1
h
)2
+
(
yk − yk−1
h
)2)
,
where qk = (xk, yk). Then we can take F to be F−Ld, that is
F (xk−1, yk−1, xk, yk) =
(
xk−1, yk−1,
xk − xk−1
h
,
yk − yk−1
h
)
and Im(γΓ,F ), given by(
xk−1, yk−1,
xk − xk−1
h
,
yk − yk−1
h
, xk, yk,
xk − xk−1
h
,
yk − yk−1
h
)
,
is a Lagrangian submanifold of (T ∗Q×T ∗Q,ΩQ). Therefore (17) is variational, according to Propo-
sition 3.2. Indeed the Lagrangian (18) has (17) as DEL equations.
Remark 3.5. There is no preferred role between qk−1 and qk, therefore Proposition 3.2 could be
rewritten in terms of the existence of a local diffeomorphism F+ : Q × Q −→ T ∗Q satisfying
βQ = piQ ◦ F+, that is, F+(qk−1, qk) = (qk, F+(qk−1, qk)). Then we would get F+ = F+Ld. More
precisely we have the following equivalence result.
Let ΦΓ : Q×Q −→ Q×Q denote the flow of Γ, that is, ΦΓ(qk−1, qk) = (qk, Γ˜(qk−1, qk)), and let
piQ : T
∗Q −→ Q denote the canonical projection.
Proposition 3.6. There is a local diffeomorphism F : (Q × Q,αQ) −→ (T ∗Q, piQ) over the iden-
tity such that Im(γF,Γ) is a Lagrangian submanifold of (T
∗Q × T ∗Q,ΩQ) if and only if there is a
local diffeomorphism F+ : (Q × Q, βQ) −→ (T ∗Q, piQ) over the identity such that Im(γF+,Γ) is a
Lagrangian submanifold of (T ∗Q× T ∗Q,ΩQ).
Proof. If F as in the statement exists then we can define F+ = F ◦ΦΓ. Since F is a local diffeomor-
phism, from condition (14) we get that ∂Γ
l
∂qik−1
is regular, that is, ΦΓ is a local diffeomorphism and
therefore so is F+.
Q×Q×Q×Q ΦΓ×ΦΓ //
F+×F+
**
Q×Q×Q×Q F×F // T ∗Q× T ∗Q
Q×Q ΦΓ //
Γ
OO
F+
44Q×Q F //
Γ
OO
T ∗Q
On the other hand, if we impose that Im(F+ × F+) ◦ Γ is a Lagrangian submanifold, then the
condition we obtain corresponding to the vanishing of the dqk ∧ dqk−1 factor is
∂F+r
∂qjk−1
(qk−1, qk) =
(
−∂F
+
i
∂Qr1
(qk,Γk−1,k)− ∂F
+
i
∂Qs2
(qk,Γk−1,k)
∂Γs
∂qrk
+
∂F+s
∂Qi2
(qk,Γk−1,k)
∂Γs
∂qrk
)
∂Γi
∂qjk−1
,
which implies that ΦΓ is a local diffeomorphism since F
+ is a local diffeomorphism. Therefore we
can locally define F = F+ ◦ Φ−1Γ , which is also a local diffeomorphism.
Finally, from the commutativity of the above diagram, we have that Im(F+×F+)◦Γ is Lagrangian
if and only if Im(F × F ) ◦ Γ is Lagrangian.
The following result is a discrete analogue of Theorem 2.3.
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Proposition 3.7. An explicit second order difference equation Γ : Q × Q −→ Q × Q × Q × Q is
variational if and only if there is a nondegenerate two-form Ωd on Q×Q such that
(i) LdΓΩd = 0 ,
(ii) Ωd(V1, V2) = 0 for all V1, V2 ∈ Ker(TαQ) ,
(iii) dΩd = 0 ,
where LdΓΩd := (ΦΓ)∗Ωd − Ωd is regarded as a discrete analogue of the Lie derivative.
Proof. If Γ is variational then we can either use F from Proposition 3.2 or F+ from Proposition 3.6
to define the two-form Ωd := F
∗ωQ = (F+)∗ωQ, which clearly satisfies (iii) and the nondegeneracy
requirement. From its coordinate expression,
dqik−1 ∧ dFi(qk−1, qk) =
(
∂Fi
∂qjk−1
)
dqik−1 ∧ dqjk−1 +
(
∂Fi
∂qjk
)
dqik−1 ∧ dqjk
(13)
=
(
∂Fi
∂qjk
)
dqik−1 ∧ dqjk ,
condition (ii) is also clear. Finally
LdΓΩd = (ΦΓ)∗Ωd − Ωd =
(
∂Fi(qk,Γ(qk−1, qk))
∂Qj2
)
dqik ∧ dΓj −
(
∂Fi
∂qjk
)
dqik−1 ∧ dqjk
=
∂Fi
∂Ql2
(qk,Γk−1,k)
∂Γl
∂qjk
dqik ∧ dqjk
+
(
∂Fi
∂Ql2
(qk,Γk−1,k)
∂Γl
∂qjk−1
+
∂Fj
∂Qi2
(qk−1, qk)
)
dqik ∧ dqjk−1 = 0
since the discrete Helmholtz conditions (14) and (16) are satisfied by F .
Conversely, let Ω be a nondegenerate two-form on Q × Q satisfying (i)-(iii). From (iii), locally
Ω = dΘ and from (ii) Θ has the local expression
Θ = αidq
i
k−1 +
∂h
∂qik
(qk−1, qk)dqik
for a locally defined map h : Q×Q −→ R. Then take Θ¯ = Θ− dh, which satisfies Θ¯(V ) = 0 for all
V ∈ Ker(TαQ) and dΘ¯ = Ω. Then F : Q×Q −→ T ∗Q can be defined by
〈F (qk−1, qk), vqk−1〉 = 〈Θ¯(qk−1, qk), Vvqk−1 〉 for all vqk−1 ∈ TQ ,
where Vvqk−1 ∈ T(qk−1,qk)(Q×Q) is any vector satisfying TαQ(Vvqk−1 ) = vqk−1 . The first condition,
LdΓΩ = (ΦΓ)∗dΘ¯− dΘ¯ = d((ΦΓ)∗Θ¯− Θ¯) = dLdΓΘ¯ = 0 ,
implies the local existence of a discrete Lagrangian Ld : Q×Q −→ R such that LdΓΘ¯ = dLd. From
the local expression it is clear that γF,Γ = Ψ ◦ dLd. As Im(dLd) is a Lagrangian submanifold of
T ∗(Q × Q), Im(γF,Γ) is also a Lagrangian submanifold of T ∗Q × T ∗Q, that is, Γ is variational.
Finally, for Ω to be nondegenerate it is necessary to have
(
∂F
∂qk
)
nondegenerate, that is, F is a local
diffeomorphism.
Remark 3.8. The second condition in Proposition 3.7 can be replaced by
(ii)’ Ωd(V1, V2) = 0 for all V1, V2 ∈ Ker(TβQ),
which corresponds to the absence of the term dqk−1 ∧ dqk−1 instead of the term dqk ∧ dqk in Ωd.
Remark 3.9 (The one-dimensional case). In the continuous one-dimensional case, that is, when we
are given just one second order differential equation q¨ = Γ(t, q, q˙), an old result by Sonin [32] shows
that a regular Lagrangian always exists. This can be proved by showing that the only Helmholtz
condition that remains, which is ∂g∂t + q˙
∂g
∂q + Γ
∂g
∂q˙ =
∂Γ
∂q˙ g, always admits a solution g 6= 0.
In the discrete autonomous setting the only Helmholtz condition to be studied is
∂F
∂Q2
(qk−1, qk) +
∂F
∂Q2
(qk,Γ(qk−1, qk))
∂Γ
∂qk−1
(qk−1, qk) = 0 ,
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that is, the problem reduces to determining whether or not the functional equation
(19) g(y, f(x, y))
∂f
∂x
(x, y) = −g(x, y)
has a nonzero solution g for a given map f : R2 −→ R.
Assume Γ is linear, that is, qk+1 = aqk−1 + bqk for some constants a and b, with a 6= 0. Does (19)
admit a solution g 6≡ 0? We do not have a classification even for this linear case, but some positive
examples follow.
• If a = −1, then any constant g is a solution.
• If a = 1, b = 0, then g(y, x) = −g(x, y) admits a solution, for instance g(x, y) = x− y.
• If a < 0, b = 0, then g(y, ax)a = −g(x, y) admits a solution g(x, y) = 1|xy| away from xy = 0.
• If a > 0, b = 0, then g(x, y) = 1x|y| − 1y|x| is a solution away from xy ≥ 0.
• If a 6= 0, b = a3−1a , then g(x, y) = −a2Bx+By is a solution for all B 6= 0, away from (0, 0).
It would be interesting to obtain a complete classification of the variationality of second order
difference equations in low dimensions.
3.3. Discrete inverse problem for implicit second order difference equations. Now we go
back to the implicit case, where a system of second order difference equations is given by a subman-
ifold M ⊂ Q×Q×Q. We assume that M is given by the vanishing of functions Φi(qk−1, qk, qk+1),
i = 1, . . . , n, such that C :=
(
∂Φ
∂qk+1
)
is invertible. The problem then consists in deciding whether
or not the original system is equivalent to a discrete Lagrangian system.
Definition 3.10. The implicit system of second order difference equations Φi(qk−1, qk, qk+1) = 0,
i = 1, . . . , n, is variational if and only if there is a regular discrete Lagrangian Ld : Q × Q −→ R
such that both systems
Φ(qk−1, qk, qk+1) = 0 and D1Ld(qk, qk+1) +D2Ld(qk−1, qk) = 0
admit the same solutions.
Proposition 3.11. An implicit SOdE locally given by the vanishing of constraints
Φi(qk−1, qk, qk+1) = 0, i = 1, . . . , n ,
is variational if and only if there is a local diffeomorphism F : Q×Q→ T ∗Q satisfying αQ = piQ ◦F
and such that Im((F × F )|M ) is a Lagrangian submanifold of (T ∗Q× T ∗Q,ΩQ), where
M = {(qk−1, qk, qk+1) ∈ Q×Q×Q : Φ(qk−1, qk, qk+1) = 0} .
Proof. Assume first that a local diffeomorphism F with the stated properties exists. Since we have
assumed that C is regular, we can use the implicit function theorem to get for each (qk−1, qk, qk+1) ∈
M neighborhoods U of (qk−1, qk), V of qk+1 and Γ˜ : U −→ V such that
{(qk−1, qk, qk+1) ∈ U × V : Φ(qk−1, qk, qk+1) = 0}
≡
{
(qk−1, qk, qk+1) ∈ U × V : qk+1 = Γ˜(qk−1, qk)
}
≡
{
(qk−1, qk, qk+1) ∈ U × V : F (qk, qk+1)− F (qk, Γ˜(qk−1, qk)) = 0
}
≡ {(qk−1, qk, qk+1) ∈ U × V : D1Ld(qk, qk+1) +D2Ld(qk−1, qk) = 0}
for some locally defined Lagrangian Ld, as explained in Section 3.2.
Now assume Φ(qk−1, qk, qk+1) = 0 is variational, that is, the two sets of equations
Φ(qk−1, qk, qk+1) = 0 and D1Ld(qk, qk+1) +D2Ld(qk−1, qk) = 0 ,
have the same solutions for some locally defined Lagrangian Ld. If we choose
F (qk−1, qk) = −D1Ld(qk−1, qk)
then we have
{D1Ld(qk, qk+1) +D2Ld(qk−1, qk) = 0} ≡ {Φ(qk−1, qk, qk+1) = 0}
≡
{
qk+1 = Γ˜(qk−1, qk)
}
≡
{
−D1Ld(qk, qk+1) = −D1Ld(qk, Γ˜(qk−1, qk))
}
which implies
−D2Ld(qk−1, qk) = D1Ld(qk, Γ˜(qk−1, qk)) .
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Then (F × F )(M) is locally given by(
qk−1,−D1Ld(qk−1, qk), qk,−D1Ld(qk, Γ˜(qk−1, qk))
)
= (qk−1,−D1Ld(qk−1, qk), qk, D2Ld(qk−1, qk))
which is clearly Lagrangian in (T ∗Q× T ∗Q,ΩQ).
In [5] the Helmholtz conditions for explicit SODEs are derived using Lagrangian submanifolds, as
recalled at the beginning of Section 2. For an implicit SODE we can also derive Helmholtz conditions
using Lagrangian submanifolds, as described in Section 2.1. Analogously now we can obtain the
implicit discrete Helmholtz conditions.
The submanifold (F × F )(M) is locally given by
(qk−1, F (qk−1, qk), qk, F (qk, qk+1))
plus the condition Φi(qk−1, qk, qk+1) = 0 for all i = 1, . . . , n. If we write ω˜ = (F × F )∗ΩQ then
locally
ω˜ = dFi(qk, qk+1) ∧ dqik − dFi(qk−1, qk) ∧ dqik−1
=
∂Fi
∂Qj1
(qk, qk+1)dq
j
k ∧ dqik +
∂Fi
∂Qj2
(qk, qk+1)dq
j
k+1 ∧ dqik
− ∂Fi
∂Qj1
(qk−1, qk)dq
j
k−1 ∧ dqik−1 −
∂Fi
∂Qj2
(qk−1, qk)dq
j
k ∧ dqik−1 .
Then the condition that (F ×F )(M) be a Lagrangian submanifold of (T ∗Q×T ∗Q,ΩQ) is equivalent
to the condition ((F × F ) ◦ iM )∗ΩQ = 0 and can be written as ω˜(X,Y ) = 0 for all X,Y ∈ X(M).
Therefore we will compute a local basis for X(M). By imposing that X ∈ X(Q × Q × Q) satisfies
dΦ(X) = 0 we get
Ai =
∂
∂qik−1
− ∂Φ
j
∂qik−1
(C−1)rj
∂
∂qrk+1
, Bi =
∂
∂qik
− ∂Φ
j
∂qik
(C−1)rj
∂
∂qrk+1
,
where C−1 denotes the inverse matrix of C =
(
∂Φ
∂qk+1
)
. Finally the implicit discrete Helmholtz
conditions
ω˜(Ai, Aj) = 0, ω˜(Ai, Bj) = 0 and ω˜(Bi, Bj) = 0
are respectively given by
∂Fi
∂Qj1
(qk−1, qk) =
∂Fj
∂Qi1
(qk−1, qk) ,
∂Fj
∂Qi1
(qk, qk+1) +
∂Fj
∂Qk2
(qk, qk+1)
∂Φr
∂qik
(C−1)kr =
∂Fi
∂Qj1
(qk, qk+1) +
∂Fi
∂Qk2
(qk, qk+1)
∂Φr
∂qjk
(C−1)kr ,
∂Fi
∂Qj2
(qk−1, qk) =
∂Fj
∂Qk2
(qk, qk+1)
∂Φr
∂qik−1
(C−1)kr .
Remark 3.12. If an implicit system is variational then it is possible to find functions gij(qk−1, qk, qk+1)
such that
gij(qk−1, qk, qk+1)Φj(qk−1, qk, qk+1) = [D1Ld(qk, qk+1) +D2Ld(qk−1, qk)]i =: Gi(qk−1, qk, qk+1) ,
as shown for instance in [21]. Indeed, since
(
∂Φ
∂qk+1
)
is regular, we can consider a coordinate change
(qk−1, qk, qk+1) −→ (qik−1, qik, yi := Φi(qk−1, qk, qk+1)) ,
for which now the submanifold M defines the second order difference equation yi = 0. If we let
Gj(q
i
k−1, q
i
k, y
i) denote the function Gj expressed in the new coordinates, then we have
Gj(q
i
k−1, q
i
k, y
i) =
∫ 1
0
d
dt
Gj(qk−1, qk, ty)dt = yi
gij(qk−1,qk,qk+1)︷ ︸︸ ︷∫ 1
0
∂Gj
∂yi
(qk−1, qk, ty)dt = Φigij .
4. Correspondence between continuous and discrete variational SODEs
In this section, we will analyze the relationship between the inverse problem for discrete variational
calculus and the inverse problem of the calculus of variations in the continuous setting.
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4.1. From the continuous to the discrete setting. First we start from a continuous SODE Γ
on TQ. If it is variational then we will associate it with a discrete variational SOdE. Denote by ΦΓ
the flow of Γ,
ΦΓ : U ⊆ R× TQ→ TQ ,
where U is an open subset of R× TQ. For expository simplicity we will assume that Γ is complete
and U = R× TQ. We will use the notation ΦΓt (vq) = ΦΓ(t, vq).
Proposition 4.1. A complete SODE Γ on TQ is variational if and only if there is a local diffeo-
morphism F : TQ→ T ∗Q of fiber bundles over Q such that Im(F × F ) ◦ (Id×ΦΓt ) is a Lagrangian
submanifold of (T ∗Q× T ∗Q,ΩQ = β∗T ∗QωQ − α∗T ∗QωQ) for all t ∈ R.
Proof. According to the characterization given in [5] (and recalled in Section 2), Γ is variational if
and only if there exists a local diffeomorphism F : TQ → T ∗Q of fiber bundles over Q such that
Im(TF ◦ Γ) is a Lagrangian submanifold of (TT ∗Q, dTωQ). This is equivalent to the condition
LΓF ∗ωQ = 0
and therefore
(ΦΓt )
∗(F ∗ωQ) = F ∗ωQ .
The last equality is equivalent to the statement that Im(F×F )◦(Id×ΦΓt ) is a Lagrangian submanifold
of (T ∗Q× T ∗Q,ΩQ).
TQ× TQ F×F // T ∗Q× T ∗Q
αT∗Q

TQ
Id×ΦΓt
OO
F //
F×(F◦ΦΓt )
44
T ∗Q
Now in order to define a variational discrete second order system, we need to introduce the
exponential map associated with a second order differential equation Γ. Given a point q0 ∈ Q and
a positive real number h0, we define
expΓ(h0,q0)(vq0) = τQ((Φ
Γ
h0)(vq0)), for vq0 ∈ Tq0Q,
(assuming that Γ is complete). For h0 small enough it is possible to find an open subset U ⊆ TQ
and an open subset U of Q, with q0 ∈ U such that the map
expΓh0 : U −→ U × U ⊆ Q×Q
v 7−→ (τQ(v), expΓh0(v))
is a diffeomorphism (see [27] for details). Denote by Re
−
h0
: U × U → U the inverse map of the
diffeomorphism expΓh0 : U → U × U .
Theorem 4.2. Given a SODE Γ on TQ, define the discrete second order difference equation
Γd : U × U −→ U × U × U × U
(qk−1, qk) 7−→ (qk−1, qk, qk, (τQ ◦ ΦΓ2h ◦Re
−
h )(qk−1, qk)) .
If Γ is variational then so is Γd for h small enough.
Proof. Define Fd : U × U ⊆ Q×Q −→ T ∗Q by Fd = F ◦ Re−h , where F exists from Theorem 2.2 if
Γ is variational. Then the proof is a consequence of the commutativity of the following diagram
Q×Q×Q×Q R
e−
h ×Re
−
h // TQ× TQ F×F // T ∗Q× T ∗Q
αT∗Q

Q×Q R
e−
h //
Γd
OO
Fd
55TQ
Id×ΦΓh
OO
F //
F×(F◦ΦΓh)
44
T ∗Q
and Proposition 4.1, taking into account that
(qk, (τQ ◦ ΦΓ2h ◦Re
−
h )(qk−1, qk)) = (exp
Γ
h ◦ΦΓh ◦Re
−
h )(qk−1, qk)
= ((Re
−
h )
−1 ◦ ΦΓh ◦Re
−
h )(qk−1, qk) .
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4.2. From the discrete to the continuous setting. One of the most powerful techniques to
understand the qualitative behavior of numerical methods is backward error analysis, see [19, 31].
The idea is that a symplectic integrator applied to a Hamiltonian system can be studied using the
existence of the modified differential equation, which is a Hamiltonian system whose trajectories are
arbitrarily close to the ones of the integrator. We will turn to the Lagrangian side in this section
and will find a continuous Lagrangian system which is arbitrarily close to a given variational SOdE.
Given a variational SOdE inducing a discrete flow
Ψh(qk−1, qk) = (qk, qk+1)
depending on a small parameter h > 0, is it possible to construct a continuous Lagrangian Lh :
TQ → R, depending on h, such that the solutions q : I → Q of the corresponding Euler-Lagrange
equations satisfy
Ψh(q((k − 1)h), q(kh)) = (q(kh), q((k + 1)h)) ?
This question cannot be solved with such generality [6, 9, 31], but we will study a related problem.
The idea is to approach as much as possible the discrete flow Ψh by the map induced by a continuous
Lagrangian. Since we start from a variational SOdE, we have a corresponding discrete Lagrangian
Lhd : Q × Q −→ R. Our aim is to find, using methods of backward error analysis, a continuous
Lagrangian function such that the corresponding exact discrete Lagrangian is close to Lhd up to any
chosen order of accuracy. This implies that the flow of the corresponding continuous SODE is also
close to the original discrete system up to the same order of accuracy, see [30].
Consider a submanifold M ⊂ Q×Q×Q of dimension 2n transverse to the fibers of the projection
pr12 : Q×Q×Q −→ Q×Q
(qk−1, qk, qk+1) 7−→ (qk−1, qk) .
The transversality condition implies that M can be represented in a neighborhood U of each point
(qk−1, qk, qk+1) ∈M as a section Γd : U ⊂ Q×Q −→M ⊂ Q×Q×Q.
Assume now that we have a one-parameter family of transverse submanifolds Mh, smoothly
depending on a small parameter h ∈ (0, t), t > 0. Under these conditions, we can construct a
smooth family of sections
Γhd : Uh ⊂ Q×Q −→Mh ,
where Uh is an open subset of Q×Q, such that Γhd(qk−1, qk) = (qk−1, qk, Γ˜hd(qk−1, qk)). Denote by
d : Q×Q×Q −→ Q×Q×Q×Q
(qk−1, qk, qk+1) 7−→ (qk−1, qk, qk, qk+1)
the canonical inclusion.
Assume that it is possible to find a family of local diffeomorphisms F hd : Uh → T ∗Q with αQ =
piQ ◦ F hd , smoothly depending on h, and such that
Σh := (F
h
d × F hd )(d(Mh))
is a family of Lagrangian submanifolds of (T ∗Q × T ∗Q,ΩQ = β∗T ∗QωQ − α∗T ∗QωQ). In particular
each Γhd will be variational.
Each Lagrangian submanifold Σh defines a symplectomorphism ΨFhd ,Mh
(qk−1, pk−1) = (qk, pk) on
T ∗Q implicitly given by
pk−1 = F hd (qk−1, qk) ,(20)
pk = F
h
d (qk, Γ˜
h
d(qk−1, qk)) .(21)
Locally, this means that there exists a Lagrangian function Ld(h, qk−1, qk) = Lhd(qk−1, qk) such that
the previous equations are written as
pk−1 = −D1Lhd(qk−1, qk) ,
pk = D2L
h
d(qk−1, qk) .
Notice that graph(ΨFhd ,Mh
) = Σh. In the sequel, we will make the assumption
lim
h→0+
ΨFhd ,Mh
= IdT ∗Q ,
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which means that ΨFhd ,Mh
is close to the identity for small h. Therefore it is possible to rewrite
Equations (20) and (21) as
pk−1 = pk +
∂S(h)
∂qk−1
(qk−1, pk) ,(22)
qk = qk−1 +
∂S(h)
∂pk
(qk−1, pk) ,(23)
for a type 2 generating function S(h) whose related type 1 generating function is precisely L
h
d , see
[19, Section VI.5.1].
Define S(0) := 0 and consider a formal expansion of S(h) in powers of h
S(h)(qk−1, pk) = hS1(qk−1, pk) + h2S2(qk−1, pk) + h3S3(qk−1, pk) + . . .
For any symplectic method there is formally a Hamiltonian system, known as the modified differ-
ential equation, such that the corresponding flow, evaluated at the time step, is precisely the given
method. The Hamiltonian function appears as a formal series and for a rigorous treatment, this
series has to be truncated.
Theorem 4.3 ([6, 19]). Assume that the symplectic method ΨFhd ,Mh
: T ∗Q→ T ∗Q has a generating
function
S(h)(qk−1, pk) = hS1(qk−1, pk) + h2S2(qk−1, pk) + h3S3(qk−1, pk) + . . .
with smooth Sj(qk−1, pk), defined on an open set U¯ . Then, the modified differential equation is a
Hamiltonian system with
(24) Hh(q, p) = H(q, p) + hH2(q, p) + h
2H3(q, p) + . . .
where the functions Hj(qk−1, pk) are defined and smooth on U¯ .
The series (24) may not converge, but if we consider truncations
H
(ρ)
h (q, p) = H(q, p) + hH2(q, p) + . . .+ h
ρ−1Hρ(q, p)
of Hh(q, p) then for each ρ ∈ N we have
ΨFhd ,Mh
− ΦH
(ρ)
h
h = O(hρ+1) ,
where Φ
H
(ρ)
h
h is the flow of the Hamiltonian vector field XH(ρ)h
at time h, see [31, Chapter 10] and
references therein.
Observe that the type 2 generating function Sρ(h) corresponding to the Lagrangian submanifold
graph(Φ
H
(ρ)
h
h ) satisfies
(25) Sρ(h) − S(h) = O(hρ+1) ,
since the terms of the Hamiltonian H
(ρ)
h and the corresponding type 2 generating function series
Sρ(h)(qk−1, pk) = hS
ρ
1(qk−1, pk) + h
2Sρ2(qk−1, pk) + h
3Sρ3(qk−1, pk) + . . .
are related by derivatives of the Hamiltonian, see [19]. For instance we have
Sρ1(q, p) = H
(ρ)
h (q, p) ,
Sρ2(q, p) =
1
2
∂H
(ρ)
h
∂q
(q, p) · ∂H
(ρ)
h
∂p
(q, p) ,
· · ·
which are obtained by expanding the Hamilton-Jacobi equation corresponding to generating func-
tions of type 2, that is,
∂Sρ
∂t
(h, q, p) = H
(ρ)
h
(
q +
∂Sρ(h)
∂p
(q, p), p
)
, Sρ(0)(q, p) = 0 ,
where Sρ(h, q, p) = Sρ(h)(q, p).
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From (25) we deduce that
(26) pk
∂Sρ(h)
∂p
(qk−1, pk)− Sρ(h)(qk−1, pk)−
(
pk
∂S(h)
∂p
(qk−1, pk)− S(h)(qk−1, pk)
)
= O(hρ+1) .
Proposition 4.4. The Hamiltonian function H
(ρ)
h : T
∗Q→ R is regular, that is, the matrix(
∂2H
(ρ)
h
∂pi∂pj
)
is nondegenerate, for all ρ ∈ N and h small enough.
Proof. From the construction of H
(ρ)
h it is possible to check that, in coordinates, S1(q, p) = H(q, p).
Therefore, from (23) we have
qk = qk−1 + h
∂H
∂p
(qk−1, pk) +O(h2)
and from Equations (22) and (20) we get
pk + h
∂H
∂q
(qk−1, pk) = F hd (qk−1, qk−1 + h
∂H
∂p
(qk−1, pk)) +O(h2) .
Taking derivatives of the last expression with respect to pk, we obtain
I = h
∂F hd
∂qk
∂2H
∂p∂p
+O(h) ,
where I is the identity matrix. From it, we deduce that
∂F hd
∂qk
= O(1/h) as h→ 0
and the regularity of
(
∂2H
(ρ)
h
∂pi∂pj
)
follows.
Since H
(ρ)
h : T
∗Q→ R is regular for h small enough, it is possible to define the regular Lagrangian
functions L
(ρ)
h : TQ→ R by
L
(ρ)
h (vq) = 〈αq, vq〉 −H(ρ)h (αq) ,
where vq = FH(αq) and FH : T ∗Q→ TQ is the mapping defined by
〈FH(αq), βq〉 = d
dt
∣∣∣
t=0
H(αq + tβq)
for all αq, βq ∈ T ∗qQ.
The relation between the Lagrangian L
(ρ)
h and the type 2 generating function S
ρ
(h) is given by
pk
∂Sρ(h)
∂p
(qk−1, pk)− Sρ(h)(qk−1, pk) =
∫ h
0
L
(ρ)
h (qρ(t), q˙ρ(t)) dt ,
where qρ(t) is the unique solution of the Euler-Lagrange equations for L
(ρ)
h satisfying the boundary
conditions q(0) = qk−1 and q(h) = qk, where
pk−1 = pk +
∂Sρ(h)
∂q
(qk−1, pk) ,
qk = qk−1 +
∂Sρ(h)
∂p
(qk−1, pk) .
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Using Equation (26) we obtain
Lhd(qρ(0), qρ(h)) = L
h
d
(
qρ(0), qρ(0) +
∂Sρ(h)
∂p
(qρ(0), pρ(h))
)
= Lhd
(
qρ(0), qρ(0) +
∂S(h)
∂p
(qρ(0), pρ(h))
)
+O(hρ+1)
= pρ(h)
∂S(h)
∂p
(qρ(0), pρ(h))− S(h)(qk−1, pk) +O(hρ+1)
(26)
= pρ(h)
∂Sρ(h)
∂p
(qρ(0), pρ(h))− Sρ(h)(qρ(0), pρ(h)) +O(hρ+1)
=
∫ h
0
L
(ρ)
h (qρ(t), q˙ρ(t)) dt+O(hρ+1) .
Therefore, we have deduced that Lhd is a discrete Lagrangian of variational order ρ for L
(ρ)
h (see [34]
for a related result).
Example 4.5. Consider the second order difference equation
(27)
1
h2
(x2 − 2x1 + x0) + x1 = 0, h > 0 ,
which defines a submanifold Mh of R3. Mh corresponds to the smooth family of sections
Γhd(x0, x1) = (x0, x1, (2− h2)x1 − x0) .
We can define a family of local diffeomorphisms F hd : R× R→ T ∗R,
F hd (x0, x1) =
(
x0,
x1 − x0
h
+ hx0 + bh
)
with b ∈ R ,
which produce a family of Lagrangian submanifolds of (T ∗R × T ∗R,ΩR). The corresponding sym-
plectomorphism on T ∗Q is given by
ΨFhd ,Mh
(x0, p0) = ((1− h2)x0 + hp0 − bh2, p0 − hx0) .
Observe that limh→0+ ΨFhd ,Mh = IdT ∗R.
The type 1 generating function for the Lagrangian submanifold graph(ΨFhd ,Mh
) is
Ld(x0, x1) =
h
2
(
x1 − x0
h
)2
− 1
2
hx20 + bh(x1 − x0) ,
which has (27) as discrete Euler-Lagrange equations. The corresponding type 2 generating function
is
S(h)(x0, p1) =
h
2
(x20 + p
2
1)− h2bp1 +
b2h3
2
.
Using Theorem 4.3 we obtain a Hamiltonian function of the form
Hh(x, p) =
1
2
(x2 + p2)− h(bp+ 1
2
xp) +O(h2) .
If we take the truncation
H
(2)
h (x, p) =
1
2
(x2 + p2)− h(bp+ 1
2
xp)
we obtain the associated Lagrangian
L
(2)
h (x, x˙) =
1
8
(
4b2h2 +
(−4 + h2)x2 + 4hxx˙+ 4x˙2 + 4bh(hx+ 2x˙)) .
The corresponding exact discrete Lagrangian is
L
(2)e
d (x0, x1) =
∫ h
0
L
(2)
h (x(t), x˙(t)) dt
=
x0
2 − 2x0x1 + x12
2h
+
1
12
(−12bx0 − 5x02 + 12bx1 − 2x0x1 + x12)h+O(h3) .
Observe that
L
(2)e
d (x0, x1)− Ld(x0, x1) =
1
12
(
x0
2 − 2x0x1 + x12
)
h+O(h3) ,
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and along the solutions x(t) of the Euler-Lagrange equations for L
(2)
h we get
L
(2)e
d (x(0), x(h))− Ld(x(0), x(h)) = O(h3) .
5. Alternative Lagrangian formulations
In this section we will first recall how a class of constants of motion arises from alternative
Lagrangian formulations of a SODE, with the two alternative Lagrangians being genuinely different
in the sense that they should not differ by a constant and/or addition of a total time derivative
[13, 25]. Then we show that the same phenomenon occurs in the discrete setting.
5.1. Continuous SODEs. It is well known, see for instance [13, 25], that given a vector field Γ on
a manifold M , if we can find a (1,1)-tensor field A on M such that LΓA = 0 then also LΓAk = 0
and therefore Tr(Ak) is a constant of motion for Γ for all k.
It is possible to construct such a (1,1)-tensor field if we have the following ingredients. Assume
(M,ω) is a symplectic manifold, Γ is a Hamiltonian vector field on M with respect to ω and ω˜ is a
two-form on M such that LΓω˜ = 0. Then we can define A from the condition
(28) iX ω˜ = iA(X)ω for all X ∈ X(M) ,
that is, A(X) = (]ω ◦ [ω˜)(X).
Ω1(M)
]ω
$$
X(M)
A
//
[ω˜
::
X(M)
Then the conditions LΓω = LΓω˜ = 0 imply LΓA = 0. Indeed, taking Lie derivatives with respect to
Γ on both sides of (28) we obtain
i[Γ,X]ω˜ + iXLΓω˜ = i[Γ,A(X)]ω + iA(X)LΓω for all X ∈ X(M) ,
that is, i[Γ,X]ω˜ = i[Γ,A(X)]ω and therefore, again from (28), we get A [Γ, X] = [Γ, A(X)], that is,
LΓA = 0.
The above situation arises for instance if we have two alternative Lagrangian formulations for Γ,
with Lagrangian functions L and L˜ (see [25]). Since we do not need to make any assumptions on
the rank of the 2-form ω˜, it is enough to require that one of the Lagrangians, say L, is regular. Then
the corresponding Poincare´-Cartan two-forms ωL and ωL˜ can be used to construct the (1,1)-tensor
field A = ]ωL ◦ [ωL˜ , which satisfies LΓA = 0 since Γ is Hamiltonian with respect to both ωL and ωL˜
and therefore LΓωL = LΓωL˜ = 0.
5.2. Discrete SOdEs. Assume there are two alternative regular discrete Lagrangians Ld and L˜d
for a discrete second order difference equation Γ on Q × Q. Then we get two discrete Lagrangian
symplectic forms ΩLd and ΩL˜d [28] (equivalently, if we can find F and F˜ then from Propositon 3.7
we obtain Ωd and Ω˜d). We can define a (1,1)-tensor field Ad on Q×Q as before, from the condition
(29) iXΩ˜d = iAd(X)Ωd for all X ∈ X(Q×Q) .
Ω1(Q×Q)
]Ωd
''
X(Q×Q)
Ad
//
[Ω˜d
77
X(Q×Q)
Notice again that only the regularity of Ld is actually needed. We define the discrete Lie derivative
of Ad along Γ as
LdΓAd = Φ∗Γ ◦Ad −Ad ◦ Φ∗Γ ,
where Φ∗Γ = (Φ
−1
Γ )∗ : X(Q × Q) −→ X(Q × Q), following the simplified notation used in [1]. The
conditions LdΓΩd = LdΓΩ˜d = 0 imply, as in the continuous case, that LdΓAd = 0. Indeed, if we take
discrete Lie derivatives with respect to Γ on both sides of (29), we obtain
iΦ∗ΓXΦ
∗
ΓΩ˜d = Φ
∗
Γ(iXΩ˜d) = Φ
∗
Γ(iAdXΩd) = iΦ∗ΓAdXΦ
∗
ΓΩd ,
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which using LdΓΩd = LdΓΩ˜d = 0 becomes iΦ∗ΓXΩ˜d = iΦ∗ΓAdXΩd. Then, by definition of Ad, we
obtain that AdΦ
∗
ΓX = Φ
∗
ΓAdX. Observe that the condition AdΦ
∗
ΓX = Φ
∗
ΓAdX is equivalent to
Ad(ΦΓ)∗X = (ΦΓ)∗AdX.
Choose a basis {X1, . . . , X2n} of X(Q×Q) and write Ad(Xa) = AbaXb, (ΦΓ)∗(Xa) = φbaXb. Then
the above condition takes the form
0 = (ΦΓ)∗ ◦Ad(Xa)−Ad ◦ (ΦΓ)∗(Xa)
= (ΦΓ)∗(Aba(x)Xb(x))−Ad(φba(x)Xb(ΦΓ(x)))
= Aba(x)φcb(x)Xc(ΦΓ(x))− φba(x)Acb(ΦΓ(x))Xc(ΦΓ(x)) ,
from which we get Aba(x)φcb(x) = φba(x)Acb(ΦΓ(x)), that is, Acd(ΦΓ(x)) = (φ−1)ad(x)Aba(x)φcb(x).
Therefore the eigenvalues ofAd(x) andAd(ΦΓ(x)) coincide and in particular TrA
k
d(x) = TrA
k
d(ΦΓ(x)),
that is, TrAkd is a constant of motion for Γ.
Example 5.1. Consider the second order differential equation x¨+ x = 0 on R, that is, the SODE
Γ = x˙ ∂∂x − x ∂∂x˙ ∈ X(R2). We will find a discretization of the system, which admits two alternative
discrete Lagrangians Ld1 and Ld2, and for which Ad = ]ΩLd1 ◦ [ΩLd2 provides constants of motion.
The solutions to the continuous system are given by x(t) = a cos(t) + b sin(t), where a and b are
constants. Therefore the exponential map associated with Γ is given by
expΓ(x,h) : TQ −→ Q×Q
(x, v) 7−→ (x, x cos(h) + v sin(h))
and the flow at time h is
ΦΓh : TQ −→ TQ
(x, v) 7−→ (x cos(h) + v sin(h), v cos(h)− x sin(h)) .
Notice that for the continuous system we have the two alternative Lagrangians
L =
1
2
(x˙2 − x2) and L˜ = 1
3
x˙4 + 2x2x˙2 − x4 ,
with corresponding Legendre transformations F1(x, x˙) = (x, x˙) and F2(x, x˙) = (x,
4
3 x˙
3 + 4x2x˙).
Therefore Im(F1 ×F1) ◦ (Id×ΦΓt ) and Im(F2 ×F2) ◦ (Id×ΦΓt ) are both Lagrangian submanifolds of
(T ∗Q× T ∗Q,ΩQ). Then we can define the discrete SOdE
Γd = (exp
Γ
h × expΓh) ◦ (Id×ΦΓh) ◦Re
−
h : Q×Q −→ Q×Q×Q×Q
(x0, x1) 7−→ (x0, x1, x1, 2x1 cos(h)− x0)
and the discrete Legendre transformations Fd1 = F1◦Re−h and Fd2 = F2◦Re
−
h which, according to the
diagram in Theorem 4.2, provide Lagrangian submanifolds Im(Fd1×Fd1)◦Γd and Im(Fd2×Fd2)◦Γd
(and corresponding discrete Lagrangians Ld1 and Ld2).
The Lagrangian submanifolds Im(Fd1×Fd1) ◦Γd and Im(Fd2×Fd2) ◦Γd are given respectively by(
x0,
x1 − x0 cos(h)
sin(h)
, x1,
x1 cos(h)− x0
sin(h)
)
and
(
x0,
4
3
(
x1 − x0 cos(h)
sin(h)
)3
+ 4x20
(
x1 − x0 cos(h)
sin(h)
)
, x1,
4
3
(
x1 cos(h)− x0
sin(h)
)3
+ 4x21
(
x1 cos(h)− x0
sin(h)
))
,
from where we get
ΩLd1 =
−1
sin(h)
dx0 ∧ dx1 and ΩLd2 = −4
(
x21 − 2x0x1 cos(h) + x20
sin3(h)
)
dx0 ∧ dx1 .
Therefore we have
Ad =
4
sin2(h)
(x21 − 2x0x1 cos(h) + x20)dx0 ⊗
∂
∂x0
+
4
sin2(h)
(x21 − 2x0x1 cos(h) + x20)dx1 ⊗
∂
∂x1
and we obtain the conserved quantity x21−2x0x1 cos(h)+x20 for the SOdE Γd, which is a discretization
of the conserved quantity x˙2 + x2 for Γ.
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Although they are not needed in order to get Ad, the two discrete Lagrangians that we obtain are
Ld1(x0, x1) =
cos(h)
2 sin(h)
(
x20 + x
2
1
)− x0x1
sin(h)
,
Ld2(x0, x1) = x
4
1 cot(h)−
4
3
x0x
3
1 csc(h) +
1
3
x40 cos(2h) csc(h) sec(h) +
1
3
(x1 cot(h)− x0 csc(h))4 tan(h)
= cot(h)
(
1 +
cot2(h)
3
)
x41 −
4
3
x0x
3
1 csc
3(h) + 2x20x
2
1 cot(h) csc
2(h)− 4
3
x30x1 csc
3(h)
+ cot(h)
(
1 +
cot2(h)
3
)
x40 .
6. Variationality of discrete constrained systems
Now we will consider the case of constrained second order discrete systems. Let Md ⊂ Q × Q
be a submanifold defined by the discrete constraints qαk = ψ
α
k (q
i
k−1, q
a
k), where a, b = 1, . . . ,m < n,
α, β = m+ 1, . . . , n, and let Γd be an explicit second order difference equation on Md, that is, Γd is
a map
Γd : Md −→Md ×Md
satisfying αMd ◦Γd = Id and Im(i× i) ◦Γd ⊂ Q¨d, where Q¨d is the discrete second order submanifold
defined in Section 3.2, i : Md ↪→ Q ×Q denotes the inclusion and αMd : Md ×Md −→ Md denotes
the projection onto the first factor. Locally Γd is given by
Γd(q
i
k−1, q
a
k) = (q
i
k−1, q
a
k , q
a
k , ψ
α
k , q
a
k+1 = Γ
a(qjk−1, q
b
k)) .
We will also use the notation qkˆ = (q
a
k) for a, b = 1, . . . ,m < n and qk¯ = (q
α
k ) for α, β = m+1, . . . , n.
Given an immersion F : Md −→ T ∗Q we define γF,Γ := (F × F ) ◦ Γd, as shown in the following
commutative diagram:
Md ×Md F×F // T ∗Q× T ∗Q
αT∗Q

Md
Γd
OO
F //
γF,Γd
44
αQ|Md $$
T ∗Q
piQ
yy
Q
Definition 6.1. A SOdE Γd on Md is variational if there exists an immersion F : Md −→ T ∗Q
such that Im(γF,Γd) is an isotropic submanifold of (T
∗Q× T ∗Q,ΩQ).
The above diagram in local coordinates becomes
(qik−1, q
a
k , q
a
k , ψ
α
k ,Γ
a(qjk−1, q
b
k))
F×F // (qik−1, Fi(q
j
k−1, q
b
k), q
a
k , ψ
α
k , Fi(q
b
k, ψ
β
k ,Γ
b(qjk−1, q
b
k)))
αT∗Q

(qik−1, q
a
k)
Γd
OO
F //
γF,Γd
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(qik−1, Fi(q
j
k−1, q
b
k))
Then the condition
d
(
Fa(q
b
k, ψ
β
k ,Γ
b(qk−1, qkˆ))dq
a
k + Fα(q
b
k, ψ
β
k ,Γ
b(qk−1, qkˆ))dψ
α
k − Fi(qjk−1, qbk)dqik−1
)
= 0
gives the discrete Helmholtz conditions for constrained systems.
First we will provide an extension of Theorem 3.7 to the discrete setting with constraints. We
will need the following proposition from [18].
Proposition 6.2 ([18]). Let f : M −→ N be an immersion. For each Lagrangian submanifold
S ⊂ T ∗M we can define a Lagrangian submanifold S˜ ⊂ T ∗N by
S˜ = {µ ∈ T ∗N : f∗µ ∈ S} .
Denote the flow of an explicit constrained second order difference equation Γd : Md −→Md×Md
by ΦΓd : Md −→Md, such that ΦΓd(qk−1, qkˆ) = (qkˆ, ψk¯,Γk̂+1).
Proposition 6.3. An explicit constrained second order difference equation Γd : Md −→ Md ×Md
is variational if and only if there is a nondegenerate two-form Ωd on Md such that
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(i) LdΓdΩd = 0 ,
(ii) Ωd(V1, V2) = 0 for all V1, V2 ∈ Ker(TαQ|Md ) ,
(iii) dΩd = 0 ,
(iv) [Ωd |Ker(TαQ|Md ) is injective,
where LdΓdΩd := (ΦΓd)∗Ωd − Ωd is regarded as a discrete analogue of the Lie derivative.
Proof. The proof goes along the same lines as the analogue in [5].
If we assume that Γd is variational, we can define Ωd = d(F
∗θQ) which clearly satisfies condition
(iii). From the local expression
Ωd =
∂Fi
∂qjk−1
dqjk−1 ∧ dqik−1 +
∂Fi
∂qbk
dqbk ∧ dqik−1
condition (ii) is also clear since Ker(TαQ|Md
) = span
{
∂
∂qbk
}
. The requirement of F being an im-
mersion implies that
(
∂Fi
∂qbk
)
is of maximal rank. Thus, taking v1, v2 ∈ Ker(TαQ|Md ), v1 = v
b
1
∂
∂qbk
,
v2 = v
b
2
∂
∂qbk
such that iv1Ωd − iv2Ωd = (vb1 − vb2)
(
∂Fi
∂qbk
)
dqik−1 = 0, we obtain v1 = v2 because of the
rank condition. Therefore condition (iv) is satisfied.
Notice that
LdΓdΩd = Φ∗ΓdΩd − Ωd = dΦ∗ΓdF ∗θQ − dF ∗θQ = d(LdΓdF ∗θQ) .
In order to check condition (i) we locally compute LdΓdF ∗θQ = (F ◦ ΦΓd)∗θQ − F ∗θQ to get
LdΓdF ∗θQ = Fa(qkˆ, ψk¯,Γkˆ)dqak + Fα(qkˆ, ψk¯,Γkˆ)dψak − Fi(qk−1, qkˆ)dqik−1 ,
since (F ◦ ΦΓd)(qk−1, qkˆ) = (qkˆ, ψk¯, Fi(qkˆ, ψk¯,Γkˆ)). Note that the condition d(LdΓdF ∗θQ) = 0 is
exactly the same as requiring that Im(γF,Γd) be isotropic.
Conversely, let Ωd be a two-form on Md satisfying (i)-(iv). From (iii), locally Ωd = dΘ for a
one-form Θ on Md and from (ii) Θ has the local expression
Θ = αidq
i
k−1 +
∂h
∂qbk
(qk−1, qkˆ)dq
b
k
for a locally defined map h : Md −→ R. Define Θ¯ = Θ − dh, which satisfies Θ¯(V ) = 0 for all
V ∈ Ker(TαQ|Md ) and dΘ¯ = Ω. Then F : Md −→ T
∗Q is given by
〈F (qk−1, qkˆ), vqk−1〉 = 〈Θ¯(qk−1, qkˆ), Vvqk−1 〉 for all vqk−1 ∈ TQ,
where Vvqk−1 in TMd is any vector satisfying TαQ|Md
(Vvqk−1 ) = vqk−1 .
Since the one-form LdΓdΘ¯ = LdΓdF ∗θQ is closed, we obtain a Lagrangian submanifold Im(LdΓdF ∗θQ)
of (T ∗Md, ωMd). Using Proposition 6.2 (with N = Q × Q) we obtain a Lagrangian submanifold of
(T ∗(Q×Q), ωQ×Q), described by
˜Im(LdΓdF ∗θQ) =
{
µ ∈ T ∗(Q×Q) : i∗Mµ ∈ Im(LdΓdF ∗θQ)
}
,
where iM denotes the inclusion. In coordinates,
˜Im(LdΓdF ∗θQ) is given by(
qik−1, qkˆ, ψk¯,−Fi + Fα
∂ψαk
∂qik−1
− pα ∂ψ
α
k
∂qik−1
, Fa + Fα
∂ψαk
∂qak
− pα∂ψ
α
k
∂qak
, pα
)
.
Since Im(Ψ−1 ◦ γF,Γd) ⊂ ˜Im(LdΓdF ∗θQ), Im(γF,Γd) is an isotropic submanifold of (T ∗Q× T ∗Q,ΩQ).
Furthermore, condition (iv) implies that
(
∂Fi
∂qbk
)
has maximal rank, that is, F is an immersion.
Some natural questions that immediately arise are the following:
(i) Given a continuous variational SODE Γ on a submanifold M ⊂ TQ, find integrators Γd that
are also variational in the sense of Definition 6.1.
(ii) From the existing integrators for nonholonomic systems [10, 17, 29, 3], detect the ones that
preserve the variational property (see also [7]).
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One of the integrators mentioned in (ii) is the discrete Lagrange-d’Alembert (DLA) algorithm, de-
rived from the so-called discrete Lagrange-d’Alembert principle [10]. Given a nonholonomic system,
that is, a Lagrangian L : TQ→ R and a nonintegrable distribution D ⊂ TQ, it is necessary to choose
a discrete Lagrangian Ld and a discrete constraint space Dq ⊂ Q×Q, satisfying diag(Q×Q) ⊂ Dd
and dim(Dd) = dim(D), and defined by the annihilation of functions w
a
d : Q×Q→ R, a = 1 . . . ,m,
regarded as discretizations of the constraint one-forms. As explained in [10], these discretizations
should be chosen in a consistent way in order to get ‘a desired order of accuracy’.
The DLA integrator is then given by
D1Ld(qk, qk+1) +D2Ld(qk−1, qk) = λawa(qk) ,(30)
wad(qk, qk+1) = 0 ,(31)
where λa are Lagrange multipliers, w
a are the constraint one-forms, Ld is a discrete Lagrangian and
wad is a discretization of the contraint one-forms.
Next we will study different choices of constraints and immersions F : Md −→ T ∗Q for the
example of the vertical rolling disk.
Example 6.4 (Vertical rolling disk). The system represents a vertical disk rolling on a plane without
sliding. It is defined on the configuration space Q = S1 × S1 × R2, with coordinates (θ, ϕ, x, y),
where θ denotes the angle of self-rotation, ϕ the angle between the direction in which the disk moves
and the x-axis and (x, y) are the coordinates of the contact point. The kinetic Lagrangian is given
by L = 12(θ˙
2 + ϕ˙2 + x˙2 + y˙2), where all parameters are set to one, and the nonholonomic constraints
of rolling without sliding are x˙ = cos(ϕ)θ˙, y˙ = sin(ϕ)θ˙, which define a submanifold M ⊂ TQ.
Therefore the constraint one-forms are w1 = dx− cos(ϕ)dθ and w2 = dy − sin(ϕ)dθ.
Recall that the immersion
F1 : M −→ T ∗Q
(θ, ϕ, x, y, θ˙, ϕ˙) 7−→ (θ, ϕ, x, y, 2θ˙, ϕ˙, 0, 0)
provides an isotropic submanifold Im(TF1 ◦ Γ) of TT ∗Q, and implies that Γ is variational in the
sense of [5, Definition 5.1]. An alternative immersion is given by
F2 : M −→ T ∗Q
(θ, ϕ, x, y, θ˙, ϕ˙) 7−→
(
θ, ϕ, x, y, θ˙ϕ˙ , ϕ˙− θ˙
2
2ϕ˙2
(1 + cos(ϕ) + sin(ϕ)) , θ˙ϕ˙ ,
θ˙
ϕ˙
)
,
which also provides an isotropic submanifold Im(TF2 ◦ Γ) of TT ∗Q, see [5, Example 5.8].
Now in order to derive a DLA integrator we can choose for instance the discretizations
L
1
2
d (qk, qk+1) =
1
2
((
θk+1 − θk
h
)2
+
(
ϕk+1 − ϕk
h
)2
+
(
xk+1 − xk
h
)2
+
(
yk+1 − yk
h
)2)
,
w1d(qk, qk+1) =
xk+1 − xk
h
− θk+1 − θk
h
cos
(
ϕk + ϕk+1
2
)
,
w2d(qk, qk+1) =
yk+1 − yk
h
− θk+1 − θk
h
sin
(
ϕk + ϕk+1
2
)
.
Equations (30) are then
−θk+1 − θk
h2
+
θk − θk−1
h2
= −λ1 cos(ϕk)− λ2 sin(ϕk) ,(32)
−ϕk+1 − ϕk
h2
+
ϕk − ϕk−1
h2
= 0 ,
−xk+1 − xk
h2
+
xk − xk−1
h2
= λ1 ,
−yk+1 − yk
h2
+
yk − yk−1
h2
= λ2 ,
from which we immediately obtain ϕk+1 = 2ϕk − ϕk−1.
The discrete constraints chosen above yield the Lagrange multipliers
λ1 = −θk+1 − θk
h2
cos
(
ϕk + ϕk+1
2
)
+
θk − θk−1
h2
cos
(
ϕk−1 + ϕk
2
)
,
λ2 = −θk+1 − θk
h2
sin
(
ϕk + ϕk+1
2
)
+
θk − θk−1
h2
sin
(
ϕk−1 + ϕk
2
)
,
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and the substitution of them into (32) gives θk+1 = 2θk − θk−1 (as long as ϕk − ϕk−1 6= 2(2n+ 1)pi,
n ∈ Z).
Therefore we have seen that Γd is given by
Γd(θk−1, ϕk−1, xk−1, yk−1, θk, ϕk) =
(
θk−1, ϕk−1, xk−1, yk−1, θk, ϕk, θk, ϕk,
xk−1 + cos
(ϕk−1 + ϕk
2
)
(θk − θk−1), yk−1 + sin
(ϕk−1 + ϕk
2
)
(θk − θk−1), 2θk − θk−1, 2ϕk −ϕk−1
)
.
If we define Fd1 : Md −→ T ∗Q in coordinates by
Fd1(θk−1, ϕk−1, xk−1, yk−1, θk, ϕk) =
(
θk−1, ϕk−1, xk−1, yk−1, 2
θk − θk−1
h
,
ϕk − ϕk−1
h
, 0, 0
)
,
which is a discretization of F1 given above, then Im((Fd1 × Fd1) ◦ Γd)=Im(γFd1,Γd) becomes(
θk−1, ϕk−1, xk−1, yk−1, 2
θk − θk−1
h
,
ϕk − ϕk−1
h
, 0, 0, θk, ϕk,
xk−1+cos
(ϕk−1 + ϕk
2
)
(θk−θk−1), yk−1+sin
(ϕk−1 + ϕk
2
)
(θk−θk−1), 2θk − θk−1
h
,
ϕk − ϕk−1
h
, 0, 0
)
.
Let i : Im(γFd1,Γd) ↪→ T ∗Q×T ∗Q denote the inclusion. Then Im(γFd1,Γd) is an isotropic submanifold
because
i∗ΩQ = 2d
(
θk − θk−1
h
)
∧ dθk + d
(
ϕk − ϕk−1
h
)
∧ dϕk
−2d
(
θk − θk−1
h
)
∧ dθk−1 − d
(
ϕk − ϕk−1
h
)
∧ dϕk−1 = 0 .
For the chosen discrete Lagrangian L
1
2
d and Fd1, but with arbitrary constraints, the isotropy
condition is equivalent to
2d
(
θk+1 − θk−1
h
)
∧ dθk − 2d
(
θk − θk−1
h
)
∧ dθk−1 = 0
since the choice of constraints does not affect the evolution of ϕ, given by ϕk+1 = 2ϕk − ϕk−1.
Then we must necessarily have an evolution of the form θk+1 = −θk−1 + f(θk) in order to obtain an
isotropic submanifold. For instance, if we choose the alternative constraints
w1d(qk, qk+1) =
xk+1 − xk
h
− θk+1 − θk
h
cos (ϕk) ,
w2d(qk, qk+1) =
yk+1 − yk
h
− θk+1 − θk
h
sin (ϕk) ,
then we get the evolution θk+1 = θk+
(
θk−θk−1
2
)
(1+cos(ϕk−ϕk−1)) and therefore Im(Fd1×Fd1)◦Γd
is not an isotropic submanifold.
On the other hand, if we take the discrete constraints
w1d(qk, qk+1) =
xk+1 − xk
h
− θk+1 − θk
h
(
1
2
cos ((1− α)ϕk + αϕk+1) + 1
2
cos (αϕk + (1− α)ϕk+1)
)
,
w2d(qk, qk+1) =
yk+1 − yk
h
− θk+1 − θk
h
(
1
2
sin ((1− α)ϕk + αϕk+1) + 1
2
sin (αϕk + (1− α)ϕk+1)
)
,
then we still get the dynamics θk+1 = 2θk − θk−1 for any α ∈ [0, 1], and therefore we obtain an
isotropic submanifold Im(Fd1 × Fd1) ◦ Γd.
Notice that if we take the map
F¯d1(θk−1, ϕk−1, xk−1, yk−1, θk, ϕk) = (θk−1, ϕk−1, xk−1, yk−1, 2(θk − θk−1), ϕk − ϕk−1, 0, 0) ,
instead of Fd1 then Im(F¯d1 × F¯d1) ◦ Γd is still an isotropic submanifold. This choice will appear in
the next section.
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Finally we consider the midpoint discretization of the constraints and the midpoint discretization
of the alternative F2 given above, that is
Fd2(θk−1, ϕk−1, xk−1, yk−1, θk, ϕk) =
(
θk−1, ϕk−1, xk−1, yk−1,
θk − θk−1
ϕk − ϕk−1 ,
ϕk − ϕk−1
h
− (θk − θk−1)
2
2(ϕk − ϕk−1)2
(
1 + cos
(ϕk−1 + ϕk
2
)
+ sin
(ϕk−1 + ϕk
2
))
,
θk − θk−1
ϕk − ϕk−1 ,
θk − θk−1
ϕk − ϕk−1
)
.
Then Im(Fd2 × Fd2) ◦ Γd becomes(
θk−1, ϕk−1, xk−1, yk−1,
θk − θk−1
ϕk − ϕk−1 ,
ϕk − ϕk−1
h
− (θk − θk−1)
2
2(ϕk − ϕk−1)2
(
1 + cos
(ϕk−1 + ϕk
2
)
+ sin
(ϕk−1 + ϕk
2
))
,
θk − θk−1
ϕk − ϕk−1 ,
θk − θk−1
ϕk − ϕk−1 ,
θk, ϕk, xk−1 + h cos
(ϕk−1 + ϕk
2
)θk − θk−1
h
, yk−1 + h sin
(ϕk−1 + ϕk
2
)θk − θk−1
h
,
θk − θk−1
ϕk − ϕk−1 ,
ϕk − ϕk−1
h
− (θk − θk−1)
2
2(ϕk − ϕk−1)
(
1 + cos
(3ϕk − ϕk−1
2
)
+ sin
(3ϕk − ϕk−1
2
))
,
θk − θk−1
ϕk − ϕk−1 ,
θk − θk−1
ϕk − ϕk−1
)
,
which is not an isotropic submanifold.
6.1. Extension to a Lagrangian submanifold. As pointed out in Remark 3.3, Definition 6.1
can be equivalently given by substituting the statement “Im(γF,Γd) is an isotropic submanifold of
(T ∗Q× T ∗Q,ΩQ)” by “Im(Ψ−1 ◦ γF,Γd) is an isotropic submanifold of (T ∗(Q×Q), ωQ×Q)”.
Next we will show how to extend the isotropic submanifold Im(Ψ−1 ◦ γF,Γd) in order to obtain a
Lagrangian one. The following lemma proved in [5, Lemma 5.4] is needed for this purpose:
Lemma 6.5. Let P be a smooth manifold, C a submanifold of P and γ a section of T ∗P |C −→ C,
where T ∗P |C = {µ ∈ T ∗P : piP (µ) ∈ C} and piP : T ∗P −→ P denotes the projection over P . If γ(C)
is isotropic in (T ∗P, ωP ), then there is a one-form γ˜ defined in a neighborhood of C such that
(i) γ˜|C = γ,
(ii) dγ˜ = 0.
Now if we take P = Q×Q, C = Md, and γ = Ψ−1 ◦ γF,Γd , since (Ψ−1 ◦ γF,Γd)(Md) is isotropic in
(T ∗(Q×Q), ωQ×Q), then there is a one-form γ˜ defined in a neighborhood of Md such that γ˜|Md = γ
and dγ˜ = 0. Then by the Poincare´ lemma there is a locally defined function Ld : Q×Q → R such
that γ˜ = dLd.
Recall from [5, Section 2], that in order to obtain a Lagrangian submanifold we need to choose
dim(P ) − dim(Im(Ψ−1 ◦ γF,Γd)) constraints that define a submanifold N ⊂ T ∗(Q × Q) such that
Im(Ψ−1 ◦ γF,Γd) ⊂ N . Next we compute the corresponding Hamiltonian vector fields (with respect
to ωQ×Q). If they are independent and not tangent to Im(Ψ−1 ◦ γF,Γd), we can extend the original
manifold along its flows and obtain a Lagrangian submanifold [33], which depends on the choice of
constraints. This method provides a source of (possibly) alternative Lagrangians. See [5, Section 5]
for a derivation of alternative Lagrangians for the rolling disk using this technique in the continuous
setting. Corresponding to the immersion F1 we can obtain the Lagrangian function
L1 =
1
2
(
θ˙2 + ϕ˙2 − x˙2 − y˙2
)
+ θ˙(cos(ϕ)x˙+ sin(ϕ)y˙) ,
while for F2, and appropriate choice of constraints, we can obtain
L2 =
1
2
(
ϕ˙2 − θ˙2 − x˙2 − y˙2
)
+
θ˙2
2ϕ˙
(1− cos(ϕ)− sin(ϕ)) + θ˙x˙
(
cos(ϕ) +
1
ϕ˙
)
+ θ˙y˙
(
sin(ϕ) +
1
ϕ˙
)
.
We will now see an example of this process in the discrete case.
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Example 6.6. Consider the vertical rolling disk again. With Γd and Fd1 as in Example 6.4, we
obtain the isotropic submanifold Im(Ψ−1 ◦ γFd1,Γd) of (T ∗(Q×Q), ωQ×Q) given by(
θk−1, ϕk−1, xk−1, yk−1, θk, ϕk, xk−1 + cos
(ϕk−1 + ϕk
2
)
(θk − θk−1),
yk−1 + sin
(ϕk−1 + ϕk
2
)
(θk − θk−1), 2θk−1 − θk
h
,
ϕk−1 − ϕk
h
, 0, 0, 2
θk − θk−1
h
,
ϕk − ϕk−1
h
, 0, 0
)
,
where we denote coordinates on (T ∗(Q×Q), ωQ×Q) by
(θk−1, ϕk−1, xk−1, yk−1, θk, ϕk, xk, yk, pθk−1 , pϕk−1 , pxk−1 , pyk−1 , pθk , pϕk , pxk , pyk).
Now we can choose for instance the constraints
φ1 = xk − xk−1 − cos
(
ϕk−1 + ϕk
2
)
(θk − θk−1) + pxk ,
φ2 = yk − yk−1 − sin
(
ϕk−1 + ϕk
2
)
(θk − θk−1) + pyk ,
with corresponding Hamiltonian vector fields
Xφ1 =
∂
∂pxk
− ∂
∂pxk−1
− cos
(
ϕk−1 + ϕk
2
)(
∂
∂pθk
− ∂
∂pθk−1
)
+
θk − θk−1
2
sin
(
ϕk−1 + ϕk
2
)(
∂
∂pϕk
+
∂
∂pϕk−1
)
− ∂
∂xk
,
Xφ2 =
∂
∂pyk
− ∂
∂pyk−1
− sin
(
ϕk−1 + ϕk
2
)(
∂
∂pθk
− ∂
∂pθk−1
)
−θk − θk−1
2
cos
(
ϕk−1 + ϕk
2
)(
∂
∂pϕk
+
∂
∂pϕk−1
)
− ∂
∂yk
.
If we extend along the flows of Xφ1 and Xφ2 we obtain the Lagrangian submanifold
(θk−1, ϕk−1, xk−1, yk−1, θk, ϕk, xk, yk,(
−2
h
+ 1
)
(θk − θk−1)− cos
(
ϕk−1 + ϕk
2
)
(xk − xk−1)− sin
(
ϕk−1 + ϕk
2
)
(yk − yk−1),
− ϕk − ϕk−1
h
+
θk − θk−1
2
(
cos
(
ϕk−1 + ϕk
2
)
(yk − yk−1)− sin
(
ϕk−1 + ϕk
2
)
(xk − xk−1)
)
,
xk − xk−1 − cos
(
ϕk−1 + ϕk
2
)
(θk − θk−1), yk − yk−1 − sin
(
ϕk−1 + ϕk
2
)
(θk − θk−1),(
2
h
− 1
)
(θk − θk−1) + cos
(
ϕk−1 + ϕk
2
)
(xk − xk−1) + sin
(
ϕk−1 + ϕk
2
)
(yk − yk−1),
ϕk − ϕk−1
h
+
θk − θk−1
2
(
cos
(
ϕk−1 + ϕk
2
)
(yk − yk−1)− sin
(
ϕk−1 + ϕk
2
)
(xk − xk−1)
)
,
−
(
xk − xk−1 − cos
(
ϕk−1 + ϕk
2
)
(θk − θk−1)
)
,−
(
yk − yk−1 − sin
(
ϕk−1 + ϕk
2
)
(θk − θk−1)
))
,
with corresponding discrete Lagrangian
Ld = −1
2
(xk − xk−1)2 − 1
2
(yk − yk−1)2 +
(
1
h
− 1
2
)
(θk − θk−1)2 + 1
2h
(ϕk − ϕk−1)2(33)
+(θk − θk−1)
(
cos
(
ϕk−1 + ϕk
2
)
(xk − xk−1) + sin
(
ϕk−1 + ϕk
2
)
(yk − yk−1)
)
.
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The DEL equations corresponding to Ld are
xk−1 − 2xk + xk+1 + (θk − θk−1) cos
(
ϕk−1 + ϕk
2
)
− (θk+1 − θk) cos
(
ϕk + ϕk+1
2
)
= 0 ,(34)
yk−1 − 2yk + yk+1 + (θk − θk−1) sin
(
ϕk−1 + ϕk
2
)
− (θk+1 − θk) sin
(
ϕk + ϕk+1
2
)
= 0 ,(35) (−2 + h
h
)
(θk−1 − θk)−
(−2 + h
h
)
(θk − θk+1)
+(xk − xk−1) cos
(
ϕk−1 + ϕk
2
)
+ (xk − xk+1) cos
(
ϕk + ϕk+1
2
)
+(yk − yk−1) sin
(
ϕk−1 + ϕk
2
)
+ (yk − yk+1) sin
(
ϕk + ϕk+1
2
)
= 0 ,(36)
ϕk − ϕk−1
h
+
ϕk − ϕk+1
h
+
1
2
(θk−1 − θk)
(
(yk−1 − yk) cos
(
ϕk−1 + ϕk
2
)
+ (xk − xk−1) sin
(
ϕk−1 + ϕk
2
))
+
1
2
(θk − θk+1)
(
(yk − yk+1) cos
(
ϕk + ϕk+1
2
)
+ (xk+1 − xk) sin
(
ϕk + ϕk+1
2
))
= 0 .(37)
When restricted to the constraint submanifold given by
xk = xk−1 + cos
(
ϕk−1 + ϕk
2
)
(θk − θk−1) ,
yk = yk−1 + sin
(
ϕk−1 + ϕk
2
)
(θk − θk−1) ,
Equations (34) and (35) identically vanish and Equations (36) and (37) become θk+1 = 2θk − θk−1
and ϕk+1 = 2ϕk − ϕk−1 respectively. Hence we recover the SOdE in Example 6.4.
Remark 6.7. Consider the Lagrangian obtained in [5] by extension of an isotropic submanifold
corresponding to F1 : (θ, ϕ, x, y, θ˙, ϕ˙) 7−→ (θ, ϕ, x, y, 2θ˙, ϕ˙, 0, 0), given by
L1 =
1
2
(
θ˙2 + ϕ˙2 − x˙2 − y˙2
)
+ θ˙(cos(ϕ)x˙+ sin(ϕ)y˙) .
If we take the discretization
Ld1 =
1
2
((
θk − θk−1
h
)2
+
(
ϕk − ϕk−1
h
)2
−
(
xk − xk−1
h
)2
−
(
yk − yk−1
h
)2)
+
θk − θk−1
h
(
cos
(
ϕk + ϕk−1
2
)
xk − xk−1
h
+ sin
(
ϕk + ϕk−1
2
)
yk − yk−1
h
)
,
then the DEL equations are θk+1 = 2θk − θk−1 and ϕk+1 = 2ϕk − ϕk−1 when restricted to the
constraint submanifold.
If instead of Fd1 we consider F¯d1 in Example 6.4, then by choosing the same constraints φ1 and
φ2 as in Example 6.6, and extending the isotropic submanifold Im(Ψ
−1 ◦ γF¯d1,Γd), we obtain the
discrete Lagrangian
L¯d =
h2
2
((
θk − θk−1
h
)2
+
(
ϕk − ϕk−1
h
)2
−
(
xk − xk−1
h
)2
−
(
yk − yk−1
h
)2
+
θk − θk−1
h
(
cos
(
ϕk + ϕk−1
2
)
xk − xk−1
h
+ sin
(
ϕk + ϕk−1
2
)
yk − yk−1
h
))
= h2Ld1 .
We have run simulations of the vertical rolling disk using the DLA integrator (30)-(31). We have
used several alternative discretizations for defining the discrete constraints wad :
• Midpoint rule: wad(qk, qk+1) = wa
(
qk+qk+1
2
)(
qk+1−qk
h
)
;
• Trapezoidal rule: wad(qk, qk+1) = 12
(
wa (qk)
(
qk+1−qk
h
)
+ wa (qk+1)
(
qk+1−qk
h
))
;
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• α-trapezoidal rule:
wad(qk, qk+1) =
1
2
(
wa ((1− α)qk + αqk+1)
(
qk+1 − qk
h
)
+wa (αqk + (1− α)qk+1)
(
qk+1 − qk
h
))
,
which reduces to the trapezoidal rule for α = 0 and α = 1, and to the midpoint rule for
α = 1/2;
• Euler A: wad(qk, qk+1) = wa (qk)
(
qk+1−qk
h
)
;
• Euler B: wad(qk, qk+1) = wa (qk+1)
(
qk+1−qk
h
)
.
For the following choices of a Lagrangian function L, we have computed numerically the values
of the energy K = (∂L/∂q˙)q˙ − L along the solutions:
• L1 = 12
(
θ˙2 + ϕ˙2 − x˙2 − y˙2
)
+ θ˙(cos(ϕ)x˙+ sin(ϕ)y˙) (see Remark 6.7), which gives K1 = L1,
• L2 = 12
(
−θ˙2 + ϕ˙2 − x˙2 − y˙2
)
+ θ˙
2
2ϕ˙(1−cos(ϕ)− sin(ϕ))+ θ˙x˙
(
cos(ϕ) + 1ϕ˙
)
+ θ˙y˙
(
sin(ϕ) + 1ϕ˙
)
(see Example 6.4) which gives K2 =
1
2
(
−θ˙2 + ϕ˙2 − x˙2 − y˙2
)
+ θ˙(cos(ϕ)x˙+ sin(ϕ)y˙),
• L3 = h2
(
−12 x˙2 − 12 y˙2 +
(
1
h − 12
)
θ˙2 + 12h ϕ˙
2 + θ˙(cos(ϕ)x˙+ sin(ϕ)y˙)
)
, whose corresponding
midpoint discretization is (33), which gives K3 = L3.
The energy functions K1, K2 and K3 were discretized using the midpoint rule to obtain K
d
1 , K
d
2 ,
Kd3 . The results of the simulations for all methods, except for Euler A and B, preserved the energy
functions, up to numerical truncation errors. For the α-trapezoidal discretization, all the values of
α that we have used preserve the energy functions. This is expected because we already saw in
Example 6.4 that for any α we obtain a variational SOdE.
Note that K1 and K2 only differ in the sign of the term
1
2 θ˙
2, whose discrete version is 1
2h2
(θk+1−
θk)
2. For all α, one of the discrete evolution equations is θk+1 = 2θk − θk−1, so Kd2 −Kd1 is constant
along solutions. Similarly, it is easy to show that the preservation of either Kd2 or K
d
3 along solutions
implies the preservation of the other one. Indeed,
K2 − K3
h2
= − θ˙
2
h
+
h− 1
2h
ϕ˙2,
and θk and ϕk evolve uniformly, that is, both θk+1 − θk and ϕk+1 − ϕk are constant. This implies
that Kd2 −Kd3/h2 is constant.
The energy behavior of the Euler A and B discretizations is shown in Figure 1.
7. Conclusions and future work
In this paper we have provided a formulation of the inverse problem for discrete second order
systems. This formulation corresponds to the multiplier version of the classical inverse problem,
since the goal consists in determining the equivalence of solutions of the given system and a system
of discrete Euler-Lagrange equations. In this setting we can recover previous results known for the
continuous problem, for instance a characterization of the problem given in terms of the existence of
a Poincare´-Cartan two-form, see [2, 12], and a characterization given in terms of the existence of a
Legendre transformation, see [5]. We have also analyzed the relationship between the continuous and
discrete problems, the derivation of constants of motion from alternative Lagrangian formulations
and the constrained case.
In the future we intend to study the following questions, related to the results of the present
paper:
• In [30] the authors provide a complete error analysis for variational integrators of regular
Lagrangian systems, proving that if we take as a discrete Lagrangian an approximation of a
given order of the exact discrete Lagrangian then the derived Hamiltonian discrete scheme is
an approximation of the same order to the continuous flow. We think that using our results
in Subsection 4.2 it would be possible to study the converse of this important result under
some regularity conditions.
• If we need to implement an integrator for a given second order differential equation, it would
be useful to preserve the geometric invariants of this SODE as much as possible. For instance,
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Figure 1. Energy behavior for Euler A and B, vertical rolling disk. T = 500,
h = 0.05, (x0, y0, θ0, ϕ0) = (1, 1, 0.5, 0.3), θ1 = 0.525, ϕ1 = 0.31; x1 and y1 satisfying
the discrete constraints.
if we know that the SODE is variational then there exists an energy that is preserved along
the evolution and additionally we have symplecticity. Therefore, in this case, it is useful
to use symplectic or variational integrators to avoid spurious non-physical effects in the
simulations. As an example, given a Chaplygin system, the DLA algorithm can be reduced
to an algorithm, called RDLA, on the quotient space Q/G by a Lie group, provided that
we choose the discrete Lagrangian Ld and the discrete constraint space Dd to be invariant
under the diagonal action of G on Q×Q [10]. It is in general of the form
D1L
∗
d(rk, rk+1) +D2L
∗
d(rk−1, rk) = F
−(rk, rk+1) + F+(rk−1, rk) .
Under some extra assumptions we get F−(rk, rk+1) = F+(rk−1, rk) = 0, and therefore the
RDLA algorithm gives a variational integrator on Q/G, but this is not generally the case. It
would be interesting to know if an alternative Lagrangian can be found so that the RDLA
integrator and the HDEL and PTHDEL methods proposed in [16] are variational.
• Many mechanical systems are defined not on tangent bundles but on quotients by a symme-
try Lie group, and therefore the equations of motion are not the standard Euler-Lagrange
equations. These equations often appear in a reduced version and it is possible to analyze
the existence of a possible Lagrangian formulation using the geometrical setting of Lie alge-
broids. In [4] we study the inverse problem for SODEs defined on Lie algebroids. In a future
paper, we will study the discrete case using the formalism of Lie groupoids [26].
Acknowledgments
This work has been partially supported by research grants MTM2013-42870-P, MTM2016-76702-
P (MINECO) and the ICMAT Severo Ochoa project SEV-2015-0554 (MINECO). MFP has been
financially supported by a FPU scholarship from MECD. SF has been supported by CONICET
Argentina (PIP 2013-2015 GI 11220120100532CO), ANPCyT Argentina (PICT 2013-1302) and
SGCyT UNS.
References
[1] R. Abraham and J. E. Marsden. Foundations of Mechanics. Addison Wesley, second edition, 1978.
[2] A. P. Balachandran, G. Marmo, B.-S. Skagerstam, and A. Stern. Supersymmetric point particles and monopoles
with no strings. Nuclear Phys. B, 164(3):427–444, 1980.
[3] K. R. Ball and D. V. Zenkov. Hamel’s formalism and variational integrators. In Geometry, mechanics, and
dynamics, volume 73 of Fields Inst. Commun., pages 477–506. Springer, New York, 2015.
THE INVERSE PROBLEM OF THE CALCULUS OF VARIATIONS FOR DISCRETE SYSTEMS 29
[4] M. Barbero-Lin˜a´n, M. Farre´ Puiggal´ı, and D. Mart´ın de Diego. Inverse problem for Lagrangian systems on Lie
algebroids and applications to reduction by symmetries. Monatsh. Math., 180(4):665–691, 2016.
[5] M. Barbero-Lin˜a´n, M. Farre´ Puiggal´ı, and D. Mart´ın de Diego. Isotropic submanifolds and the inverse problem
for mechanical constrained systems. J. Phys. A, 48:045210 (35 pp), 2015.
[6] G. Benettin and A. Giorgilli. On the Hamiltonian interpolation of near-to-the-identity symplectic mappings with
application to symplectic integration algorithms. J. Statist. Phys., 74(5-6):1117–1143, 1994.
[7] A. M. Bloch, O. E. Fernandez, and T. Mestdag. Hamiltonization of nonholonomic systems and the inverse problem
of the calculus of variations. Rep. Math. Phys., 63(2):225–249, 2009.
[8] L. Bourdin and J. Cresson. Helmholtz’s inverse problem of the discrete calculus of variations. J. Difference Equ.
Appl., 19(9):1417–1436, 2013.
[9] M. P. Calvo, A. Murua, and J. M. Sanz-Serna. Modified equations for ODEs. In Chaotic numerics (Geelong,
1993), volume 172 of Contemp. Math., pages 63–74. Amer. Math. Soc., Providence, RI, 1994.
[10] J. Corte´s and S. Mart´ınez. Non-holonomic integrators. Nonlinearity, 14(5):1365–1392, 2001.
[11] D. Cra˘ciun and D. Opris¸. The Helmholtz conditions for the difference equations systems. Balkan J. Geom. Appl.,
1(2):21–30, 1996.
[12] M. Crampin. On the differential geometry of the Euler-Lagrange equations, and the inverse problem of Lagrangian
dynamics. J. Phys. A, 14(10):2567–2575, 1981.
[13] M. Crampin. A note on non-Noether constants of motion. Phys. Lett. A, 95(5):209–212, 1983.
[14] M. Crampin, G. E. Prince, and G. Thompson. A geometrical version of the Helmholtz conditions in time-dependent
Lagrangian dynamics. J. Phys. A, 17(7):1437–1447, 1984.
[15] J. Douglas. Solution of the inverse problem of the calculus of variations. Trans. Amer. Math. Soc., 50:71–128,
1941.
[16] O. E. Fernandez, A. M. Bloch, and P. J. Olver. Variational integrators from Hamiltonizable nonholonomic systems.
J. Geom. Mech., 4(2):137–163, 2012.
[17] S. Ferraro, D. Iglesias, and D. Mart´ın de Diego. Momentum and energy preserving integrators for nonholonomic
dynamics. Nonlinearity, 21(8):1911–1928, 2008.
[18] V. Guillemin and S. Sternberg. Geometric asymptotics. American Mathematical Society, Providence, R.I., 1977.
Mathematical Surveys, No. 14.
[19] E. Hairer, C. Lubich, and G. Wanner. Geometric numerical integration, volume 31 of Springer Series in Compu-
tational Mathematics. Springer, Heidelberg, 2010. Structure-preserving algorithms for ordinary differential equa-
tions, Reprint of the second (2006) edition.
[20] P. Hartman. Ordinary differential equations, volume 38 of Classics in Applied Mathematics. Society for Indus-
trial and Applied Mathematics (SIAM), Philadelphia, PA, 2002. Corrected reprint of the second (1982) edition
[Birkha¨user, Boston, MA; MR0658490 (83e:34002)], With a foreword by Peter Bates.
[21] M. Henneaux and C. Teitelboim. Quantization of gauge systems. Princeton University Press, Princeton, NJ, 1992.
[22] P. E. Hydon and E. L. Mansfield. A variational complex for difference equations. Found. Comput. Math., 4(2):187–
217, 2004.
[23] D. Iglesias-Ponte, J. C. Marrero, D. Mart´ın de Diego, and E. Padro´n. Discrete dynamics in implicit form. Discrete
Contin. Dyn. Syst., 33(3):1117–1135, 2013.
[24] O. Krupkova´ and G. E. Prince. Second order ordinary differential equations in jet bundles and the inverse problem
of the calculus of variations. In Handbook of global analysis, pages 837–904, 1215. Elsevier Sci. B. V., Amsterdam,
2008.
[25] G. Marmo and C. Rubano. Equivalent Lagrangians and Lax representations. Nuovo Cimento B (11), 78(1):70–84,
1983.
[26] J. C. Marrero, D. Mart´ın de Diego, and E. Mart´ınez. Discrete lagrangian and hamiltonian mechanics on Lie
groupoids. Nonlinearity, 19(6):1313, 2006.
[27] J. C. Marrero, D. Mart´ın de Diego, and E. Mart´ınez. On the exact discrete lagrangian function for variational
integrators: theory and applications. arXiv:1608.01586, 2016.
[28] J. E. Marsden and M. West. Discrete mechanics and variational integrators. Acta Numer., 10:357–514, 2001.
[29] R. McLachlan and M. Perlmutter. Integrators for nonholonomic mechanical systems. J. Nonlinear Sci., 16(4):283–
328, 2006.
[30] G. W. Patrick and C. Cuell. Error analysis of variational integrators of unconstrained Lagrangian systems. Numer.
Math., 113(2):243–264, 2009.
[31] J. M. Sanz-Serna and M. P. Calvo. Numerical Hamiltonian problems, volume 7 of Applied Mathematics and
Mathematical Computation. Chapman & Hall, London, 1994.
[32] N. J. Sonin. About determining maximal and minimal properties of plane curves. Warsawskye Universitetskye
Izvestiya, 1-2:1–68, 1886.
[33] I. Vaisman. Symplectic geometry and secondary characteristic classes, volume 72 of Progress in Mathematics.
Birkha¨user Boston Inc., Boston, MA, 1987.
[34] M. Vermeeren. Modified equations for variational integrators. Numerische Mathematik, 2017.
[35] H. von Helmholtz. Ueber die physikalische Bedeutung des Prinicips der kleinsten Wirkung. Journal fu¨r die reine
und angewandte Mathematik, 100:137–166, 1887.
1 Departamento de Matema´tica Aplicada, ETS Arquitectura, Universidad Polite´cnica de Madrid,
Avd. Juan de Herrera 4, Madrid, 28040, Spain
E-mail address, Mar´ıa Barbero-Lin˜a´n: m.barbero@upm.es
30 M. BARBERO-LIN˜A´N, M. FARRE´ PUIGGALI´, S. FERRARO, D. MARTI´N DE DIEGO
2 Instituto de Ciencias Matema´ticas (CSIC-UAM-UC3M-UCM), Calle Nicola´s Cabrera 13-15, Campus
UAM, Cantoblanco, Madrid, 28049, Spain
E-mail address, Marta Farre´ Puiggal´ı: marta.farre@icmat.es
E-mail address, David Mart´ın de Diego: david.martin@icmat.es
3 Universidad Nacional del Sur, Instituto de Matema´tica Bah´ıa Blanca and CONICET, Av. Alem
1253 B8000CPB Bah´ıa Blanca, Argentina
E-mail address, Sebastia´n Ferraro: sferraro@uns.edu.ar
