In this paper, we propose a new fractional derivative, which is based on a Caputo-type derivative with a smooth kernel. We show that the proposed fractional derivative reduces to the classical derivative, satisfies a semigroup property and has smoothing properties, which are compatible with ℓ 1 regularization. Moreover, it obeys a memory principle and some regularity results.
Introduction
Fractional calculus has developed remarkably in recent years and used in physics, engineering, economics etc [1, 2, 3] . Classical results about the Riemann-Liouville and Caputo derivatives as well as fractional differential equations can be found in [4, 5, 6] . In this paper, we explore a gradient descent method, which has applications in optimiziation and machine learning seen in [7, 8] . Wei [9] handles the convergence problem of a fractional-order gradient descent method using a Caputo-type derivative. Caputo and Fabrizio [10] define a fractional gradient using a non-singular kernel, which is criticized for its nonlocality in [11, 12] . In de Oliveira [12] , it is shown that the choice of kernel in a Caputo-type fractional derivative is connected to the Laplace transform via convolution. In this paper, we suppose that a Caputo-type derivative takes the form
where K(t, s) : R 2 → R is a continuous kernel and f ∈ H 1 (a, b), a < b. Some commonly used kernels include the singular power kernel
In the next section, we propose a fractional gradient method with a smooth kernel based on a sigmoidal approximation.
Main result
In this section, we define a new left-sided fractional derivative. We show that the proposed fractional derivative reduces to the H 1 derivative as the order approaches 1. We prove that this derivative satisfies a memory principle which resembles that of the Caputo derivative. b) ), t > a and {f (t)} ′ denotes the H 1 distributional derivative. We define a new fractional derivative by
where C(α) normalizes the kernel. Now, we show that the left sigmoidal fractional derivative reduces to the H 1 derivative.
Proof.
is the Dirac distribution. The very last equality is obtained by
In the following theorem, we show that this left sigmoidal fractional derivative satisfies a weak semigroup property of the form D α (D β ) = D β (D α ). 
where 0 < α < 1.
Proof. From (1), we have
and from (4) and (5), the desired result is obtained.
Let L denote the memory length. If t > a + L and σ D α t−L f (t) ≈ σ D α a f (t), then the error in the fractional derivative from t − L to t is small, and in the case of the Caputo derivative, the memory length becomes large [4] . We show that the left sigmoidal fractional derivative satisfies the reverse principle if its derivative is bounded.
where C 1 (α) = C(α) 1−α and C(α) is as in (1).
where the last inequality follows from 2 e s + e −s ≤ 1.
In the theorem below, we show that our new fractional derivative provides a sigmoidal approximation to functions that have a piecewise linear H 1 distributional derivative. For instance, the proposed left sigmoidal fractional derivative is compatible with ℓ 1 -regularization. In the case of the ℓ 1 norm, it can be used to define a fractional gradient, which approximates its classical gradient via a family of sigmoids as α approaches 1. This is promising in the context of gradient descent algorithms. Proof.
where C 1 (α) is as in (5) and H(t) is the Heaviside function. 
is the two-parameter Mittag-Leffler function.
Theorem 2.6. Suppose that 1 < p < ∞, 0 < α < 1 and a ∈ R. If f is differentiable with f ′ ∈ L p (R) and M is the maximal operator of f given by
Proof. (a) The desired result is obtained since
(b) It follows from Young's inequality for convolutions:
The next theorem describes the effect of the Laplace and Fourier transforms, defined in terms of distributions, as in de Oliveira [6] . 
where C 1 (α) is as in (5).
Proof. (a) follows from the Convolution Theorem and
The interchange of integration and summation follow from the Monotone Convergence Theorem and the last equality is a special case of the identity ∞ k=0 (−1) k sk + 1 = Φ( s+1 2s ) − Φ( 1 2s ) 2s .
(b) The result follows from the Convolution Theorem and a standard contour integral resulting in F (sech 2 (t)) = π 2 ω csch πω 2 .
Conclusion
In this paper we defined a new sigmoidal fractional derivative, which is compatible with certain weakly differentiable functions. We showed that this fractional derivative satisfies some forms of classical properties and is compatible with the ℓ 1 norm by a sigmoidal approximation. For further research, we will investigate its applications in optimization and machine learning.
