Long back, Sankar (1970) estimated the elasticity of substitution and returns to scale in 15 manufacturing sectors of India using CES production function modified to allow for the possible non-constant returns to scale. He found increasing returns to scale in most of the sectors. On the basis of his findings, Sankar opined that the (then) government's policy of encouraging the establishment of small firms had little economic justification. Williams and Laumas (1984) found that there were considerable economies of scale in India's manufacturing sector although they were more predominant in some industrial groups than in others. They found that shortage of capital and skilled labour was not a serious constraint on the rate of growth in output. Increase in the supply of raw materials could help stimulate further growth of manufacturing sector. They also found that the Cobb-Douglas production function was largely unsuitable to understand the working of Indian manufacturing sector. Nath (1996) studied the efficiency of small-scale industries in different states of India. His relative efficiency measures indicated that in Maharashtra and Madhya Pradesh, most of the SSIs were more efficient than in other states. On the other hand, in Andhra Pradesh, Bihar, Kerala, Tamilnadu and West Bengal they were less efficient. A use-based classification of industries revealed that consumer durable industries had some of the highest average efficiency indexes and relatively smaller coefficient of variations. It could be due to greater diffusion of technical knowledge and more uniform demand for the products across the states. On the other hand, the intermediate product industries and the consumer non-durables industries had wider variations in their relative efficiency indexes across states. Nath found that relative efficiency was positively correlated with relative size in some industries. The efficiency index had positive correlation with the level of capacity utilization in most of the industry groups studied by him. Nikaido (2004) observed that the industrial policies in the past discriminated in favour of SSI through regulating and restricting economic activities of all firms including not only domestic large firms and foreign firms, but also small-scale firms, which might have invoked invisible cost and disadvantage.
These representative studies indicate that the manufacturing sector in the preliberalization era often exhibited increasing returns to scale (primarily due to restrictions on size of the factory, input procurement and limited market) and a sub-optimal input mix in favour of excessive employment of manpower.
The New Economic Policy of 1991 removed many of those restrictions and regulations. Consequently, one may expect, therefore, capital to be substituted for labour, firm sizes to grow, small scale industries to be pushed behind, increasing returns to scale to vanish and, in turn, production to grow in size and variety.
A number of researchers have found these changes occurring. Some have found globalization discriminating against the unorganized sector, pushing them farther to the margin (Hensman, 2001; Saptari, 2001) . The percentage of workers in manufacturing in urban areas started decreasing since 1977, and continued apace between 1987-88 and 1993-94, while two sectors that have experienced systematic increases in employment share have been the "wholesale and retail trade" and "community and other services". Kundu (1997) explains the loss of manufacturing employment in terms of jobs being subcontracted out by large manufacturing units to smaller ones which are often household units that classify themselves as service units (Dutt and Rao, 2000) . Chand and Sen (2002) found that post-reform trade liberalization in Indian manufacturing raised total factor productivity growth. Their results also support a key postulate of the new growth theories, that liberalization of the intermediate-good sectors has a larger favorable impact on total factor productivity growth than that of the finalgood sectors. Driffield and Kambhapati (2003) analyzed the determinants of firm-level efficiency in some manufacturing sectors (transport, textiles, metals, machines, foods and chemicals) in India and found that the overall efficiency in most of those sectors has increased. They also found that the output elasticity of labour is less than that of capital. Kalirajan and Bhide (2004) observed that the economic reforms of the early 1990s did not lead to sustained growth of the manufacturing sector. After acceleration in the mid-1990s, growth slowed in the decade's second half. They found that manufacturingsector growth in the post-globalization period has been "input driven" rather than "efficiency driven," with significant levels of technical inefficiency. Balakrishnan et al. (2002) studies efficiency and returns to scale in 15 manufacturing sectors and found the hypothesis of constant returns-to-scale mostly untenable. They also found that a move to a more competitive market structure or an improvement in scale efficiency is not widespread across Indian manufacturing. Nikaido (2004) used industry-state-wise data to study the technical efficiency of two-digit industry-groups belonging to small-scale category (SSI) and the relationship between technical efficiency and firm size and location. He found that on an average the industry groups operate at 80 per cent of the potential maximum production frontier, although diversification among industry groups is observed. Agglomeration of firms has a positive effect on technical efficiency, while 'firm size' has a negative effect on it.
II. Our Objectives:
In this study we intend to investigate as to the structural changes in the manufacturing sector of India (possibly) brought about by liberalization and globalization of the economy. We assess structural changes in terms of employment of labour and capital, possibly indicated by replacement of the former by the latter. We also assess it in terms of returns to scale. It is well known that different states in India are at different levels of Industrialization. Some are industrially under-developed while some others are quite advance and enjoy the economies of agglomeration (Lall et al., 2001) . We intend to assess the impacts of the new industrial policies on regional distribution of indicators of industrialization such as the labour-capital ratio, returns to scale and productivity.
III. The Data:
In this study we use the data (see Table-I) on labour, capital, net value added and number of industrial establishments/factories provided by Report on Currency and Finance 1997-98, Govt. of India (reproduced in Basic Statistics of North Eastern Region 2000, NEC, Govt. of India, Shillong) and Annual Survey of Industries, Ministry of Statistics and Programme Implementation, Govt. of India (http:www.mospi.nic.in). The first source provides data for 1990-91 while the second source provides data for 2003-04. By Labour is meant the "total persons engaged" in the factories, by Capital is meant the "Fixed Capital" and Net Value Added (NVA) is "Gross value of output net of the value of total inputs and depreciation". The data are detailed state-wise, including the Union Territories. However, to make 2003-04 data comparable with 1990-91 data, aggregation is done for Bihar and Jharkhand, Madhya Pradesh (MP) and Chattisgarh, and Uttar Pradesh (UP) and Uttaranchal. In the category "others" we have the aggregate data for other states including the North-Eastern India (except Assam).
IV. Methods of Analysis:
As it has been mentioned before, our current interest is a structural analysis of the industrial scenario that has been emerging in the postglobalization period in India. For this purpose we have used production functions as the apparatus of analysis. Production functions are technological relationships between the output and the inputs that are used by (efficient) industrial establishments. In response to changes in technological, economic and social environment, the industrial establishments determine the scale of operation and substitute the one factor of production (input) for the others so as to continuously move closer to the input mix that is most productive or rewarding.
To fit different models of production function we have used two approaches: the one that minimizes the sum of squared difference between the observed values and the expected values -the least squares, and the other that minimizes the sum of absolute difference between the said quantities -the least absolute deviations approach, to estimation of parameters of a production function. In certain cases where data contain outliers or input figures contain large sporadic errors, etc the least squares (LS) approach to estimation falters but the least absolute deviation (LAD) method yields good estimates of parameters (Taylor, 1974) . In any case, LAD often gives estimated parameters that are comparable to or better than those given by the LS (Dasgupta and Mishra, 2004) .
Whether the LS or the LAD, one has to minimize some type of norm of difference between the observed and the expected values of the explained variable. In the majority of cases the LS has a closed form and therefore it may be used in a routine manner. However, in certain specific cases an iterative method must be used. The ZellnerRevankar (1969) production function (used in this study) is an example where the LS estimates of parameters are not the Maximum Likelihood (ML) estimators. To obtain the ML estimators one must apply LS iteratively or use some advance method (Mishra, 2006-c) . On the other hand, the LAD estimation has to be done iteratively. For linear models we may use the method of linear programming or the iterative method suggested by Fair (1974) or Schlossmacher (1973) . However, these methods are not applicable to nonlinear models. In this study we have used nonlinear models so often. To estimate the parameters, therefore, we have opted to use the method of Differential Evolution (DE).
It would be useful to provide here an introduction to DE and related methods of minimization of extremely difficult nonlinear functions, particularly because these methods have scarcely been used in econometric analysis. In this category we have the methods such as the Genetic Algorithms (Holland, 1975) , the Cluster method (Törn, 1978) , the Simulated Annealing method (Kirkpatrick et al., 1983) , the Tabu search method (Glover, 1986) , the Particle Swarm method (Eberhart and Kennedy, 1995) and the Differential Evolution method (Storn and Price, 1995) , to name some major ones. As the names suggest, these methods simulate the stochastic optimization processes observed in nature. The DE is an evolutionary, population-based, stochastic search method that simulates selection and mutation processes observed in the struggle of the living beings for survival. It is particularly suited to optimization of nonlinear functions continuous in variables (Mishra, 2006-a) . 1990-91 (0.7222) . However, inclusion of Goa, Pondicherry, Chandigarh and "others" (barring DNH and DD) raises the coefficient of variation from 0. 7464 (1990-91) to 0.8446 (2003-04) . Inclusion of DNH and DD (that amounts to taking all states and UT's in analysis) raises the coefficient of variation exponentially. A balanced view of this exercise suggests that as far as the distribution of number of factories in the post-globalization period is concerned, disparities among the states have not increased or decreased appreciably in any meaningful way. Nevertheless, the scale and size of investment, employment, value addition, etc (and not merely the number of factories) are appropriate measures to assess the significance of industrialization. Gini coefficients of population-deflated labour, capital and NVA (across the states) in 1990-91 were 0.88249, 0.87072 and 0.87498 respectively, which changed to 0.85268, 0.84822 and 0.83045 (respectively) in 2003-04. These figures may possibly suggest that inequalities over the states have decreased to some extent. 
V. Observations on Growth in Number of

VI. The Average Size of Industrial Establishments:
The size of a factory may be measured either in terms of the manpower it employs or the fixed capital that it applies to production. Each of these measures has its specific significance and limitations. While the size of the manpower employed by a factory may indicate its role in sharing the returns to industrialization among the people, it may be borne in mind that the issues of efficiency of labour, the quality of manpower employed, the nature of technology employed in production, the wage rate of labour, etc are the crucial considerations. On the other hand, fixed capital applied to production may indicate the nature of production technology and the share of capital in the returns to industrializations, but the issues regarding measurement of capital (Robinson, 1953; Felipe and Fisher, 2001 ) capacity under-utilization and X-efficiency, input and output specific rates of inflation, etc are very significant.
In Table- III we present the state-wise figures on labour and capital per establishment (factory) for 1990-91 and 2003-04. We also present the labour-capital ratios for those years. We observe that overall the manpower employed by the industrial establishments has reduced during the reference years. However, in some states such as Andhra Pradesh (AP), Assam, DNH, J&K and Karnataka, the measure has shown an increase. On the other hand, in some states such as Bihar & Jharkhand, Himachal Pradesh (HP), Madhya Pradesh & Chattisgarh (MPC), Orissa and West Bengal (WB), the manpower employed per factory has shown a sizeable decline. Different states have different reasons that have led to such changes. The figures on application of fixed capital per establishment indicate that overall, there is an increase in this measure. It becomes more evident when we look at the figures on labour-capital ratio. Overall, in 2003-04 the labour-capital ratio has remained only slightly more than a quarter (27.23 percent) of that in 1990-91. In states such as Punjab, AP, Kerala, Rajasthan, UPU, MPC, J&K, Delhi, Haryana and Tamilnadu, the rate of reduction in labour-capital ratio has been slower than that in India as a whole. On the other hand, Chandigarh, Goa, HP, Assam, Pondicherry, Gujarat, Karnataka, BJ, Maharashtra, Orissa and WB, the rate of reduction in labour-capital ratio has been faster.
The average change in NVA in response to the average change in the number of factories has been positive in India (801.35 percent). States such as WB, Gujarat, Orissa, and Karnataka have shown the said rate higher than India's. On the other hand, the rate has been negative for states such as AP, UPU, BJ, Delhi and Chandigarh. 1990-1991 2003-2004 1990-1991 2003-2004 1990-1991 2003- 
VII. The Response of Labour Productivity to Changes in Capital-Labour Ratio:
The gross measure of productivity of labour (L P ) is the ratio of NVA to the number of labourers (the total number of persons engaged in a factory) who raise production. It has been observed that increase in the capital-labour ratio enhances the productivity of labour. In Table- IV we present the regression coefficients of labour productivity as a function of capital-labour ratio. We have used two regression models. For 1990-91 data, we have used the linear model (that fits better than the other model) while for 2003-04 we have used the exponential model. We find that in 1990-91 the relationship was positive but quite weak. It became much stronger in 2003-04 and cannot now be considered inconsequential by any standard.
The changes in capital-labour ratio and the consequent rise in the output-labour ratio (that may be considered as a gross measure of L P ) may occur in two ways; first, when labour is replaced by capital, in which the average number of workers per factory decreases with an increase in the capital-labour ratio, and the second when fixed capital per factory increases but without a decrease in the number of workers per factory. These two processes have their own implications. We do not observe any instance of the second process in our study. 
VIII. Substitution of Capital for Labour:
The post-globalization period has shown a tendency to increase in capital-labour ratio with decrease in the number of workers per industrial establishment. To look into this aspect more closely, we have fitted the CES production function to our data. The CES function specified as: log( ) log( ) ( / ) log[ Table- V. We note that for 1990-91, there was an almost perfect substitutability of capital for labour. The returns-toscale parameter was about 0.9 and the distribution parameter was pretty close to unity. This scenario was completely changed in 2003-04. The distribution parameter associated with labour has been pushed to zero and the substitution parameter increased to be very high. Thus, there was a move from an almost linear production function to the Leontief type function with fixed proportions of labour to capital. These (statistical) findings are quite atypical. There may be several reasons for the same. First of all, a question is: should we measure NAV, L and K per factory, knowing well that in each state the data on the number factories are obtained by aggregating a collection of factories of different sizes, producing different products, using different technologies, employing capital and labour very differently? Such vast dissimilarities among the factories (in any state) may not be represented by the measures such as NVA per factory, fixed capital per factory, etc. Secondly, the assumption of a uniform returns to scale in all states and constancy of the substitution parameter over the states may not be very appropriate. Lastly, estimation of parameters of the CES production function has been problematic and largely unstable. 
IX. Variable Returns to Scale in Different States:
In what follows, we drop the practice of measuring NVA, L and K per factory and use the aggregate data on these variables. We want to analyze the response of aggregate NVA to aggregate manpower (persons engaged) and aggregate fixed capital. We also drop the CES model in favour of the more popular Cobb-Douglas model -assume that the elasticity of substitution (between labour and capital) is unity -but we visualize that returns to scale may be scale dependent. We assume that in more industrialized states there would be less scope to increase production in proportion to further employment of labour and capital while in less industrialized states such scopes may be abundant.
In view of these notions, we choose the Zellner-Revankar (ZR) production function as our model. The ZR production function generalizing the Cobb-Douglas production function for a variable returns to scale is specified as: In course of our analysis we have found that Maharashtra has such a large NVA that it may pull others in its favour and cause problems in estimation. That is, it may be considered as an outlier. Hence, we have estimated the parameters of ZR function twice: first by excluding Maharashtra and then by including it. The estimated parameters are presented in Table-VII and Table-VIII. A perusal of Table-VII It might not be appropriate to assert that the returns-to-scale parameter has changed significantly during 1991-2004 period. But the output elasticity of labour has almost surely experienced a sea change. Now NVA is rather inelastic to labour. In Table-IX and Table- X we have presented the estimated returns-to-scale function for different states in 1990-91 and 2003-04. We find in Table- IX that states such as Gujarat, Haryana, Assam, HP, Goa, Pondicherry, J&K, DNH, Chandigarh, DD and "Others" have experienced a decline in the returns-to-scale function, while it has appreciated for the rest of the states. It may be noted that the second category of the states experiencing increase in the returns-to-scale function is industrially somewhat more advanced than many of the states in the first category. However, inclusion of Maharashtra in estimation changes this conclusion. We observe in Table-X that the returns-to-scale function for all states has declined in 2003-04 (vis-à-vis 1990-91) . Industrial establishments in all the states in 2003-04 are running under diminishing returns to scale. A linear regression of returns-to-scale function on labour-capital ratio has indicated (Table-XI) that the coefficient is positive and statistically significant at 5 percent (prob. level) when Maharashtra is excluded from estimation. However, when Maharashtra is included, the coefficient for the year 2003-04 is significant at 6 percent, but for the year 1990-91 it is significant at 10 percent (Table-XII). These findings indicate that decreasing labour-capital ratio in the post-globalization period has led to diminishing returns to scale in industrial sector of the Indian Economy. X. Analysis by Transcendental Production Function: Now we fit the transcendental production function to the aggregate data on NVA, labour and capital. The transcendental production function is specified as:
This function permits variable elasticity of production as well as substitution. In case 3 4 0 k k = = , it degenerates to the Cobb-Douglas production function. We have fitted this function to the data (Maharashtra included) for 1990-91 and 2003-04 by two different methods of estimation: the least absolute deviation (LAD) and Ordinary Least Squares (OLS) methods. The reason for using LAD is our observation that Maharashtra may be an outlier and pull the least squares estimator to it. The estimated parameters are presented in Table- XIII. We find that for 1990-91 data, there is not much difference in the LAD and OLS estimated parameters. Further, 1 k alone is significantly different from zero. However, for 2003-04 data, 2 k and 3 k both are significantly different from zero. As for 1990-91, output elasticity of labour alone is significant. For 2003-04, labour has taken a back seat, capital is a significant input and the significance of 3 k indicates that any further increase in labour would have a dampening impact on output. This finding appears to be convincing since it explains the observed decrease in labour-capital ratio in the post-globalization period. 
XI. Analysis by Diewert Production Function:
The Diewert production function (Diewert, 1971 ) is a generalization of the Leontief production function, specified as 3 0.5 0.5 1 2 3 1 ; 0 1; 1
We have fitted Diewert function to the data for 1990-91 and 2003-04. In our analysis it was found that Andhra Pradesh and Maharashtra might be the outliers. To counter the possible adverse effects of outliers on estimation, we have adopted two strategies. First, the parameters have been estimated by OLS as well as LAD procedures. Secondly, we have dropped AP and Maharashtra, and from the remaining data for 22 states, the OLS estimates of parameters have been obtained. The estimated parameters are presented in Table- XIV. The estimated values of NVA have been presented in Table- 
− , which implies that productivity of labour increases with capital-labour ratio at a decreasing rate (see section VII -for what our data indicate). The CMS production function contains the linear production function as a special case. It defines the elasticity of substitution,
. When the output-labour ratio increases (e.g. with economic growth), the elasticity of substitution in this function tends to unity and thus the CMS tends to the Cobb-Douglas production function.
Next we apply Zellner-Revankar generalization on Bruno's production function to permit variability to returns to scale and elasticity of substitution. The estimated parameters of these production functions are presented in Table- XVI. Estimated NVA and elasticity of substitution and returns-to-scale functions are presented in Table- XVII. The observed and estimated NVA are presented in Fig. -X for visualization of the fit of these models. (Zellner & Revankar, 1969) In the estimates of Bruno's function (Table-XVI A perusal of Table-XVII and Fig. -XI conjointly indicates that for most of the industrially developed states, the elasticity of substitution function has shown a decline, which is quite large in Delhi, Kerala, Tamilnadu, Punjab and West Bengal. Gujarat is a notable exception to this general tendency. Returns-to-scale function has appreciated in most of the states; it has shown a large increase in Gujarat, Haryana, Andhra Pradesh and Karnataka in particular. A large decline in Maharashtra, however, is conspicuous. XIII. Concluding Remarks: If (i) the data used in our analysis really represent the industrial scenario emerging in the post-globalization period, (ii) the gross aggregation of indicators of industrialization over varied types and sizes of factories in different states have not reduced them to mere numbers devoid of sense or substance, and (iii) production functions fitted to state-level aggregate data can be used (see Shaikh, 1974 Shaikh, , 1980 Felipe and Fisher, 2001) to analyze the structure of manufacturing sector at the national level, then our analysis has clearly indicated that the rise in industrial output is accountable to substitution of capital for labour in almost all states. Elasticity of substitution has declined in most of the industrialized states. In the pre-globalization period the industries experienced increasing returns to scale. Although Bruno-ZR production function indicates persistence of increasing returns, but in view of the relationship found in our data (positive m ) it might not give a true picture. It is more likely that globalization has given way to diminishing returns to scale. Along with a rise in industrial output, globalization has possibly led to a decline in regional disparities in terms of population-deflated indices of employment of manpower and capital, and the resultant output. We have not investigated the effects of biased technological changes (Sato, 1970) that occurred in the post-globalization period. A study of that aspect may further explain the observed structural changes in the industrial sector of India.
