A computer network for real-time data acquisition, monitoring and control of a series of experiments at the Brookhaven High Flux Beam Reactor has been developed and has been set into routine operation. This Reactor Experiment Control Facility presently services nine neutron spectrometers and one x-ray diffractometer. Several additional experiment connections are in progress.
Introduction
A computer network for real-time data acquisition, monitoring and control of a series of experiments at the Brookhaven High Flux Beam Reactor has been developed and has been set into routine operation. This Reactor Experiment Control Facility (RECF) presently services nine neutron spectrometers and one x-ray diffractometer.
Several additional experiment connections are in progress.
The architecture of the facility is based on a distributed function network concept. This concept as well as the plans for the Reactor Experiment Control Facility have been introduced and defined at the 1973 Nuclear Science Symposiuml. The following, therefore, is a statement of implementation and results. Frequent references to the above referenced publication are made; thus, prior familiarization is recoomended.
Some Specifications
The users of the facility introduced several mandatory requirements during the planning stage. The following is a discussion of the requirements and the results.
The facility should have a low operating cost. Besides the hardware maintenance personnel, the facility support staff should not exceed one person. This requirement prompted the explicit design and automation of almost every interaction between the user and the facility. This includes application program generation, magnetic tape management, and other functions usually provided by computer operators and system analysts.
The emphasis has been placed on the provision of real-time functions in the facility. Capacity and facilities for data reduction and analysis are provided as far as the results are necessary for the experimental activity. Off-line data reduction and analysis are provided by the BNL Central Scientific Computing Facility, a computer center with 2 x CDC6600 and 1 x CDC7600. Continued emphasis on this specification will be given during future expansions in order to avoid deterioration of the facility into a general purpose, operator intensive computing device.
The facility uses one application program language only. FORTRAN has been chosen because of its general acceptance in the scientific community. A one-level overlay structure has been chosen for FORTRAN overlay program structures. One FORTRAN program structure may consist of a total of 62 overlays. This represents, depending on conversion factors applied, approximately 15,000 to 20,000 FORTRAN statements.
There is essentially no possibility of accidental interactions between experiments. Subsystems in the facility are incrementally expandable with prevailing hardware and software. Local expansion at one experiment does not influence in any way the operating schedules and other conditions of the other experiments. This specification also implies that at some future time, parts of the facility may become technologically obsolete; the entire system, however, should not have a scheduled or otherwise expected obsolescence date.
Economy of Architecture
The distributed function architecture favors dedication of many programmable processors and many dedicated random-access memory modules. It There seems to be a high probability that technology will proceed along this course in the foreseeable future.
Network
The facility presently includes 12 nodes* each containing at least one PDPll processor and at least 24 kilowords of core memory. The nodes are interconnected via the transaction communication subsystem as shown in Fig. 1 where IS is a standardized success flag associated with every call. In order to avoid homonyms with the application subsystem, 6 character subprogram names are reserved for the experiment service subsystem.
It is assumed, as justified elsewhere1 that the experiment service subsystem is subject to frequent changes due to changing requirements and to technological advancements. Thus, the strategy has been pursued to design the CALL statements as functionally defined and as hardware and software structure independent as feasible in order to avoid major application program modification in cases of update of the experiment service subsystem.
The neutron spectrometer service subsystem may serve as a typical example. A neutron spectrometer includes a series of computer controlled motors operating in a range of 720 degrees as well as several detector-counter combinations. The motor positions are determined by using incremental high-precision encoders. The control circuitry had been designed about 12 years ago for the Multiple Spectrometer Control Systeml which was replaced by the Reactor Experiment Control Facility. In order to achieve an orderly development plan within given budget and manpower constraints it was decided to interface to the old control circuity for initial deployment of the facility and to develop new and modern circuitry later. Many functions which are presently designed in software will then be implemented in hardware. This implies that the present software structures and the hardware structure of the experiment service subsystem will then become obsolete entirely. The CALL statements to the experiment service subsystem have been designed so that this effort can be implemented without modification of the application software as long as the functions do not change. The UNIBUS of the Digital Equipment Corporation satisfies these requirements. Therefore, this bus structure has been selected. Modules are designed as closely to the specification of the Digital Equipment Corporation as feasiblell. There are some additional advantages to the UNIBUS structure. It is in widespread use, far beyond the somewhat specialized field of process control. Many industrial companies offer compatible modules, components, connectors, subassemblies and interfaces. It seems that the UNIBUS is rapidly becomming a widely accepted standard interconnection structure.
Registered trademark of Digital Equipment Corporation. S tandalone Operation
A private node may operate at the option of the experimentalist as a standalone system as long as services from the common node are not required. A limited local overlay subsystem is available using a papertape reader as an input device for appropriately requested overlay load modules. There is, of course, a practical limit to a few overlays. A dual floppy disk device is presently in the final tests for use in this application. The two disks which would operate on such a device would hold a structure of 27 overlays. If the reliability of the devices and the media turns out to be satisfactory then it is contemplated to replace the papertape overlay subsystem by a much more convenient floppy disk overlay subsystem. The load modules for the local overlay subsystem are, as mentioned earlier, generated at the program development node.
Standalone operation is, in conjunction with the distributed function concept, particularly useful during some phases of the initial development and construction of an experiment. Often new devices, such as a new type of a motor or a detector, need to be used. These devices, then, prompt the development of new hardware modules and software modules within the experiment service subsystem. These new designs as well as the new devices can be developed and thoroughly tested out within small and defined functional subsystems. Later integration of several subsystems into a private node and integration of the private node into the network takes place without disturbance of the functionally defined boundaries of the new modules and without redesign of already existing functions. This process provides reasonable assurances that:
(a) the probability of design errors 
