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Introduction
Since C. E. Shannon proposed the notion of channel capacity [1] , it has played an important role in Information Theory. Given a channel (Ω 1 , r(y|x), Ω 2 ), the channel capacity C is defined as follows:
C := max q(x)∈S 1 I(q(x) · r(y|x)),
where I denotes the mutual information of q(x) · r(y|x) and S 1 denotes the set of all probability distribution on Ω 1 .
Arimoto algorithm [3] is known as the best-used algorithm for evaluating the channel capacity of a memoryless channel, where we update q (t) (x) ∈ S 1 in order that I(q (t) (x) · r(y|x)) increases. Although many people have proposed other algorithms ever (e.g., [9] ), they are essentially the same as Arimoto algorithm. It implies that Arimoto algorithm is not just an algorithm but has some beautiful structure. The purpose of this paper is to reveal a theoretical justification of Arimoto algorithm from the information geometric point of view.
There exist papers whose purpose are similar to the present paper for example [5] , [6] and [7] . But [5] and [6] mention only the channel capacity but not Arimoto algorithm. Although [7] refers to Arimoto algorithm, we think it does not sufficiently explain a theoretical justification of Arimoto algorithm from the information geometric point of view. This paper is organized as follows. In Section 2, we prepare some notations that are needed in this paper. Information geometric view of a channel capacity is investigated in Section 3. In Section 4, we propose an algorithm naturally induced from the information geometric view of a channel capacity addressed in Section 3, and prove that this algorithm corresponds to Arimoto algorithm. We conclude the paper with brief remarks in Section 5. For the terminology about Information Geometry used in this paper, we refer to [2] .
Some definitions and notations
In this paper, let Ω i (i = 1, 2) be finite sets, S i be the sets of all probability distributions on Ω i . Namely,
where R + := {x ∈ R; x ≥ 0}. Similarly, let S 3 be the set consisting of all probability distributions on Ω 1 × Ω 2 .
A memoryless channel is expressed by a system where, for an input symbol x ∈ Ω 1 , an output symbol y ∈ Ω 2 is determined at random. Definiton 2.1. A channel is defined by a triple (Ω 1 , r(y|x), Ω 2 ) of finite sets Ω 1 , Ω 2 and a map Ω 1 x → r(·|x) ∈ S 2 . Definiton 2.2. We call the map I : S 3 → R defined by
the mutual information. In the equation (1), q(x) and r(y) mean the marginal distributions of p(x, y) on Ω 1 and Ω 2 respectively, and D(·||·) means the Kullback-Leibler Divergence.
Definiton 2.3. Given a channel (Ω 1 , r(y|x), Ω 2 ), the channel capacity is defined by
Although Definition 2.3 is not justified unless we expand the domain of I, we can avoid this difficulty by setting 0 log(0/0) := 0. Since S 1 is compact and the extended mutual information is continuous, we can substitute sup to max.
Arimoto algorithm is to update from q (t) (x) ∈ S 2 to
It is known that, by using this algorithm, I(q (t) (x) · r(y|x)) monotonically increases and converges to the channel capacity [3, Theorem 2].
Information geometric view of channel capacity in S 3
Let us try to characterize the channel capacity from the information geometric point of view. Takeuchi and Ikeda [5] characterize the channel capacity in S 2 . Their method is natural because Shannon had emphasized in his paper [1] that the channel capacity is independent of a probability on input symbols. Let us review an outline of [5] . A probability distribution that attains the channel capacity satisfies the following interesting condition:
Theorem 3.1. Assume that a probability distribution q ∈ S 1 attains the channel capacity C. Then q satisfies the following condition:
where J + denotes the set consisting of all x ∈ Ω 1 such that q(x) > 0 and J 0 denotes the set consisting of all x ∈ Ω 1 such that q(x) = 0. Moreover, r q (y) denotes the marginal distribution of q(x) · r(y|x) on Ω 2 . Conversely, if there exist C ≥ 0 and q ∈ Ω 1 satisfying
then C ≥ 0 and q are the channel capacity and a probability distribution that attains channel capacity, respectively.
The proof is given in Section 6.1. Theorem 3.1 tells us that, from information geometric view of S 2 , the channel capacity is a "circumcenter" of the polyhedron spanned by {r(y|x)} m x=1 . Expanding S 2 , how can we see the channel capacity in S 3 ? We may be able to see some interesting structure in S 3 which is hidden in S 2 . Hence, let us investigate an information geometric interpretation of the channel capacity C in S 3 .
Define subsets M and E of S 3 by
where q(x) and r(y) are defined by
that is, q(x) and r(y) are the marginal distributions of p(x, y).
The proof is given in Section 6.2. By utilizing Lemma 3.2, the channel capacity C is expressed as follows:
where Π (m) (p(x, y)) means the ∇ (m) -projection of p onto E . The formula (6) says that, from the viewpoint of geometry in S 3 , the channel capacity C is the longest "distance" (between p and Π (m) p) from M to E.
Backward em-algorithm
In Section 3, we reveal information geometric structure of the channel capacity in S 3 . Therefore, if we can make an algorithm monotonically increasing the Kullback-Leibler divergence, we can expect that this algorithm is useful for evaluating the channel capacity. An algorithm monotonically decreasing the Kullback-Leibler divergence is well known as "the em-algorithm" [8] . Then how can we increase the Kullback-Leibler divergence? It will be a strong candidate to project onto a ∇ (m) (∇ (e) )-autoparallel submanifold by a ∇ (m) (∇ (e) )-geodesic. But since this projection is a critical point of the Kullback-Leibler divergence, this may sometimes decrease the Kullback-Leibler divergence. Hence, an algorithm that uses this idea is not necessarily a steady algorithm that increases the Kullback-Leibler divergence and converges to the channel capacity C.
To overcome this difficulty, let us try to use the idea that rewinds the em-algorithm, same as rewinding movie films! Definiton 4.1. Define S 3 , M and E in the same way as Section 3. For
We call this algorithm "the Backward em-algorithm."
Theorem 4.2. By using the Backward em-algorithm, I(p (t) ) increases as p (t) is updated. Namely, the following equality
holds.
Proof.
Note that the second and fourth inequalities follow from the generalized Pythagorean theorem [2, Theorem 3.8] .
To use this algorithm, we have to evaluate concrete values of the backward e-(or m) step. The following theorem answers what concrete values of the backward e-step are. Theorem 4.3. Let q (t) (x) · r(y|x) ∈ M . Then the following two statements for q(x) ∈ S 1 and r(y) ∈ S 2 are equivalent:
where Π (e) (q(x) · r(y)) denotes the ∇ (e) -projection from q(x) · r(y) onto M .
q(x)).
Noting that
we see that (7) is equivalent to the following:
Observing that
we can see that
which concludes the proof.
From Theorem 4.3, we can deduce the following interesting theorem.
is an exponential family.
Proof. It suffices to prove that, for any q 1 (x) · r 1 (y) and q 2 (x) · r 2 (y) contained in E (t) and any t with 0 ≤ t ≤ 1, there exists q 3 · r 3 contained in E (t) satisfying t log(q 1 · r 1 ) + (1 − t) log(q 2 · r 2 ) = log(q 3 · r 3 ).
Calculating the left-hand side (LHS) of (9), we obtain
Since S 2 is an exponential family, there exists r 3 containing S 2 such that
Next, let us calculate t log q 1 + (1 − t) log q 2 . Noting that the pairs (q 1 , r 1 ) and (q 2 , r 2 ) satisfy (8),
= log q (t) + t(D(r(y||x)||r 1 (y)))
we see that t(D(r(y||x)||r 1 (y))) + (1 − t)(D(r(y||x)||r 2 (y))) can be rewritten as folows by using r 3 defined by (10):
{r(y|x) · log r(y|x) − log r 3 } = D(r(y|x)||r 3 (y)).
Hence, setting q 3 by
and therefore,
In the end, let us show that log Φ 1 (t) + log Φ 2 (t) is 0. Since S 3 is an exponential family, there exists p(x, y) ∈ S 3 such that
Comparing (11) and (12), we have
Summing up each terms of (13) with respect to x and y, it follows immediately that log Φ 1 (t) + log Φ 2 (t) is 0.
Next, let us consider the Backward m-step. What should we choose q contained in E (t) , to carry out the Backward m-step? Let Π (m) (M ) be the embedding of M into E by ∇ (m) -projection. Letq(x) ·r(y) be an intersection point of Π (m) (M ) and E (t) , thenq · r(y|x) can be a candidate of the Backward m-step. Conversely, letq · r(y|x) be a candidate of the Backward m-step, then Π (m) (q · r(y|x))) is an intersection point of Π (m) (M ) and E (t) . Therefore, the problem of evaluating and calculating candidates of Backward m-step is equivalent to the problem of evaluating and calculating intersection points of Π (m) (M ) and E (t) . Hence we have to solve the following system of equations with respect to r:
where q(x) is given by the equation (8) . Rewritting this as
we see that it is difficult to solve (14). If we can solve the equation (14), we can prove that I(p (t) ) converges to the channel capacity C. The proof is given in Section 6.3. Giving up to solve (14), we try to approximate (14) in order that we can solve. It will be a good solution to approximate exp(D(r(y|x)||r(y)) to some value that is independent of x since it becomes the constant value. To approximate like this, it seems good to approximate r(y|x) of exp(D(r(y|x)||r(y)) to the "circumcenter" r * (y) of the figure induced from {r(y|x)} m x=1 in S 2 , that is, the probability distribution contained in S 2 that attains the channel capacity (see Theorem 3.1). Then, observing that exp(D(r(y|x)||r(y)) becomes independent of x, (14) is rewtitten as
that can be solved. The merit of this approximation is that r * (y) is vanished in the equation (15). Namely, even if we do not know the value of r * (y), we can solve (15). Since the solution of (15) is r(y) = r q (t) (y), where r q (t) (y) denotes the marginal distribution of q (t) (x) · r(y|x), try to update q (t) (x) by
which is none other than Arimoto algorithm.
Concluding Remarks
In the present paper, we investigated the channel capacity from the information geometric point of view in S 3 . After that, we introduced the new algorithm that monotonically increases the Kullback-Leibler divergence, "the Backward em-algorithm." The Backward e-step can be characterized but the Backward m-step cannot be. Hence, we tried to approximate the Backward m-step, which corresponds to Arimoto algorithm.
There are many open problems left. First, the existence of a solution of the equation (14) should be studied. If we can prove that there exists a solution of the equation (14), even if we cannot solve, we may be able to introduce other approximations of the Backward m-step.
It seems interesting to apply the Backward em-Algorithm to other subjects. There has been no algorithm that monotonically increases the Kullback-Leibler divergence. We can use the Backward em-algorithm when we want to maximize the Kullback-Leibler divergence between two manifolds. where λ means a Lagrange multiplier and R + denotes the set {x ∈ R | x ≥ 0}. For the mutual information to take a maximum point at q ∈ S 3 , it is sufficient that L satisfies
Since ∂L/∂q i = q i D(r(y|i)||r q (y)) − 1 + λ, (16) is rewritten as (4) and (5), the equality max x∈Ω 1 D(r(y|x)||r q (y)) = C holds, it follows that C ≤ C . Noting that the q satisfies I(q · r(y|x)) = C and taking the definition of the channel capacity into the consideration, it also follows that C ≥ C , and therefore, C = C . it concludes the proof.
Convergence of the Backward em-algorithm
In this section, we assume that the equation (14) can be solved and that p (t) (x, y) can be updated to p (t+1) (x, y) any number of times by the Backward em-algorithm. Theorem 6.1. I(p (t) ) converges to the channel capacity C as p (t) is updated.
where Φ(t, r) := x∈Ω 1 q (t) (x) exp D(r(y|x)||r(y)).
Proof. = log Φ(t, r).
Proof of Theorem 6.1. It suffices to prove that D(p (t) ||p (t+1) ) converges to the channel capacity C. Let q (0) (x) ∈ S 1 be a probability distribution that attains the channel capacity C. First, let us prove that
Calculating x q (0) (x) log{q (t+1) (x)/q (t) (x)}, we obtain x q (0) (x) log q (t+1) (x) q (t) (x) = x q (0) (x) log q (t) (x) exp D(r(y|x)||r (t+1) (y))Φ(t, r (t+1) ) −1 q (t) (x) = − log Φ(t, r (t+1) ) + = −D(p (t) ||p (t+1) ) + C + D(r q (0) (y)||r (t+1) (y)) ≥ −D(p (t) ||p (t+1) ) + C, and therefore, we obtain the inequality (17), where r q (0) (y) denotes the marginal distribution of q (0) (x) · r(y|x) on Ω 2 . Summing up the both sides of the inequality (17), we have
Noting that D(q (0) (x)||q (1) (x)) ≥ 0 and is independent of t, we can see that the sequence {C − D(p (t) ||p (t+1) )} ∞ t=1 converges 0.
