ABSTRACT The railway relay plays an important role in railway systems. Its reliability has a significant effect on the safety of passengers and train operation, which can be reflected using degradation parameters. In this paper, a novel hybrid method based on the multi-layer decomposition and the radial basis function neural network (RBFNN) is proposed for life prediction of railway relays. As the degradation parameter series are usually nonlinear and non-stationary, it is vital to develop an essential method to preprocess the degradation series. In order to improve the prediction accuracy, a multi-layer decomposition method is developed first for data pre-processing, which blends complete ensemble empirical mode decomposition (CEEMD) and an improved variational mode decomposition (IVMD) with a stopping criterion for determining the decomposition modes number. It is noted that IVMD is then used to decompose the highfrequency intrinsic mode functions (IMFs) obtained using CEEMD to improve the prediction accuracy. Furthermore, RBFNN is applied to all the components for prediction. And the prediction results of all the components are reconstructed as the predicted degradation series. Finally, the effectiveness and robustness of the proposed novel hybrid prediction method are verified on one-step prediction and multi-step prediction by comparing other commonly used prediction methods. The experimental results indicate that the proposed hybrid prediction method performs best on the complex degradation parameters of safety relays.
I. INTRODUCTION
Remaining useful life (RUL) prediction has become an important issue, especially in the field of automatic equipment. As the equipment performance is directly related to the reliability and safety of system operation, it is essential to monitor its operation states [1] - [4] . In railway systems, there are lots of relays used to keep the train control system safe and reliable by transferring command information and status information. At present, the main maintenance means include regular inspection and replacement, which cost lots of manpower. In addition, some relays with good working
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performance may also be replaced, which leads to low economic benefits. Thus, an accurate life prediction method for railway relays needs to be developed to keep railway systems safer and more effective.
At present, there have been rare studies on railway relay life prediction. However, many scholars have done some research on life prediction for industrial equipment and aerospace relays, which can be used as references. In energy storage systems, a method blending particle filter and support vector regression is proposed to predict the useful life of batteries [5] . In the field of life, a data-driven life prediction method is adopted for LEDs using multidimensional data [6] . In the field of aerospace, a life prediction method based on auto-regressive and moving average model (ARMA) and wavelet transform model is proposed [7] . In short, RUL prediction is an important step to keep equipment and systems operating reliably. By reviewing previous research, the life prediction methods for relays can be summarized as regression analysis [7] , grey system model [8] , and neural network [9] . A life prediction method based on ARMA and wavelet transform model has been proposed for aerospace electromagnetic relays with good performance [7] . A. J. Wileman, et al. use grey system model to predict relays' lifetime [8] . These methods can perform well on time series which are smoothed and straightforward, and acquire high prediction accuracies.
However, the nonlinear fitting ability of the above prediction models is not strong. As we know, time series are usually nonlinear, which affect the prediction accuracy of some linear prediction models. In order to address this problem, the back propagation artificial neural networks (BPNN) model has been used in the prediction model, which performs better on nonlinear series [10] . However, traditional single prediction methods can hardly reveal the nonlinearity and non-stationarity properties of time series. Taking that into consideration, some life prediction methods combing prediction model and decomposition technology were proposed. A hybrid prediction model based on wavelet packet decomposition, phase space reconstruction and Volterra series was proposed [11] . And Li proposed a prediction model combining ensemble empirical mode decomposition (EEMD), phase space reconstruction and RBFNN [12] . The decomposition technology can improve the prediction accuracy to a certain degree.
But there are still some defects which need to be solved. For example, the prediction results of the high-frequency components are usually not satisfying, which will have an influence on the prediction accuracy. The prediction performances need to be further improved since the single decomposition method also cannot reveal all the nonlinearity and non-stationarity properties of time series. Note that the decomposition technique can improve the prediction accuracy, it provides the possibility to further improve the prediction accuracy using multi-layer decomposition method, which is the motivation of this paper. In addition, it is noted that the most recent studies are based on the one-step prediction methods. However, multi-step prediction with high accuracy is necessary in many scenarios to prevent potential dangers happening by taking some measures in advance.
Meantime, it is noted that the empirical mode decomposition (EMD), proposed by Huang et al., is a preferable data-driven method, especially suitable for nonlinear and non-stationary data [13] . Thus, it provides the application possibility for life prediction of railway relays. In recent years, EMD has been widely used in data processing [14] , [15] . However, EMD has some defects, such as mode mixing and endpoint effect. Thus, many improved EMD methods have been proposed, such as the EEMD method [16] and complete ensemble empirical mode decomposition (CEEMD) method [17] . EMD and its improved versions have been widely used in fault diagnosis [18] and feature extraction [19] . At present, there have been some tries [12] for life prediction using EEMD. But there are still some flaws. First, the constructed signal contains residual noise which may affect the prediction accuracy. Besides, the prediction accuracy is not high for one-step prediction. Especially, the CEEMD takes the concept of eliminating reconstruction noise into consideration, which is the basis of high prediction accuracy. In 2014, K. Dragomiretskiy proposed a novel and non-recursive decomposition method called VMD, which is constructed on basis of mathematical derivation [20] . It can ensure decomposition optimality in the sense of minimum sum of modes' bandwidths. VMD has been used in many fields [21] , [22] . As a novel technology, it also has some defects. For example, the decomposition modes number needs to be determined in advance, while there are no uniform standards.
Taking the above theoretical background into account, a novel prediction model (CEEMD-IVMD-RBFNN) based on multi-layer decomposition technology and RBFNN is proposed. First, the CEEMD method is utilized for preprocessing on nonlinear time series of the railway relay's degradation parameter. In order to obtain higher prediction accuracy, a multi-layer decomposition method is proposed. After IMFs being obtained by using CEEMD, an improved VMD (IVMD) is applied to the high-frequency IMFs to do the secondary decomposition. To improve the prediction accuracy, a stopping criterion for VMD is proposed to reduce the error of reconstructed signals. The neural network has strong learning abilities, which is proper to be used as the prediction model. The performance of BPANN model is closely related to data quantity and quality, and the selection of model parameters. In comparison, the training speed of RBFNN is faster than BPNN, and RBFNN usually can avoid the local optimal solutions [23] . So, RBFNN is adopted as the prediction model in this paper. All the predicted sub-series are reconstructed as the predicted series of the original series. The experimental results and comparison demonstrate the proposed CEEMD-IVMD-RBFNN model performs best in railway relay's life prediction.
The remainder of this paper is summarized as follows. Section II introduces CEEMD, an improved VMD, and RBFNN model. Then, a hybrid model based on CEEMD, IVMD, and RBFNN is proposed. In Section III, simulation results and discussion are given. At last, conclusion and future works are summarized in Section IV.
II. THE PROPOSED CEEMD-IVMD-RBFNN MODEL
In this part, a hybrid model based on CEEMD, IVMD, and RBFNN is proposed. And the structure of this model is given as Fig. 1 . First, CEEMD is applied to the time series of railway relays. A series IMFs (imf 1 ∼ imf n ) and a residue can thus be obtained. Then, IVMD is used to do the secondary decomposition for the first m high-frequency IMFs where Modes 1 , Modes 2 , · · · , Modes m denote the decompo- sition results of imf 1 , imf 2 , · · · , imf m , respectively. Further, the RBFNN model is used as the prediction model. The final prediction series can be obtained using two reconstruction processes. The selection of m and the superiority of the proposed multi-layer decomposition prediction model are detailedly described in Section III.
A. THE CEEMD METHOD
As a data processing method for nonlinear and non-stationary signal, EMD has been successfully applied to practical engineering. Finally, the original signal can be decomposed into several IMFs and a residue. Every IMF should satisfy the following two conditions: (1) the numbers of extreme points and zero-crossing points are equal or differ only by one; (2) the mean of upper and lower envelopes is zero at any point [24] . Aiming to deal with mode mixing of EMD, Wu and Huang proposed a noise-assisted method named EEMD [16] . But the reconstructed signal still includes residual noise. CEEMD has been proposed to solve the problems of EMD and EEMD, which can reconstruct the signal completely [17] . Meanwhile, it needs fewer iterations which reduces the computational cost. Compared to EEMD, the method adds noise in each decomposition stage. The procedures of CEEMD are as follows.
1. The original signal x(t) is mixed with a fixed percentage of zero-mean and unit-variance Gaussian white noise. Then, EMD is used to obtain the first intrinsic mode function of the signal with noise. After n times of decompositions using the signal with different Gaussian noise, the first IMF can be obtained using
where imf 1 is the first decomposition component of the target signal, ε 0 is a fixed coefficient, w i is Gaussian white noise, and E 1 represents an operator to obtain the first IMF using EMD method. The procedures of EMD can be seen in [13] . 2. Calculate the first residue using
3. Add Gaussian white noise to r 1 and make n times of decompositions using EMD. Then, the second IMF can be defined as
4. For j = 2, · · · , L, calculate the j-th residue.
5. Add Gaussian white noise to r l and make n times of decompositions using EMD. And the (j + 1)-th IMF can be VOLUME 7, 2019 obtained as
where E j is an operator to obtain the j-th IMF. 6. Return to Step 4. If r l is monotonous or only has one extreme point, the decomposition algorithm ends. And r = r l is the residue. Finally, the original signal can be decomposed as
If r k doesn't satisfy the above conditions, return to Step 5.
B. THE IVMD 1) THE VMD ALGORITHM
As a new non-recursive signal processing method, VMD can decompose a time series into a group of band-limited modes (u k ). The essence of the VMD algorithm is to construct the variational problem and seek its optimal solution to determine the bandwidth and center frequency of each mode by minimizing the sum of the bandwidths of all the decomposed modes. In order to determine the bandwidth of each mode, the following procedures are utilized [25] . a) the mode u k is processed by the Hilbert transform to obtain its unilateral spectrum; b) add the estimated center frequency e −jwkt to modulate the spectrum of each mode u k onto the baseband; c) determine the bandwidth of each mode by calculating the L 2 -norm of the gradient of the demodulated Signal. Assuming K modes are obtained by applying VMD to the original signal, and the variational constraint problem can be expressed as:
where
is the corresponding center frequencies, and f is the original signal. In order to solve the above variational constraint problem, the quadratic penalty factor α and Lagrange multipliers λ are introduced into the model. Then, the above constraint problem can be converted to an unconstraint one, as
Then, a sequence of iterative sub-optimizations called alternate direction method of multipliers (ADMM) [26] is used to seek the saddle point of augmented Lagrange multipliers. Finally, the solutions of modes u k and center frequency w k can be expressed aŝ
wheref (w),û i (w),λ(w) andû n+1 k represent the Fourier transforms of f (t), u i (t), λ(t) and u n+1 k (t), respectively.
2) IVMD USING A STOPPING CRITERION
It is noted that the number K of modes should be set before the decomposition process. Too small K will lead to severe distortion, which will have an influence on the prediction accuracy. Whereas too large K will lead to unnecessary decomposition, which may make the decomposition process more time-consuming. In this paper, an improved VMD combining VMD and a stopping criterion for determining K is proposed. The procedures are as follows:
1. Set the maximum of K as K max .
2. Set K = 2, and apply VMD to the signal. 3. Calculate the correlation coefficient cor between the reconstructed signal and the original signal. The algorithm ends when K reaches K max or the correlation coefficient cor is larger than the threshold.
C. RBFNN
RBFNN have been widely used because of its simple structure and the strong ability to approximate any nonlinear function. The RBF neural network consists of three layers: input layer, hidden layer and output layer. The transformation from the input space to the hidden layer space is nonlinear. And the transformation from the input to the j-th hidden neuron can be expressed as
where c j and σ denote the clustering center and a kernel width parameter of the j-th hidden neuron, respectively. While the spatial transformation from the hidden layer space to the output layer is linear. The output y m can be obtained by
where w j is the weight from the j-th hidden neuron to the output, and n denotes the number of hidden neurons.
III. RESULTS AND DISCUSSION
The investigated railway relay model is 3RT1034-3XF40-0LA2. And the parameters including contact resistance, closing time, bounce time and release time are collected by relay life detection system (see Fig. 2 ). There are totally 986 release time series points to be analyzed. These points are collected every 100 actions of the railway relay. Analyzing on the degradation parameters of the railway relays using the analysis method we have proposed [9] , we find that as for this type of relays, the release time is the most effective parameter which can reflect the degradation regulation. Thus the release time is selected as the research object in this paper. In order to deal with the nonlinear and non-stationary release time series, the CEEMD method is used to do pre-processing. The decomposition results of release time series is shown in Fig. 3 .
From Fig. 3 , we can see that the release time series is decomposed into 8 IMFs and a residue. The first several IMFs contain lots of high-frequency information comparing with the rest IMFs. While the residue reflects the changing trend of release time series. In order to predict the release time series, the RBFNN model is trained using the first 800 values, while the rest 186 values are used as test set. Here, the idea of phase space reconstruction (PSR) [24] is adopted by selecting embedding dimension and time lag as 5 and 1, respectively. That means we use the former 5 series points (training point) to predict the next value (output point). The RBFNN model is trained using the phase space series (set of training points) and corresponding output series (set of output points). The number of neurons equals that of input points, and the spread parameter of radial basis functions is determined as 1000 by many simulations. Then, the prediction results of the remaining 186 values are obtained as Fig. 4 using the one-step prediction.
It can be seen from Fig. 4 that the prediction results of the first 3 IMFs cannot fit the real values very well, which will cause the reconstructed release time prediction series inaccurate. Comparatively, as for the other lower-frequency IMFs and the residue, the RBFNN performs better with higher accuracies. So, the first 3 IMFs are further studied to improve the prediction accuracy. Here, the IVMD mentioned in Section II is used to do further decomposition for imf 1 ∼ imf 3 . In this paper, K max is set as 15, and correlation coefficient threshold cor is set as 0.995 to ensure the prediction accuracy. By applying the improved VMD, the first 3 IMFs can be decomposed into 14 modes, 13 modes, and 10 modes, respectively. Then, the RBFNN model is applied to these modes for one-step prediction. The reconstruction process by calculating the sum of the predicted modes is carried out to obtain the prediction results of imf 1 ∼ imf 3 . The prediction results using IVMD and RBFNN (IVMD-RBFNN) are given as Fig. 5 . Fig. 5 indicates that the one-step prediction accuracy of imf 1 ∼ imf 3 using IVMD-RBFNN has been obviously improved compared with Fig. 4 , which demonstrates the possibility to improve the prediction accuracy using multi-layer decomposition technology combining CEEMD and IVMD. Then, the proposed novel hybrid prediction method named CEEMD-IVMD-RBFNN with multi-layer decomposition technology is compared against the existing VOLUME 7, 2019 FIGURE 4. The one-step prediction results using CEEMD-RBFNN. RBFNN (IVMD-RBFNN) . The one-step prediction results are shown in Fig. 6 .
It is seen that RBFNN performs worst due to the strong nonlinearity and non-stationarity properties of the release time series. Applying the decomposition techniques (CEEMD and IVMD) can improve the prediction accuracy to a certain degree. While the proposed CEEMD-IVMD-RBFNN can further improve the prediction accuracy. To quantitatively evaluate the prediction performance of the proposed method, the mean absolute error (MAE), the mean absolute percentage error (MAPE), and the root mean square error (RMSE) are adopted. The calculation formulas of MAE, MAPE, and RMSE are given as follows.
where x i is the real value, x i is the prediction value, and n denotes the length of the time series.
44766 VOLUME 7, 2019 FIGURE 6. One-step prediction results using RBFNN, CEEMD-RBFNN, IVMD-RBFNN, and CEEMD-IVMD-RBFNN. Note that multi-step prediction is an essential step to premaintenance. Pre-maintenance for railway relays is of great significance to foresee the potential failures in advance in order that proper measures, such as replacement, can be taken to keep railway signaling systems safe. In this paper, two-step, three-step, four-step, and five-step are selected. Especially, the five-step prediction results are given in Fig. 7 .
By using Eqs. (12), (13) and (14), the indexes (MAE, MAPE, and RMSE) are calculated and shown in Table 1 and Fig. 8 . It can be concluded that in the same step prediction, RBFNN model has the lowest prediction accuracy. The application of CEEMD and IVMD can improve the prediction accuracy. And the IVMD-RBFNN model performs better than the CEEMD-RBFNN model. While the proposed CEEMD-IVMD-RBFNN model combining multilayer decomposition and RBFNN has better performance than the other two models which only utilize single decomposition technology. In addition, as the prediction step increases, the prediction performance of all models decreases because of cumulative errors. The MAE, MAPE, and RMSE of the CEEMD-IVMD-RBFNN model are always smaller than the other models. Besides, the five-step prediction results of the proposed hybrid model is even smaller than the one-step one of the IVMD-RBFNN model, which indicates its superiority and robustness for one-step prediction and multi-step prediction.
IV. CONCLUSION
The most commonly used prediction models for relays are based on regression models, grey system model, and neural network. However, such single prediction models perform unsatisfactorily on nonlinear and non-stationary time series. Hybrid prediction models combining prediction model and single decomposition technology cannot reflect all the nonlinearity and non-stationarity properties of the complex time series. In this paper, by improving VMD algorithm, a multi-layer decomposition technology combining CEEMD and IVMD is proposed. Then, RBFNN is applied for prediction. The proposed CEEMD-IVMD-RBFNN model can solve the defects of poor nonlinear prediction ability of models with single prediction methods on the high-frequency components. It can further improve the prediction accuracy of prediction methods combing single decomposition technology, especially for multi-step prediction. Experimental studies indicate that the proposed CEEMD-IVMD-RBFNN model performs best for both one-step prediction and multistep prediction on the degradation time series with high nonlinearity and non-stationarity. Especially, it still ensures the highest prediction accuracy and robustness in case of multistep prediction, which is important for pre-maintenance.
The main contributions of this paper can be summarized as follows.
1. An improved VMD is proposed by determining the number of decomposition modes using correlation coefficient between the reconstructed signal and the original signal, which can ensure decomposed modes include almost all the information of the original signal.
2. A multi-layer decomposition method based on CEEMD and IVMD is proposed. Then, the hybrid model based on the multi-layer decomposition method and RBFNN is established, named CEEMD-IVMD-RBFNN. It is adopted to predict the release time of railway relays with a higher accuracy compared to the prediction models using single decomposition technology.
3. Besides the one-step prediction, the proposed method also performs well on multi-step prediction, which is of great importance for the railway relay pre-maintenance.
In the future, it is suggested that more parameters of railway relays are to be studied especially on their degradation mechanism. Besides, a multi-parameter prediction model needs to be explored to further improve the prediction accuracy. CLIVE ROBERTS is currently a Professor of railway systems with the University of Birmingham. He is also the Director of the Birmingham Centre for Railway Research and Education, which is the largest railway research group in Europe with just over 100 researchers. He works extensively with the railway industry and academia in Britain and overseas. He leads a broad portfolio of research aimed at improving the performance of railway systems, including a leading a strategic partnership in the area of data integration with Network Rail. His main research interests include the areas of railway traffic management, condition monitoring, energy simulation, and system integration.
