Abstract
Introduction
The application of the increased capability of high performance computing has dramatically increased the size and complexity of numerical simulations of fluid flow. Increased instrument capabilities and a desire to combine the analysis of wind tunnel experiments and the computational modeling of fluid flow in integrated design systems provide new challenges for visualization systems designers.
In order to develop visualization systems, which can accomodate the changing requirements for analyzing both computationally simulated and experimental fluid flows, a system level strategy must be employed. Key elements in this stategy are:
• Develop a system for building systems which can quickly incorporate new technology as it becomes available • Enhance effectiveness and performance of interrogative visualization techniques • Develop a full array of interpretive visualization techniques
• Incorporate analysis of data from multiplesources/disciplines and parameter space studies A basic task in developing a system for building systems is partitioning the visualization system into component parts. A review of the system requirements and the partitioning of the visualization system into component parts can be found in Gerald-Yamasaki, et al. 1 In this paper we will examine two approaches used to implement visualization system components, prepayment and pay-as-you-go. Implementations of systems and components which exemplify these two approaches will be discussed. We will also examine two general types of visualization techniques, interrogative and interpretive, and discuss recently developed methods for enhancing the effectiveness of interrogative techniques and recently developed interpretive techniques. Finally, we will briefly discuss initial efforts in development of systems which accomodate data from multiple sources.
Prepayment and Pay-as-you-go
The visualization system can be broken into three distinct components: accessing data, processing data and displaying results (Figure 1 ). The system accesses This paper is declared a work of the U.S. Government and is not subject to copyright protection in the United States. 
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Michael J. Gerald-Yamasaki NASA Ames Research Center Moffett Field, CA 94035-1000 American Institute of Aeronautics and Astronautics data from storage and makes it available for processing. Visualization techniques are used to process the data into a format that is useable for graphics processing. The processed data is then rendered into an image and displayed.
There are two general approaches for implementing these parts relating to cost: prepayment, in which the costs are born up front, and pay-as-you-go, where the costs are distributed over the completion of the task. An example of these schemes in the accessing data component is for prepayment, to load the data set into memory before beginning processing and for pay-asyou-go, paging data into memory as it is needed. In general the advantages of a prepayment scheme are those of an economy of scale, while the advantages of a pay-as-you-go scheme are those of just-in-time inventory management.
As the requirements for visualization systems change over time, the architectural choices between prepayment and pay-as-you-go schemes also may change with evolving system requirements.
Let's take a look at the how the requirements for visualization systems change as the system extends from analysis of steady state structured flows to unsteady structured flows. We'll examine how two steady-state visualization systems, PLOT3D and Flow Analysis Software Toolkit (FAST), and two unsteady visualization systems, Unsteady Flow Analysis Toolkit (UFAT) and the Virtual Windtunnel (VWT), handle different aspects of their architectures vis-a-vis these two schemes. 
Accessing Data
PLOT3D, FAST and VWT all employ a prepayment scheme for data access by reading the entire data set into memory. This approach limits the analysis to data sets which will fit in the main memory of the analysis machine. For steady state problems this limitation poses problems for larger data sets. For example, a million node PLOT3D file requires about 36 MB of space, so a machine with 64 MB of main memory would be sufficient to handle a data set of this size. As data sets grow into the tens of millions of nodes the memory requirements starts to become problematic. Unsteady data sets require space for each time step and can grow to data sizes well beyond what can fit in the main memory of even the largest machines. For such unsteady data sets, a pay-as-you-go scheme is required.
UFAT employs a pay-as-you-go scheme by serially reading in data for each time step and holding only a few time steps in memory at any given time. A series of commands indicating which visualization techniques are to be applied are defined prior to data access. Data access and data processing (application of the visualization technique) are interleaved on a time step by time step basis and graphics data is accumulated. The pay-as-you-go scheme allows for computation over the entire unsteady data set with relatively modest main memory requirements, but the accumulated data read time from disk defeats the use of this system for interactive analysis.
UFAT implements a rudimentary virtual memory scheme by using the flow solution for each time step as a segment. Data accesses for each time step segment are constrained to be executed in a group. New segments are read into memory overwriting segments which are no longer needed, that is, the accesses for that segment have been completed. By constraining the data accesses to sequential accesses grouped by time step, UFAT is able to process large data sets with a total memory requirement restricted to the amount required to contain only 2-3 timesteps. However, the entire data set eventually must still be read into memory.
Visualization system development would benefit greatly from a virtual memory scheme which would have the ability to access only the data that is used while having the flexibility to take advantage of predictable traversals of the data.
Operating system control of demand paging does not take into account the semantics of the data in determining the size and contents of the paged element or in determining the replacement policy. Consequently, operating system control of demand paging cannot take advantage of predictable data traversal patterns such as the one exploited by UFAT, traversing the data sequentially by time step.
Cox and Ellsworth have recently combined demand paging with an extended version of the type of application controlled and supported segmentation found in UFAT. 6 One advantage of this approach is that only the data blocks which are actually used are read into memory. Data block sizes and organizations can be further optimized for visualization access patterns. A second advantage of this approach is that the demand paging replacement policy is application controlled (in this case, by the visualization application).
The control of the paging replacement policy can be used to respond on a per visualization technique basis to exploit predictable traversal patterns. The access pattern in UFAT for instance is constrained to time step sequential access. By adding demand paging to UFAT Cox and Ellsworth were able to take advantage of this predictable pattern and invoke a paging replacement policy which marks the pages of the oldest timestep as candidates for paging out of memory. Most other visualization techniques have similarly predictable traversal patterns and the ability to control the paging American Institute of Aeronautics and Astronautics replacement policy for these techniques would greatly enhance the pay-as-you-go approach for data access.
Processing Data
The basic process involved with applying visualization techniques typically requires traversal of the nodes of the data set with operation on a field derived from the original quantities stored in the flow solution file. The flow solution file typically contains several scalar fields: density, energy, and the three components of a three dimensional momentum vector. A derived field is calculated using these basic quantities. A grid surface contoured or shaded by pressure is an example of a visualization technique which uses a derived field. FAST and UFAT employ a prepayment scheme for calcuating derived fields. The derived quantity is calculated for the entire data set (each time step for UFAT) before the visualization technique is applied. The prepayment scheme is effective if the traversals through the data largely cover the full extent of the data or repeated traversals over the same derived quantity. The field calculator in FAST explicitly encapsulates this prepayment scheme.
The implementation of this prepayment scheme takes the form:
Traverse grid and solution
Calculate derived field at each grid location Traverse grid and derived field Apply visualization technique A second approach known as lazy evaluation employs a pay-as-you-go scheme. The implementation takes the form:
Traverse grid and solution Apply visualization technique Calculate derived field as needed by visualization technique
The pay-as-you-go scheme is effective if the traversals over the data are sparse or do not fully cover the full extent of the data. Only the derived quantities that are required by the visualization technique are calculated.
The choice between these two approaches is difficult to fix in a visualization system as the prepayment schemes is effective for a portion of the visualization processing domain and pay-as-you-go for another. For example a common iso-surface algorithm, marching cubes, constructs the surface which represents a threshold value of a derived field by testing each node in the field (as part of a hexahedra). Preprossessing of the derived field in this case would provide efficiencies in processing and caching results. This is particularly efficient if multiple passes are made over the data, a pattern which is often exhibited in exploratory examination of the derived field.
Grid surfaces (or grid planes) require only very small portions of the derived field to be calculated. A pay-asyou-go scheme is much more efficient than a prepayment scheme for calculating the derived quantities for grid surfaces as large portions of the derived field would not be calculated at all.
Also for interactive system different effects may be desirable depending on the type of interaction desired. With a prepayment scheme the data loading cost can be concentrated in a single waiting period or with a pay-asyou-go scheme the wait can be amortized over many actions. Which approach is better for an interactive system is not axiomatic.
A flexible visualization system in which the choice between a prepayment or a pay-as-you-go scheme for processing could be made at system run time would be optimal. The challenge here is to create an architecture in which the implementation of the individual visualization techniques is not encumbered by the choice between processing schemes. A recent implementation of the Field Encapsulation Library (FEL) has met this challenge by abstracting out the access of the derived quantities from the visualization technique implementation on the form of the get-value interface. 7 In using FEL the visualization technique accesses a derived field by the get-value interface. The choice between a prepayment or a pay-as-you-go scheme for derived field processing is determined by arguments passed to the get-value routine which can be determined at run time. This is in contrast to the usual visualization technique implementation in which either a precalculated derived field is expected or explicitly calculated as an integral part of the technique implementation.
One of the challenges of visualization of fluid dynamics data is the proliferation of data organizations or grid types. Grid types range over a parameter space of structured and unstructured, single and multiple zones, static and time-varying, explicit and implied, two and three dimensional grid types as well as combinations and hybrids. Increasingly the desire to compare data from multiple sources of computationally modeled and physically modeled flows requires an visualization system to simultaneously accomodate a variety of grid types and potentially present combinations of the data in a single analysis model.
By providing a grid independent application program interface to gridded field data, FEL frees the visualization technique implementation from data American Institute of Aeronautics and Astronautics traversal constraints imposed by the grid organization. Consequently, a fan out of visualization technique implementations over the entire parameter space of grid types can be avoided.
FEL uses physical position as a model independent/ grid independent way of accessing data values. High performance point location and interpolation algorithms are used to provide fast data access given the physical position of the desired data. As mentioned above the data values returned may be interpolated from a preprocessed field or acquired in a lazy evaluation manner. Once data sets from multiple sources are registered to a single physical space, FEL can be used to access data from these multiple sources.
Displaying Results
There is increasing support for software systems which employ a prepayment scheme for displaying results. A prepayment scheme is particularly effective for display of large models such as those found in Computer-Aided Design (CAD) applications or other applications which interact with large models such as architectural walkthroughs. Software toolkits are becoming available which focus on a structure for graphics data known as a scene graph. 8 The scene graph is a directed acyclic graph which represents the large model and contains graphics data. The relationship between the graphics elements, grouping and state information, for instance, is contained in the scene graph. The primary function of these toolkits is to standardize structure of graphics data to facilitate the application of graphics performance tools. An example of a tool offered is scene graph culling in which graphics elements which are not within view are not rendered. Typically unseen elements are rendered anyway which decreases graphics performance.
Visualization systems can be developed using a scene graph approach, but there are differences from how CAD applications utilize scene graphs. Scene graphs for visualization systems would be highly dynamic with elements added and deleted from a scene as occurs in the typical exploratory use of the visualization system. Scene graphs are fundamentally a prepayment approach. How elements can be dynamically added to scene graphs while still providing the benefits of the optimization tools is in many respects an open question. None of the four visualization systems examined (PLOT3D, FAST, UFAT, VWT) utilize a scene graph API for use with external tool kits.
Visualization Techniques
As data sets become larger and more complex, analysis of the flows represented becomes more challenging. There are limits to the effectiveness of interactive exploration of these data sets. The likely outcome of an analysis process which interactively explores hundreds of gigabytes of data describing time varying phenomena is somewhat less comprehensive than interactively studying, say, even a 30 million node steady state flow.
Developing methods for automatically identifying flow features becomes increasingly important as the flow models become increasingly large and complex.
A majority of the visualization techniques found in visualization systems in current use are interrogative techniques where the user interrogates a data set for particular images in a trial and error manner. Typically the user explores a parameter space with a particular visualization technique. The interrogation involves designating a technique and a parameter, for example, the designation of seed points for stream lines or other integral curves.
A second type of visualization technique which is emerging is an interpretive technique. These techniques seek out and display specific features of the flow. There are usually no parameters as such associated with these feature detection algorithms. Detection and display of critical points or stagnation points of a vector field is an example of an interpretive technique.
A pay-as-you-go scheme is best suited for descriptive techniques where interaction is expected on a trial and error process with parameter selection, while interpretive techniques tend to be more effectively implemented with prepayment schemes, frequently as a batch calculation.
Line Integral Convolution Technique
In recent years a technique developed by Cabral and Leedom called line integral convolution (LIC) has received significant attention in the visualization community. 9 LIC is largely an interpretive technique which has some utility as an interrogative technique. The basic technique takes short integral curves such as stream lines in a vector field and convolves the image of the lines with a input texture of white noise. The input texture is effectively filtered as a function of the vector field. The resulting image captures the entire vector field over a two dimensional surface.
Various enhancements to this basic technique have been made including application to curvilinear grids, application of filters and color to improve image quality, using multi-frequency noise, and most recently, extension of the LIC technique to unsteady flows. 10, 11, 12, 13 The images created by the LIC technique as an interpretive techique can represent the flow near the American Institute of Aeronautics and Astronautics surface of the model closely resembling the surface oil flows used in experimental flow visualization. The LIC technique can also be used as an interrogative technique by using an arbitrary two dimensional surface in the three dimensional flow such as a cutting plane as a parameter. (Figure 2) 
Vortex Identification
Recently, an eigenvector method for vortex identification has been applied to numerical and experimental flows. This method developed by Sujudi and Haimes has been applied by Kenwright and Haimes
Figure 2
Surface Flow
Stream Lines Line Integral Convolution

Figure 3 Vortex Identification
Streak Lines Vortex Cores
to visualize flow features such as vortex cores, spiral vortex breakdowns, vortex bursting and vortex diffusion. 13, 14 Vortex identification is a good example of a interpretive visualization technique. The most common method used for vortex identification is an interrogative visualization technique such as streak lines. The flow field is interrogated by the placement of the initial point or points for calculating particle paths. Placement of the particles will define vortices as the particles exhibit swirling paths. Finding the precise initial locations for the particles to capture the vortices in a flow can be quite laborious. Vortex identification using the method described by Sujudi and Haimes is a interpretive visualization technique which captures the vortex locations automatically (Figure 3) . 13 
Illuminated Stream Lines
Lines in a three dimensional scene are often difficult to interpret in regards to their precise location in respect to other elements and in particular in respect to other lines in the scene. The three dimensional spatial impression of surfaces is greatly improved by presenting the surface as illuminated.
Recently, Zockler, et al. have described a method for illuminating stream lines. 16 By exploiting modern computer graphics hardware, particularly hardware texture mapping, this method is able to interactively display illuminated stream lines. This method uses a model which represents diffuse, specular reflection and transparency effects to render an image which captures three-dimensional structure. (Figure 4 
Multi-source Visualization
One of the emerging requirements for flow visualization systems is the ability to combine the analysis of data acquired in experiments using wind tunnels with data acquired through computational simulation of fluid flow. Integrated aeronautical design systems will require visualization tools which will facilitate the analysis of data from multiple sources/ disciplines, and parameter space studies. Current systems such as PLOT3D, FAST, UFAT and VWT are only capable of analysis of a single model. Developing visualization techniques and the systems for analyzing a set of data sets, each element which differs by a parameter (e.g. angle of attack) remain open challenges for visualization system developers. Multi-disciplinary (e.g. structures and fluids) visualization and multisource (e.g. Pressure-Sensitive Paint and Doppler Global Velocimetry) visualization tools are in their infancy.
Challenges are added to each component of the visualization system. For the accessing data component challenges of additional formats and dimensionality are added. For the processing data component, challenges of cross-model registration and the development of comparative techniques are added. And for displaying the data, visual distinction between the representations of the different models potentially mapped to a single model is particularly challenging.
Conclusions
When systems were developed for visualization of steady state flows, it was a reasonable choice to employ a prepayment scheme for data access. New requirements imposed by visualization of unsteady flows requires the transition to a pay-as-you-go scheme.
A prepayment scheme for processing data works well for some visualization techniques, but a pay-as-you-go scheme works better for others. The dual requirements for support of larger and more complex data sets on the one hand and interactivity on the other requires the flexibility to exploit the efficiencies of either scheme.
Increased support for scene graph management and graphics performance optimization tools based on scene graph organization make adoption of scene graph methodology almost inevitable for high performance visualization systems. How these tools will be applied to the special needs of visualization systems remains an open question.
Enhanced effectiveness and performance of interrogative visualization techniques as illustrated by the illuminated stream lines technique and development of interpretive techniques such as LIC and vortex identification are key elements in a overall visualization system development strategy. It is also important for the new requirements of multi-source visualization to be accommodated.
