Abstract-LoRa is a chirp spread-spectrum modulation developed for the Internet of Things (IoT). In this work, we examine the performance of LoRa in the presence of both additive white Gaussian noise and interference from another LoRa user. To this end, we extend an existing interference model, which assumes perfect alignment of the signal of interest and the interference, to the more realistic case where the interfering user is neither chip-nor phase-aligned with the signal of interest and we derive an expression for the error rate. We show that the existing aligned interference model overestimates the effect of interference on the error rate. Moreover, we prove two symmetries in the interfering signal and we derive low-complexity approximate formulas that can significantly reduce the complexity of computing the symbol and frame error rates compared to the complete expression. Finally, we provide numerical simulations to corroborate the theoretical analysis and to verify the accuracy of our proposed approximations.
LoRa spreading factors. The work of [26] also examines the effect of imperfect orthogonality by examining the signalto-interference ratio (SIR) threshold for receiving a packet correctly for all combinations of spreading factors. The SIR thresholds are derived both by simulations and experimental results and rectify the values found in [6] . Interference is particularly detrimental when users with the same spreading factor collide since the spreading can no longer mitigate the interference. The authors of [27] perform an experimental assessment of the link-level characteristics of the LoRa system, followed by a system-level simulation to assess the capacity of a LoRaWAN network.
Convenient approximations for the bit-error rate (BER) of the LoRa modulation when transmission takes place over additive white Gaussian noise (AWGN) and Rayleigh fading channels are given in [28] , but collisions are not considered. Finally, the work of [29] , which is most closely related to our work, provides an approximation for the BER of the LoRa modulation under AWGN and interference from a single LoRa interferer with the same spreading factor (same-SF). Capacity planning for LoRa with the aforementioned interference model is addressed in [30] . The work in [30] is the first work that, to the best of our knowledge, analyzes the coverage of LoRa under a unified noise and interference framework.
A. Contributions
The work of [29] made a significant first step toward understanding the behavior of LoRa under same-SF interference. In this paper, based on our own previous work of [31] , we extend the interference model of [29] to the more general (and more realistic) case where the interference is neither chip-nor phase-aligned with the signal-of-interest. We derive an expression for the symbol error rate (SER) under this new complete interference model. Moreover, we derive an approximation for the SER under the new interference model and we show that non-integer chip duration timemisalignment in particular has a significant effect on the SER. Specifically, we show that the interference model of [29] is pessimistic in the sense that it consistently over-estimates the actual SER. We also prove two properties of same-SF LoRainduced interference that enable a significant reduction of the complexity of calculating both the exact and the approximated SER. Similar properties which were stated (without proof) in [29] are shown to be special cases of our results. Finally, we derive an approximation for the frame error rate (FER), which is generally of greater practical interest for network simulators such as the ones presented in [17] [18] [19] [20] .
B. Outline
The remainder of this paper is organized as follows. In Section II, we provide a detailed description of the LoRa modulation and demodulation processes. In Section III, we derive an expression and we review existing approximations for the SER of the LoRa modulation under AWGN. In Section IV, we model the behavior of LoRa under same-SF interference with neither chip-nor phase-alignment assumptions and we derive a corresponding expression for the SER. In Section V, we explore and prove the existence of equivalent interference patterns that can be exploited to reduce the complexity of computing the SER and we derive a low-complexity approximation for the SER. In Section VI we also derive an approximation for the FER, which is of greater practical interest than the SER in network simulators. Finally, Section VII contains numerical SER and FER results and Section VIII concludes this paper.
C. Notation
Bold lowercase letters (e.g., a) denote vectors, while bold uppercase letters (e.g., A) denote the discrete Fourier transform (DFT) of a, i.e., A = DFT(a). We define [x] y = x mod y. We denote the normal and complex normal (with i.i.d. components) probability density functions (PDFs) with mean μ and variance σ 2 as N (μ, σ 2 ) and CN (μ, σ 2 ), respectively. Moreover, we denote the PDF and the cumulative density function (CDF) of the Rayleigh and Rice distributions by f Ra (y; σ), f Ri (y; v, σ) and F Ra (y; σ), F Ri (y; v, σ), respectively, where σ and v denote the scale and location parameters.
II. THE LORA MODULATION
In this section, we briefly summarize the LoRa modulation and how the demodulation can be performed.
A. Modulation
LoRa is a spread-spectrum modulation that uses a bandwidth B and N = 2 SF chips per symbol, where SF is called the spreading factor with SF ∈ {7, . . . , 12}. When considering the discrete-time baseband equivalent signal, the bandwidth B is split into N frequency steps. A symbol s ∈ S, where S = {0, . . . , N−1}, begins at frequency ( [32] . The general discrete-time baseband equivalent equation of a LoRa symbol s is
where
In the practically relevant case where the sampling frequency f s is equal to B, which we assume for the remainder of this manuscript, the discrete-time baseband equivalent description of a LoRa symbol s can be simplified to
After transmission over a time-invariant and frequency-flat wireless channel with complex-valued channel gain h ∈ C, the received LoRa symbol is given by
is complex additive white Gaussian noise with σ 2 =
N0
2N and N 0 is the single-sided noise power spectral density. We assume that |h| = 1 without loss of generality, so that the signal-to-noise ratio (SNR) is
B. Demodulation
To demodulate the symbols, the correlation of the received signal with all the possible symbols k ∈ S is computed as
= |h|
where τ = h denotes a phase shift introduced by the transmission channel h that is fixed for each transmitted packet but generally uniformly distributed in [0, 2π), and
. In a non-coherent receiver a symbol estimateŝ is obtained aŝ
The complexity of computing (8) is O(N 2 ). The following equivalent and low-complexity method can also be used to perform the demodulation. First, a dechirping is performed, where the received signal is multiplied by the complex conjugate of a reference signal x ref . A convenient choice for this reference signal is an upchirp, i.e., the LoRa symbol for s = 0
Then, the non-normalized discrete Fourier transform (DFT) is applied to the dechirped signal in order to obtain Y = DFT (y x * ref ), where denotes the Hadamard product and
. Demodulation can be performed by selecting the frequency bin index with the maximum magnitudê
Using the fast Fourier transform (FFT), the complexity of computing (10) is O(N log N ). These demodulation steps are illustrated in Fig. 1 .
III. SYMBOL ERROR RATE UNDER AWGN
In this section, we first derive the expression for the LoRa SER under additive white Gaussian noise (AWGN), which is useful for later explaining how the SER and the FER can be calculated in the presence of both AWGN and interference. 
A. Distribution of the Decision Metric
In the absence of noise, and with perfect synchronization, the DFT of the dechirped signal Y has a single frequency bin that contains all the signal energy (i.e., a bin with magnitude N ) and all remaining N −1 bins have zero energy. On the other hand, when AWGN is present, all frequency bins will contain some energy. The distribution of the frequency bin values
where s is the transmitted symbol.
The values Y k can be used in (10) instead of Y k without changing the result and their distribution is
Thus, using basic properties of the complex normal distribution, we can show that the demodulation metric |Y k | follows a Rayleigh distribution for k ∈ S/s and a Rice distribution for k = s, i.e., 
Using f |Y max | (y), the conditional SER when symbol s is transmitted can be calculated as
with v = N σ . The SER for all symbols s is identical, meaning that (16) is in fact equal to the average SER and, if we assume that all symbols are equiprobable, it is also equal to the expected SER.
C. Symbol Error Rate Approximations
While the evaluation of (16) 
where H n = n k=1 1 k denotes the nth harmonic number and Q(·) denotes the Q-function. Using several additional approximations [28] , the following more concise version of (17) is obtained
where γ EM ≈ 0.57722 is the Euler-Mascheroni constant. We note that it is also possible to directly arrive at (18) using the methodology of [28] by skipping the intermediate result (17) and the required additional approximations. It is sufficient to observe that the distribution of the random variableγ defined in [28, Section II-B] converges to a Gumbel distribution with μγ = 2σ 2 (log(2)SF + γ EM ) and σ
for large N due to the Fisher-Tippett-Gnedenko extremal value theorem [33] . The SER of the LoRa modulation under AWGN for all supported spreading factors SF ∈ {7, . . . , 12} is provided in Fig. 2 . We show results obtained from both Monte Carlo simulations and the approximation given in (17) .
IV. SYMBOL ERROR RATE UNDER AWGN AND SAME-SF LORA INTERFERENCE
In this section, we analyze the case of a gateway trying to decode the message of a user in the presence of an interfering LoRa device, as depicted in Fig. 3 . This scenario becomes particularly relevant in future deployments with a high density of nodes due to the uncoordinated ALOHA-based random channel access of LoRaWAN [15] . We assume that the LoRa gateway is perfectly synchronized to the user whose message is decoded. Various synchronization techniques for LoRa have been explained in the literature [10] . It has been shown in [26] that interferers with different spreading factors have an average rejection SIR threshold of −16 dB while the SIR threshold for same-SF interference is 0 dB. As such, even though the inter-SF interference has a non-negligible effect on the error rate, it is the same-SF interference that has a dominant impact and needs to be modeled first. Therefore, in this work we limit our model to interference signals with the same spreading factor as the one employed by the user of interest. Finally, for simplicity, in this work we only consider one interfering user. In this case, the signal model is
where h is the channel gain between the user of interest and the LoRa gateway, x[n] is the signal of interest, h I is the channel gain between the interferer and the LoRa gateway, x I [n] is the interfering signal, and z[n] ∼ N (0, σ 2 ) is additive white Gaussian noise. Since we assume that |h| = 1, the signal-tointerference ratio (SIR) can be defined as
where we use P I to denote the power of the interfering user. Since LoRa uses the (non-slotted) ALOHA protocol for medium access control, the interfering signal
is not synchronized in any way to the user of interest or the gateway. Due to the lack of synchronization, each LoRa symbol of the user of interest is generally affected by a combination of parts of two distinct interfering LoRa symbols, which we denote by s I1 and s I2 , as shown in Fig. 3 . Let τ denote the relative time-offset between the first chip of the symbol of interest s and the first chip of the interfering symbol s I2 (i.e., the first chip of the interfering symbol s I2 starts τ chip durations after the first chip of s). Due to the complete lack of synchronization, we assume that τ is uniformly distributed in [0, N). We note that in [29] , the offset τ is constrained to integer chip durations, which is not particularly realistic since it effectively assumes that the interferer is chip-aligned with the user. Let N L1 = {0, . . . , τ − 1} and N L2 = {τ , . . . , N − 1}. The discrete-time baseband equivalent equation of x I [n] can be found using (2) for s I1 and s I2 , appropriately adjusted to include the offset τ
+(n−τ )
The demodulation of y[n] at the receiver yields
the transmitted and received interference patterns, respectively. It is clear that the interference pattern depends on the time-domain interference signal y I , which is in turn a function of the interfering symbols s I1 , s I2 , the channel h I , and the interferer time-offset τ .
A. Distribution of the Decision Metric
Let R k denote the value of the transmitted interference pattern at frequency bin k, i.e.,
For a specific combination of a symbol s and an interference pattern y I , adding the interference to the signal of interest corresponds to changing the mean value of the distribution of Y k in (12) , as follows
where θ = h I is the phase shift introduced by the interference channel which is fixed for each packet transmission but generally uniformly distributed in [0, 2π). Thus, in the presence of interference, the demodulation metric |Y
where we define the phase shift between the user and the interfering user as ω = τ − θ for simplicity. The joint effect of the AWGN and the interference on the signal of interest is illustrated in Fig. 4 . 
B. Symbol Error Rate
Similarly to (16) , in the presence of interference, the SER for a given symbol s, conditioned on y I and ω, can be written as
is the location parameter for the bin k = s. The CDF of the N th order statistic (i.e., the CDF of the maximum) is known to be
Due to the conditioning on y I and ω, each |Y m |, for m ∈ {1, . . . , N} /s, is independent from any other |Y n |, for n ∈ {1, . . . , N} / {s, m}. Thus, we can directly deduce that the CDF of the maximum interfering bin is
By taking the expectation of P (ŝ = s|s, y I , ω) with respect to ω, we get the SER conditioned on s, y I P (ŝ = s|s, y I ) = 1 2π
Recall that, by assumption, s I1 and s I2 are uniformly distributed in S and τ is uniformly distributed in [0, N). As such, the conditional SER (across multiple packets with different time offsets) P (ŝ = s|s) can be computed as
Finally, s is also uniformly distributed in S, so that the unconditional SER becomes
The full expression for P (ŝ = s) is given in (24), shown at the bottom of the next page.
V. COMPUTATIONAL COMPLEXITY REDUCTION
Apart from the numerical problems that arise from the product of (N −1) CDFs in (24) , an additional practical issue is that the computational complexity of evaluating (24) is very high. In particular, the complexity of computing the three sums scales like N 3 and three integrals need to be numerically evaluated in order to obtain each of the N 3 summation terms. In this section we show that there exist sets of equivalent interference patterns that can be exploited in order to reduce the complexity of evaluating (24) .
A. Interference Patterns
We first derive an explicit form for the magnitude of the transmitted interference pattern R k , k ∈ {0, . . . , N − 1}, which we will then use to show the existence of equivalent interference patterns. Note that the offset τ can be split into an integer part L and a non-integer part λ
where L and λ correspond to the inter-chip and intra-chip misalignments between the user and the interferer, respectively. Using the definition of the DFT and after some algebraic transformations, we have
where Z k,n is defined as
and T i are terms that are independent of the summation variable n which are given by
Using the geometric series sum formula and after some relatively straightforward operations, R k can be written as
and
For the special case where τ is an integer and (39) and (40), respectively, are of the indeterminate form 0 0 . Using L'Hôpital's rule, it can be shown that in these cases we have A k,1 = τ , and A k,2 = N − τ . Using Euler's formula, and for all k ∈ S, the magnitude of R k in (38) can be written as
B. Equivalent Interference Patterns
We first give a definition for the equivalent interference patterns. Then, we show two equivalent interference pattern properties and we explain how they can be used in order to reduce the computational complexity of evaluating (24) .
Definition 1: An interference pattern y I1 is said to be equivalent with respect to some other interference pattern y I2 if it contains exactly the same set of frequency bin magnitudes |R k |, k ∈ S, irrespective of the order of these magnitudes within the set.
We note that the ordering of the magnitudes |R k | does not change the distribution of |Y max |, thus the probability of |Y max | > |Y s | is not affected. Therefore, equivalent interference patterns result in exactly the same conditional SER P (ŝ = s|s, y I ), meaning that it is sufficient to compute each distinct interference pattern once for the evaluation of the unconditional SER P (ŝ = s) given in (24) . Naturally, care has to be taken so that the contribution of each distinct interference pattern is weighted according to how many other equivalent interference patterns exist. 
(47)
In the special case where λ = 0 (i. 
C. Complexity Reduction
The essence of Proposition 1 is that there are only two sets of distinct interference patterns for each value of Ii (s I , τ) ), where y Ii (s I , τ) denotes any (equivalent) element of Y Ii . Then, the double sum in (31) can be simplified to
which reduces the complexity of evaluating (24) by a factor of N/2. In the special case of integer offsets τ (i.e., λ = 0 and τ = L) the above integral can be simplified to a sum over all the integer offsets L. Moreover, in such a case, the sets Y Ii are equivalent, meaning that there is only one set of equivalent interference patterns Y I . Therefore, the above expression can be further simplified to the expression found in [29] 
Proposition 2 essentially means that any interference pattern with τ ∈ ( (N −1) /2, N−1] is equivalent with exactly one interference pattern with τ ∈ [0, (N −1) /2). It is important to note that we have not shown any property about the interference patterns in the region τ ∈ (N − 1, N) , so we consider this region separately. 1 If
, the expression in (50) can be re-written as
which reduces the complexity of evaluating (24) by an additional factor of approximately 2. In the special case of integer offsets τ (i.e., λ = 0 and τ = L) any interference pattern with τ ∈ { N /2, N−1} is equivalent with exactly one interference pattern with τ ∈ {0, N /2−1}. Therefore, the above two 1 It is relatively simple to verify that the region τ ∈ (N − 1, N) contains equivalent interference patterns around the point τ = N − 1 2 following the syllogism of the proof of Property 2. However, this property only marginally reduces the computational complexity and we thus neither use it nor prove it explicitly.
integrals can be simplified to a summation over all the integer offsets L. In this integer-offset case we have
We note that the corresponding simplification that is used in [29] , corresponding to the special chip-aligned case, is different than the simplification we gave in (53). Specifically, in [29] the upper limit of the sum over L is N/2 and, consequently, the normalization is done with is equivalent with the interference pattern resulting from τ = N 2 −1, which has already been considered in the sum.
D. Symbol Error Rate Approximation
Since, even with the above simplifications, the complexity of evaluating (24) is very high, we derive a low-complexity approximation for (24) . Using the triangle inequality, we can simplify (43) to 
Moreover, we also approximate (52) by ignoring the second integral for τ ∈ (N − 1, N) so that
We now follow a procedure that is similar to the procedure in [29] in order to derive a simple approximation for P e (Y I ). First, we assume that the interference-induced SER is dominated by the maximum of |R k |. Thus, we are interested in evaluating
Without loss of generality, we assume that s I2 = 0, so that
/2) and due to (39) and (40) it holds that max k (|A k,2 |) > max k (|A k,1 |). Based on this observation, we choose
so that we can easily approximate |R kmax | as
The probability of the event that the (maximum) interference bin τ coincides with the bin of the signal-of-interest s is 1 N . Since in LoRa N is relatively large (N > 2 7 ), the impact of the aforementioned event on the total error probability is negligible, and therefore, for the approximation of the SER, we only consider the cases where τ = s. The aforementioned fact, combined with (59) which says that all bins except s and τ are zero-valued, means that the approximation of the SER does not depend on the value of s. As such, P (ŝ = s|s) = P (ŝ = s) and calculating the expectation over s can be avoided. Only considering τ = s also has the convenient side-effect that we ignore the only case of (27) which contains ω, meaning that we can entirely avoid the integration over ω in the computation of P e (Y I ). Let P (I) (ŝ = s) denote the interference-dominated SER resulting from the approximation in (59). As explained in Section IV-A, |Y kmax | follows a Rice distribution, which can be approximated by a Gaussian distribution for large location parameters [29] so that
Using the Gaussian approximation, the interference-dominated SER P (I) (ŝ =s) can be computed as
where Q(·) denotes the Q-function and the integral can be evaluated numerically by discretizing the interval [0, (N −1) /2) with a step size as
where T = 0, , 2, . . . ,
2 − . We note that, in the low SNR (i.e., AWGN-limited) regime, the above approximation becomes inaccurate, since all bins have similar values and no single bin dominates the error rate. Let P (N ) (ŝ = s) denote the SER under AWGN given in (16) (which can be evaluated efficiently using the approximation in (17)). Then, a final estimate of the SER that is more accurate also in the low SNR regime [29] can be obtained as
VI. FRAME ERROR RATE UNDER AWGN AND SAME-SF INTERFERENCE Since network simulators, such as the ones presented in [17] [18] [19] [20] , typically operate on a frame level, the frame error rate (FER) is generally of greater practical relevance than the SER. The expression for the SER derived in Section IV can not be used directly to evaluate the FER because it includes an expectation over τ and an expectation over ω, while all symbols in a frame would experience the same τ and ω. For this reason, in this section we derive an expression to approximate the FER. We note that we are considering the FER of an uncoded system. Thus, the expression we derive can be used for the LoRa mode that uses a channel code of rate 4 /5, which has error-detection but no error-correction capabilities.
We first make the following simplifying assumptions. We assume that perfect frame synchronization for the user of interest is achieved even in the presence of interference. Then, we also assume that the interfering frame has the same length as the frame of interest. The latter assumption is taken only for clarity of the presentation and does not restrict our results from being easily generalized to any interfering frame length. Due to the time offset between the frames, only part of the frame of interest is affected by interference.
Let the vector s denote a frame of F LoRa symbols and let the vectorŝ denote the estimated frame at the receiver. The FER can then be defined as P (ŝ = s). Moreover, let F i , where i ∈ {1, . . . , F }, denote the number of symbols in the frame that are affected by the interfering frame. The value of F i depends on the relative position of the two frames. As mentioned in [26] , the random relative position of the two frames plays an important role on the final FER. We consider the final FER as the expectation over all the possible relative positions of the two frames. We note that, except in the case of perfect alignment between the frame of interest and the interference, there always exists one symbol that is only partially affected by interference. For simplicity, we approximate this situation by considering the partially-affected symbol as fullyaffected by interference, thus including it in F i . The number of symbols in the frame that are affected only by AWGN is F − F i . Since the frame of interest and the interfering frame have the same length, the number F i of interfered symbols in a frame is uniformly distributed in {1, . . . , F }.
Since all symbols of the interfering frame have the same offset τ , the probability, for a given F i , that all F i symbols under interference and all F − F i symbols under AWGN are correct is
where P (ŝ = s|τ ) can be approximated as
By using a similar simplification to (56), the conditional frame error rate P (ŝ = s|F i ) can be approximated as
Finally, we take the expectation over all possible values of F i and we obtain the final expression for the FER
VII. RESULTS
In this section, we provide numerical results for the SER and the FER of a LoRa user with same-SF interference.
A. Choice of Discretization Step
In Fig. 5 we show the evaluation of (62) with different discretization steps (or, equivalently, oversampling factors 1 /). We observe that very small gains in accuracy are obtained after = 1 /3. As such, in the remainder of this section we use = 1 /5 to be on the safe side. This choice also means that the complexity of evaluating (62) is not significantly higher than the complexity of evaluating the corresponding approximation in [29] (which is obtained for = 1). In general, the complexity of evaluating (62) is 1 / times higher than the complexity of evaluating the corresponding approximation in [29] , but still very low compared to simulation-based studies. We note that for the Monte Carlo simulations we use a more conservative = 1 /10, since they are used as a comparison baseline.
B. Symbol Error Rate
In Fig. 6 , we show the results of a Monte Carlo simulation for the SER of a LoRa user for all possible spreading factors SF ∈ {7, . . . , 12}, under the effect of same-SF interference with an SIR of 3 dB (i.e., P I = −3 dB) and AWGN. The SER when there is only AWGN is also included in the figure with thick transparent lines (taken from Fig. 2 ). We can clearly observe the strong impact of the interference on the SER when comparing to the case where there is only AWGN. The black dotted lines in the figure depict the SER when the relative phase offset ω between the interferer and the user is not taken into account in the Monte Carlo simulation. It is interesting to observe that ω does not seem to play an important role for the SER, which further justifies ignoring ω in the approximation of Section V-D.
In Fig. 7 , we show the results of a Monte Carlo simulation for the SER of a LoRa user with SF ∈ {9, 10, 11} using the chip-aligned model of [29] and the model we described in this work, as well as the corresponding approximations in (61) and [29] , respectively. We observe that there exists a significant difference of approximately 1 dB between the two models, meaning that the chip-aligned model of [29] is pessimistic in the computation of the SER. This can be intuitively explained as follows. When the offset τ is an integer, the maximum value of the interference magnitudes A k,1 and A k,2 with respect to the index k is always larger than when τ is not an integer. As such, considering only chip-aligned interference is a worst-case scenario. Finally, we can clearly observe that the low-complexity computation of (24) using the approximation derived in Section V-D is very accurate.
In Fig. 8 , we show the required SNR for a target SER performance of 2 · 10 −5 , for different SIR levels and for the two extremal spreading factors, i.e., SF = 7 and SF = 12.
The target SER performance of 2 · 10 −5 is chosen similarly to [29] and in accordance with the sensitivity thresholds for a bandwidth of B = 125 kHz and a coding rate of R = 4 /5, as provided by Semtech [7] . The SNR vs SIR plot is important for every framework that considers AWGN and interference jointly and was introduced in [29] . It is obvious that as the interference power increases, there is a significant increase in the required SNR to obtain the same performance. We can observe that the chip-aligned model of [29] overestimates the required SNR increase for both the extremal spreading factors. Moreover, the overestimation is slightly more pronounced for higher levels of interference, since in the interference-limited regime, the impact of the overestimation of the chip-aligned model is higher than in the noise-limited regime.
It is important to note that the framework that treats the signal and the interference in a unified fashion, which is used both in [29] , [30] and in this work, does not contradict, but rather enhances the view of the non-unified framework of [6] , [15] , [19] . In particular, in the non-unified framework, the SNR and the SIR are considered independently, and a LoRa message is received successfully only if both of the following two assumptions hold
1) SNR > SNR (SF)
thr , where SNR (SF) thr is the SF-specific SNR threshold for a given target error probability, and 2) SIR > 6 dB In the unified SINR framework, a message can potentially survive even if SIR < 6 dB if in turn the SNR is high enough. This SNR-SIR trade-off is in essence the information that Fig. 8 provides. Therefore, the unified SINR framework allows for a softer decision threshold on the successful reception of a LoRa message, rather than the hard 6 dB SIR threshold that is commonly used in the literature. On the other hand, the effect of multiple same-SF interferers can easily be handled under the non-unified framework. As explained in [15] , the analysis for multiple same-SF interferers can be simplified by considering only the most powerful interferer in the SIR value; the larger the number of same-SF users in the network, the higher the probability that the most powerful interferer will lead to a critical SIR (e.g., < 6 dB). The effect of multiple same-SF interferers on the error rate under the unified SINR framework is a field that needs to be explored further.
C. Frame Error Rate
In Fig. 9 , we show the results of a Monte Carlo simulation for the FER of a LoRa user with SF ∈ {9, 10, 11} using the chip-aligned model of [29] and the model we described in this work, as well as the corresponding approximation described in Section VI. The frame contains F = 10 LoRa symbols, which is a valid data payload length for LoRa. We observe the same difference of approximately 1 dB between the two Fig. 9 .
Frame error rate of the LoRa modulation for a frame length F = 10 under AWGN and same-SF interference for SF ∈ {9, 10, 11} and P I = −3 dB. The approximations of [29] and (63) are shown with black dotted lines. models. Moreover, we can see that the approximation for the FER described in Section VI is very accurate.
In Fig. 10 , we show the required SNR for a target FER performance of 10 −1 , for different SIR levels, and for the two extremal spreading factors, i.e., SF = 7 and SF = 12. Similarly to Fig. 8 , as the interference power increases, there is an increase in the required SNR to obtain the same performance. For the chosen target FER performance of 10
we can observe that the overestimation of the chip-aligned model of [29] is clearly more pronounced for higher levels of interference.
Finally, in Fig. 11 , we show the required SNR for two different target FERs and three different frame lengths, for different SIR levels and for SF = 7. Specifically, we choose both a typical target FER performance of 10 −1 and a stricter target FER of 10 −2 [26] , and we choose frames of length F = 10, F = 20, and F = 30 LoRa symbols. We observe that longer frames require a larger increase in the required SNR for successful reception under the same interference power. Moreover, the performance requirement plays an important role, since the increase in the required SNR values for a packet to survive under a stricter target FER performance is very pronounced.
VIII. CONCLUSION
In this work, we introduced a LoRa interference model where the interference is neither chip-nor phase-aligned with the LoRa signal-of-interest and we derived a corresponding expression for the SER and the FER. Moreover, we proved two properties of same-SF LoRa-induced interference that enabled us to reduce the complexity of calculating the SER and the FER by a factor that is approximately equal to the LoRa symbol length N . Finally, we derived a low-complexity approximation for both the SER and the FER and we showed that ignoring the non-integer time offsets overestimates the error rate by 1 dB.
APPENDIX

Proof of Proposition 1:
We will first show that Y I1 indeed contains N −(s I1 −s I2 ) equivalent interference patterns for a given s I1 and s I2 , which can be obtained by setting s 
As such, it is straightforward to see that
We show the remainder of the proof only for case A, but it can easily be extended to case B using the same arguments. 
For the term N (s I2 −k ), using the fact that s I2 + δ < N we have the following two cases
Combining (74) and (76) and using the fact that N is a power of two, we can show that
We have thus shown the claimed result for Y I1 . The corresponding proof for Y I2 is omitted for the sake of brevity, but it can be obtained using the same arguments. The main differences in this case are that we no longer have 
As such, the interference patterns are identical with each other for all δ that lead to s 
Recall that for |R k | we have 
where τ = N −τ . Note that τ = τ because the term τ comes from the cardinality of N L2 , which is N − τ , and not from the time shift τ . We can rewrite (83) as 
As such, |R k | = |R k |, k = 0, . . . , N − 1, indeed holds.
