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INTRODUCTION 
It is the purpose of this paper to establish the results of [I] (hereafter 
referred to as I) concerning the meromorphic continuation of the Y-matrix 
and the resonant state result for the case when the perturbed operator 
A = A, + V is nonselfadjoint. The setting here will be the same as in I 
except that A will no longer necessarily be selfadjoint. 
The framework of the present paper is as follows. In Section 1, the setting 
and notation of this paper, as well as previously derived results, will be 
described. In Section 2, the meromorphic continuation of the Y-matrix 
will be proved. In Section 3, formulas will be given relating the poles of the 
Y-matrix to resonant states. These formulas are analogous to those derived 
in [2] for the exterior problem, except that the nonselfadjointness of A 
implies that the poles of (A - z)-l may have order greater than one and 
hence the formulas may be much more complicated than in [2]. 
1. PRELIMINARIES* 
Let S denote the wedge shaped region in R2, consisting of the points 
~=(q,x&=(r,e) for which r>O, 0<0<2zor, O<ar<l, where 
(Xl 3 x2) denotes Cartesian coordinates, and (Y, 0) denotes polar coordinates 
for the point x. Let the domain Q be obtained from S by perturbing a finite 
part of 3, the boundary of S, and by deleting at most a finite number of 
* Work performed under the joint auspices of the U.S. Atomic Energy Commission 
and the Mathematical Research Center of the University of Wisconsin. 
1 While most of the material in this section may be found in I (Section 2), we repeat 
it here because of some technical differences due to the nonselfadjointness of A. 
Furthermore, the results again hold for arbitrary N > 2 (see Remark 3.3). 
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bounded subsets, Di C S, j = l,..., m. We assume that 0 is a C2 curve with 
the possible exception of the point r = 0. If r = 0 is a singular point, then 
we assume this point to be bounded away from 0 - $ n s. 
We next define the following operators. Let A,,(a) denote the formal 
uniformly elliptic partial differential operator given by 
-A -A + 1 u,(x) D” . 
ISI< 
Here p = (/3i , p2), & and p2 are nonnegative integers, 
I P I = (P12 + P22Y, DS =alsi ax? a+ and A=$+&. 1 2 
Let C2(Q) consist of those complex valued functions with continuous second 
order derivatives. We assume that us(x) E C,,2(Q) for each multiindex p 
( i.e., us(x) E C2(Q) and has bounded support). We may prove using elliptic 
estimates exactly as in [3 and 412 that a,(a) h as a selfadjoint (closed) exten- 
sion, A,(A), acting in H0 =L,(S) (H = La(Q)) and that D(A) = D(A*). 
Note that A* may also be defined as the closure of A’, the formal adjoint of A, 
given by 
a, = i -A + c a,‘(x) Do . lBl@ 
Before proceeding further, we shall define certain outgoing and incoming 
radiation conditions at infinity as in I. Let J&r) and Ynlar(r) denote the 
Bessel and Hankel functions of order n/al respectively, and set 
and 
We shall say that U(X) is an outgoing solution of the boundary value problem: 
(A - A) u(x) = (- A + c as(x) Do - X U(X) = 0 in 52, 
l@l<2 1 
u(x) = 0 on Sz for h E (0, co), 
(1.1) 
2 In [3 and 41 we did not delete the domains Dj from S. We do this now so as to 
generalize the “exterior problem” ( LX = 1, 1 /3 ( = 0). The proofs remain unchanged. 
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provided U(X) satisfies the following outgoing radiation condition for each 
r 3 ro:3 
and 
U(X) = 2 c,(h) H$QP2r) sin t 0 
T&=1 
(1.2) 
w > - = il en(A) $ H$L(A”“r) sin + 0. ar 
We define the incoming radiation condition similarly with H$ replaced 
by HA;; . 
Now suppose that 3 is an arbitrary compact interval contained in (0, co) 
such that the following conditions hold. 
(C,) (i) Suppose that for no point A in 9 does there exist a nontrivial 
outgoing or incoming solution of (1.1) an d similarly with A replaced by A’. 
(ii) Suppose that there exists a number E,, > 0 such that 
9; -d.f. (2 = A f ie 1 x E 9, E E (0, EO]} c p(A), 
where p(A) denotes the resolvent set of A. 
We may combine the methods of [l] and [2] to prove that there exists a 
set of projection operators, E9, , associated with arbitrary measurable 
subsets, 3’ C ‘3, such that 
yields a spectral resolution for the spectral operator A, = AE, . The operator 
A, however, need not have a spectral resolution. Let {E,,} denote the spectral 
resolution for the selfadjoint operator A,, . As in [2] we may construct 
spectral mappings for the operators Aog = A,,Eo9 and A, in the following 
way. 
Set 
fi&O(x; A) = (25~or)-~/~ JniJi1’2r) sin c 
01 ’ x E (0, co), 
and set 
z&O(X) = j-s u(x) zZno(x; A) dx for each U(X) E C,~(S). 
3 We assume that the perturbation is contained in the sphere C, = {x j 1 x 1 < Y,,}. 
Thus each as(x) = 0 for r = 1 x ] > r,, and .Q - Q n C, 0 
= S 2 ~3 n Cro. 
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Each r&0(x; A) is a “generalized eigenfunction” for the operator A, associated 
with the spectral point A. We define Hilbert spaces 2 and A$? by 
2 = &,((O, a); 4 and tig = &L&9; dh). 
TL=l n=l 
Thus 
h(h) = (h,($ W),...) = %d4~ E z 
if and only if 
I f  h = {h,(h)} and li = (k,(h)) E S, then (h, 15)~ denotes 
and (,)x9 are defined similarly with sr replaced by s9 . Finally, we define 
T%(X) = {zi,O(h)} = (( T”z& (A)} (1.3) 
for each u(x) E Corn(S) and h E (0, 00). 
LEMMA 1.1. The mapping To, dejined on Corn(S) by (1.3), has a unitary 
extension mapping Ho onto 2. Furthermore (A,u)i (A) = Xi&O (X) for each 
u E D(A,), n = 1, 2 ,..., and h E (0, a). Thus To “diagonalizes” A, . 
Lemma 1.1 is easily proved and says that To is a spectral mapping for A,. 
In order to construct “spectral mappings” for A, , we shall obtain two sets 
of generalized eigenfunctions, Z&*(X; A), for the operator A, where h E 9. 
To do this, we first need the following result. 
LEMMA 1.2. Suppose that condition (C,) holds and F(x) E C,(Q). Set 
u,*(x, A) = (A - X -f k-‘F(x). 
Then 
I$ z&*(x; A) = uf(x; A) 
exists in L~c(sZ),4 the convergeme being uniform with respect to h in 9. Finally, 
4 The definition of L!pc(Q) is given at the end of this section. 
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u+(x; A) (u-(x; A)) is the unique outgoing (incoming) solution of the boundary 
value problem 
(2 - A) 24*(x; A) = F(x) in f2, u*(x; A) = 0 on J-2. (1.4) 
Analogous results hold with A replaced by A”. 
The proof of Lemma 1.2 follows exactly as in [2] using the limiting absorp- 
tion principle, which relies heavily on the theory of elliptic equations. 
Using Lemma 1.2, we may now construct our eigenfunctions, &*(x; A) (also 
referred to as “distorted plane waves”). I f  we set 
z&+x; A) = zsnO(x; A) + z,*-(x; A), 
we see that it suffices to construct functions 6,*(x; A) satisfying the boundary 
value problem 
(A - A) d,*(x; A) = - 1 u,(x) DBzi3,0(x; A) in Q, 
14<2 
d,*(x; A) = --pZno(x; A) on 0. (1.5) 
We shall determine 6,*(x; A) uniquely by specifying that 6,+(x; A) (5,-(x; A)) 
be outgoing (incoming). 
We next reduce this problem to that of Lemma 1.2 as follows. Let Z(X) be a 
cutoff function defined in Q satisfying the following conditions 
(i) g(x) E Cm(Q), 
(ii) 9(x) = 0 t d ou si e of some neighborhood of Q - S n Q and in 
some neighborhood of any singular point of 0, and 
(iii) P(x) = 1 . m some neighborhood ofQ - S n 0 and in Sz - S n Q. 
Now suppose z E 3:, C p(A) and set 
G,(x; x) = Lqx) zz,yx; z), 
ZQx; x) = (A - z) e&t; z), 
%&G z) = (A - x)-l (&(.; 4 - ,0~2s(9 D”%O(.; 4) (4, (1.6) 
7&(x; 2) = 22,(x; z) - G,(x; z), 
and 
z&(x; z) = ei;p(x; z) + d,(x; z). 
We define 
and 
b,*(x; A) = ljp d,(x; X f  ie) 
f&*(x; A) = 2&0(x; A) + ci,*(x; X). (1.7) 
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We may readily employ Lemma 1.2 to obtain the limit in (1.7). It is clear, 
using Lemma 1.2, that d,*(x; A) satisfies the required conditions. We may 
similarly construct the functions 
zi;*(x; A) = zi&“(x; A) + a;*@; X) 
with A replaced by A*. We now set 
T*u(h) = {zi,-+(h)} U-8) 
for each u(x) E Csm(Q) and h E 9, where 
iin* = s u(x) C&*(x; A) dx. R 
We define T’* and d;*(h) analogously with z&*(x; A) replaced by zZk*(x; A). 
THEOREM 1.1. Suppose that condition (C,) holds. Then the mappings T* 
and T’* defined on Corn(Q) by (1.8) and its analog may be extended to bounded 
mappings from H onto S’& such that T’*E+ = T’*u and T*E9*u = T*u 
for each u E H. Furthermore T**T’* = I on H9 = E9H and T’*T+ * = I 
on X9 . FinaZZy we have (ABu)Lz (X) = A&k* (h) and (A9*u)i (A) = hzi,* (h) 
foreachuED(A)=D(A*),n===1,2 ,..., andhE9. 
Theorem 1.1 follows exactly as in [9]. We now define wave operators, 
W* and w)*, by 
w* = T-TO and w’h = T’F*TO. 
We see from Theorem 1.1 and Lemma 1.1 that W*(W’*) are bounded map- 
pings from Ho 
J 
= Eo,H onto Hq(H3’ = E,*H) and they establish the 
similarity of Ao9 and AS(AS*). These wave operators may also be expressed 
in terms of a time-dependent formulation as in [5]. The scattering operator, 
Y(F) is defined by 9 = W+-lW-(9” = IV’+-‘IV-). P’(F) clearly 
maps Ho9 onto itself. 
We next construct the Y-matrices, p(A) and g’(X). Set 
LB = {u E Ho, 1 T’+-lT”u = E&, G(x) E Com(.n)}. 
LEMMA 1.3. J% is dense in Ho9 . 
Proof. Suppose u E Ho3 and set u” = T’+-lT”u E H. There clearly exists a 
sequence of functions Z&(X) E Corn(Q) such that so 1 z&(x) - 6(x)1” dx + 0 
as n - CO. Set u, = T”-lT’fu”, . Since To-l and T’+ are bounded mappings 
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we see that js [ u,(x) - U(X)]” dx -+ 0 as n + CO. Furthermore u, ~9 
since 
T’+-1TQ, zzz T”-lTQTO-IT’+& = T’+-IT’+& = E&, 
using Theorem 1.1. Q.E.D. 
THEOREM 1.2. Suppose that condition (C,) holds. Then for each u ~9, 
n = 1, 2,..., and X E 3, we have 
(9%); (A) = 22,0(h) + f  f,,,$i) f&(h), (1.9) 
TZ'=l 
where 
and 
f,&h) = (8i~+‘~ c”;‘+(h), n, n’ = 1, 2,... (1.10) 
5:,(x; A) = 2 c”:‘+(X) H$&P2r) sin % 0 for r > rO . (1.11) 
n=1 
An analogous result holds for TOY’ with En,,,(h), Z:‘+(h) and 5:,(x; h) replaced 
by Z;,,,(X), Z:‘+(A) and v?k$(x; A), respectiveZy. 
Proof. Suppose u E 9. It follows from the definitions of 9’ and W* and 
Theorem 1.1 that 
( TOL&), (A) = ( T’-T’+-lT”u), (X) 
= (TO& (h) + ((T’- - T’+) T’+-lT”u), (X). 
Since T’f-lT% = E& for some G(x) E C,,m(G) by the definition of 9, and 
(T’*E&), (A) = (T’feZ), (A) by Theorem 1.1, we see that 
(%& (A) = d,“(A) + s, (6:-(x; A) - +72(x; A)) C(x) dx. 
We see from the construction of Zz(x; A) that 
a;*(~; A) = lii-~ R(X i k)* ii,‘(x; X) - G,‘(x; h), 
where 
ii,‘(x; A) = Fn’(x; A) - C aB’(x) DBzZ~o(x; h) 
l6l<2 
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and G/(x; A), &(x; A) are defined by (1.6) with z replaced by h and a by 
A’. w e now obtain from Theorem 1.1, the equation 
I R 
ii(x) w;$(x; A’) dx dx’ . 
The last step is justified by the limiting absorption principle and the fact 
that G(x) E C,,m(Q). Since 
s J(x) w;%(x; A) dx = (T’+zi),, (A) = ( T’+E&)n, (A) sa 
we see that 
= (T’+T’+-1T%),, (A) = @(A), 
Using a well-known result on singular integrals, [6] (pg. 30), we conclude 
from the last equation, the fact that Rn’(x; A) E C,(Q) and the properties of 
w,O(x; A) that 
(Yu)! (A) = ZQyh) + 27Ti 5 (13iJ; A))$ (A) zq,(h). 
n'=1 
We are thus left with evaluating 
(I?;(-; A))$ (A) = s, ((R - A) (9(x) 62(x; A)) - pw,O(x; A)) w:,(x; A) dx, 
where P’ = & - do . I f  we observe that 
(al - A) d,O(x; A) = ((A0 - A) + P) d,O(x; A) = n!qyx; A), 
we obtain the following expression for the right hand side: 
s a (A”’ - A) ((Z(x) - 1) zZl,O(x; A)) w;,(x; A) dx. 
Since P(x) - 1 = 0 in a neighborhood of fi - fi n s, we see that 
(P(x) - 1) zZno(x; A) = 0 on Q. 
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We thus obtain from the divergence theorem: 
(ii_(.; A)):, (A) = (-+--J1’2 jo27m ($ JnJPi2r) sin % 0 zZz,(x; A) 
- J,,,(h1/2r) sin t 0 g zZ;,(x; A)) Y  d0 
for Y  > yo, where we have used the definition of w,O(x; A) and the properties 
of A?(x), p’ and w$(x; A). 
Finally, we employ the outgoing radiation condition, the definition of 
H$~(X1/2~) and the equations 
(6:’ denoting the Kronecker delta) and 
Jnl&> $ Yn,Ay> - YnldY) g J&(Y) = $ 
(see [7]) to obtain 
We thus conclude that 
(1.12) 
in,Jh) = 2ti(HJ.; A))$ (A) = (8m)l’2 q’+(A). 
This proves (1.9). The proof is similar for TOY’. Q.E.D. 
We now set g(h) = I + p(X) (g’(A) = I + T’(A)), where the matrix 
T’(h) (T’(X)) is given by 
m = (L~(W (WV = Kw@))) for each X E 3. 
The operators y(h) and g’(X) act in the Hilbert space c!~~, consisting of 
infinite sequences of complex numbers and topologized by the Euclidean 
norm. p(h) (g(A)) will be referred to as the Y-matrix associated with A, and 
A(A*). 
Remark 1.2. When A is not self-adjoint, y(h) is not unitary (nor even 
normal). Instead, the following equation follows readily from Theorems 1.1 
and 1.2: 
S(A)-1 = s’(x)*. (1.13) 
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Let us set K = (X)li2 for each h E 9’ = [a, b] (0 < a < b) and define 
y(K) = g(h), zuni(x; K) = zzn*(X; A), C”,“(K) = c”;‘+(h), 
etc., for K E&*, where 
&+ z [&2, pq and 19- = [4w, -&‘q. 
It is the purpose of this paper to meromorphicaliy continue the functions 
g(K) and y(K) off th e intervals Ig* and to study these continuations. In 
Section 2 we shall establish the existence of these continuations. In Section 3, 
we characterize the poles of y(K) in terms of “resonant states”. 
We close this section by describing the notation we shall employ in the 
remaining sections. If  C9 denotes an arbitrary domain contained in RN, 
then by H”(9) we mean those functions U(X) withL,(a) derivatives of order 
up to and including m. We set 
for each u E EP(B). 
This, II IL , norm defines convergence in H”(9). By EPloc(9), we shall 
mean those functions with L,(9) derivatives of order up to and including m 
for each bounded subdomain 9 C 9. By convergence in H”~oc(~), we mean 
convergence in H”(9’) for each bounded domain 9’ _C9. Note that 
L,(9) = H’(B) and L?(g) =d.f. H”‘oc(9). 
We denote by QrO , the set of points x ED for which 1 x j < r. . By 8, , we 
mean the intersection of Q with the circle I x I = r. Finally, we set 
II fJ Ilvq,, = II 24 Ilm(n,) for each u E H”(SZ,). 
2. MEROMORPHIC CONTINUATION OF THE Y-MATRIX 
In this section we shall meromorphically continue the Y-matrix, 
y(K) (y’(K)), from 19f first onto the upper half plane and then onto the 
lower half plane. It suffices to consider Ig+ since the arguments and results 
are analogous for 19-. We begin by defining these functions for Im K > 0. 
Let p(A) denote the resolvent set of A and suppose K2 E p(A). We set 
W,+(X; K) = ZL’,‘(X; K) + 7.&+(X; K) = 6,+(X; Z) = &‘(X; z) + 6,+(X; Z), 
where z = ~2 and the right hand side is defined by (1.6). Similarly, we define 
G,(x; K) = G%(x; z), etc. 
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It is clearly seen that vz,(x; K) satisfies: 
and 
(A - K”) ?$(x; K) = - c a,(x) D%u~~(x; K) in Q 
151<2 
(2.1) 
2$(x; K) = -zL&(x; K) on 0 
Furthermore we have 
This follows from the facts that z$(.; K) E H = L,(Q) and the perturbation 
is contained in CT0 . Again we have analogous results for A* with vf(x; K), 
etc., replaced by v;?(x; K), etc. 
Let o(A) denote the spectrum of A and o’(A) consist of that part of a(A) 
outside of [0, co). Since the constructions of (1.6) are only possible when 
z = K2 # o(A), we add the following condition: 
(C) Suppose that o’(A) consists of a discrete set of eigenvalues of A of 
finite index. 
Remark 2.1. While we do not know that (C) holds a priori for the general 
operators under consideration, (C) does hold for perturbations of order less 
than 2 (i.e., a&) = 0 for ( p 1 = 2). This follows from a result of Gohberg 
and Krein ([8], Theorem 5.1) and the fact that (A - A,,‘) (A,’ - z)-l is a 
compact operator in this case, where A, ’ is the selfadjoint operator given by 
-A associated with the zero boundary condition acting in L,(Q) and 
ImzfO. 
Remark 2.2. When V is a general second order nonselfadjoint perturba- 
tion with bounded support, an interesting open question is what can be said 
about the nonreal spectrum of A. This is unanswered even when A, and A act 
in L2(RN). For “small” second order perturbations, see Corollary 2.2. 
It follows from condition (C) that (A - K2)-’ ((A* - K”)-‘) is a mero- 
morphic function of K for Im K > 0 with poles only occurring at the points K,, 
for which ~~~ E o’(A) (K,,” E a’(A*)). We thus see from (1.6) that Q+(*; K) is an 
H-valued meromorphic function of K in Irn K > 0. If  K2 E p(A) and Im K > 0, 
we define the operator y(K) acting on /22” by 
y(K) = 1 + T(K), (2.3) 
where the infinite matrix T(K) is given by 
T(K) = (~n,n’(K))~ &+c) = (81~4~‘~ C;‘+(K), n, n’ = 1, 2 ).... 
The coefficients C,,+(K) are defined by (2.2). We construct y(K) similarly 
for K2 E p(A*) and Im K > 0 with C,,+(K) replaced by C’,,+(K). 
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LEMMA 2.1. Suppose that condition (C) holds. Then the operators P’(K) 
and y(K) are meromorphic functions of K in the operator topology on 8.;” for 
Im K > 0. Kg is a POh? of y(K) (y(K)) On@ if Ko2 is Un e&mdue of A(A*). 
Furthermore T(K) = S(K) - I(T’(K) = Y’(K) - I) is a HiZbert Schmidt 
Op6%dOr if K2 E f,(A) (K” E P(A *)). 
Proof. It clearly suffices to consider y(K). Suppose Im Kg > 0. Then for 
some S > 0 sufficiently small, we have ~~ E p(A) and Im K > 0 for each 
K # K,, and 
K E N6 =d.f. {K 11 K - Ko 1 < 8). 
Suppose that ~~~ is a pole of order 1 of (A - G-l where J 3 0 (so that 
R(K2) ---d-f. (A - K2)-’ 
may not be analytic at K = K~). we may now prove that 
m 
~$K2 - Ko2jJ c 1 c, n’+(K)j2 < &, n’ = 1, 2,.... (2.4) 
6 n=1 
The proof is essentially the same as that used in obtaining estimate (3.13) 
of I, except that we replace R(K2) by (K” - Ko~)~R(K~). Furthermore each 
C,“‘(K) = 
d$(nr) ! ,  s 
vi,(x; K) sin $0 d0 
has at most a pole of order 1 at K = Kg (using the construction of 
0,(x; K) given by (1.6)). The proof now follows readily from this and (2.4) 
as in I (Lemma 3.1). Q.E.D. 
Before defining y(K) (y’(K)) for Im K < 0, we state the following result, 
due to Ribaric and Vidav, [9], and Steinberg, [lo]. 
LEMMA 2.2. Suppose that L(K) is a compact operator-valued function of K 
acting in a Banach space, B, for each K in a domain, D, of the complex plane. 
Suppose also that L(K) is an analytic function of K in the operator topology on B. 
Then either 
McK) -d.f. (I +‘+))-l 
exists nowhere in D OY else M(K) is analytic everywhere in D except for a discrete 
set of points, where it has poles. 
We now employ Lemmas 2.1 and 2.2 to define y(K) (y’(K)) for Im K < 0 
and ~2 E p(A*) (k2 E p(A)) by means of the equation 
y(K) = y’(i)*-1 (y’(K) = c!?(k)*-l). (2.5) 
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We may easily see using (C,) and the “limiting absorption principle” as in 
[3] that w,+(x; K) (wa(x; K)) and hence each t,,,,(K) (t&(K)) is a continuous 
function of K at 
K,, E Dg+ =d.f. Im K > 0 u Ip+, 
provided Ko2 E p(A) (Ko2 E p(A*)). Furthermore, it follows as before with the 
aid of condition (C,) and the limiting absorption principle, that (2.4) (with 
J = 0) holds uniformly with respect to K in a neighborhood, N9+, of 19+, 
contained in Dg+. Hence, we conclude with the aid of (2.4) (with J = 0) 
that Y(K) is a continuous operator-valued function of K in N,+ and similarly 
for y’(K). It follows from (1.13) that (2.5) holds if K E I,+. We may therefore 
employ Lemmas 2.1 and 2.2, (C,), (2.5) and the Cauchy integral formula 
(as in the proof of the Schwarz reflection principle) to obtain the following 
result. 
THEOREM 2.1. Suppose that (C,) and (C) hold. Then the operator y(K) 
defked by (2.3) and (2.5) y’ Id ae s a meromorphic continuation of the Y-matrix 
associated with A, and A from 19+ onto the domain 
Furthermore, y(K) is analytic in a neighborhood of 19+. Analogous results 
hold for Y’(K). 
Note. The continuation, y(K), defined by (2.3) and (2.5) is clearly 
independent of the interval 9. 
COROLLARY 2.1. Suppose that only condition (C,) holds. Then for some 
suficiently small neighborhood of I 9+, the operator Y(K) de$ned by (2.3) and 
(2.5) is an analytic function of K and similarly for y’(K). 
Corollary 2.1 follows immediately from the proof of Theorem 2.1. For this 
result, we do not need Lemma 2.2. 
In general, we do not have any information about the number of “singular 
points,” X > 0, at which (1.1) has a nontrivial outgoing or incoming solution. 
However, if A is selfadjoint the situation is clearer. 
COROLLARY 2.2. If A is selfadjoint and A > 0, then h is not a singular 
point. 
Proof. We shall prove that A has no nontrivial outgoing solution. The 
proof is similar for the case of incoming solutions. Hence, suppose that u(x) 
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satisfies (1.1) and (1.2). We employ the divergence theorem and the properties 
of u(x) and A to obtain for each r 3 Y,, 
0 = jQv (u(x) (a- A) u(x) - (A - A) u(x) u(x)) dx 
Using (1.12), we conclude that 0 = ~~=r j c,(h)j2 and so each c,(h) = 0, 
n = 1, 2,.... Thus U(X) = 0 in Q - DrO . Employing the unique continuation 
theorem for elliptic equations (see e.g., [9]), we conclude that U(X) = 0 in fi. 
Q.E.D. 
The next result shows that (C,) (and hence Corollary 2.1) holds for 
“small” perturbations. 
COROLLARY 2.3. (a) Suppose that condition (C,) (i) holds for the compact 
nterval $9 C (0, co) and p(A) # @. Then (C,) (ii) holds for some co > 0. 
(b) Given an arbitrary compact interval 9 C (0, co), there exists a 
So > 0 such that (C,) holds with l o replaced by any cl > 0 and A replaced by 
A6 = A,’ + 6V, where 6 is any complex number such that 1 6 I < 6, and A,’ 
was defined in Remark 2.1. Hence A, has no eigenvahes in each rectangle 
3; * 
Proof. (a) Suppose that z, sp(A). It follows readily from elliptic 
estimates and the Rellich selection theorem that R(z) - R,‘(x) VR(x) is a 
compact operator, where R,‘(z) = (A,’ - z)-l. Hence A,,’ and A have the 
same essential spectrum. From this we conclude with the aid of [12] (Lemma 
2) that if x E a(A) (Im x # 0), then either z is an eigenvalue of A or z is an 
eigenvalue of A *. Thus if (C,) ( ii is not true, there exists an infinite sequence ) 
of numbers An E 9 and E, > 0 such that E, 4 0 as n --f co and either A, + ic, 
or An - ic, are eigenvalues of either A or of A*, n = 1, 2,.... In any case we 
obtain a contradiction to (C,) ( ) i using the arguments employed in the proof 
of the limiting absorption principle in [3]. 
(b) Suppose Im x0 # 0. We may clearly choose a 6, > 0 sufficiently 
small that ill ~~V&(~dll -=c 1 (Ill Ill d enoting the operator norm in H). It is now 
clear that R6(zO) = (A, - so)-’ exists and is given by 
R&o) = Ro’bo) (I+ 6 T,‘(~o)>-’ for 1 6 1 < 6, . (2.6) 
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Hence P(&) # 0 for each 6 such that j 6 1 < 6, . We may now apply the 
limiting absorption principle as in part (a) to show that given an arbitrary 
compact interval 9, there exists a 6, > 0 and an l a > 0 such that (C,) holds 
for the operator A, for each complex number 6 such that 1 6 [ < S, . (This 
argument uses the fact, proved in Corollary 2.2, that (C,) holds for A,‘). 
Since 111 VR,‘(z,)ill is uniformly bounded for each z,, in 
the result now follows readily using (2.6) and the Neumann series. Q.E.D. 
Remark 2.3. We may proceed as before to obtain a function 
W,-(X; K) = W,‘(X; K) + V,-(X; K) 
satisfying (2.1), n = 1,2 ,..., and such that 
where Im K < 0 and K2 E p(A). It again follows from the limiting absorption 
principle that w~-(x; K) and C:;(K) are continuous functions of K in 
lky+ GE d.f. b+ u h K < 0, 
except when K2 E a’(A). For K E 4+, w&x; K) denotes an incoming distorted 
plane wave and for Im K < O(K~ E p(A)), W,-(X; K) iS anSly& in K. Analogous 
results hold for w~‘(x; K). 
It follows from Theorem 1.1 and the definitions of 9’ and Y’ that 
Y = Y’*-1. If we now evaluate both sides of the equation 
TOYTO-' = TOY'-l"TO-' , 
using the method of Theorem 1.2, we readily obtain the relation 
ip = C~‘f(K), n, n’ = 1, 2 ,..., K E 19+. 
We now define the operator p(K) acting in /2m by 
9(K) = I + F(K), 
(2.7) 
(2.8) 
where 
p(K) = (&d(K)), &,,(K) = (8x01)~‘~ C;;(K) for K E &+. 
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We define the operator P’(K) similarly with C::(K) replaced by C;?-(K). We 
readily conclude using (1.13), (2.7), (2.8) and Theorem 1.2 that 
9(K) = P&)*-l, K E Iyr+. (2.9) 
Employing (2.9) and the proof of Theorem 2.1, we conclude that P(K) 
has a meromorphic continuation from Lj,+ onto all of 
pq+ G&r, Fiji- U Im K > 0 - {K 1 Im K > 0 and K2 E a(A*)}. 
Defining C:;(K) in terms of P(K) as in (2.8) for Im K > 0, we thus have a 
memomorphic continuation of c:;(K) onto all ofFg+, n, 71’ = 1,2,.... Further- 
more, it follows from (2.7) and the unique continuation theorem for analytic 
functions that this equation holds for K E p9+. 
3. THE RESONANT STATES 
In this section, we characterize the nonreal poles of the Y-matrix in 
terms of “resonant states”. 
DEFINITION 3.1. Suppose that Im K,, < 0 and there exists a nontrivial 
solution, u(x), of the boundary value problem 
(A - K,,“) u(x) = 0 in ii), u(x) = 0 on fi, (3.1) 
such that 
u(x) = f c~H$QK~~) sin % 0 
la=1 
for y > r0 . (3.2) 
Then we shall say that U(X) is a resonant state for A at Kg . We define resonant 
states for A* similarly. 
THEOREM 3.1. Suppose that Im Kg < 0 and Ko2 E p(A*). Then there exists 
a resonant state for A at K~ if and only if q, is a pole of Y(K) (de$ned by (2.3) 
and (2.5)). An analogous result holds with A replaced by A*. 
We first prove a lemma. 
LEMMA 3. Suppose that Im K~ < 0 and &,2 E p(A*). Then q, is a pole of 
y(K) if and only $Jtr(y’(K&*) # {0}, whereJtr(Y’(&,)*) denotes the null space 
of y'(z@)*. 
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Proof. Since io2 E p(A*), we see that Y(k)* is clearly analytic at K = K~ . 
If A’(~“(z~)*) = {0}, then by the compactness of I - Y(z,,)* (see Lemma 
2.1), it follows that y(K) = F(k)*-’ is analytic at K = Kg . Conversely, 
suppose y(K,,)* f  = 0 for some 0 ff E ta2”. We clearly havef = y(K) Z%“(C)*f 
for each K in a (possibly deleted) neighborhood of Kg. We see that 
Y’(fq*f+ 0 as K--f Kg , since y’(t)* is analytic at K = Kg. Hence y(fc) 
must have a pole at K = K,, . Q.E.D. 
Proof of Theorem 3.1. Suppose that Kg is a pole of y(K), so that by 
Lemma 3.1 we have Y(k,J* h = 0 for some 0 # h = (h, , h, ,...) E lzm. 
It follows from (2.3) and (2.7) that 
Set 
f (87~~)~‘~ c;‘-(K~) hn, = -hn , 
?Z'=l 
n = 1,2 ,.... (3.3) 
Hence 
w(x; K~) = f h,w,-(x; K,,) in Q. 
?l=l 
(3.4) 
w(x; K~) = f h,wn’(x; Ko) + f hn f 
de 
n=1 n=l a'=1 
C”,y(Ko) f@jlu(K,f) Sin ; 
in G - QrO . Note that each q-(x; Ko) is defined since K~” E p(A). The 
fUrdOn W(X; Ko) dearly d&S (3.1) since each w,-(x; KO) does. (The right 
side of (3.4) may be shown to converge in H,‘oc(Q) by the argument used to 
derive (2.4)). 
Since we have by definition 
we deduce from (3.3) that 
409/46/3-10 
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Finally, we conclude from (3.5) that w(x; us) $ 0 (since h # 0). Hence 
W(X; KO) is a resonant state. 
Conversely, suppose that w(x; KJ is a resonant state for A at ICY and 
zu(x; KO) is given by the right side of (3.5) for r 3 Y,, . Set 
6(X; KO) = ‘f &t&-(X; K,,) in Q 
IL=1 
and set 
in !Z? - Sz, (3.6) 
d(X; Ko) = W(X; KO) - 6(X; Kg). 
It is clear that eir(.; KO) ~Ls(a) and 
(A - Ko”) &(.; KO) = 0 (3.7) 
using (3.1), (3.5) and (3.6). Since K,,‘E~(A), we see from (3.7) that 
w(x; K~) = 6(x; K~) in a. Comparing the coefficients of H$(K~T) sin(n/a) 0, 
n = 1, 2,..., on the right sides of (3.5) and (3.6), we obtain (3.3). I f  h = 0, 
then w(x; Ko) = 0 in Q by (3.5) and the unique continuation theorem for 
elliptic equations. Hence h f  0 and ‘co is a pole of P’(K) by (3.3) and Lemma 
3.1. The same arguments clearly apply with A replaced by A*. Q.E.D. 
We next wish to drop the condition i?s2 E p(A*). Thus, suppose that 
Eo2 E U(A *), or equivalently z. = Ko2 E a(A). We shall assume in the remainder 
of this section that the following condition holds. 
(C,J Suppose that so = Ko2 is an isolated eigenvalue of A with finite 
index and finite dimensional root subspaces. 
The following results are well-known consequences of (C,) (see, e.g., 
[13, pp. 228-2301). In a neighborhood of z = so, we have 
m 
(z - A)-1 = c Rj(Z - zo)j 
j=-J 
=(ZK_~o),+~~~+~+Ro+Rl~~)(,--~o~ 
(3.8) 
for some positive integer J, where the Rj’s are mutually commutative bounded 
linear operators mapping H into D(A) and R,(z) is analytic at z = z, . 
Furthermore, the following equations hold. 
Rj=&J 
(x’ - A)-l dz’ 
77 c (z’ - xo)j+l ’ 
(3.9) 
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where C is a sufficiently small curve surrounding q, , 
and 
(3.10) R,Rej = 0 (j 3 11, 
R-j--k+l = &R-, (j, k 2 11, 
R-tj+l) = (A - zJ) Rej = (A - .@)j R-1 (j 3 11, (3.11) 
(A-z,&Ro=R-,--I, (3.12) 
and 
Range(R-,) = N((A - aJ)j) 
Range(1 - R-,) = Range((A - zJ)j) (j 3 J>. 
(3.13) 
We shall assume that J = 1 and treat this case in detail. We shall briefly 
describe in Remarks 3.1 and 3.2 how to generalize these results to arbitrary J 
using the same method. Since J = 1 whenever A is selfadjoint, our next 
theorem extends the Shenk-Thoe results, [2]. We begin by again setting 
ICY = z and writing (3.8) as 
@” - A)-1 = h 
cl2 
+ R, + R,(K) (K” - ~02) (3.14) 
for K near us , where R,(K) is analytic at K = q, . It follows readily that 
(~2 - A*)-1 = A2 + R,* + RI(~)* (it2 - K:) (3.15) 
for K near K~ . 
It follows from condition (C,J that 
dim Range(R-,) = dim Range(R?,) = m < CO. 
Hence we may choose m linearly independent eigenfunctions, q(x),..., We, 
of A corresponding to ~~~ and m linearly independent eigenfunctions, 
q*(x),..., w,*(x), of A* corresponding to I?,,~ such that the {wi} span R-, , 
the {wj*} span RT, and 
(Wj > wk*) = s 
w&c) Wk”(X) dx = 6jk, j, k = l,..., m. 
Q 
We thus have 
R-p = g (u, q*) q(x) 
j=l 
and Rr;u = 5 (wj , u) q*(x) (3.16) 
i=l 
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for each u E H. Since each function wi(x) (zui*(x)) satisfies the equation 
we easily deduce 
Awj = K,,~w&~*w~* = /?,,2wj*), (3.17) 
wj(r, 8) = i q,H~~~(~,r) sin f- f? 
72=1 
(3.18) 
for some constants cj, and cj*n , where j = l,..., m and Y > r,, . 
We next wish to express Y’(E)* in the form 
Yy,q* = & + so + $(K) (K - Koh (3.19) 
where 8-r , & and &(K) act in /am and S1(~) is analytic at K = K,-, . In order 
to find a convenient expression for S-r and SO , we proceed as follows. By 
(2.3) and (2.7) we have for each f = ( fn) = ( fi , fi ,...) E /am and K2 E p(A): 
(y’(C)* f), = f, + f (8~4~‘~ C;‘-(K) f,, , n = 1, 2,.... (3.20) 
n'=l 
Set 
H,‘(x; K) = F,‘(X; K) - pWno(X; K) 
= (A1’ - K”) (c!?(x) w,‘(x; K)) - B’w,‘(X; K) 
and define H,(x; K) similarly with 2 and 17’ replaced by a and r. Using 
the same arguments as in the proof of Theorem 1.2, we obtain: 
$-b> = --i (&)1’2 s,, H,‘(x; K) w&x; K) dx. (3.21) 
We recall that 
Wz(X; K) = (1 - c(X)) W$(X; K) + (A - K2)-’ (H,,(a; K)) (x). 
Substituting (3.14) and (3.22) into (3.21), we obtain 
(3.22) 
C;‘-(K) = --i (E)“” s, H,‘(x;) 
(3.23) 
x K) - --!- R-, ( ?T;’ ) (x,) dx + T(K) (K - Ko), 
K - Kg 
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where r(K) is analytic at K = K,, and 
&&; K) = (1 - c(X)) =‘:‘(x; K) - &(fk(‘; K)) (X). (3.24) 
Note that in a neighborhood of K = Kg, we have 
'-H,'(s;)R-I(~$.;))(x) 
K - K,, 
1 = -H,'(x;r7,)R-, 
K - Kg 
+ [$ (H,'(x;)R-l + r"(F K> (K - '%I), 
where Y”(x; K) is analytic at K = Kg . 
It follows readily from (3.17) and (3.18) that 
s 8 H,‘(x; ko) z+(x) dx = (g,“” iq, (3.26) 
(3.25) 
and 
s 
H,,(X; K,,) We* dx = - (3.27) 
sz 
using the same arguments as in the derivation of (3.21). Combining (3.16), 
(3.23) and (3.25)-(3.27), we deduce (using the analyticity at Kg of all functions 
involved) : 
C;‘-(K) = s + So,,,, + Sl,,,t(K>  - Ko> 
0 
for K near Kg , where si ,,,,(K) k analytk at Kg , 
S-l,,,, = - (y”& &nzf, 
3 
(3.28) 
(3.29) 
son,n* = - i (f-)1’2 ijo H,‘(x; Ko)+n(x; KO) dx 
(3.30) 
and 
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We finally conclude from (3.19), (3.20) and (3.28) that the matrices S-, and 
S,, are given by 
and 
S-, = ((87r~+‘~ s-1,,,,) (3.31) 
5, = (6,“’ + (874’2 so,.,,), n, n’ = 1, 2 ,.... (3.32) 
We are now ready to state and prove the main result. 
THEOREM 3.2. Suppose that condition (C,) holds, Im K,, < 0 and K,,~ 
is a pole of (A - K2)-’ of order one. Then we have the following. 
(a) Suppose that there exists an element h = (h,) E ezrn such that h # 0 
and 
(PI S-,h = 0 and S,h E Range Spl . 
Then Kg is a singular point of y(K), the function u(x) defined by (3.34) below is a 
resonant state for A at Kg and we have 
U(X) = u(r, 6) = (&)1’2 nEl h,Hj$(K#) sin c 0 (3.33) 
for r > r0 , where 
u(x) =d.f. U(x) - 2 (kjl) + kj’2’) Wj(X), XEQ, (3.34) 
i=l 
u(X) “d.f. f hn&z(x; Kg)> 
n=l 
XE52, (3.35) 
and ky’ and ky’ are dejned by 
k:“=i(~)l’z$--lhn~, j=l,..., m, (3.36) 
2 kj’2’cjn = (&)l” (s,&, , 
j=l 
n = 1, 2,.... (3.37) 
(b) Suppose that u(x) is a resonant state for A at K,, and h = {h,} is 
de$ned by Eq. (3.33). 
Then h satisfies condition (P), h f  0 and u(x) is given by (3.34). 
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We first prove the following lemmas. 
LEMMA 3.2. Suppose that (C,J holds, Im K~ < 0, ~~~ is a simple pole of 
(A - ,2)-l and f = (f,J E tzm. Then there exists unique complex numbers 
k 1 >*-., k, such that 
(S-If In = gl bin , 12 = 1, Z.... (3.38) 
Proof. It follows from (3.29) and (3.31) that 
(S,f ), = - 5 $ g cj*cj*n,)‘nr , n = 192 I.... (3.39) 
j 
Hence (3.38) holds with 
kj=- i %cfn,, j = l,..., m. 
7L’=l 
To see that the kj are uniquely defined, suppose there exists constants 
yj, j = l,..., m, such that 
0 = f  YiCjn , n = 1, 2,.... (3.40) 
j=l 
We shall show that each yj = 0. Set 
w(x) = 5 YjWf(X). 
j=l 
Then (A - Ko2) w = 0 and we have by (3.18) and (3.40): 
for r = j x 1 > r0 . Hence by the unique continuation theorem, we conclude 
that w(x) = 0 in G. Since the We are linearly independent, we have yi = 0, 
j = I,..., m. Q.E.D. 
Note. It follows easiIy from (3.18) (3.29), (3.31), Lemma 3.2 and the 
unique continuation theorem applied to wj*(z) that the matrix S-r # 0. 
Hence Y’(Z)* has a pole at K = Kg. 
We next give a sufficient condition for Ko2 to be a singular point of Y(K). 
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LEMMA 3.3. Suppose that Im ICY < 0, K,,~ is a simple pole of (A - K~)-~ 
and condition (I’) holds for some h # 0. Then K~ is a singular point of Y(K). 
Proof. Suppose that Y(K) is analytic at K = K~. Then in a neighborhood 
of Ko , we have 
y”(K) = Go + (K - 41) G, + (K - ‘$I>~ G&), 
where Go, G1 and G,( K are bounded operators acting in r!22” and G,(K) is ) 
analytic at K = K~. It follows from (2.5) and (3.19) that 
1 = y(K) c??-(k)* = s + Go& + G,X, + G&c) (K - Ko) (3.41) 
0 
for K near Kg, where Go is analytic at K = K~. If we apply both sides of (3.41) 
to h, let K + K. and employ condition (P), we see that h = GoSoh = Go&‘-, f 
for some f E /sm. But (3.41) implies the equation Go&‘-, = 0. Thus h = 0. 
This contradiction proves the lemma. Q.E.D. 
Remark 3.1. If Ko2(h ~~ < 0) is a pole of order 1 of (A - K2)-‘, then it 
follows from (3.8) and (3.20)-(3.22) that 
y’(c)* = (K 2&J + ... + cK?Ko, + so + s,(K) (K - Ko> (3.42) 
for K near Kg , where each Sj is a bounded operator acting in /2m and S,(K) is 
analytic at K = ~~ . We now have the following generalization of Lemma 3.3. 
Kg is a singular point of y(K) if there exists elements h and f E t2m such that 
h # 0 and 
(P’) S-.,h = 0 and S-,h = i S-,f, k = O,..., / - 1, 
j=k+l 
The proof of this assertion is essentially the same as that of Lemma 3.3. 
Proof of Theorem 3.2. (a) It follows from condition (P) that S,h = S-, f 
for some f E f2-. Hence we conclude from Lemma 3.2 that there exist unique 
constants ki2),..., k:’ for which (3.37) holds. We next observe that the right 
side of (3.35) converges in H,‘oc(C?) (and h ence uniformly on bounded subsets 
of Q by Sobolev’s inequality). This follows readily from (3.12), (3.24) and 
elliptic estimates (as in the derivation of (3.13) in I). By virtue of Lemma 3.3, 
it remains to prove that U(X) is a resonant state and (3.33) holds. 
Each C&(X; Ko) = 0 on0 using the properties of J?(X) and w,O(x; K) and the 
fact that Ro(H,(.; Kg)) (x) E D(A). S ince each Z+(X) = 0 on a, we conclude 
that U(X) = 0 on d. We next wish to prove: 
(A - Ko2) U(X) = d-f. (- A - Ko2 + c u&c) D6] u(x) = 0 in sz. (3.43) 
IN<2 
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It clearly suffices to prove (3.43) for U(X). Using (3.12), (3.16) and the 
definitions of +%(Y; Kg) and H-(X; +,), we obtain 
(A” - ‘Co’) $,(X; Ko) = - &(X; Ko) - (R-1 - 1) (f&(-; ‘Co)) (x) 
Combining (3.18) and (3.27), we have 
Finally, we employ (3.29) (3.31), (3.35), (3.44) and (P) to deduce 
(S-,h),, f@,,,(K,f) sin $0 = 0. 
(Since the constants, 
may be easily estimated for large n using asymptotic formulas for the Hankel 
functions (see, [7, pg. 1971) and integration by parts, there is no difficulty 
in justifying the interchanging of summation signs in (3.45)). We have thus 
proved (3.43). 
We next prove Eq. (3.33). It follows readily from (3.24), (3.35) and (3.43) 
that for Y 3 Y,, , we have 
(3.46) 
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for some constants dl , d, ,.... Once again using the method of Theorem 1.2 
and the properties of U(x), we see that 
I t,“” ( 
’ U(x) Hk,(x; I?,,) dx = - i d,, - 
n (s:$ ’ j 
n’ = 1, 2,... . 
(3.47) 
Equations (3.30), (3.35) and (3.47) now yield 
(3.48) 
The equations 
00 7n 
0 = (&j”’ (X14,, = - ($,“” $ zl Fl cjn,%hn 9 11’ = 1, 2,..., 
combined with Lemma 3.2 (with 
k,=zl- ($j1’2&~h,, j=l,...,,j 
imply 
ilczhn =0, j== l,..., m. (3.49) 
Equations (3.32), (3.48) and (3.49) yield 
d,. = (&)1’2 (S&),, + i (gj”’ fl ,gl I& h,cjn,cz, n’ = 1,2 ,... . 
(3.50) 
Finally, we combine (3.18), (3.34), (3.36), (3.37), (3.46) and (3.50) to obtain 
(3.33). To see that u # 0, we simply observe that if U(X) = 0 in Q, then by 
(3.33) we have 
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Hence h = 0. This contradiction proves that u # 0 and hence U(X) is a 
resonant state. 
(b) Suppose that u(x) is a resonant state for A at K,, and that U(X) 
satisfies (3.33). We first show that 
Se,h = 0. (3.51) 
It follows from (3.18), the divergence theorem, the arguments of Theorem 1.2 
and the properties of u(x) and each wj*(x) that for r >, r,, , we have 
0 =I,@- Ko2) u(x) wj*(x) dx 
= s, U(X) (A’ - io2) W,*(X) + -c, (- ; q*(x) + u(x) 7 ) r d0 
= Const. f h,c,*, , j = l,..., m. 
TL=l 
(3.52) 
Equation (3.51) now follows from (3.29), (3.31), and (3.52). 
We now define U(x) by (3.35) and set V(X) = u(x) - U(X). It follows from 
(3.33) and (3.35) that v E H. Using (3.51) and the arguments employed to 
derive (3.43), we obtain (A - Ko2) v = 0. Therefore we have 
u(x) = U(x) - f yjwj(x) 
j=l 
(3.53) 
for some constants yj ,j = I,..., m. We next combine (3.46), (3.48) and (3.52) 
as in part (a) to obtain 
U(X) = zl (&)“’ h,H!&r) sin t 0 
x Hf~a(~,r) sin n 0 
a 
for r 3 ~a 
Let us define /lj = 3/j - Kj (l). We may compare the coefficients of 
H$(K,~) sin n 0 a for r > r0 
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in (3.33) and (3.53) (with U(x) given by (3.54)) and recall (3.18) to see that 
g1 PAn = (jy (Sob), , 71 = 1,2 ).... 
It thus follows from (3.37) and Lemma 3.2 that ,f3? = kj2) is defined uniquely 
and (3.34) holds. It is immediate from (3.33) and the unique continuation 
theorem that h # 0 (since the resonant state U(X) # 0). To complete the 
proof of (P), we must show that S,h E Range S-i . Using (3.29), (3.31) and 
(3.37), it to construct a vectorf = (fn) E tam such that 
- (y”& $r, =kj?), j= l)...) m. 
n 
Since this involves m equations and an infinite number of unknowns, fi , fi ,..., 
we may certainly construct such a vector f and the proof is complete. 
Q.E.D. 
Remark 3.2. As we mentioned earlier, Ko2 need not be a simple pole of 
(A - ~~)-l when A is not selfadjoint, but may have arbitrary order J. The 
results and proof of Theorem 3.2 may be generalized to this case. There are 
no serious theoretical difficulties involved, however; the calculations obviously 
become very complicated. Hence we shall merely make the following observa- 
tions. Since (3.8) holds in a neighborhood of K = K~ (with z = ICY and 
a,, = K,,~), so does (3.42). It follows from (3.11), (3.13), and condition (CKO) 
that the Range of R-(,j) (0 <cj < J - 1) is spanned by a finite number 
(say mi) of linearly independent generalized eigenfunctions, w,,(x), 
k=l ,..., mj, such that (A - K,,21)‘+1 wjk = 0, and similarly for R_*,,j, 
with corresponding generalized eigenfunctions, w;(x), of (A - Ko2)*. 
The functions wjk(x) and w;(x) satisfy radiation conditions analogous to 
(although more general than) (3.18), which give rise to constants {cjRdn} 
and {c&~}, j = 0 ,..., J - 1, k = l,..., mi , G = l,..., i + 1 and n = 1, 2 ,.... 
The matrices S+, , j’ = O,..., J, of (3.42) may then be expressed in terms of 
{cjlfcn) and {c&~} by formulas analogous to (3.29)-(3.32). An analog of Theo- 
rem 3.2 may then be formulated and proved using the same method as 
before. In particular, a resonant state, u(x), will in this case have the form: 
J-l m, 
U(X) = U(X) - C C %kwjk(x>, 
j=O k=l 
where U(x) is defined by (3.35) and the mjk are constants. 
Remark 3.3. Just as in I (see Remarks 6.1 and 6.3 in I), the results of this 
paper may be proved for arbitrary dimension N as well as more general 
operators. 
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