Land surface models bear substantial biases in simulating surface water and energy budgets 25 despite of the continuous development and improvement of model parameterizations. To reduce 26 model biases, Parr et al. (2015) proposed a method incorporating satellite-based evapotranspiration 27 (ET) products into land surface models. Here we apply this method to the Community Land Model 28 version 4.5 (CLM4.5) and test its performance over the conterminous US (CONUS). We first 29 calibrate a relationship between the observational ET from the Global Land Evaporation 30
Great efforts have been made to improve model performance over the years, through enhancing 70 both the model parameterization of land surface processes and the model input data. For instance, 71 during the past ten years, the Community Land Model (CLM) has been upgraded from version 2 72 to version 4.5 (Bonan et al. 2002 , Oleson et al. 2008 , Oleson et al. 2013 , accompanied by 73 increasingly accurate and high resolution surface datasets (Lawrence et al. 2011) . Comparison with 74 observations of runoff, evapotranspiration, and total water storage demonstrated continuous 75 improvement of the model performance (Lawrence et al. 2011 ). The Noah model is another 76 example of continuous upgrade from its original version since 1980s (Mahrt et al. 1984 ). Recent 77 model developments were on vegetation canopy energy balance, the layered snowpack, frozen soil 78 and infiltration, soil moisture-groundwater interaction and related runoff production, and 79 vegetation phenology (Niu et al. 2011) . Despite the improved understanding and parameterization 80 of physical processes and better input data, substantial model biases remain (e.g., Parr et al. 2016 , 81 Wang et al. 2016 Another approach to reducing model biases is through data assimilation, by merging 83 observational data and land surface models to obtain optimal estimates for next time step. Fusing 84 soil moisture observations into land surface model is a typical practice in land data assimilation, 85 and it has been reported that data assimilation of soil moisture helped in reducing model bias 86 (Reichle and Koster 2005 , Kumar et al. 2008 , Yin et al. 2015 . However, data assimilation is a 87 computationally intense task, especially when implementing a multi-model ensemble approach. 88 Moreover, data assimilation approach is not applicable to future prediction. Parr et al. (2015) 89 proposed an alternative approach to reducing model biases, and applied it to the Variable 90 Infiltration Capacity (VIC) model over the Connecticut River Basin for both past simulations and 91 future projections. The Parr et al. (2015) approach assumes that the relationship between the model 92
Hydrol. Earth Syst. Sci. Discuss., doi:10.5194/hess-2016 -696, 2017 Manuscript under review for journal Hydrol. Earth Syst. Sci. Published: 4 January 2017 c Author(s) 2017. CC-BY 3.0 License. conducted sequentially. In the first type of simulation, named as CLM, we run the default CLM4.5 139 and save the output for three component of ET, i.e., interception loss, plant transpiration, and soil 140 evaporation, at the PFT level for every time step. The corrected interception loss, plant 141 transpiration, and soil evaporation are then derived by multiplying the simulated values with the 142 ET scaling factor, and will be used as input for the second type of simulation, named as CLMET. 143 In CLMET, we re-run CLM4.5 for the same period as in the first type, but overwrite the three ET 144 components simulated by the model with the corrected values. Since ET simulations affect the 145 partitioning of precipitation between ET and runoff, the bias correction in ET is expected to have 146 direct positive impact on runoff generation and therefore soil moisture. 147
In this study, we use 1986-1995 as the calibration period and 2000-2014 as the validation 148 period. The simulations during the calibration period are obtained from a 16-year (1980-1995) 149 CLM run with the first 6-year run disregarded as the spinup. Both CLM and CLMET runs during 150 the validation period starts with the initial condition of January 1 st 1996 obtained from the 151 calibration period. Since the overwriting process in CLMET may break the water balance, the 152 model checks if the interception loss exceeds the water stored in vegetation canopy and if the 153 surface soil water is sufficient to support soil evaporation, and makes adjustment if needed. This 154 minimizes the unbalance caused by overwriting ET components in CLMET. 155 3 Data 156 3.1 ET 157 3.1.1 GLEAM ET 158 GLEAM (The Global Land Evaporation Amsterdam Model) version 3.0a (Miralles et al. 159 2011 , Martens et al. 2016 ) is used to calibrate the ET scaling factors and to validate CLM and 160 CLMET. GLEAM 3.0 has three subsets, i.e., 3.0a, 3.0b, and 3.0c. GLEAM 3.0a is derived based 161
Hydrol. Earth Syst. Sci. Discuss., doi:10.5194/hess-2016 -696, 2017 and is converted to actual evaporation based on the multiplicative evaporative stress factor. The 166 dataset has been used in studying soil moisture-temperature coupling (Miralles et al. 2012) , the 167 impact of land surface on precipitation (Guillod et al. 2015) , and the climate control on land surface 168 evaporation (Miralles et al., 2014) . Recent evaluations conducted at both tower and global scales 169
shows that GLEAM-based ET is superior to MODIS-based and the Surface Energy Balance 170 System (SEBS) based ET products (Michel et al. 2016 , Miralles et al. 2016 . The spatial resolution 171 for GLEAM dataset is 0.25°, which is consistent with the resolution of CLM4.5 used in this study. 172
The temporal resolution of GELAM dataset is daily, and the monthly aggregated ET is used to 173 derive the scaling factors. 174
MODIS and FLUXNET-MTE ET 175
Another two ET products are used for independent evaluations: MODIS ET and 176
FLUXNET-MTE (model tree ensemble) ET. Mu et al. (2007 Mu et al. ( , 2011 produced a MODIS-based 177 global ET dataset by revising the Penman-Monteith (PM) equation. The dataset is arguably the 178 most widely used remote-sensing-based global ET product (Miralles et al. 2016) . Monthly version 179 of the MODIS-based product at the 0.5° spatial resolution are used to validate the model with the 180 bias correction method. The FLUXNET-MTE global ET dataset was derived from 253 FLUXNET 181 eddy covariance towers distributed over the globe using the model tree ensemble (MTE) approach 182 (Jung et al., 2009 (Jung et al., , 2010 . The record gaps of half hourly eddy covariance fluxes were filled first, 183 and the complete tower-based dataset is used to train MTE to produce monthly global ET dataset 184
Hydrol. Earth Syst. Sci. Discuss., doi:10.5194/hess-2016 -696, 2017 Manuscript under review for journal Hydrol. Earth Syst. Sci. Published: 4 January 2017 c Author(s) 2017. CC-BY 3.0 License. at 0.5° spatial resolution. The data have been used to study the ET trend (Jung et al., 2010) and to 185 improve canopy processes in a land surface model (Bonan et al., 2011) . As FLUXNET sites over 186 the CONUS are very dense, the quality of the FLUXNET-MTE dataset in our study domain is 187 expected to be high. The MODIS dataset is available from 2000-2014, and the FLUXNET-MTE 188 dataset is available from 1982-2011. We chose the overlap period of those two products, 2000-189 2011, for model validations using MODIS and FLUXNET-MTE dataset. 190 
Observation-based Runoff Coefficient 191
The runoff coefficient (the ratio of runoff to precipitation) of Global Streamflow 192 Characteristics Dataset (GSCD) version 1.9 (Beck et al., 2013 , Beck et al., 2015 is used to evaluate 193 the model performance in simulating runoff. The GSCD dataset was produced based on 194 streamflow observations from approximately 7500 catchments over the globe. A data-driven 195 approach was adopted to derive the gridded streamflow characteristics at the 0. Hydrol. Earth Syst. Sci. Discuss., doi:10.5194/hess-2016 -696, 2017 Manuscript under review for journal Hydrol. Earth Syst. Sci. Published: 4 January 2017 c Author(s) 2017. CC-BY 3.0 License.
algorithm to further improve data quality of the NASMD soil moisture based on the approach of 208 Xia et al. (2015) . The soil moisture after QC agree more closely with a manual-checked benchmark. 
Evaluation 230
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We evaluate the effectiveness of the ET bias correction approach in CLM4.5 by comparing 231 results from CLM and CLMET with observations. The evaluation metrics examined include bias, 232 relative bias, root mean square error (RMSE), and correlation coefficient (R). Since the spatial 233 resolution of some observational data is not consistent with the model resolution, we upscale the 234 finer resolution data to match the coarser resolution data using simple arithmetic averages. For 235 example, when the MODIS and FLUXNET-MTE ET are used for validation, we aggregate the 236 four 0.25° modeled ET within each 0.5° grid cell; for the GSCD runoff data, we aggregate 237 observations from 0.125° to 0.25° to match the model resolution. As in-situ soil moisture 238 observations are essentially on the point scale, we spatially average observed soil moisture in each 239 state and compare the averaged observations with the averaged model simulations over grid cells 240 within the same state. data, and CLMET reduces ET as well as ET biases. The averaged relative bias in CLM over 247 CONUS is 9.06%, with relative bias exceeding 10% in a substantial portion of CONUS; and in 248 CLMET, the CONUS-averaged relative bias is reduced to -2.05%, and it is within 10% over most 249 of CONUS. This improvement is more significant over eastern CONUS than western CONUS. 250 Table 1 shows the statistics on the model performance with these two schemes during different 251 seasons and in four sub regions. CLM overestimates the CONUS-averaged ET in all other seasons 252 except for March-April-May (MAM), and the largest overestimation occurs in Southeast CONUS 253
during December-January-February (DJF) with a relative bias as large as 135.1%. The 254 underestimation in MAM is largest over Southwest CONUS with a relative bias of -17.9%. 255
CLMET substantially improves the model performance as indicated by the various metrics. All 256 the statistics in CLMET is superior to those in CLM with a few exceptions in bias or relative bias. 257
The improvement from CLM to CLMET is more substantial for September-October-November 258 (SON) and DJF than MAM and June-July-August (JJA). The relative bias of 43.4% (54%) in CLM 259 is reduced to 5% (7.8%) in CLMET over CONUS during SON (DJF). For the regional comparison, 260 the improvement is greatest over Southeast CONUS. All the positive biases in all seasons over 261 Southeast CONUS are significantly reduced. 262
To understand the differences between CLM and CLMET, we select four months from 263 each of seasons, January, April, July, and November, to examine the relationship between the 264 relative bias of model simulations and the scaling factor changes from calibration period (1986-265 1995) to validation period (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) in Figure 5 . The improvement from CLM to CLMET is 266 evident, especially in January and November (Figure 5a-b ). Although the bias is dramatically 267 reduced in CLMET, it remains large in Northeast CONUS in January (Figure 5b1 ). In addition, 268 the bias in CLMET seems larger in western CONUS than eastern CONUS (Figure 5b ). The spatial 269 patterns of the relative biases in CLMET and the scaling factor differences between the two periods 270 demonstrate a great degree of similarity (Figure 5b-5c ), and the scatter plots between the two 271 quantities ( Figure 5d ) reflect a strong correlation. This suggests that the degree to which CLMET 272 can improve model performance in simulating ET greatly depends on how stable the scaling factor 273 is from the calibration period to the validation period, i.e., how well the assumption of a time-274 invariant scaling relationship holds. Over most of CONUS, changes in the scaling factor are within 275
Hydrol. Earth Syst. Sci. Discuss., doi:10.5194/hess-2016 -696, 2017 Manuscript under review for journal Hydrol. Earth Syst. Sci. correlation coefficient (R) is already high in CLM, the improvement from CLM to CLMET 299 according to R is limited. By contrast, RMSE is greatly changed from CLM to CLMET. The largest 300 change is found in Southeast CONUS, which is consistent with the model performance in 301 simulating the spatial pattern of ET. The model performance becomes worse with shorter temporal 302 scales (from monthly to weekly to daily), as shown in Table 2 , which is consistent with findings 303 of Parr et al. (2015) who also found downgraded model performance with the higher temporal 304 resolution when the same method is applied to the VIC model in the Connecticut river basin. 305
In addition, CLM and CLMET performances are also evaluated using two independent 306 observation dataset of ET, MODIS-based and FLUXNET-based ET (Figure 8, Tables 3 and 4) . 307
For the multi-year averaged ET, the relative bias in CLMET is smaller than that in CLM, and the 308 improvement is greater in eastern CONUS than western CONUS as compared with either MODIS-309 or FLUXNET-based ET. Note that there is still a substantial overestimation in western CONUS in 310 CLMET compared with the MODIS ET, partially because the algorithm developed by Mu et al. 311 (2007 Mu et al. 311 ( , 2011 underestimate ET in the MODIS product (Michel et al. 2016 , Miralles et al. 2016 . 312
If the reference is the MODIS-based ET, CLMET corrects bias for all other three seasons except 313 for MAM (Table 3) . Bias, relative bias and RMSE in CLMET is greater than CLM for the whole 314 CNOUS, Northwest, Southwest, and Northeast in MAM. Among all other three seasons, SON is 315 the reason when model performance is improved most from CLM to CLMET. If the FLUXNET 316 ET is taken as a reference, the improvement is found in all four sub regions. The improvement in 317 MAM is minor, whereas the improvement in SON is substantial. The performance in CLMET 318 against MODIS or FLUXNET is similar to the model performance against GLEAM but with 319 smaller magnitudes. 320
Runoff 321
Using the runoff coefficient (the ratio of runoff to total precipitation) derived from GRDC 322 as the benchmark, we evaluate the model performance in CLM and CLMET in simulating runoff 323 ( Figure 9 ). The CONUS averaged runoff coefficient in CLM and CLMET are 0.18 and 0.21, which 324 is comparable with the GRDC-based runoff coefficient (0.22). However, CLM underestimate the 325 runoff in most areas of CONUS due to overestimate of ET. CLMET alleviates the underestimation 326 by decreasing ET therefore increasing the runoff, especially over eastern CONUS. The relative 327 bias of CLMET against GRDS is 0.72%, which is much smaller than the value in CLM (-9.21%). 328 Table 5 shows the regional difference in runoff simulations in CLM and CLMET. The 329 improvement is greater over Eastern CONUS than Western CONUS, which is consistent with the 330 improvement of ET simulations. The most striking improvement occurs in Southeast CONUS, 331 with the relative bias (RMSE) decreased from -24.7% (0.091) to -8.2% (0.06). Because only the 332 multi-year mean annual runoff coefficient is available for GRDC, we cannot examine the seasonal 333 dependency of the model performance improvement. 334
The increase in runoff from CLM to CLMET is mainly due to the increase in subsurface 335 runoff ( Figure 10) . The same value of the ET scaling factor within each gird cell are applied to 336 three components of ET (interception loss, plant transpiration and soil evaporation) in this study. 337
Because interception loss accounts for a small portion of total ET, the absolute change of 338 interception loss (decrease from CLM to CLMET over most areas) is much smaller compared with 339 plant transpiration and soil evaporation (not shown). As a result, the increase in throughfall does 340 not change much from CLM to CLMET, which leads to smaller increases in surface runoff. By 341 contrast, plant transpiration and soil evaporation is more significantly reduced by CLMET, 342 inducing wetter soil and therefore more subsurface runoff. 343
Soil moisture 344
As analyzed in Section 4.2.2, reduction in all three components of ET interception loss, 345 plant transpiration, and soil evaporation from CLM to CLMET slows down moisture depletion 346 from the soil. As a result, the water content at different soil layers increases with the reduced ET. 347 Figure 11 shows soil water at the surface and root-zone layers simulated from CLM and CLMET, 348 and their differences during the summer season (JJA). From CLM to CLMET, the changes over 349 CONUS show an overwhelmingly increase signal for both surface and root-zone soil moisture. 350
The moisture increase in the top 0-100 cm soil layer from CLM to CLMET in central CONUS is 351 very evident, which may have significant implications in drought monitoring and assessment. For 352 example, Central Great Plains experienced a severe drought in summer of 2012, and soil moisture 353 derived from land surface models was used to evaluate the intensity of the drought event (Hoerling 354 et al. 2014, Livneh and Hoerling 2016) . Unfortunately, land surface models tend to systematically 355 overestimate drought (Milly and Dunne 2016, Ukkol et al. 2016) . The more accurate simulations 356 of ET and soil moisture resulting from the bias correction method used in this study may prove 357 useful in better drought monitoring and assessment. 358 where a wet bias is found in CLM. The soil water content difference between CLM and CLMET 367 Hydrol. Earth Syst. Sci. Discuss., doi:10.5194/hess-2016-696, 2017 Manuscript under review for journal Hydrol. Earth Syst. Sci. Published: 4 January 2017 c Author(s) 2017. CC-BY 3.0 License.
is larger for the 0-100 cm layer than the 0-10 cm layer, because plant transpiration, to which a 368 large fraction of ET and therefore a large fraction of ET bias correction are associated, primarily 369 depletes moisture from the rooting zone which is deeper than 10 cm. As such, the improvement is 370 more evident for the top 0-100 cm layer. For example, in Mississippi, the RMSE is reduced from 371 0.048 m 3 m -3 in CLM to 0.042 in CLMET at the top 0-10 cm layer, and from 0.07 to 0.06 m 3 m -3 372 at the top 0-100 cm layer. 373
Summary and discussions 374
In this study, we implemented the on-line bias correction approach proposed by Parr et al. 375 (2015) to CLM4.5, and evaluated the effectiveness of the approach in reducing model biases over 376 CONUS. The bias correction algorithm was calibrated using the GLEAM ET product combined 377 with the default CLM4.5 output over the period of 1986-1995, and was validated over the period 378 of 2000-2014 using three ET datasets, the GRDC runoff product, and the NASMD soil moisture 379 data. Results from all evaluation metrics indicate substantial improvement in the estimation of the 380 terrestrial hydrological cycle. 381
The degree to which the Parr et al. (2015) between the calibration and verification/application periods greatly influence the effectiveness of 388 the bias correction method, with large differences causing the approach to be less effective leaving 389 substantial biases in CLMET. Northeast CONUS during winter is an example of having a large 390
Hydrol. Earth Syst. Sci. Discuss., doi:10.5194/hess-2016 -696, 2017 Manuscript under review for journal Hydrol. Earth Syst. Sci. Published: 4 January 2017 c Author(s) 2017. CC-BY 3.0 License. bias in CLMET due to greater changes in the ET scaling factor from the calibration period to the 391 verification period. Overall, the approach reduces land surface dry biases over eastern CONUS in 392 CLM4.5. 393
For a given grid cell and given month, the scaling factors for all three ET components, i.e., 394 interception loss, plan transpiration, soil evaporation, are the same in this study, set to be the ratio 395 of the remote sensing ET to the modeled ET. Since the GLEAM dataset contains values of three 396 components besides total ET, we conducted additional experiments in which the scaling factors 397 for each ET component was estimated separately, using the ratio of each ET component from the 398 GLEAM product to the corresponding ET component from CLM during the same calibration 399 period. However, results based on the component-specific scaling factors do not show any 400 improvement, which is likely caused by the inaccurate partitioning of ET into interception loss, 401 plan transpiration, soil evaporation. Miralles et al. (2016) compared the ET partitioning for three 402 widely used remote sensing based ET products, and found that the contribution of each component 403 to ET is dramatically different among these three products. For instance, the percentage of global 404 ET accounted for by soil evaporation ranges from 14% to 52%, and the ranges are even larger at 405 the regional and local scales. Because the in-situ measurements of separate components of ET is 406 very scarce, it is particularly challenging to validate the accuracy of the remote sensing based 407 estimated of the three ET components. These challenges led Miralles et al. (2016) to recommend 408 against the use of any single product in partitioning ET. 409
The bias correction method evaluated in this study can effectively improves the estimates 410 of surface fluxes and state variables in the absence of improved physical parameterizations in land 411 surface models. It is applicable to not only historical simulations but also future predictions (Parr 412 et al. 2015) . It provides an alternative approach to, but would in no way replace, model 413
improvement through better parameterization of physical processes. Development of better 414 physical parameterizations has to be based on improved understanding of physical processes, more 415 effective mathematical formulations, and higher quality surface type dataset, which requires a 416 long-term commitment from the land surface modeling community. 417 418
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