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Abstract
Within the framework of the Duffin-Kemmer-Petiau (DKP) formalism with a deformation,
an approach to the construction of the path integral representation in parasuperspace for the
Green’s function of a spin-1 massive particle in external Maxwell’s field is developed. For
this purpose a connection between the deformed DKP-algebra and an extended system of the
parafermion trilinear commutation relations for the creation and annihilation operators a±k and
for an additional operator a0 obeying para-Fermi statistics of order 2 based on the Lie algebra
so(2M + 2) is established. The representation for the operator a0 in terms of generators of the
orthogonal group SO(2M) correctly reproducing action of this operator on the state vectors of
Fock space is obtained. An appropriate system of the parafermion coherent states as functions of
para-Grassmann numbers is introduced. The procedure of the construction of finite-multiplicity
approximation for determination of the path integral in the relevant phase space is defined
through insertion in the kernel of the evolution operator with respect to para-supertime of
resolutions of the identity. In the basis of parafermion coherent states a matrix element of the
contribution linear in covariant derivative Dˆµ to the time-dependent Hamilton operator Hˆ(τ),
is calculated in an explicit form. For this purpose the matrix elements of the operators a0, a
2
0,
the commutators [a0 , a
±
n ], [a
2
0, a
±
n ], and the product Aˆ[a0 , a
±
n ] with Aˆ ≡ exp
(−i2pi
3
a0
)
, were
preliminary defined.
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1 Introduction
The propagators (the Green’s functions) for free quantized fields involved in the interaction
processes and their generalization to the case of external classical fields in a system are impor-
tant structural elements in the calculation of the Feynman diagrams in quantum field theory.
However, in a number of problems it is convenient to have an alternative to the standard tech-
nique in quantum field theory. One of such alternatives is a possibility to present the Green’s
functions in the form of quantum-mechanical path integrals and thereby to reformulate quan-
tum field theory in the language of world-lines of particles.
The representations in the form of path integrals were constructed for the scalar propaga-
tor [1], the electron propagator in an external Maxwell field [2–9] and for the quark propagator
in an external Yang-Mills gauge field [10–13]. In constructing the desired representations the
variety of approaches and methods was used. The case of propagators for particles with half-
integer spin (electrons and quarks) in external gauge fields and also their generalization to the
case of supersymmetric theories [14–17] were studied in greater detail. We note that the rep-
resentations of the Green’s functions (and the one-loop effective actions closely connected with
them) in the form of path integrals enable one to obtain by a more simple way some well-known
results of quantum field theory and in particular, of quantum electrodynamics, for example,
the Euler-Heisenberg Lagrangian for the case of strong constant or slowly varying field [18].
Moreover, this approach was successfully used in calculating the two-loop effective action that
enables one to calculate a correction to the effective Euler-Heisenberg Lagrangian [19–21]. Fi-
nally, the exact calculation of functional integrals for special configurations of external fields
gives an alternative possibility to study a problem of vacuum stability perturbed by external
Maxwell’s or Yang-Mills’ fields.
Whereas in principle, one can construct the representation in the form of path integral for
propagators of free fields with an arbitrary spin, such an attempt for fields with a spin, which is
greater than 1/2 interacting with an external (Abelian or non-Abelian) gauge field encounters a
problem of consistency [22–25]. In future, we focus on the propagator of a field with the spin 1,
more exactly, on the propagator of a charged massive vector particle in the external Maxwell’s
field.
In this paper we would like to propose an approach to the construction of the representation
for the Green’s function of a vector particle in an external field in the form of path integral
based on a well-known Duffin-Kemmer-Petiau (DKP) formalism [26–28] developed for describ-
ing relativistic scalar and vector particles. In the four-dimensional Euclidean space-time the
ten-dimensional representation of the DKP-algebra corresponds to fields with spin 1. One of
the most important advantages of this formalism is a possibility of using a well-developed tech-
nique for the case of the electron and quark propagators. In constructing such a representation
for the vector particle we will follow mainly approaches suggested by Halpern, Jevicki and Sen-
janovic´ [10], Borisov and Kulish [11], Fradkin and Shvartsman [29], Fradkin and Gitman [8] and
van Holten [30]. We study in more detail a connection between para-Fermi quantization based
on the Lie algebra of the orthogonal group SO(2M +2) and the Duffin-Kemmer-Petiau theory
with a deformation early suggested in [31], where as the deformation parameter a primitive
cubic root of unity is used and the wave function of the particle with spin 1 obeys the third
order wave equation. Note that an analysis of this connection is of particular mathematical
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interest without an application to a specific physical problem, since the connection represents
nontrivial synthesis of various subjects such as algebra, the theory of classical Lie groups and
theoretical aspects of (para)quantization of fields. The analysis will be considered in details
in our separate work [32]. In the present paper we will mainly use only the resulting formulas
from [32].
Relativistic particle theories with spin 1 were studied since that time, when Dirac has writ-
ten out his famous equation for a particle with spin 1/2 [27,33–40]. In particular, it was shown
that the well-known Proca equation for a massive vector field can be rewritten in the matrix
form of DKP-relativistic wave equation. The description of spin degree of freedom of a massive
non-Abelian vector field based on DKP-approach can be found in the papers by Bogush and
Zhirkov [41], Okubo and Tosa [42], and Gribov [43].
For the first time, the interaction with an external gauge (electromagnetic) field within
the framework of the DKP-formalism was considered in the pioneering paper by Kemmer [27].
The interaction with the external field was introduced within the framework of the minimal
coupling scheme that thereby actually provides gauge invariance of the DKP Lagrangian. Fur-
ther, in a number of papers [44–46] a question of the interaction of a charged vector particle
with electromagnetic field was analyzed in more depth. In particular, it was explained that
the main difference of the DKP-equation from the Dirac equation is that it involves redun-
dant components. Some interaction terms in the Hamilton form of the DKP equation do not
have a physical meaning and will not affect the calculation of physical observables. Further-
more, Nowakowski [44] pointed out that the DKP-equation of the second order obtained by
Kemmer [27] by analogy with the second order Dirac equation has a rather limited physical
applicability, since (1) it is only one member of a class of second order equations which can be
derived from the original DKP-equation in external electromagnetic field and (2) it has not a
back-transformation, which would allow us to obtain solutions of the first order DKP-equation
from solutions of the second order equation as it is in the Dirac theory. These results are
true for an arbitrary representation of β-matrices (even not necessarily irreducible). All these
principal issues arising in the problem of interacting DKP-field with an external Abelian one
(and also with non-Abelian one) would have to take into account in solving the problem stated
in the present paper.
Further, the Duffin-Kemmer-Petiau algebra is closely related to an entirely different branch
of theoretical physics, namely, the theory of parastatistics, more exactly, to the para-Fermi
statistics of order p = 2. This nontrivial fact was noted for the first time in the papers by
Volkov [47], Chernikov [48] and independently by Ryan and Sudarshan [49]. This connection
provided an opportunity to present the DKP-algebra within the framework of an operator for-
malism (see section 3) in the form of parafermion algebra of order p = 2 and to realize a spin
space of vector particle as a Fock space for a system of para-Fermi operators [50].
However, a preliminary analysis [51] has shown that the use of parafermion algebra in the
standard form is insufficient for solving the stated problem and here, a generalization of this
algebra would be required. As is well known, trilinear commutation relations for the para-Fermi
statistics generate algebra which is isomorphic to the Lie algebra so(2M + 1) [52]. Geyer in
the paper [53] has suggested to extend this isomorphism to the Lie algebra so(2M + 2). The
extension is of great value for us, since in the corresponding algebra of para-Fermi operators an
additional operator a0 arises. This operator in the case of parastatistics of order 2 can be related
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to within a sign to the Schro¨dinger “pseudomatrix” ω [38] playing a key role in constructing
the divisor for the first order DKP operator of a vector particle in an external gauge field [31].
This divisor enables us in particular, to write an operator expression for the inverse propagator
of the vector particle in the form of the Fock-Schwinger proper parasupertime representation.
There are a few papers, where a question of the construction of path integral for a sys-
tem of identical particles obeying parastatistics was considered (see, e.g. Polychronakos [54],
Chaichian and Demichev [55], Greenberg and Mishra [56]). In this direction of researches the
papers by Omote and Kamefuchi [57] and Ohnuki and Kamefuchi [58] are of particular interest
for us. For a generalization of the notion of path integral to the case of parafermion variables
in these papers the first step was to suggest an generalization of the well-known Grassmann
algebra to the so-called para-Grassmann algebra [59]. This generalization is a direct analogue
of generalization of the Fermi operators to the case of the para-Fermi operators in parastatis-
tics. The authors have introduced the definition of the para-Grassmann algebra of arbitrary
order p, the notions of integration and differentiation in this algebra, change of variables in
integrals, Fourier transformation and so on. They also have defined the notions of coherent
states for the para-Fermi operators and written out the formula of resolution of the identity (the
completeness relation). These parafermion coherent states and resolution of the identity are
of fundamental importance in a procedure of the construction of path integrals. The authors
have constructed the path integral for the para-Fermi fields using para-Grassmann variables
following the definition of the path integral as the limit of a product of time evolution operators
for small time intervals. In formulating the theory the authors actively used the so-called Green
ansatz [60]. Note that the papers [57, 58] are a direct generalization of the paper by Ohnuku
and Kashiwa [61], in which the construction of path integrals over Grassmann variables was
presented, and are decisive in solving the problem stated in the present work. Essentially all
the mathematical apparatus constructed by these authors will be actively used in the suggested
research.
It should be also noted that there exists another direction of the description of massive
and massless spinning particles within the framework of the so-called pseudoclassical mechan-
ics using odd (“spinning”) Grassmann or para-Grassmann variables in addition to usual even
variables (coordinate and momentum). The results of these researches are also important for
us, since the Lagrangians analyzed there (and correspondingly, the classical actions) of free
particles or particles in an external field, massive or massless ones possessing symmetries of
various kinds, need to appear in one form or another in the exponential in the path integral
representation of propagators of these particles in quantum field theory, thus forming a con-
nection between relativistic mechanics of classical spinning particles and the Green’s functions
in quantum field theory.
In the paper by Gershun and Tkach [62] in particular it was shown that for the description
of classical and quantum dynamics of a particle with spin 1 it is necessary to introduce two real
Grassmann-valued vector variables ψkµ, k = 1, 2 (instead of one variable as in the case of spin
1/2). Superspace formulation of the given approach with the so-called doubly supersymmetry
can be found in [63–65]. Further, in the paper by Barducci and Lussanna [66] the pseudoclas-
sical description of a massless particle with helicity ±1 in terms of complex conjugate pair of
Grassmann 4-vectors ψµ and ψ
∗
µ was presented. With the use of canonical quantization, one-
photon wave function in the Lorentz gauge was obtained and based on quantization within the
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framework of path integration non-covariant transverse propagator for a free field was derived.
The authors have also considered the case of describing massive photon within the framework
of pseudoclassical mechanics [67]. They have suggested a set of a first-class constraints, which
after quantization reproduce the Proca equation for a massive vector field.
In two subsequent papers Gershun and Tkach [68, 69] have analysed more closely a case of
vector particles. It was cleared up that for a massless particle the descriptions by using a set
of two Grassmann variables ψkµ and with the help of one para-Grassmann variable ψµ of order
p = 2 (i.e. (ψµ)
3 = 0) are fully equivalent, whereas the description of a massive particle with the
spin 1 is possible only with the para-Grassmann variables ψµ and ψ5. The Lagrangian, which
describes the motion of the free massive particle with spin 1 in terms of the para-Grassmann
variables, has the following form:
L = L0 + Lm, (1.1)
where
L0 =
1
2e
x˙2µ −
i
2
[ψµ, ψ˙µ ]− i
2e
[λ, x˙µψµ ]− 1
8e
[λ, ψµ ]
2 +B [ψµ, ψµ ]
2V,
Lm =
e
2
m2 +
i
2
[ψ5 , ψ˙5 ] +
i
2
m[λ, ψ5 ]− 2B [ψµ, ψµ ][ψ5, ψ5 ]V.
Here, µ = 1, 2, 3, 4, the dot denotes differentiation with respect to τ , the fields e(τ), λ(τ) and
V (τ) are (one-dimensional) vierbein, gravitino and vector fields, respectively, and play the
role of the Lagrange multipliers. The Lagrangian is invariant up to a total derivative under the
coordinate transformation of the parameter τ , the infinitesimal supersymmetry transformations
with an arbitrary Grassmann-valued function α = α(τ) and local O(2) internal transformations.
A set of the classical para-Grassmann variables (ψµ, ψ5) obeys trilinear relation
ψµψνψλ + ψλψνψµ = 0,
which after quantization passes into the operator relation of the algebra of para-Fermi fields1
ψˆµψˆνψˆλ + ψˆλψˆνψˆµ = ~ (δµνψˆλ + δλνψˆµ),
where now µ, ν, λ = 1, 2, 3, 4, 5. The pseudoclassical Lagrangian (1.1) has a direct relationship
to our problem, and therefore is of greater interest for us.
In the papers by Korchemsky [70, 71], the Lagrangian (1.1) in the case, when B = 0 was
used for the first quantization of a relativistic spinning particle. The author has shown that in
the massless case, i.e. for Lm = 0, after quantization the physical subspace of the parasuper-
symmetric particle whose spinning coordinates belong to the irreducible representations of the
Duffin-Kemmer-Petiau algebra labelled by integer number is described by the strength tensors
of antisymmetric gauge fields and topological gauge fields.
Marnelius and Ma˚rtensson [72], Lin and Ni [73], Rivelles and Sandoval [74] and Mar-
nelius [75] have considered the BRST-quantization (within the framework of the Batalin-
Fradkin-Vilkovisky procedure) of a model of relativistic spinning particle with N = 2 extended
local supersymmetry on the worldline, which after quantization describes a particle with spin 1.
1We have redefined the para-Grassmann numbers and operators from [69] as follows: ψµ →
√
2ψµ, λ→
√
2λ
etc.
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Further, Gitman, Gonc¸alves and Tyutin [25] have suggested a consistent procedure for canoni-
cal quantization of the pseudoclassical model of a spin 1 relativistic particle. They have shown
that the quantum mechanics obtained after quantization for the massive case is equivalent to
the Proca theory, and for the massless case, to the Maxwell theory. In this paper the case of
the interaction with an electromagnetic field was also considered and it was shown that for an
arbitrary external field the corresponding Lagrange equations become inconsistent. Only in the
case of a constant external field (the authors in particular have considered an external constant
magnetic field) one can obtain the consistent equations of motion.
A possibility of introducing the interaction with external electromagnetic field in the model
with N = 2 extended supersymmetry on the worldline was also considered in the paper by P.
Howe et al. [23]. The authors have shown also impossibility of the self-consistent description of
interaction of the charged vector particle with the electromagnetic field. In addition, it could,
however, be said that pseudoclassical models for a particle with spin 1 admit the interaction
with an external gravitation field [24, 76, 77].
By this means within the framework of standard approaches such as the pseudoclassical me-
chanics, the usual Duffin-Kemmer-Petiau theory, an approach based on the Bargmann-Wigner
equations and so on it is impossible in a consistent manner to introduce the interaction of the
charged vector particle with external gauge fields. Our approach will allow one to get around
this problem by the increasing complexity of the first order differential operator acting on a
wave function of the vector particle.
The paper is organized as follows. In section 2, a brief review of our work [31] devoted to
deriving the third order wave equation within the framework of Duffin-Kemmer-Petiau theory
with a deformation, is presented. In section 3, for constructing the path integral representa-
tion we give all necessary formulas of operator formalism: the trilinear relations to which the
operators of creation and annihilation of parafermions obey, the basis of parafermion coherent
states in the spin space L, the normalization and completeness relations for the coherent states
and so on. The generalized Hamilton operator Hˆ = Hˆ(τ) explicitly depending on the evolution
parameter τ and containing linear, quadratic and cubic terms in the covariant derivative Dˆµ is
introduced. On the basis of the Hamiltonian the proper-time evolution operator Uˆ(T, 0) used in
constricting the scheme of finite multiplicity approximations is defined. In section 4, the form
of the initial for further analysis matrix element of contribution to the generalized Hamilton
operator linear in covariant derivative is written out. In section 5 a representation for the oper-
ator a0 in terms of the generators of the group SO(4) correctly reproducing action on the state
vectors is suggested. A connection of this operator with the pseudoclassical DKP-operator ωˆ is
obtained. The matrix element of the a0 in the basis of parafermion coherent states is derived.
Section 6 is devoted to calculation of the matrix element for the Geyer operator a20, an
analysis of its structure and derivation of its more compact and visual representation. Section
7 is concerned with deriving the matrix elements of the commutators [a0, a
±
n ], [a
2
0, a
±
n ], which
arise within the framework of finite-multiplicity approximation in constructing the required
path integral representation of the Green’s function for a vector particle. In section 8 a sim-
ilar calculation of the matrix elements of the product Aˆ[a0, a
±
n ], where Aˆ ≡ exp
(−i2pi
3
a0
)
, is
performed. More compact representations for these matrix elements are defined. On the basis
of the obtained expressions for the matrix elements in this and previous sections a complete
expression for the matrix element 〈(k)′p|[χ, Lˆ(z, Dˆ)]|(k − 1)x〉 from section 4, is given. In the
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concluding section 9 the key points of our work are specified.
In Appendix A the basic relations of the Lie algebra of the orthogonal group SO(2M + 2)
are given. Appendix B is devoted to the formulation of the definition of a para-Grassmann
algebra in a spirit of the paper by Omote and Kamefuchi [57]. The trilinear relations between
the para-Grassmann numbers ξk and the creation and annihilation para-Fermi operators a
±
n
of parastatistics are written out. Two necessary formulas of differentiation with respect to
para-Grassmann variables are given.
2 Third-order wave operator
As already mentioned in Introduction in the paper by Nowakowski [44] devoted to the problem
of electromagnetic coupling in the Duffin-Kemmer-Petiau theory, unusual circumstance relating
to a second order DKP equation has been pointed out. It is connected with the fact that the
second order Kemmer equation [27] lacks a back-transformation which would allow one to obtain
solutions of the first order DKP equation from solutions of the second order equation, as is the
case in Dirac’s theory. The reason of the latter is that the Klein-Gordon-Fock divisor [78, 79]
in the spin-1 case2
d(∂) =
1
m
(−m2)I + iβµ∂µ + 1
m
βµβν∂µ∂ν
ceases to be commuted with the original DKP operator
L(∂) ≡ iβµ∂µ +mI,
when we introduce the interaction with an external electromagnetic field within the framework
of the minimal coupling scheme: ∂µ → Dµ ≡ ∂µ + ieAµ, i.e.
[d(D), L(D)] 6= 0.
Here, I is the unity matrix;  ≡ ∂µ∂µ, ∂µ ≡ ∂/∂xµ, and the matrices βµ obey the famous
trilinear relation
βµβνβλ + βλβνβµ = δµνβλ + δλνβµ. (2.1)
One of the negative consequences of this fact is impossibility to construct the Green function
representation of (massive) vector particle in an external gauge field in the form of path integral
in a certain (para)superspace remaining only within the framework of the original DKP-theory.
Nowakowski has suggested a way how this problem may be circumvented. To achieve the
commutativity of the divisor d(D) and of the DKP operator L(D) in the presence of an external
electromagnetic field we have to give up the requirement that the product of these two operators
is an operator of the Klein-Gordon-Fock type, i.e.
d(D)L(D) 6= (D2 −m2)I + G [Aµ],
where G [Aµ] is a functional of the potential Aµ, which vanishes in the absence of interaction.
In other words it is necessary to introduce into consideration not the second order, but a higher
2Henceforth, we put ~=c=1, use Euclidean metric δµν = diag(1, 1, . . . , 1), and adopt the usual summation
convention only over repeated Greek indices µ, ν, λ, . . .. For Latin indices k, l, m, . . . we will use the summation
sign explicitly.
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order wave equation which would have the same virtue as the second order Dirac equation,
i.e. a back-transformation to the solutions of the first order equation. In the paper [44] from
heuristic considerations such a higher (third) order wave equation possessing a necessary prop-
erty of the reversibility was proposed. However, by virtue of that the higher order equation
does not reduce to the Klein-Gordon-Fock equation in the interaction free case, this leads to
the delicate question of physical interpretation of the terms in such a higher order equation.
In our paper [31] this approach was analyzed in more detail. We have suggested a scheme
of systematic deriving the wave equation of third order and obtained the most general form
of this equation in comparison with a similar equation in the paper by Nowakowski [44]. This
scheme enables one in principle to obtain the wave equations of higher order in derivatives for
a description of particles with a spin greater than 1 (the case of s = 3/2 was discussed in [80]).
We have established that the construction of the required divisor d(D), which would com-
mute with the L(D)-operator, is closely related with a problem of constructing a cubic root of
the third order (massive) wave operator in the interaction free case. By a direct calculation we
have shown that by using only the algebra of Duffin-Kemmer-Petiau matrices, it is impossible to
calculate the required cubic root and thereby eventually to calculate the required divisor d(D).
For solving this problem we had to introduce into consideration an additional algebraic object,
the so-called q-commutator (q is a deformation parameter, representing a primitive cubic root
of unity) and a new set of matrices ηµ(z) instead of the original βµ-matrices of the DKP-algebra.
In a general case these matrices depend on an arbitrary complex parameter z and Schro¨dinger’s
“pseudomatrix” ω and are not connected by any unitary transformation with the βµ-matrices.
We have shown that based on new algebraic objects a procedure of constructing cubic root of
the third order wave operator can be reduced to a few simple algebraic transformations and
an operation of the passage to the limit z → q. In other words, the third order wave operator
(without interaction) is obtained as a finite limit of the cube of some first order differential
operator Lˆ(z,D). The latter is singular at z = q. The definitions of this operator, of the
matrices ηµ(z), and of the pseudomatrix ω will be given just below.
We have made corresponding generalization of the result obtained to the case of the presence
of an external electromagnetic field in the system and performed a detail comparison with the
result of Nowakowski. This gives us the possibility to have a new way of looking at the problem
of constructing the propagator of a massive vector particle in an external gauge field in the
form of path integral in parasuperspace within the framework of Duffin-Kemmer-Petiau theory
with the deformation. As discussed above, the lack of commutativity of the Klein-Gordon-Fock
divisor in the case of spin-1 particle with the original DKP-operator L(D) in the presence of
a gauge field in the system leads to that we can not define the Fock-Schwinger proper-time
representation for the inverse DKP-operator L−1(D), i.e. already at the very first step of con-
structing the desired integral representation we are faced with the problem of a fundamental
character. We can overcome this difficulty only by redefining the original DKP-operator L(D)
and corresponding divisor d(D).
This a rather drastic step has allowed us [31] to write almost immediately the Fock-Schwinger
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proper-time representation for the inverse operator Lˆ−1(z):
1
Lˆ(z) ≡
Lˆ2(z)
Lˆ3(z) = −i
∞∫
0
dT
∫
d 2χ
T 2
e
−iT (Hˆ(z)− iǫ)+ 1
2
(
T [χ, Lˆ(z)] + 1
4
T 2 [χ, Lˆ(z)]2)
, ǫ→ +0,
(2.2)
where
Lˆ(z) ≡ Lˆ(z,D) = A
(
i
ε1/3(z)
ηµ(z)Dµ +mI
)
(2.3)
and
Hˆ(z) ≡ Lˆ3(z) (2.4)
is the Hamilton operator, Dµ = ∂µ + ieAµ(x) is the covariant derivative. The Greek letters
µ, ν, . . . run from 1 to 2M unless otherwise stated, and χ is a para-Grassmann variable of order
p = 2 (i.e. χ3 = 0) with the rules of an integration [57]:∫
d 2χ = 0,
∫
d 2χ [χ, Lˆ] = 0,
∫
d 2χ [χ, Lˆ] 2 = 4i2Lˆ2.
In (2.3) we have introduced the function
ε(z) = 1 + z + z2 ≡ (z − q)(z − q2),
where q is a primitive cubic root of unity. As a proper para-supertime it is necessary to take
a triple (T, χ, χ2). Note that the representation (2.2) implicitly supposes the validity of the
following relations:
[Hˆ(z), [χ, Lˆ(z)]] = 0, [χ, Lˆ(z)]3 = 0. (2.5)
It is far less trivial to prove (2.5) and really it is a good test to check the self-consistency
of the approach under consideration as a whole3. The operator Lˆ(z,D) represents the cubic
root of some third order wave operator in an external electromagnetic field. Matrix element
of the inverse operator Lˆ−1(z,D) in the corresponding basis of states can be considered as a
propagator of a massive vector particle in the background gauge field (see the next section).
Further, the matrices ηµ(z) are defined by the matrices βµ obeying the Duffin-Kemmer-
Petiau algebra (2.1) and by the complex deformation parameter z as follows:
ηµ(z) =
(
1 +
1
2
z
)
βµ + z
(
i
√
3
2
)
[ω, βµ ], (2.7)
3 In fact an analysis of the relations of the type (2.5) even in the case of spin 1/2 in the presence of an
external electromagnetic field is not quite simple and this delicate point for some reason is not discussed at all
in literature (see, for example, [8]). Here, instead of (2.3) and (2.4) we have
Lˆ(D) = γ5(iγµDµ +mI) and Hˆ ≡ Lˆ2. (2.6)
The reason of complication in the analysis of the first relation in (2.5) is that, for example, in the operator
realization of the Dirac-Clifford algebra in terms of Grassmann variables and their derivatives the operators
γˆµ are Grassmann-odd (fermionic) operators while the realization of γˆ5 ≡ −(1/4!)ǫµνλσ γˆµγˆν γˆλγˆσ results in a
Grassmann-even (bosonic) operator. Van Holten in the paper [30] was the first to point out this fact of mixing
the terms with different Grassmann parity by a non-zero mass term in (2.6). It is precisely this circumstance
that leads the first relation in (2.5) to require the Maxwell background field to satisfy equation of motion. In
the case of a spin-1 particles the situation becomes more entangled. We will consider all these points in our
subsequent paper [81], when mathematical technique required for this purpose will be developed.
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where
ω =
1
(M !)2
ǫµ1µ2...µ2Mβµ1βµ2 . . . βµ2M . (2.8)
In view of the definition of the ω matrix, Eq. (2.8), and of the trilinear relation for the β-
matrices, Eq. (2.1), we have an important property [82–84]
ω3 = ω. (2.9)
Let us note only that the matrix ω is identically zero for the spin 0 (five-dimensional irreducible
representation of the DKP algebra in the four-dimensional Euclidean space-time). Therefore,
only the ten-row representation for the spin-1 case needs to be considered.
The matrix A in the expression (2.3) was determined by us [31] in the form of the expansion
in powers of ω:
A = αI + βω + γω2 ≡ αei 2pi3 ω, (2.10)
where the coefficients are
β =
(
i
√
3
2
)
α, γ =
(
−3
2
)
α, α3 =
1
m
,
and I is the unit matrix. For the exponential representation in (2.10) the property (2.9) was
taken into account.
At the end of all calculations, it should be necessary to proceed to the limit z → q and in
particular, in this limit the operator Hˆ(z), Eq. (2.4), defines the third-order wave operator in
an external electromagnetic field
Hˆ = lim
z→q
Hˆ(z)
= lim
z→q
Lˆ3(z,D) = lim
z→q
[
A
(
i
ε1/3(z)
ηµ(z)Dµ +mI
)]3
.
An explicit form of this limit is given in the paper [31].
We note that the argument of the exponential in the Fock-Schwinger proper-time represen-
tation (2.2) is in a good agreement with the structure of the action for a relativistic classical
spin-1 particle (1.1), defined in terms of para-Grassmann variables. However, a kinetic part of
the action (1.1) was chosen in a complete analogy with the kinetic parts of classical and quantum
models of Dirac’s particle, whereas we expect based on a general formula of the representation
(2.2) that the situation here can be more complicated since the operator Hˆ(z) contains the
third order derivatives with respect to xµ. We adopt the Fock-Schwinger representation (2.2)
for the inverse operator L−1(z,D) with the deformation as an initial expression for constructing
representation in the form of path integral with the use of corresponding system of coherent
states in a close analogy with the paper by Borisov and Kulish [11] for the case of spin 1/2.
3 The operator formalism
The starting point of our study is the Fock-Schwinger proper-time representation (2.2). The
problem of finding the Green’s function Dαβ(x′, x; z) of a massive vector particle in an external
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electromagnetic field[
A
(
i
ε1/3(z)
ηµ(z)Dµ +mI
)]
αγ
Dγβ(x′, x; z) = δαβδ(x′ − x),
reduces to the construction of an operator that is the inverse of the operator
Lˆ(z) ≡ Lˆ(z, Dˆ) = Aˆ
(
i
ε1/3(z)
ηˆµ(z)Dˆµ +mIˆ
)
, (3.1)
where µ = 1, 2, . . . , 2M ; α, β, γ = 1, 2, . . . , n
(2M)
M and n
(2M)
M = C
2M+1
M is the highest rank of
the irreducible representations of the DKP algebra with an even number 2M of the elements
βµ. Hereinafter, we use the notation of quantities with hat above for those operators, which
need to be distinguished from their matrix analogue. We restrict our consideration to the most
important case M = 2 that corresponds to the four-dimension Euclidean space-time.
The operator Lˆ−1(z, Dˆ) acts on the space H of the representation of the algebras
[pˆµ, xˆν ] = iδµν , (3.2)
βˆµβˆν βˆλ + βˆλβˆν βˆµ = δµν βˆλ + δλν βˆµ. (3.3)
The space H is determined in the form of the tensor product of two spaces H and L, which
realize representations of each algebra (3.2) and (3.3). The Green’s function D(x′, x; z) is a
matrix element of the operator Lˆ−1(z, Dˆ) in the basis {| x〉; x ∈ R4} in H and in the matrix
basis {|α〉; α = 1, 2, . . . , 10} in L:
Dαβ(x′, x; z) = 〈x′, α| Lˆ−1(z, Dˆ)|x, β〉.
To construct the path integral, we will need a basis of coherent states in the spin-1 space
L. In L, the representation space of the Duffin-Kemmer-Petiau operator algebra (3.3), in
accordance with (A.2) we introduce the parafermion creation and annihilation operators
a±1 = βˆ1 ± iβˆ2 , a±2 = βˆ3 ± iβˆ4 . (3.4)
These operators by virtue of (3.3) obey the following algebra:
a±k a
∓
l a
±
m + a
±
ma
∓
l a
±
k = 2δkla
±
m + 2δmla
±
k , (3.5)
a±k a
∓
l a
∓
m + a
∓
ma
∓
l a
±
k = 2δkla
∓
m, (3.6)
a±k a
±
l a
±
m + a
±
ma
±
l a
±
k = 0, k, l,m = 1, 2 (3.7)
and the space L can be realized as a finite Fock space for the para-Fermi operators (a±1 , a
±
2 ).
As coherent states of the para-Fermi operators we take the coherent states as they were
defined by Omote and Kamefuchi [57]. For papastatistics p = 2 they have the form (in the case
when M = 2):
|(ξ)2〉 = exp
(
−1
2
2∑
l=1
[ξl , a
+
l ]
)
|0〉,
〈(ξ¯ ′)2 | = 〈0| exp
(1
2
2∑
l=1
[ ξ¯ ′l , a
−
l ]
)
,
(3.8)
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so that
a−k |(ξ)2〉 = ξk|(ξ)2〉, 〈(ξ¯ ′)2 | a+k = 〈(ξ¯ ′)2 | ξ¯ ′k,
where ξk and ξ¯
′
k, k = 1, 2 are para-Grassmann numbers obeying algebra (B.2). For brevity
sometimes we will write
2∑
l=1
[ξl , a
+
l ] ≡ [ξ , a+ ],
2∑
l=1
[ ξ¯ ′l , ξl ] ≡ [ ξ¯ ′, ξ ]
and moreover since we are interested in only the case parastatistics of order 2, then we will
omit the symbol 2 in the notation of the parafermion coherent states, i.e.
|(ξ)2〉 ≡ | ξ〉, 〈(ξ¯ ′)2| ≡ 〈ξ¯ ′|.
The overlap function and completeness relation for the coherent states (3.8) are given by
〈ξ¯ ′| ξ〉 = exp
{1
2
[ξ¯ ′, ξ ]
}
,∫∫
| ξ〉〈ξ¯| e−12 [ ξ¯, ξ ] (dξ)2(dξ¯)2 = 1ˆ,
where
(dξ)2 ≡ d2ξ2d2ξ1, (dξ¯)2 ≡ d2ξ¯1d2ξ¯2.
The transition from the matrix elements in the coherent basis to the representation in which
the DKP matrices βµ have a specific form is realized as follows:
〈α| . . . |β〉 =
∫∫
e−
1
2
[ ξ¯′, ξ′ ] (dξ′)2 (dξ¯
′)2 e
−
1
2
[ ξ¯, ξ ] (dξ)2(dξ¯)2 〈α| ξ′〉〈ξ¯ ′| . . . | ξ〉〈ξ¯|β 〉.
The calculation of the explicit form of the transition functions 〈α| ξ〉 and 〈ξ¯ |β 〉 will be consid-
ered in Part II [81].
To present the propagator Dαβ(x′, x; z) in the form of a path integral in parasuperspace of
an exponential whose argument is the classical action for the massive vector particle, we use the
operator formalism and the Fock-Schwinger proper time representation for the inverse operator
Lˆ−1(z), Eq. (2.2). We rewrite the matrix element of the inverse operator Lˆ−1(z) in the form
〈x′, ξ¯ ′| 1Lˆ(z) |x, ξ〉 ≡ 〈x
′, ξ¯ ′| Lˆ
2(z)
Lˆ3(z) |x, ξ〉 = (3.9)
= −i
∞∫
0
dT
∫
d 2χ
T 2
〈x′, ξ¯ ′| e−iT
(
Hˆ(z)− iǫ)+ 1
2
(
T [χ, Lˆ(z)] + 1
4
T 2 [χ, Lˆ(z)]2)|x, ξ〉, ǫ→ +0.
Further, in accordance with Tobocman [85], we have to divide the interval [0, T ] into N
parts, T = ∆τN and to represent the exponential in matrix element (3.9) in the form of a
product of N exponential multiplies
e
−iT Hˆ(z) + 1
2
T [χ, Lˆ(z)] + . . .
=
(
e
−i∆τHˆ(z) + 1
2
∆τ [χ, Lˆ(z)] + . . .)N
.
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Such a factorization of the exponential is well defined for the part linear in T . However, in the
exponential we have also the term quadratic in T resulting in qualitative difference from the
standard consideration. Let us analyze this important point in more detail.
We introduce a generalized Hamilton operator explicitly depending from “time” τ :
Hˆ(τ ; z) = Hˆ(z) + 1
2
[χ, Lˆ(z)] + 1
4
τ [χ, Lˆ(z)]2, 0 ≤ τ ≤ T. (3.10)
In the paper by Mizrahi [86] the problem of path integral representation for a system in which
a Hamiltonian explicitly depends on time, was considered. Here, we will follow the approach
presented in this work.
For the construction of the required representation it is necessary to ensure that the following
condition holds:
[Hˆ(τ ; z), Hˆ(s; z)] = 0, τ, s ∈ [0, T ]. (3.11)
By virtue of the definition (3.10) this requirement reduces to the first relation in (2.5). For
further formalization of the task it is convenient to define an evolution operator as follows:
Uˆ (T, 0) = e
−i
∫ T
0
ds Hˆ(s; z)
.
The condition (3.11) assures a correctness of the following decomposition:
Uˆ (T, 0) = Uˆ (τN , τN−1)Uˆ (τN−1, τN−2) . . . Uˆ (τ1, τ0), (3.12)
where τN ≡ N, τ0 = 0 and
Uˆ (τj , τj−1) = e
−i
∫ τj
τj−1
ds Hˆ(s; z)
.
For the last expression, in view of (3.10), we have
Uˆ (τj , τj−1) = e
−i∆τ{Hˆ(z) + 1
2
[χ, Lˆ(z)] + 1
8
(τj + τj−1)[χ, Lˆ(z)]2
}
. (3.13)
In the limit N →∞, ∆τ → 0 it should be considered that
τj + τj−1 → 2τ,
i.e. an effective Lagrangian in the classical action for the massive vector particle will depend
on the additional continuous parameter τ . Thus, instead of the standard decomposition [85]
e−iT Hˆ = e−i∆τ Hˆe−i∆τ Hˆ . . . e−i∆τ Hˆ︸ ︷︷ ︸
N times
, ∆τN = T,
in our case we will use the decomposition (3.12) with (3.13) and insert resolutions of the identity
in H ⊗L between the evolution operators Uˆ(τj , τj−1). Following Borisov and Kulish [11] in the
k-th position, we insert
Iˆx =
∫ 4∏
µ=1
dx(k)µ
∫∫
e−
1
2
[ ξ¯(k), ξ(k) ] (dξ(k))2(dξ¯
(k))2 | x(k), ξ(k)〉〈x(k), ξ¯(k)|.
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Since the evolution operator Uˆ(τj , τj−1) contains the noncommuting operators pˆµ, xˆµ, a
±
n ,
for obtaining the explicit form of the matrix elements
〈(k)x |Uˆ (τk, τk−1)|(k − 1)x〉 ≡ 〈x(k), ξ¯(k)|Uˆ (τk, τk−1)| x(k−1), ξ(k−1)〉
it is necessary to use an additional resolution of the identity:
Iˆp =
∫ 4∏
µ=1
dp(k)µ
∫∫
e−
1
2
[ ξ¯ ′(k), ξ ′(k) ] (dξ ′(k))2(dξ¯
′(k))2 | p(k), ξ ′(k)〉〈p(k), ξ¯ ′(k)|.
Thus the matrix element of evolution operator Uˆ(T, 0) takes the form:
〈x′, ξ¯′|Uˆ (T, 0)| x, ξ〉 =
〈x′, ξ¯′|Iˆ(N)x Iˆ(N)p Uˆ(τN ,τN−1)Iˆ(N−1)x Iˆ(N−1)p Uˆ(τN−1,τN−2)Iˆ(N−2)x Iˆ(N−2)p . . . Uˆ(τ2,τ1)Iˆ(1)x Iˆ(1)p Uˆ(τ1,τ0)|x, ξ〉
and the following analysis, in view of (3.13), reduces to the calculation of the matrix element
〈(k)′p |Uˆ (τk, τk−1)|(k − 1)x〉 ≃ (3.14)
≃ 〈(k)′p |1− i∆τ
{
Hˆ(z) +
1
2
[χ, Lˆ(z)] + 1
8
(τk + τk−1)[χ, Lˆ(z)]2
}|(k − 1)x〉
with the overlap function
〈(k)′p |(k − 1)x〉 =
1
(2π)2
exp
{
i
4∑
µ=1
p(k)µ x
(k−1)
µ +
1
2
2∑
l=1
[ ξ¯
′(k)
l , ξ
(k−1)
l ]
}
.
We recall that in (3.14) the Dirac brackets designate
〈(k)′p | ≡ 〈p(k), ξ¯ ′(k) |, |(k − 1)x〉 ≡ | x(k−1), ξ(k−1)〉.
In the given paper we restrict our consideration to an analysis of the matrix element of term
linear with respect to the covariant derivative, i.e. of the term [χ, Lˆ(z,D)] in (3.14). The
calculation of the matrix elements for more complicated contributions Hˆ(z) and [χ, Lˆ(z,D)]2
will be presented in Part II [81] after the development of all required mathematical technique.
At the end of this section we write out in an expanded form the expression for the term
ηˆµ(z)Dˆµ, which is included into the definition of the operator Lˆ(z, Dˆ), Eq. (3.1). Taking into
account (2.7), we get
ηˆµ(z)Dˆµ =
(
1 +
1
2
z
)
βˆµDˆµ + z
(
i
√
3
2
)
[ωˆ, βˆµ ]Dˆµ = (3.15)
=
1
2
2∑
n=1
{(
1 +
1
2
z
)(
Dˆn¯ a
−
n + Dˆn a
+
n
)
+ z
(
i
√
3
2
)(
Dˆn¯ [ωˆ, a
−
n ] + Dˆn [ωˆ, a
+
n ]
)}
,
where
Dˆn¯ = −i
(
Pˆn¯ − eAn¯(xˆ)
)
, Dˆn = −i
(
Pˆn − eAn(xˆ)
)
.
In (3.15) we have turned to the creation and annihilation operators in accordance with (3.4).
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4 Matrix element 〈(k)′p|[χ, Lˆ(z, Dˆ)]|(k − 1)x〉
In this section we give a detail form for the matrix element of term linear in the operator
Lˆ(z, Dˆ) in the general expression (3.14). Since the variable χ is a para-Grassmann number,
then by virtue of relation (B.5) and definition of the parafermion coherent states (3.8), it can
be factored out from the Dirac brackets 〈(k)′p| and | (k − 1)x〉:
〈(k)′p |[χ, Lˆ(z, Dˆ)]|(k − 1)x〉 = [χ, 〈(k)′p |Lˆ(z, Dˆ)|(k − 1)x〉] = (4.1)
=
i
ε1/3(z)
[χ, 〈(k)′p|Aˆηˆµ(z)Dˆµ|(k − 1)x〉] +m[χ, 〈(k)′p |Aˆ|(k − 1)x〉].
By using the representation (3.15) for the first term in the last line, we have
〈(k)′p|Aˆηˆµ(z)Dˆµ|(k − 1)x〉 = (4.2)
=
1
2
2∑
n=1
{(
1 +
1
2
z
)
〈(k)′p |Aˆ
(
Dˆn¯a
−
n + Dˆna
+
n
)|(k − 1)x〉+
+ z
(
i
√
3
2
)
〈(k)′p |Aˆ
(
Dˆn¯ [ωˆ, a
−
n ] + Dˆn [ωˆ, a
+
n ]
)|(k − 1)x〉} =
=− i
2
[
2∑
n=1
{(
1 +
1
2
z
)
〈ξ¯ ′(k)| Aˆa−n | ξ(k−1)〉+z
(
i
√
3
2
)
〈ξ¯ ′(k)|Aˆ[ωˆ, a−n ]| ξ(k−1)〉
}(
p
(k)
n¯ − eAn¯(x(k−1))
)
+
2∑
n=1
{(
1 +
1
2
z
)
〈ξ¯ ′(k)|Aˆa+n | ξ(k−1)〉+z
(
i
√
3
2
)
〈ξ¯ ′(k)|Aˆ[ωˆ, a+n ]| ξ(k−1)〉
}(
p(k)n − eAn(x(k−1))
)]
×〈p(k)| x(k−1)〉.
Matrix element in the mass term on the right-hand side of (4.1) by virtue of the expansion
(2.10) has the following form:
〈(k)′p |Aˆ|(k − 1)x〉 = (4.3)
=
(
α〈ξ¯ ′(k)| ξ(k−1)〉+ β 〈ξ¯ ′(k)| ωˆ | ξ(k−1)〉+ γ 〈ξ¯ ′(k)| ωˆ2 | ξ(k−1)〉) 〈p(k)| x(k−1)〉.
Thus in analysis of the expression (4.1) we face with the necessity of calculating matrix elements
for the operators ωˆ, ωˆ 2, Aˆa±n and Aˆ[ωˆ, a
±
n ] in the basis of parafermion coherent states. We carry
this out in several stages, the first of which is to define a connection between the operator ωˆ,
which within the framework of the DKP theory is given by expression (2.8) and the operator
a0 arising in the scheme of quantization based on the Lie algebra of the orthogonal group
SO(2M + 2), Eq. (A.3).
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5 Operator a0
For convenience of further references we write out all independent state vectors spanned by the
operators a+k . These states are
null-particle state : |0〉,
one-particle states : |1〉 ≡ a+1 |0〉, |2〉 ≡ a+2 |0〉,
two-particle states : |11〉 ≡ (a+1 )2|0〉, |22〉 ≡ (a+2 )2|0〉,
|12〉 ≡ a+1 a+2 |0〉, |21〉 ≡ a+2 a+1 |0〉,
three-particle states : |112〉 ≡ (a+1 )2a+2 |0〉, |221〉 ≡ (a+2 )2a+1 |0〉,
four-particle state : |1122〉 ≡ (a+1 )2(a+2 )2|0〉.
(5.1)
Let us define the rules of an action of the operator a0 on the state vectors (5.1). For
definiteness we fix the positive sign in formula (A.5), i.e. we set
a0|0〉 = |0〉. (5.2)
Hereinafter, for convenience of further construction we redefine the operator a0: a0 → 2a0.
Then from general relations (A.6) with allowance for algebra (3.5) – (3.7) it follows that
a0|1〉 = a0|2〉 = 0, (5.3)
a0|11〉 = −|11〉, a0|22〉 = −|22〉, (5.4)
a0|12〉 = −|21〉, a0|21〉 = −|12〉, (5.5)
a0|112〉 = a0|221〉 = 0, (5.6)
a0|1122〉 = |1122〉. (5.7)
The operator a0 turns into zero states with an odd number of parafermions. The signs on the
right-hand side (5.4), (5.5) and (5.7) are connected with a choice of the sign in (5.2). The
relation (5.5) is of special interest. Two different states |12〉 and |21〉 are orthogonal to each
other and contain the same number of parafermions of sorts 1 and 2, i.e. the two-particle system
has a two-fold degeneracy. The operator a0 correct to a sign changes one state to another.
Now we consider the question of obtaining an explicit form of the operator a0 in terms of
the generators Lkl, Mkl and Nkl of the group SO(2M) as they were defined in the paper by
Kamefuchi and Takahashi [52]. In the special case M = 2 we have the following components
of these generators different from zero:
L12 =
1
2
[a+1 , a
+
2 ], M12 =
1
2
[a−1 , a
−
2 ],
N12 =
1
2
[a+1 , a
−
2 ], N21 =
1
2
[a+2 , a
−
1 ],
N1 =
1
2
[a+1 , a
−
1 ], N 2 =
1
2
[a+2 , a
−
2 ].
(5.8)
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It is shown by us4 that the operator a0 as a function of the generators (5.8), correctly repro-
ducing the relations (5.2) – (5.7) has of the following structure:
a0 = −1
4
({L12,M12}+ {N12, N21} − {N1, N2}). (5.9)
In deriving this expression the general commutation relations for the generators Lkl, Mkl and
Nkl from [52] for M = 2 and the commutation relations with the operators a
±
k were used:
[a−k , L12 ] = δk1a
+
2 − δk2a+1 , [a−k ,M12 ] = 0,
[a+k ,M12 ] = δk1a
−
2 − δk2a−1 , [a+k , L12 ] = 0,
[a−k , N12 ] = δk1a
−
2 , [a
+
k , N12 ] = −δk2a+1 ,
[a−k , N21 ] = δk2a
−
1 , [a
+
k , N21 ] = −δk1a+2 ,
[a−l , Nk ] = δkla
−
l , [a
+
l , Nk ] = −δkla+l .
(5.10)
Let us define a connection between the operator a0 and the matrix ω, Eq. (2.8). In particular,
for M = 2 within the framework of the operator formalism, we have
ωˆ =
1
4
ǫµνλσ βˆµ βˆν βˆλ βˆσ
or in an equivalent form:
ωˆ =
(
1
4
)2
ǫµνλσ [βˆµ, βˆν ][βˆλ, βˆσ ] =
=
1
4
({
[βˆ1, βˆ2 ], [βˆ3, βˆ4 ]
}
+ [βˆ1, βˆ4 ], [βˆ2, βˆ3 ]
}− [βˆ1, βˆ3 ], [βˆ2, βˆ4 ]}). (5.11)
We rewrite the expression in the last line in terms of the creation and annihilation operators
by using the connection (3.4) and the definitions (5.8). It is easy to show that the following
relations hold:
[βˆ1, βˆ2 ] = iN1, [βˆ3, βˆ4 ] = iN2,
[βˆ1, βˆ4 ] =
1
2i
[
(L12 −M12)− (N12 +N21)
]
,
[βˆ2, βˆ3 ] =
1
2i
[
(L12 −M12) + (N12 +N21)
]
,
[βˆ1, βˆ3 ] =
1
2
[
(L12 +M12) + (N12 −N21)
]
,
[βˆ2, βˆ4 ] = −1
2
[
(L12 +M12)− (N12 −N21)
]
.
Substituting these expressions into (5.11), we obtain an explicit form of the operator ωˆ in terms
of generators of the orthogonal group SO(4)
ωˆ =
1
4
({L12,M12}+ {N12, N21} − {N1, N2}). (5.12)
4All technical details of calculations here and in the subsequent text of the present paper will be given in
our special work [32].
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Comparing (5.12) with (5.9), we get the desired relation between the operators ωˆ and a0
ωˆ = −a0.
The minus sign on the right-hand side is caused by the choice of the sign in (5.2). From the
previous relation and from the property (2.9) it immediately follows that
a30 = a0.
Given an explicit form of the operator a0, Eq. (5.9), we can define its matrix element in the
basis of the para-Fermi coherent states. The desired matrix element of the operator a0 has the
following form (details of calculations see in [32]):
〈ξ¯ ′| a0| ξ〉 = −1
2
{(
1
2
[ ξ¯ ′1, ξ¯
′
2 ]
)(
1
2
[ξ1, ξ2 ]
)
+
(
1
2
[ ξ¯ ′1, ξ2 ]
)(
1
2
[ ξ¯ ′2, ξ1 ]
)
−
−
(
1
2
[ ξ¯ ′1, ξ1 ]
)(
1
2
[ ξ¯ ′2, ξ2 ]
)
+ 2
(
1
2
[ ξ¯ ′1, ξ1 ] +
1
2
[ ξ¯ ′2, ξ2 ]− 1
)}
〈ξ¯ ′| ξ〉.
(5.13)
6 Matrix element of the operator a20
The explicit form of the operator a20 is given in Appendix A, Eq. (A.7). If one introduce the
para-Fermi number operator of the k state (for parastatistics p = 2)
nk =
1
2
[a+k , a
−
k ] + 1 = Nk + 1,
then the expression (A.7) can be presented in the following form:
a20 = 1−
{
(n1 − 1)2 + (n2 − 1)2
}
+ 2(n1 − 1)2(n2 − 1)2. (6.1)
Let us determine action of the operator a20 on the coherent state (3.8). For this purpose,
we find a rule of action of the para-Fermi number operator nk on | ξ〉. By using the operator
identity
eXY e−X = Y + [X, Y ] +
1
2!
[X, [X, Y ]] +
1
3!
[X, [X, [X, Y ]]] + . . .
and commutation relations (B.3) and (B.4) it is easy to show that the following equality takes
place
nk | ξ〉 =
(
1
2
[a+k , ξk ]
)
| ξ〉. (6.2)
Recall that there is no summation over repeated Latin indices. Similar calculation for n2k gives
n2k | ξ〉 =
{
1
2
[a+k , ξk ] +
(
1
2
[a+k , ξk ]
)2}
| ξ〉. (6.3)
In view of the definition (6.1), it follows from (6.2) and (6.3) that
a20| ξ〉 =
{
1−
2∑
k=1
[(
1
2
[a+k , ξk ]
)2
− 1
2
[a+k , ξk ] + 1
]
+2
2∏
k=1
[(
1
2
[a+k , ξk ]
)2
− 1
2
[a+k , ξk ] + 1
]}
| ξ〉,
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and thus the required matrix element has the form
〈ξ¯ ′| a20 | ξ〉 =
{
1−
2∑
k=1
[(
1
2
[ ξ¯ ′k, ξk ]
)2
− 1
2
[ ξ¯ ′k, ξk ] + 1
]
+
+2
2∏
k=1
[(
1
2
[ ξ¯ ′k, ξk ]
)2
− 1
2
[ ξ¯ ′k, ξk ] + 1
]}
〈ξ¯ ′| ξ〉.
(6.4)
This matrix element along with the matrix element for the operator a0, Eq. (5.13), enables us
to fully define the expression for matrix element of operator Aˆ as it was defined by Eq. (4.3)
(with the replacement ωˆ → −a0). In particular, from here we have immediately a consequence.
By virtue of the fact that the expressions (5.13) and (6.4) are defined only by the commutators
of para-Grassmann numbers, the first relation in (B.1) leads to that the last term in (4.1)
vanishes, i.e.
[χ, 〈ξ¯ ′(k)|Aˆ| ξ(k−1)〉] = 0.
Finally, it is possible to show that the matrix element (6.4) can be presented in very simple
form [32]
〈ξ¯ ′| a20 | ξ〉 = cosh
(1
2
∑
l
[ ξ¯ ′l , ξl ]
)
.
7 Matrix elements of the commutators [a0, a
±
n ] and [a
2
0, a
±
n ]
Let us return to matrix element (4.2). The first term in braces on the right-hand side has the
form
〈ξ¯ ′(k)| Aˆa−n | ξ(k−1)〉 = 〈ξ¯ ′(k)| Aˆ| ξ(k−1)〉ξ(k−1)n . (7.1)
A similar term with the creation operator a+n has somewhat a more complicated structure, since
Aˆa+n = a
+
n Aˆ + [Aˆ, a
+
n ]
and therefore
〈ξ¯ ′(k)| Aˆa+n | ξ(k−1)〉 = (7.2)
= ξ¯ ′(k)n 〈ξ¯ ′(k)| Aˆ| ξ(k−1)〉 − β 〈ξ¯ ′(k) | [a0 , a+n ]| ξ(k−1)〉+ γ 〈ξ¯ ′(k)| [a20 , a+n ]| ξ(k−1)〉.
Here, we have taken into account the representation of the operator Aˆ in the form (2.10) with
the replacement ω → −a0. Therefore, we are confronted by the task of deriving matrix elements
of the commutators [a0 , a
+
n ] and [a
2
0 , a
+
n ]. Let us consider the first of them.
By virtue of the representation of the operator a0, Eq. (5.9), we have
[a0 , a
+
n ] = −
1
4
(
[{L12,M12}, a+n ] + [{N12, N21}, a+n ]− 2[N1N2 , a+n ]
)
. (7.3)
By using the operator identity
[{A,B}, C ] = {A, [B,C ]}+ {B, [A,C ]}
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and the commutation rules (5.10), it is not difficult to obtain a more simple form of the com-
mutators on the right-hand side (7.3)
[{L12,M12}, a+n ] = 2L12 (δn2a−1 − δn1a−2 ) + (δn2a+2 + δn1a+1 ),
[{N12, N21}, a+n ] = 2δn2a+1 N21 + 2δn1a+2 N12 + (δn2a+2 + δn1a+1 ),
[N1N2 , a
+
n ] = δn2a
+
2 N1 + δn1a
+
1 N2 .
(7.4)
We need the matrix elements of the generators L12, M12, . . . , which can be easily obtained
from their definitions (5.8):
〈ξ¯ ′|L12| ξ〉 =
(
1
2
[ ξ¯ ′1, ξ¯
′
2 ]
)
〈ξ¯ ′| ξ〉, 〈ξ¯ ′|M12| ξ〉 =
(
1
2
[ξ1, ξ2 ]
)
〈ξ¯ ′| ξ〉,
〈ξ¯ ′|N12| ξ〉 =
(
1
2
[ ξ¯ ′1, ξ2 ]
)
〈ξ¯ ′| ξ〉, 〈ξ¯ ′|N21| ξ〉 =
(
1
2
[ ξ¯ ′2, ξ1 ]
)
〈ξ¯ ′| ξ〉,
〈ξ¯ ′|N1| ξ〉 =
{(
1
2
[ ξ¯ ′1, ξ1 ]
)
− 1
}
〈ξ¯ ′| ξ〉, 〈ξ¯ ′|N2| ξ〉 =
{(
1
2
[ ξ¯ ′2, ξ2 ]
)
− 1
}
〈ξ¯ ′| ξ〉.
(7.5)
Hereinafter, for the sake of simplification of the notations, we omit the iteration numbers (k)
and (k − 1) of ξ¯′ and ξ. Substituting (7.4) into (7.3) and taking into account (7.5), we obtain
the desired matrix element
〈ξ¯ ′| [a0 , a+n ]| ξ〉 = −
1
2
{(
1
2
[ ξ¯ ′1, ξ¯
′
2 ]
)
(δn2ξ1 − δn1ξ2) + δn1 ξ¯ ′2
(
1
2
[ ξ¯ ′1, ξ2 ]
)
+ (7.6)
+ δn2 ξ¯
′
1
(
1
2
[ ξ¯ ′2, ξ1 ]
)
− δn2 ξ¯ ′2
(
1
2
[ ξ¯ ′1, ξ1 ]
)
− δn1 ξ¯ ′1
(
1
2
[ ξ¯ ′2, ξ2 ]
)
+ 2(δn2 ξ¯
′
2 + δn1 ξ¯
′
1)
}
〈ξ¯ ′| ξ〉.
The expression can be presented in a more compact and visual form. For this purpose we
rewrite matrix element of operator a0 in the following form:
〈ξ¯ ′| a0| ξ〉 = Ω 〈ξ¯ ′| ξ〉, (7.7)
where in accordance with (5.13) we have
Ω ≡ Ω(ξ¯ ′, ξ) = −1
2
{(
1
2
[ ξ¯ ′1, ξ¯
′
2 ]
)(
1
2
[ξ1, ξ2 ]
)
+
(
1
2
[ ξ¯ ′1, ξ2 ]
)(
1
2
[ ξ¯ ′2, ξ1 ]
)
−
−
(
1
2
[ ξ¯ ′1, ξ1 ]
)(
1
2
[ ξ¯ ′2, ξ2 ]
)
+ 2
(
1
2
[ ξ¯ ′1, ξ1 ] +
1
2
[ ξ¯ ′2, ξ2 ]− 1
)}
.
(7.8)
Let us take the derivative of the function Ω with respect to ξn by making use of the rules of
differentiation (B.6) and (B.7)
∂Ω
∂ξn
= −1
2
{(
1
2
[ ξ¯ ′1, ξ¯
′
2 ]
)
(δn1ξ2 − δn2ξ1)− (7.9)
− 1
2
ξ¯ ′2 [ ξ¯
′
1, (δn1ξ2 − δn2ξ1)] +
1
2
ξ¯ ′1 [ ξ¯
′
2, (δn1ξ2 − δn2ξ1)]− 2(δn1 ξ¯ ′1 + δn2 ξ¯ ′2)
}
.
Comparing the last expression with (7.6), we obtain that
〈ξ¯ ′| [a0, a+n ]| ξ〉 = −
(
∂Ω
∂ξn
)
〈ξ¯ ′| ξ〉. (7.10)
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Similar reasoning for the commutator [a0, a
−
n ] leads us to the representation of the corresponding
matrix element
〈ξ¯ ′| [a0 , a−n ]| ξ〉 = −
(
∂Ω
∂ξ¯ ′n
)
〈ξ¯ ′| ξ〉, (7.11)
where
∂Ω
∂ξ¯ ′n
= −1
2
{
(δn1 ξ¯
′
2 − δn2 ξ¯ ′1)
(
1
2
[ξ1, ξ2 ]
)
− (7.12)
− 1
2
[(δn1 ξ¯
′
2 − δn2 ξ¯ ′1 ), ξ2 ] ξ1 +
1
2
[(δn1 ξ¯
′
2 − δn2 ξ¯ ′1 ), ξ1 ] ξ2 + 2(δn1 ξ1 + δn2ξ2)
}
.
Further, in the paper [32] it is shown that the matrix element 〈ξ¯ ′| [a20, a+n ]| ξ〉 has the fol-
lowing form:
〈ξ¯ ′| [a20 , a+n ]| ξ〉 = (7.13)
= ξ¯ ′n
[
δn1
{
−1 − 2
(
1
2
[ξ¯ ′1, ξ1 ]− 1
)
+ 2
[(
1
2
[ ξ¯ ′2, ξ2 ]
)2
−
(
1
2
[ ξ¯ ′2, ξ2 ]
)
+ 1
]
+
+ 4
(
1
2
[ ξ¯ ′1, ξ1 ]− 1
)[(
1
2
[ ξ¯ ′2, ξ2 ]
)2
−
(
1
2
[ ξ¯ ′2, ξ2 ]
)
+ 1
]}
+ (1⇄ 2)
]
〈ξ¯ ′| ξ〉.
Let us present the expression (7.13) in the form similar to the form (7.10) for the matrix
element of commutator the [a0, a
+
n ]. For this purpose, we write out the matrix element of the
operator a20 in the form
〈ξ¯ ′| a20 | ξ〉 = Ω˜ 〈ξ¯ ′| ξ〉, (7.14)
where in accordance with (6.4), we have
Ω˜ = Ω˜(ξ¯ ′, ξ) = (7.15)
= 1−
2∑
k=1
[(
1
2
[ ξ¯ ′k, ξk ]
)2
− 1
2
[ ξ¯ ′k, ξk ] + 1
]
+ 2
2∏
k=1
[(
1
2
[ ξ¯ ′k, ξk ]
)2
− 1
2
[ ξ¯ ′k, ξk ] + 1
]
.
By a direct calculation, using the formulas of differentiation (B.6) and (B.7), it is easy to verify
that the following relation
〈ξ¯ ′| [a20 , a+n ]| ξ〉 = −
(
∂ Ω˜
∂ξn
)
〈ξ¯ ′| ξ〉 (7.16)
is true. The same reasoning leads to
〈ξ¯ ′| [a20 , a−n ]| ξ〉 = −
(
∂ Ω˜
∂ξ¯ ′n
)
〈ξ¯ ′| ξ〉. (7.17)
Let us return to the matrix element (7.2). We write the matrix element of the operator Aˆ
in a form similar to the form of expressions (7.7) and (7.14):
〈ξ¯ ′| Aˆ | ξ〉 = A〈ξ¯ ′| ξ〉. (7.18)
The function A = A(ξ¯ ′, ξ) can be written out based on the expression (4.3) (with the replace-
ment ωˆ → −a0) and with allowance made for (7.7), (7.8) and (7.14), (7.15). This will be done
in Part II, where we will consider in detail a question of a connection between the operator a20
21
defined by the expression (A.7) and the square of the operator a0 (i.e. (a0)
2 ≡ a0 · a0) defined
by the expression (5.9).
For the remaining two terms in (7.2) we use the representations (7.10) and (7.16), corre-
spondingly. As a result, instead of (7.2), we have
〈ξ¯ ′| Aˆa+n | ξ〉 =
(
ξ¯ ′nA−
∂A
∂ξn
)
〈ξ¯ ′| ξ〉. (7.19)
Follow the same procedure, we can write out the matrix element for the product a−n Aˆ
〈ξ¯ ′| a−n Aˆ| ξ〉 =
(
ξnA− ∂A
∂ξ¯ ′n
)
〈ξ¯ ′| ξ〉. (7.20)
The last two expressions will be used in the following section. In the accepted notations the
matrix element (7.1) is rewritten in the form
〈ξ¯ ′| Aˆa−n | ξ〉 = ξnA〈ξ¯ ′| ξ〉.
The absence of the term with derivative in the last expression in comparison with (7.20) is
connected with the fact that operators Aˆ and a−n are not commutative.
8 Matrix elements of the product Aˆ[a0, a
±
n ]
Now we proceed to analysis of the remaining matrix elements in the initial expression (4.2),
namely, to analysis of 〈ξ¯ ′(k)|Aˆ[a0 , a±n ]| ξ(k−1)〉. As in the previous section, for brevity the indices
(k) and (k − 1), namely the iteration numbers are omitted.
We need the following representations for the commutators [a0 , a
−
n ] and [a0 , a
+
n ]:
[a0 , a
−
n ] = −
1
2
{
(δn2a
+
1 − δn1a+2 )M12 − (δn1N21a−2 + δn2N12a−1 ) + (8.1)
+ (δn2N1 a
−
2 + δn1N2 a
−
1 )− (δn2a−2 + δn1a−1 )
}
,
[a0 , a
+
n ] = −
1
2
{
L12 (δn2a
−
1 − δn1a−2 ) + (δn2a+1 N21 + δn1a+2 N12 )− (8.2)
− (δn2a+2 N1 + δn1a+1 N2 ) + (δn2a+2 + δn1a+1 )
}
.
A proof of the second representation was given in section 7, Eqs. (7.3) and (7.4), the first one is
proved in a similar way. Further we consider action of the commutator (8.1) on the parafermion
coherent state
[a0 , a
−
n ]| ξ〉 = −
1
2
{
(δn2a
+
1 − δn1a+2 )
(
1
2
[ξ1, ξ2 ]
)
− (δn1N21ξ2 + δn2N12ξ1 ) + (8.3)
+ (δn2N1 ξ2 + δn1N2 ξ1)− (δn2ξ2 + δn1ξ1 )
}
| ξ〉.
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Action of the generators N1, N2, N12 and N21 on the coherent state has the following form:
N12| ξ〉 =
(
1
2
[a+1 , ξ2 ]
)
| ξ〉, N1 | ξ〉 =
(
1
2
[a+1 , ξ1 ]− 1
)
| ξ〉,
N21| ξ〉 =
(
1
2
[a+2 , ξ1 ]
)
| ξ〉, N2 | ξ〉 =
(
1
2
[a+2 , ξ2 ]− 1
)
| ξ〉.
(8.4)
We note that the following relation is true:
[a0 , ξk ] = 0, (8.5)
since the operator a0 consists of only the commutators of the operators a
+
k and a
−
k , and by
virtue of (B.3) and (B.4), the following relationships hold:
[[a±i , a
±
j ], ξk ] = 0, [[a
±
i , a
∓
j ], ξk ] = 0.
A trivial consequence of (8.5) is the relation
[Aˆ, ξk ] = 0, (8.6)
which holds by the definition
Aˆ = αIˆ − βa0 + γ (a0)2. (8.7)
We note once more that here in the last term we write exactly (a0)
2 ≡ a0 · a0 to distinguish it
from the symbol a20, which we keep for the notation of Geyer’s operator (A.7).
Taking into account the expressions (8.3), (8.4) and the relation (8.6), we can present the
matrix element of the product Aˆ[a0 , a
−
n ] as follows:
〈ξ¯ ′|Aˆ[a0 , a−n ]| ξ〉 = −
1
2
{
〈ξ¯ ′|Aˆ(δn2a+1 − δn1a+2 )| ξ〉
(
1
2
[ξ1, ξ2 ]
)
− (8.8)
− 1
2
δn1 [〈ξ¯ ′| Aˆa+2 | ξ〉, ξ1 ]ξ2 −
1
2
δn2 [〈ξ¯ ′| Aˆa+1 | ξ〉, ξ2 ]ξ1+
+ δn2
(
1
2
[〈ξ¯ ′| Aˆa+1 | ξ〉, ξ1 ]ξ2 − 〈ξ¯ ′| Aˆ| ξ〉ξ2
)
+ δn1
(
1
2
[〈ξ¯ ′| Aˆa+2 | ξ〉, ξ2 ]ξ1 − 〈ξ¯ ′| Aˆ| ξ〉ξ1
)
−
− (δn2ξ2 − δn1ξ1 )〈ξ¯ ′| Aˆ| ξ〉
}
.
Thus we have been able to reduce the calculation of the initial matrix element 〈ξ¯ ′|Aˆ[a0 , a−n ]| ξ〉
to that of the matrix elements 〈ξ¯ ′| Aˆ| ξ〉 and 〈ξ¯ ′| Aˆa+n | ξ〉, which in turn are given by (7.18) and
(7.19), correspondingly. Collecting similar terms and recalling the definition of the derivative
∂Ω/∂ξ¯′n, Eq. (7.12), we can write the expression (8.8) in a more compact form
〈ξ¯ ′|Aˆ[a0 , a−n ]| ξ〉 =
{
− ∂Ω
∂ξ¯ ′n
A +
(
∂Ω
∂ξ¯ ′n
)
ξ¯ ′n=∂A/∂ξn
+ ξn
}
〈ξ¯ ′| ξ〉. (8.9)
In the second term on the right-hand side instead of variables ξ¯′n in the derivative (7.12) it is
necessary to substitute ∂A/∂ξn.
Finally, we consider the remaining term in (4.2) containing the product Aˆ[a0 , a
+
n ]. We
present the matrix element of this product similar to (7.2) in the following form:
〈ξ¯ ′|Aˆ[a0 , a+n ]| ξ〉 = 〈ξ¯ ′|[a0 , a+n ]Aˆ| ξ〉+ 〈ξ¯ ′|[Aˆ, [a0 , a+n ]]| ξ〉. (8.10)
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We perform analysis of the first term in the same way as it was just done for the matrix
element 〈ξ¯ ′|Aˆ[a0 , a−n ]| ξ〉. The last step is to use the expressions (7.18) and (7.20). Collecting
similar terms and recalling the definition of the derivative ∂Ω/∂ξn, Eq. (7.9), we can write the
expression above in the form similar to (8.9)
〈ξ¯ ′|[a0 , a+n ]Aˆ| ξ〉 =
{
− ∂Ω
∂ξn
A +
(
∂Ω
∂ξn
)
ξn=∂A/∂ ξ¯ ′n
− ξ¯ ′n
}
〈ξ¯ ′| ξ〉. (8.11)
Here, in the second term instead of the variables ξn in the derivative (7.9) it is necessary to
substitute ∂A/∂ξ¯′n.
It only remains to analyze the last term in (8.10). Taking into account (8.7), we rewrite the
double commutator as follows:
[Aˆ, [a0 , a
+
n ]] = −β [a0, [a0 , a+n ]] + γ [(a0)2, [a0 , a+n ]] = −βa+n + γ{a0 , a+n } = (8.12)
= −βa+n + 2γa+na0 + γ [a0 , a+n ].
Here, we have used the commutation rule (A.4). In view of (7.7) and (7.10), we get
〈ξ¯ ′|[Aˆ, [a0 , a+n ]]| ξ〉 =
{
ξ¯ ′n
(−β + 2γΩ)− γ( ∂Ω
∂ξn
)}
〈ξ¯ ′| ξ〉. (8.13)
Now we can write out in full the expression for the matrix element (4.2). Substituting the
obtained matrix elements (7.1), (7.19), (8.9), (8.10) with (8.11) and (8.13) into (4.2), we derive
〈(k)′p|Aˆηˆµ(z)Dˆµ|(k − 1)x〉 = (8.14)
= − i
2
{
A
2∑
n=1
[
Ξ
(k−1,k)
n¯ (z)
(
p
(k)
n¯ − eAn¯(x(k−1))
)
+ Ξ¯(k,k−1)n (z)
(
p(k)n − eAn(x(k−1))
)]−
−
(
1 +
1
2
z
)
∂A
∂ξ
(k−1)
n
(
p(k)n − eAn(x(k−1))
)−
− z
(
i
√
3
2
){[(
∂Ω
∂ξ¯
′(k)
n
)
ξ¯
′(k)
n =∂A/∂ξ
(k−1)
n
+ ξ(k−1)n
](
p
(k)
n¯ − eAn¯(x(k−1))
)
+
+
[(
∂Ω
∂ξ
(k−1)
n
)
ξ
(k−1)
n =∂A/∂ ξ¯
′(k)
n
− ξ¯ ′(k)n
](
p(k)n − eAn(x(k−1))
)}−
− z
(
i
√
3
2
)[
ξ¯ ′n
(−β + 2γΩ)− γ( ∂Ω
∂ξn
)](
p(k)n − eAn(x(k−1))
)}×
×〈ξ¯ ′(k) | ξ(k−1)〉〈p(k)| x(k−1)〉.
Here, we have introduced the notations (cp. with (2.7))
Ξ
(k−1, k)
n¯ (z) =
(
1 +
1
2
z
)
ξ
(k−1)
n¯ + z
(
i
√
3
2
)(
∂Ω
∂ ξ¯
′(k)
n
)
,
Ξ
(k,k−1)
n (z) =
(
1 +
1
2
z
)
ξ¯ ′(k)n + z
(
i
√
3
2
)(
∂Ω
∂ξ
(k−1)
n
)
.
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The first term on the right-hand side of (8.14) with the function A = A(ξ¯ ′(k), ξ(k−1)) has a quite
reasonable form. On the structure it corresponds to the initial operator expression Aˆηˆµ(z)Dˆµ in
(3.1). The remaining terms are connected with the presence of additional commutators on the
right-hand sides of (7.2) and (8.10), which inevitably violate symmetry of the expressions with
respect to the creation a+n and annihilation a
−
n operators. The consequence of this is appearing
the terms in (8.14) of the type (∂Ω/∂ ξ¯ ′n)ξ¯ ′n=∂A/∂ξn , which cannot be easily interpreted. In Part
II we will consider somewhat different formalism which enables us at least on the formal level
to write the expression (8.14) in a more symmetric and visual form.
9 Conclusion
In this paper we have taken initial steps to develop a formalism needed to construct the path
integral representation for the Green’s function of a massive vector particle within the frame-
work of the Duffin-Kemmer-Petiau theory with deformation. One of the key point in our
approach is the use of the connection between the deformed DKP-algebra and an extended sys-
tem of parafermion trilinear commutation relations for the creation and annihilation operators
a±k obeying para-Fermi statistics of order 2 and for an additional operator a0. We recall that
the latter appears as some additional abstract element of the algebra so(2M + 2). We have
suggested an explicit representation of the operator a0 constructed from the generators of the
group SO(2M).
We have calculated all necessary matrix elements, which will be used in analysis of the
contributions of the second and third orders with respect to the covariant derivative Dˆµ in
generalized Hamiltonian (3.10). Although these matrix elements are presented in the most
compact and visual form, the final expression for the whole matrix element of the contribution
linear in the covariant derivative, Eq. (8.14), ultimately proved to be cumbersome. One of the
purposes of our next paper [81] is to give to the obtained expression a more symmetric and
simple form.
Appendix A Lie algebra so(2M + 2)
The Lie algebra of the orthogonal group SO(2M + 2) has the following form:
[Iµν , Iλσ] = δνλIµσ + δµσIνλ − δµλIνσ − δνσIµλ
with Iµν = −Iνµ. The indices µ, ν, . . . run values 1, 2, . . . , 2M + 2. We introduce a new set of
operators βµ by setting
5
βµ = −iIµ 2M+2.
5We have redefined the operators βµ from [53] for our case as follows:
βµ → 2βµ for µ = 1, 2, . . . , 2M + 1.
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Here the index µ runs values 1, 2, . . . , 2M + 1. The quantities βµ are Hermitian
β†µ = βµ (A.1)
and obey the commutation relations
[βµ, βν ] = Iµν ,
[[βµ, βν ], βλ ] = βµδνλ − βν δµλ.
The property (A.1) enables us to introduce the Hermitian conjugate operators
a−k = β2k−1 − iβ2k,
a+k = β2k−1 + iβ2k,
(A.2)
where k = 1, 2, . . . ,M , and in addition to the a±k , a further operator is defined as
a0 = β2M+1
(
≡ −2iI2M+1 2M+2
)
. (A.3)
The commutation relations between the operators a±k are
[a±k , [a
∓
m, a
±
n ]] = 2δkma
±
n ,
[a±k , [a
±
m, a
±
n ]] = 0,
[a±k , [a
∓
m, a
∓
n ]] = 2δkma
∓
n − 2δkna∓m,
the commutation relations involving one operator a0 are
[a±k , [a
∓
m, a0 ]] = 2δkma0,
[a±k , [a
±
m, a0 ]] = 0,
[a0, [a
±
k , a
∓
m ]] = 0,
[a0, [a
±
k , a
±
m ]] = 0,
and the commutation relation involving two operators a0 is
[a0, [a0, a
±
k ]] = 4a
±
k . (A.4)
Further, the uniqueness conditions of vacuum state |0〉 in the parastatistics of order p
are [60]:
a−k |0〉 = 0, for all k
and
a−k a
+
l |0〉 = pδkl|0〉, for all k, l.
The relation
a0|0〉 = ±p|0〉 (A.5)
will be a consequence of requiring the uniqueness of the vacuum state. Note that the sign on the
right-hand side of (A.5) may be chosen arbitrarily. Action of the operator a0 on an arbitrary
state vector
|ij k . . . rs〉 = a+i a+j a+k . . . a+r a+s |0〉
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is defined by the following formula:
a0|ijk . . . rs〉 =
= ±p |ijk . . . rs〉 ∓ 2
(
|jk . . . rsi 〉+ |ik . . . rsj 〉+ . . . + |ijk . . . s r 〉+ |ij k . . . rs 〉
)
.
In particular, this implies in addition to (A.5)
a0|r〉 = ±(p− 2)|r〉,
a0|kr〉 = ±(p− 2)|kr〉 ∓ 2|rk〉, (A.6)
a0|jkr〉 = ±(p− 2)|jkr〉 ∓ 2
(|jrk〉 + |krj〉),
a0|ijkr〉 = ±(p− 2)|ijkr〉 ∓ 2
(|ijrk〉+ |ikrj〉+ |jkri〉).
In the paper [53] a general relation for arbitrary values p and M , which connects the operator
a0 with the operators N1, . . . , NM is given (without a proof), where
Nk =
1
2
[a+k , a
−
k ].
Let us write out the explicit form of the relations for the first two values p in the case when
M = 2:
p = 1 : a0 = 4N1N2,
p = 2 : a20 =2
{
1 +
[
2(N1)
2−1][2(N2)2−1]}. (A.7)
Appendix B Para-Grassmann numbers
In this Appendix we will list the most important formulas of commutation and differentiation
with para-Grassmann numbers. We follow the definition of a para-Grassmann algebra suggested
by Omote and Kamefuchi [57], namely a set of independent numbers ξ1, ξ2, . . . , ξM are said to
form a para-Grassmann algebra of order p when these numbers satisfy the following relations:
[ξi , [ξj , ξk ]] = 0,
{ξi1, ξi2 , . . . , ξim} = 0 for m ≥ p+ 1,
(B.1)
where i′s, j, k = 1, 2, . . . ,M and by the symbol {ξi1 , ξi2, . . . , ξim} one means a product of m
ξ-numbers completely symmetrized with respect to the indices i1, i2, . . . , im. For the special
case p = 2 these relations are reduced to
ξiξjξk + ξkξjξi = 0. (B.2)
Further, let us write out the rules of commutation between the para-Grassmann numbers
and the creation and annihilation para-Fermi operators a±i :
[a±i , [a
∓
j , ξk ]] = 2δij ξk , (B.3)
[a±i , [a
±
j , ξk ]] = 0, (B.4)
[ξi, [ξj, a
±
k ]] = 0. (B.5)
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These relations hold for parastatistics of an arbitrary order p.
Let us present the formulas of differentiation with respect to a para-Grassmann number ξ.
Throughout this text we mean left differentiation. The required formulas are [58]
∂
(
[ξ, ζ ]g(ξ)
)
∂ξ
=
(
∂ [ξ, ζ ]
∂ξ
)
g(ξ) + [ξ, ζ ]
∂g(ξ)
∂ξ
, (B.6)
∂
∂ξ
[ξ, ζ ] = 2ζ. (B.7)
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