We consider infinite-dimensional parabolic rough evolution equations. Using regularizing properties of analytic semigroups we prove global-in-time existence of solutions and investigate random dynamical systems for such equations.
Introduction
In this work we analyze global-in-time existence of solutions for rough stochastic partial differential equations (SPDEs) dy t = (Ay t + F (y t ))dt + G(y t )dω t , t ∈ [0, T ] y(0) = ξ.
(1.1)
Here T > 0 is a fixed time-horizon, the linear part A is the generator of an analytic C 0 -semigroup (S(t)) t∈[0,T ] on a separable Banach space W and the initial condition ξ ∈ W . Furthermore we assume that the nonlinearity F : W → W is Lipschitz and G : W → L(V, W ) is three times continuously Fréchet-differentiable with bounded derivatives. The precise assumptions on the coefficients will be stated in Section 2. Finally, the random input ω is a Gaussian process which can be lifted to a geometric rough path, for instance a fractional Brownian motion with Hurst manifolds for SPDEs driven by a fractional Brownian motion where the range of the Hurst index is (1/2, 1). All these techniques rely on fractional calculus and require strong assumptions on the coefficients of the SPDEs.
To our best knowledge there are very few works that connect the rough paths-and random dynamical systems perspectives such as [8] . Here we contribute to this aspect and provide a general framework of random dynamical systems for rough evolution equations under natural/less restrictive assumptions on the coefficients. The crucial result that opens the door for the random dynamical systems theory is the existence of a global pathwise solution for (1.1). It is known that global-in-time existence of solutions is a challenging question in the context of rough paths techniques, compare [17, 20, 23] . This is due to the fact that one obtains certain quadratic estimates on the norms of the solution of (1.1). Hence it is not straightforward if one can extend the local solution on an arbitrary time horizon. Using additional restrictions on the coefficients and of the noisy input [17] shows global-in-time existence for (1.1) driven by a fractional Brownian motion with Hurst index H ∈ (1/3, 1/2]. However, in this work using regularizing properties of analytic C 0 -semigroups, a-priori estimates on certain remainder terms and a standard concatenation procedure we are able to prove using rough paths techniques the global-in-time existence of solutions. Therefore we succeed in closing the gap in [23] .
This work is structured as follows. Section 2 collects important auxiliary results concerning parabolic evolution equations and rough paths theory. In Section 3 we present a very general Sewing Lemma (Theorem 3.1), which entails the construction of the rough integral (1.2) . Under suitable assumptions, we are able to derive additional space-regularity of the integral operator, compare [23, 18] , which will turn out to be crucial for the global-in-time existence. For the convenience of the reader Section 4 summarizes basic results regarding the construction of localin-time solutions for rough evolution equations. We point out that in the context of rough paths the solution is given by a pair containing the path together with its Gubinelli derivative. These two components satisfy suitable algebraic and analytical properties which are precisely summarized and discussed within Section 4. These are the main necessary ingredients required in order to comprehend the techniques employed in Section 5, where we establish the central result of this paper. This opens the door to infinite-dimensional random dynamical systems using a rough path approach. Here we only show the existence of a random dynamical system in Section 6 and aim to investigate its long-time behavior in future works.
Preliminaries
We let T > 0, V stand for a Hilbert space and W denote a separable Banach space. Furthermore, for any compact interval J ⊂ R we set ∆ J := (t, s) ∈ J 2 : t ≥ s and ∆ T := ∆ [0,T ] . For notational simplicity, if not further stated, we write |·| for the norm of an arbitrary Banach space. Furthermore C denotes a universal constant which varies from line to line. The explicit dependence of C on certain parameters will be precisely stated, whenever required. Finally, we fix α ∈ ( ). This parameter indicates the Hölder-regularity of the random input. Regarding this we recall the following essential concept in the rough path theory. Definition 2.1 (α-Hölder rough path) Let J ⊂ R be a compact interval. We call a pair ω := (ω, ω (2) ) α-Hölder rough path if ω ∈ C α (J, V ) and ω (2) ∈ C 2α (∆ J , V ⊗ V ). Furthermore ω and ω (2) are connected via Chen's relation, meaning that
In the literature ω (2) is referred to as Lévy-area or second order process.
We further describe an appropriate distance between two α-Hölder rough paths.
Definition 2.2 Let ω and ω be two α-Hölder rough paths. We introduce the α-Hölder rough path (inhomogeneous) metric
For more details on this topic consult [9, Chapter 2] . We stress that in our situation we always have that ω(0) = 0 and therefore (2.2) is a metric. We specify concrete examples in Section 6.
Having stated the random influences that we consider, we now introduce the assumptions on the linear part and on the coefficients F and G.
Since we are in the parabolic setting, i.e. A is a sectorial operator, we can introduce its fractional powers, (−A) γ for γ ≥ 0, see [34, Section 2.6] or [29] . We denote the domains of the fractional powers of (−A) with D γ , i.e. D γ := D((−A) γ ) and use following estimates.
For η, κ ∈ R we have
Furthermore, one can show that the following assertions hold true, consult [34, Chapter 3] .
Lemma 2.3 For any ν, η, µ ∈ [0, 1], κ, γ, ρ ≥ 0 such that κ ≤ γ + µ, there exists a constant C > 0 such that for 0 < q < r < s < t we have that
For our aims we introduce following function spaces. Let β ∈ (0, 1) be fixed and let W stand for a further Hilbert space. We recall that C β ([0, T ], W ) represents the space of W -valued Hölder continuous functions on [0, T ] and denote by C α (∆ T , W ) the space of W -valued functions on ∆ T with z t,t = 0 for all t ∈ [0, T ] and Similarly we introduce C α+β,β (∆ T , W ) with the norm
These modified Hölder spaces are well-known in the theory of maximal regularity for parabolic evolution equations, consult [29] . These were also used in [17] .
In this framework we emphasize the following result which will be employed throughout this work. It is well-known that analytic C 0 -semigroups are not Hölder continuous in 0. However, the following lemma holds true.
Lemma 2.4 Let (S(t)) t≥0 be an analytic C 0 -semigroup on W . Then we have for all x ∈ W and all β ∈ [0, 1] that
where C depends only on the semigroup and on β.
Proof.
recall (2.3) and (2.4).
This justifies our choice of working with the function space C β,β . Note that if one lets x ∈ D β it suffices to consider only C β . However, since we analyze random dynamical systems generated by (1.1) in W (compare Section 6), we need to take the initial condition ξ ∈ W instead of D β .
On the coefficients we impose:
is bounded and three times Frechét differentiable with bounded derivatives. Here we demand α + 2β > 1.
Remark 2.5 1) As in [23] we set F ≡ 0 for simplicity, since this term does not cause additional technical difficulties.
2) To our best knowledge (F) and (G) are the most general assumptions made on the coefficients of the SPDE (1.1), compare [17, 20] and the references specified therein.
Finally, we fix some important notations from the rough paths theory, see also [20, 6] and random dynamical systems which will be required later on.
Furthermore we use the notation θ in order to indicate the usual shift, namely θ τ y t := y t+τ , θ τ z ts := z t+τ,s+τ .
The notation θ always stands for the Wiener shift (this represents an appropriate shift with respect to the noise), more precisely
which is explained in detail in Section 6.4. This is mainly required in the random dynamical systems theory.
Sewing Lemma revised
In this section we collect concepts from the rough paths theory [19, 20] and recall some important results regarding the construction and properties of (1.2). For further details and complete proofs of the following statements, consult [23, Section 4] . A key point in this framework is given by the Sewing Lemma [20] . This ensures the existence of a rough integral under suitable assumptions.
Here we use a special case of the Sewing Lemma proved in [23] . Based on this we develop a more general statement which is crucial for Section 5.
Theorem 3.1 (Sewing Lemma, Theorem 4.1 [23] ) Let W be a separable Banach space and (S(t)) t≥0 be an analytic C 0 -semigroup on W . Furthermore, let Ξ ∈ C(∆ T , W ) be an approximation term satisfying the following properties for all 0 ≤ u ≤ m ≤ v ≤ T :
Here we impose 0 ≤ α ≤ 1 and ρ > 1.
Then there exists a unique IΞ ∈ C([0, T ] , W ), such that
In order to interpret IΞ as a rough integral it is crucial that this fulfills integral-like properties, namely it has to be given by a limit of finite sums and satisfy a shift property. 
where |P| stands for the mesh of the given partition P = P(s, t). In order to introduce the shift property of the rough integral IΞ we recall that for τ > 0
see Section 2. Considering this, one can easily verify the shift property of IΞ.
Lemma 3.4 (Shift property, Corollary 4.5 [23] ) Under the assumptions of Theorem 3.1 we have
In order to obtain a global solution for (1.1) we have to precisely analyze the spatial regularity of IΞ. To this aim we formulate the main result of this section.
Corollary 3.5 Additionally to the restrictions of Theorem 3.1 we further assume that
where 0 ≤ α ′ ≤ 1 and 0 ≤ ε < 1. Then we have
Proof.
The computation is similar to [23, Corollary 4.6] . We define P n as the n-th dyadic partition of [s, t] and set
By standard computation we get
Hence we obtain
Note that t − v n+1 = v n+1 − v n since we consider a dyadic partition. Regarding our assumptions, this further results in
Consequently, the previous expression is summable and yields that
Hence, we know that N ≡ (δIΞ) and finally infer that
This proves the statement.
As already emphasized the spacial regularity of IΞ is essential for the computation in Section 5.
Solution theory for rough SPDEs
For a better comprehension of Section 5 we point out certain results regarding the existence and uniqueness of a local solution for (1.1). Here we consider another approach than in [23, 20] which finally enables us to obtain a global-in-time solution.
Remark 4.1 In this setting V ⊗ V denotes the usual tensor product of Hilbert spaces. If one wishes to work in Banach spaces, then one should consider the projective tensor product, since the property
is required. This is known to hold true, consult Theorem 2.9 in [35] . In the following, for notational simplicity we drop the tensor symbol.
We firstly indicate a heuristic computation which is required in order to construct the rough integral (1.2) and therefore to give a pathwise meaning to the solution of (1.1). These deliberations are rigorously justified in [23] , which essentially combines the techniques in [20] and [17] .
Here we only want to provide the general intuition of how the solution of (1.1) should look like and focus on its global existence.
The strategy to define (1.2) relies on an approximation procedure. We firstly consider a smooth path ω and a continuous trajectory y. The general argument eventually follows considering smooth approximations of ω, as shortly indicated below. Our aim is to define (1.2) using Riemann-Stieltjes sums and a Taylor expansion for G. By a formal computation, this reads as
Here we introduced the notation
By a classical integration by parts formula, see Theorem 3.5 in [34] one can argue that the term ω S can be defined for a rough input ω. However, we have to continue our deliberations to obtain a meaningful definition of z. To this aim we let E ∈ L(W ; L(V ; W )) denote a placeholder which stands for DG and consider further Riemann-Stieltjes sums for (4.2). Namely, for a partition
where in the second step we subtract the expression S(r−u)y u . Regarding this we make following ansatz for the first term of the previous expression. Since y is supposed to solve (1.1), this should satisfy the variation of constants formula
Plugging this in the expression of z, we immediately obtain z ts (E) =:
For simplicity we introduced the notation
This indicates that we have to define a, b and ω S in order to fully characterize z. At the very first sight, it is not straightforward how to introduce b. Therefore we continue our heuristic computation. We let K denote a placeholder which stands for G. Again, using Riemann-Stieltjes sums and a suitable approximation of certain terms below we infer that
Here
Motivated by this heuristic computation, one can introduce similar to [15, 23] these processes for smooth paths (ω n , ω (2),n ) approximating (ω, ω (2) ) in the d α,T -metric. Here
Thereafter, the passage to the limit entails a suitable construction/interpretation of all these expressions according to [23, Section 5] . More precisely, the following results hold true.
Lemma 4.2 We have that
We collect further results which are essential for the computation in Section 5.
) be an α-Hölder rough path. Then ω S , a and c can be defined using integration by parts as
As precisely stated in [23, Section 5] these processes satisfy important analytic and algebraic properties which perfectly fit in the rough path framework. We shortly indicate them together with a generalization which will be required in Section 5.
Lemma 4.4 (Analytic properties, Lemma 5.4 and Lemma 5.11 [23])
The following analytic estimates hold true:
14)
The next statement gives an extension of (4.10).
Proof. The proof can immediately be derived using (4.7), see Lemma 5.4 in [23] for a detailed computation.
Lemma 4.6 (Algebraic properties, Lemma 5.3 and Lemma 5.11 [23] ) The algebraic relations are satisfied:
Putting all arguments from our heuristic computation together, we immediately observe that the role of the abstract approximation term in Theorem 3.1 is represented by
Verifying (3.1) and (3.2) the existence of the rough integral IΞ (y) is obtained. The same holds true for
Regarding this one concludes that the solution of (1.1) has the structure
One can show that (1.1) has a unique local-in-time solution in a suitable function space which incorporates the algebraic and analytic properties of the pair (y, z). For further details see [23, Section 6] . For a better comprehension we briefly indicate this framework and point out the local-in-time existence result.
For a pair (y, z) where (y t ) t∈[0,T ] is a W -valued path and the area term (z ts ) (t,s)∈∆ T , z ts ∈ L(L(W ⊗ V, W ), W ), we consider the function space
endowed with norm
Since we also have to incorporate the initial condition ξ we introduce the mapping
where
The reason why we choose to work with these modified Hölder spaces is given by the fact that the analytic C 0 -semigroup (S(t)) t∈[0,T ] is not Hölder-continuous in 0 but belongs to C β,β , recall Lemma 2.4.
In this setting one has the following existence result for (1.1).
Theorem 4.7 (Theorem 6.9 [23] 
Proof. We point out the following essential facts for the random dynamical systems theory, see Section 6.4.
Remark 4.9 Note that if (ω, ω (2) ) is an α-Hölder rough path, then the shift (θ τ ω, θ τ ω (2) ) is again an α-Hölder rough path. The proof is conducted in Lemma 6.3. From this fact one can infer that the θ τ -shift of all the supporting processes accordingly depends on θ τ ω respectively θ τ ω (2) .
Keeping this in mind we state:
Lemma 4.10 Let T > 0 and (y, z) ∈ X ω,T be a fixed-point of M T,ω,ξ . Then for any τ ∈ [0, T ) there exists a fixed-point of M T −τ,θτ ω,yτ given by ( θ τ y, θ τ z).
Proof.
The proof follows the lines of Lemma 6.11 in [23] . We use the notation Ξ (y/z) ω and Ξ (y/z) θ·ω in order to emphasize the shifts with respect to ω. By standard computations we get θ τ y t = y t+τ = S(t + τ )ξ + IΞ (y)
The deliberations conducted in Section 5 improve these results.
Construction of the global-in-time solution
As recalled in the previous section, working with (4.22) leads to quadratic estimates for the norm of (y, z) in X ω,T . From this approach it is not clear how/if one can extend the unique local solution on an arbitrary time horizon. Therefore we need different arguments for the globalin-time existence. To this aim, similar to the finite-dimensional case, see [9, Section 8.5] , it is convenient to work with the norm of certain remainder terms, which is common in the rough paths theory. The expression for the remainder R Y is the same as the one in the finite-dimensional case, compare [9, Section 8.5] . In contrast to the finite-dimensional setting, R Z is required here to estimate the quadratic terms appearing in (4.24).
The space of all pairs (y, z) satisfying (5.1) is denoted by X ω,T .
This leads to the next result.
Lemma 5.4 Let (y, z) ∈ X ω,T . Then we obtain the following estimates
2)
Proof. Regarding the definition of R Y ,δy and Lemma 4.5
which proves the first statement.
Furthermore, due to (4.14), the estimates for z result in
The next result indicates the connection between the space-regularity of y and of the initial data ξ.
Lemma 5.5 Let ξ ∈ D β and (y, z) be a fixed-point of M T,ω,ξ . Then for t ∈ (0, T ] we have that
Proof. By Theorem 4.7 we know that y ∈ C β and z ∈ C α+β . In order to apply Corollary 3.5 we have to compute
Due to (4.16) we immediately obtain that
Therefore, we estimate
For the first term we have applying (4.10) that
Furthermore,
and
Summarizing, we obtain
On the other hand
Using (4.15) we get
Hence, Corollary 3.5 entails
which simply yields
Lemma 5.6 If ξ ∈ D 2β and (y, z) is a fixed-point of M T,ω,ξ then Φ T (y, z) < ∞.
Proof. First of all, note that if ξ ∈ D 2β , (5.7) immediately entails that y ∞,2β,T < ∞.
We now investigate R Y . To this aim, we verify (3.1) using (4.10). This obviously results in
2) is verified by (5.6). Therefore we obtain (3.5), namely
This yields
Clearly, we infer from the previous computation that R Y 2β,T < ∞, regarding also Theorem 4.7.
We now prove that R Z α+2β,T < ∞. We make the same deliberations as for R Y . Estimates (4.11) and (4.14) entail
Applying (4.12) yields
This proves that R Z α+2β,T < ∞.
We now derive the following a-priori estimate of the solution mapping of (1.1). The computations rely on similar arguments as in the previous Lemma.
Lemma 5.7 Let ξ ∈ D 2β and let (y, z) be a fixed-point of M T,ω,ξ with 0 < T ≤ 1. Then it holds
. We begin with R Y 2β,T . and further use that
Applying (5.2) results in
All in all we obtain for the first term in (5.5)
For the second term in (5.5) we have
Again, we apply (5.2) and derive
Then (3.5) yields
Consequently,
Now (5.3) entails the first important estimate on the 2β-norm of R Y , namely
We now continue investigating y ∞,D 2β ,T . In order to apply Corollary 3.5 we firstly consider
Using (4.15) and (5.3) we get
Hence, by Corollary 3.5 we obtain
Regarding this we immediately obtain
This obviously implies the second important estimate, namely
Finally, we only have to compute R Z α+2β,T
analogously to the proof of Lemma 5.6.
Applying (5.10) and (5.2) to (5.8) entails
Consequently, (4.12) further leads to
Regarding this and plugging in (5.11), we derive the third and final important estimate for the terms defining Φ T , namely
This proves the statement, i.e.
We now derive a crucial estimate which will be required for the concatenation procedure.
Lemma 5.8 Let T > 0, r ≥ 1 ∨ |ξ| D 2β and let (y, z) be a fixed-point of M T,ω,ξ . Then there exists a constant M > 0 independent of r, such that
Proof. By Remark 4.8 we know that by restricting the solution on a smaller time interval [0,T ], withT < T , we obtain a fixed-point of MT ,ω,ξ . According to Lemma 5.7 we have for all 0 <T ≤ 1 that
We now choose 0 < T * 0 ≤T sufficiently small such that C(
Consequently, this means that
At this point it is important to note that the choice of T * 0 is independent of r and T .
If T ≤ T * 0 the statement follows choosing M ≥ 4C. Otherwise we can find an N ∈ N (not necessarily unique), such that
In this case we set T 0 := T N . Now, combining Lemma 5.7 and Lemma 4.10 we obtain for 1 ≤ n ≤ N − 1 that
Since CT α 0 ≤ 1 2 and y nT 0 = ( θ (n−1)T 0 y) T 0 , the previous estimate results in
which yields
By induction we infer that
From this we finally conclude
for a sufficiently large M . Now we state the main step required in order to obtain a global solution. We show that by the concatenation of two local solutions we obtain a solution on a larger time interval. For similar arguments and techniques, see [17] .
Lemma 5.9 Let (y 1 , z 1 ) be a fixed-point of M T 1 ,ω,ξ and (y 2 , z 2 ) be a fixed-point of M T 2 ,θ T 1 ω,y 1
Then we obtain a fixed-point (y, z) of M T 1 +T 2 ,ω,ξ via
The statement follows by a standard computation. We only focus on certain cases, since the rest are straightforward. For the beginning we consider T 1 ≤ t ≤ T 1 + T 2 . We recall that we use the notation Ξ (y/z) ω and Ξ (y/z) θ·ω in order to indicate the appropriate shifts with respect to ω.
Recall that
which further leads to
where we use in the last step that y 2 0 = y 1
Hence, we infer using Lemma 3.4 that
Regarding all the previous deliberations we can now state the main results of this section. Then the quadrupel (Ω, F, P, (θ t ) t∈R ) is called a metric dynamical system.
Motivated by this we precisely describe the random input driving (1.1). Therefore, our aim is introduce the (canonical) probability space associated to a Hilbert space-valued α-Hölder rough path. We recall that α ∈ (
2 ) was fixed at the beginning of this work. An example is constituted by a trace-class V -valued fractional Brownian motion with Hurst index H ∈ (1/3, 1/2]. In order to construct it, we recall that a two-sided real-valued fractional Brownian motion β H (·) with a Hurst index H ∈ (0, 1) is a centered Gaussian process with covariance function
In order to introduce a V -valued process, we let Q stand for a positive symmetric operator of trace-class on V , i.e. tr V Q < ∞. This has a discrete spectrum which will be denoted by (λ n ) n∈N . It is well-known that the eigenvectors (e n ) n∈N build an orthonormal basis in V . Then a V -valued two-sided Q-fractional Brownian motion ω(·) is represented by
where ( β H n (·)) n∈N is a sequence of one-dimensional independent standard two-sided fractional Brownian motions with the same Hurst parameter H and tr V Q = ∞ n=1 λ n < ∞. In the following sequel we further fix H ∈ ( Keeping (6.1) in mind we are justified to introduce the canonical probability space (C 0 (R, V ), B(C 0 (R, V )), P, θ). Here C 0 (R, V ) denotes the set of all V -valued continuous functions which are zero in zero endowed with the compact open topology and P is the fractional Gauß-measure which is uniquely determined by Q. As already introduced in Section 2, we take for θ the usual Wiener-shift, namely
It is well-known that the above introduced quadruple is a metric dynamical system. For our aims we restrict it to the set Ω := C α ′ 0 (R, V ) of all α ′ -Hölder-continuous paths on any compact interval, where
We equip this set with the trace σ-algebra F := Ω ∩ B(C 0 (R, V )) and take the restriction of P as well. Then Ω ⊂ C 0 (R, V ) has full measure and is θ-invariant. Moreover, the new quadrupel (Ω, F, P, θ) as introduced above forms again a metric dynamical system which we will further be restricted later on.
We point out the following result regarding the existence/construction of the Lévy-area ω (2) for an element ω ∈ Ω. We stress the fact that it is necessary to let ω be α ′ -Hölder continuous for
. This is required in order to lift ω to a rough path ω = (ω, ω (2) ). To this aim we furthemore have to consider the restriction of ω on compact intervals. The precise setting is stated below.
and ω ∈ Ω be a Q-fractional Brownian motion with Hurst index H. Then there is a θ-invariant subset Ω ′ ⊂ Ω of full measure such that for any ω ∈ Ω ′ and for any compact interval J ⊂ R there exists a Lévy-area ω (2) ∈ C 2α (∆ J , V ⊗ V ) such that ω = (ω, ω (2) ) defines an α-Hölder rough path. This can further be approximated by a sequence ω n := ((ω n , ω (2),n )) n∈N in the corresponding d α,J -metric. Here (ω n ) n∈N are piecewise dyadic linear functions and
Proof. Let j, k ∈ N and T ∈ N be such that J ⊆ [−T, T ]. We introduce
This process exists almost surely according to Theorem 2 in [5] , see also Corollary 10 in [9] . Regarding (6.1) we can represent the inifinite-dimensional Lévy-area ω This is well-defined almost surely due to the fact that tr V Q < ∞. Moreover one has that ω (2),n → ω (2) in C 2α (∆ [−T,T ] , V ⊗ V ) almost surely. The proof of these assertions relies on a standard Borel-Cantelli argument combined with the Garsia-Rodemich-Rumsey inequality and follows the lines of Lemma 2 in [16] . Since J ⊆ [−T, T ], one clearly concludes that ω n converges to ω with respect to the d α,J -metric. This immediately yields that Ω ′ has full measure and is θ-invariant.
From now on we work with the metric dynamical system (Ω ′ , F ′ , P ′ , θ) corresponding to Ω ′ constructed in Lemma 6.2. As above we set F ′ := Ω ′ ∩ F and take P ′ as the restriction of P.
For the sake of completeness we indicate the following result regarding the shift-property of an α-Hölder rough path.
Lemma 6.3
For an α-Hölder rough path (ω, ω (2) ) and τ ∈ R, the time-shift (θ τ ω, θ τ ω (2) )
is again an α-Hölder rough path.
Proof. The time-regularity is straightforward and one can easily verify Chen's relation (2.1). This reads as
ts − θ τ ω (2) us − θ τ ω where in 6.4 we use Chen's relation (2.1).
Definition 6.4 A random dynamical system on W over a metric dynamical system (Ω, F, P, (θ t ) t∈R ) is a mapping
which is (B(R + ) × F × B(W ), B(W ))-measurable and satisfies:
(i) ϕ(0, ω, ·) = Id W for all ω ∈ Ω;
(ii) ϕ(t + τ, ω, x) = ϕ(t, θ τ ω, ϕ(τ, ω, x)), for all x ∈ W, t, τ ∈ R + , ω ∈ Ω.
If one additionally assumes that (iii) ϕ(t, ω, ·) : W → W is continuous for all t ∈ R + and all ω ∈ Ω, then ϕ is called a continuous random dynamical system.
The second property in Definition 6.4 is referred to as the cocycle property. One can now expect that the solution operator of (1.1) generates a random dynamical system. Indeed, working with a pathwise interpretation of the stochastic integral, no exceptional sets can occur.
We can now state the main result of this work. Recall that Ω ′ was constructed in Lemma 6.2.
Theorem 6.5 The solution operator of (1.1) generates a random dynamical system ϕ : R + × Ω ′ × W → W given by ϕ(t, ω, ξ) := y t , (6.5) where y is the first component of the fixed-point operator M t,ω,ξ .
Proof. Due to Theorem 5.10 we know that we can define the solution (y, z) of (1.1) on any time-interval [0, T ] for T > 0. The cocycle property was proved in Lemma 4.10. The continuity of ϕ with respect to time and initial condition is clear, we only have to show the measurablity. Therefore we consider a sequence of solutions ((y n , z n )) n∈N corresponding to the smooth approximations ((ω n , ω (2),n )) n∈N , recall Lemma 6.2. Note that the mapping ω → (ω n , ω (2),n ) is measurable. Due to the fact that ω n is smooth y n is a classical solution of (1.1). Hence the mapping Since (6.7) holds true for any T > 0, one obviously concludes that ϕ is (B(R + ) ⊗ F ′ ⊗ B(W ), B(W ))-measurable.
