The authors investigated whether the gestalt grouping principles can be quantified and whether the conjoint effects of two grouping principles operating at the same time on the same stimuli differ from the sum of their individual effects. After reviewing earlier attempts to discover how grouping principles interact, they developed a probabilistic model of grouping by proximity, which allows measurement of strength on a ratio scale. Then, in 3 experiments using dot lattices, they showed that the strength of the conjoint effect of 2 grouping principles-grouping by proximity and grouping by similarity-is equal to the sum of their separate effects. They propose a physiologically plausible model of this law.
Gestalt phenomena are illustrated in all psychology textbooks because they are striking examples of psychological emergent properties, namely, properties that a whole does not share with its parts. The first to study these phenomena empirically came to be known as Gestalt psychologists. Unfortunately their thinking has the reputation of being vague and wooly, a view vividly voiced by the founder of modern visual science, Marr (1982) , who wrote the following:
. . . the Gestalt school of psychology . . . was concerned with describing the qualities of wholes by using terms like solidarity and distinctness, and with trying to formulate "laws" that governed the creation of these wholes. The attempt failed for various reasons, and the Gestalt school dissolved into the fog of subjectivism. (p. 8) In this article, we propose a theory of certain "qualities of wholes" and formulate laws that "govern the creation of these wholes"; we have tried to make it fog free and objective. The qualities of wholes we explore are perceptual groupings formed conjointly by pairs of grouping principles; the laws we formulate govern the conjoint effects of such pairs. Figure 1 , an illustration in a seminal article by the father of Gestalt psychology (Wertheimer, 1923 (Wertheimer, /1938 , makes our problem concrete. In Figure 1A , grouping by proximity and grouping by similarity join forces, giving the impression that they both contribute to the strength of grouping into columns. But in Figure 1B , the two principles are opposed, creating an unstable percept that fluctuates between grouping by columns and grouping by rows. These demonstrations raise the question that occupies us here: If proximity and similarity join forces to produce a perceptual organization, how much stronger is it than the organization produced by each of them alone? Likewise, if proximity and similarity are opposed, how much weaker is the resulting perceptual organization than the organizations they produce separately?
In other words, when two grouping principles are conjoined, how do the strengths of the individual grouping principles combine? Is the result less than, equal to, or greater than the sum of its parts? Or perhaps the combination is just different-as some Gestalt psychologists were fond of saying (Koffka, 1935 (Koffka, /1963 )-and the algebraic notion of sum is meaningless (for introductions to these issues, see Corning, 2002; Harte, 2002; Nagel, 1961) . In this article we show that the strength of a grouping produced by the conjoining of two principles of grouping equals the sum of the strengths of the groupings produced by each principle alone.
The first to broach this subject were Koffka (1915 Koffka ( /1938 , who concluded that gestalts are nonadditive emergent percepts (Ellis, 1938, pp. 376 -377) , and Wertheimer, who at the time he formulated the laws of perceptual organization, realized that Figure 1 raised interesting questions. But it was Köhler (1920 Köhler ( /1938 who first had an inkling that such questions could be addressed mathematically when he distinguished between weak and strong gestalts (Ellis, 1938, p. 29) and thought of them as forces (Ellis, 1938, p. 52 ; see also Lewin, 1926 , excerpted in Ellis, 1938 .
Along those lines, Koffka (1935 Koffka ( /1963 proposed that we think of "group formation as due to actual forces of attraction between the members of the group" (pp. [165] [166] . To investigate this question, he created a demonstration (see Figure 2 ), which consisted of differently arranged rows of lines that could be blue or red and straight or wavy and could be either 1 or 1.6 units apart. He reached three conclusions from the comparison of grouping in these patterns. (a) The relative strength of grouping by proximity and grouping by similarity is independent of whether proximity between adjacent elements varies within a row (see Figures 2A and 2B) or is uniform (see Figures 2D and 2E ). (b) Grouping by shape similarity is stronger than grouping by color similarity because (1) when they are in competition with grouping by proximity, it is easier to group elements by shape similarity (see Figure 2B ) than by color similarity (see Figure 2A ), and (2) when they are not in competition with grouping by proximity, it is also easier to group elements by shape similarity (see Figure 2E ) than by color similarity (see Figure 2D ).
It would of course be a mistake to conclude from demonstrations such as this that one principle of grouping is always stronger than the other. The strength of a grouping principle depends entirely on the nature of the elements to be grouped. For example, in Koffka's (1935 Koffka's ( /1963 ) demonstration we could always reduce the amplitude of the wavy lines enough so that grouping by color similarity would be stronger than grouping by shape similarity. Koffka (1935 Koffka ( /1963 did not formulate the important principle suggested by his observations: If, for all strengths of grouping principle A, the ordering of strengths of grouping principle B is invariant, then the two principles operate independently. He did, however, come close to reaching one of our main conclusions: that these two grouping principles contribute independently to grouping. This is apparent from his reformulation of the laws of grouping as if they were laws of gravitation: "Two parts of the field attract each other according to their degree of proximity and equality [similarity] " (pp. 166 -167) . He doubted that one could test this claim empirically because he worried that "equality" would be hard to measure. We overcome this obstacle here.
Strategies for the Quantification of Grouping
To quantify the conjoined strength of two types of grouping, one must (a) measure the strength of each grouping principle and (b) determine how these strengths combine when the principles are conjoined. After the earliest attempts to quantify grouping, researchers followed two strategies to accomplish these goals:
1. The trade-off strategy-to investigate the trade-off between proximity and other grouping principles. In this strategy, the researcher tries to measure the strength of grouping principles while simultaneously trying to determine how these strengths are combined 2. The proximity-first strategy-to first measure grouping by proximity and only then to study the relation between it and other grouping principles. Our experimental work follows this strategy. Wertheimer's (1923 Wertheimer's ( /1938 demonstration in which he applied grouping by proximity and grouping by similarity to the same stimuli. ͉a͉ ϭ distance between elements within columns; ͉b͉ ϭ distance between elements within rows. A: Wertheimer's Koffka's (1935 Koffka's ( /1963 exploration of the competition between grouping by proximity and grouping by similarity (which he called the law of equality). In A-C, the larger distance between elements, ͉b͉, is 1.594 ͉a͉, the shorter distance. In D and E, the distances are uniform. (We adapted Koffka's Figures 43A-43E , on the basis of instructions in his text. We took the ratios of distances from his figure, rather than the implausible 3:1 ratio he claimed them to be.) A: Pairs defined by proximity are easier to see than pairs defined by color similarity. Hence, proximity is stronger than color similarity. B: Pairs defined by proximity are as easy to see as pairs formed by shape similarity. Thus, the strengths of grouping by proximity and by shape similarity are close to being equal. From this and A, Koffka inferred that grouping by form similarity is stronger than grouping by color similarity. C: Pairs defined by shape similarity and color similarity are easier to see than pairs defined by proximity. When shape similarity and color similarity are conjoined, they are stronger than proximity. D: Pairs are seen grouped by color similarity. When proximity is uniform, color similarity determines grouping. E: Pairs are seen grouped by shape similarity. When proximity is uniform, shape similarity determines grouping. The grouping is stronger than in D, suggesting that the relative strength of these two factors is independent of whether proximity varies, as in A and B, or is held constant, as in D and E. Figure 3 . Defining features of a dot-lattice stimulus. ͉b͉/͉a͉ ϭ 1.216; ␥ ϭ 79°; ϭ 15°. A dot lattice seen through a circular aperture. This twodimensional (infinite) regular periodic pattern is defined by two translations, a and b, along which one can move the lattice without changing its appearance. a and b define the sides of a basic parallelogram, which is the building block of the dot lattice. The angle between a and b is ␥, which is the third parameter needed to specify the lattice. Translations c and d also leave the lattice unchanged; they define the short and long diagonals of the basic parallelogram. In experiments, the lattice is presented at a random orientation .
Dot Lattices
Before we review these strategies, we must introduce a widely used tool in this type of research: dot lattices (used by many researchers, starting with Wertheimer, 1923 Wertheimer, /1938 ; see our Figure  1 ). Their taxonomy (Kubovy, 1994 ) is summarized in Figures 3  and 4 . A dot lattice is formally defined as an infinite collection of dots in the plane that remains unchanged if it is translated by a vector a (i.e., a quantity that has a direction, as well as a magnitude ͉a͉) or b (whose magnitude is ͉b͉, where ͉b͉ Ն ͉a͉). (A dot lattice will remain invariant under other translations as well, but it is sufficient that it be invariant under two nonparallel translations.) These two vectors, and the angle between them, ␥ (constrained by 60°Յ ␥ Յ 90°, for reasons explained by Kubovy, 1994) , define the basic parallelogram of the lattice and thus the lattice itself. The diagonals of the basic parallelogram are c and d (where ͉c͉ Յ ͉d͉). In its canonical orientation, a is horizontal; the angle (measured counterclockwise) is the measure of the orientation of a dot lattice; ͉a͉ is called its scale. If we are not interested in the scale of a dot lattice, it can be located in a two-dimensional space with dimensions ͉b͉/͉a͉ and ␥ (see Figure 4) , in which we can identify six different types of lattices, characterized by their symmetry properties.
To study the interaction of grouping by proximity and grouping by similarity, we use at least two kinds of elements (called motifs) in the lattice, as did Wertheimer (1923 Wertheimer ( /1938 ; see our Figure 1 ); they are called dimotif lattices (see Figure 5 ; see also Grünbaum & Shepard, 1987, pp. 215, 247-248) . The two motifs are not assigned to dots at random, however. In Figure 5A , each string of dots in the a direction contains only one of the motifs, and the parallel string adjacent to it contains the other. We say that this lattice is homogeneous with respect to a. On the other hand, each string of dots in the b direction consists of alternating instances of the two motifs; all the strings in this direction have an identical arrangement of motifs. Thus, the lattice in Figure 5A is heterogeneous with respect to b. In contrast, the lattice in Figure 5B is homogeneous with respect to b and heterogeneous with respect to a.
What the Two Strategies Can Do
Researchers who pursued the trade-off strategy hoped to measure the strengths of grouping by proximity and similarity in terms of each other. There are two ways to do this (see Table 1 ): (a) For each level of proximity, seek a level of similarity such that the propensity to see a pattern grouped by proximity is equal to the propensity to see it grouped by similarity. (b) For each level of similarity, seek a level of proximity such that the propensity to see a pattern grouped by similarity is equal to the propensity to see it grouped by proximity. Thus, in Figure 5A , we are most likely to see the lattice as strings of dots parallel to a. One can reverse this tendency by (a) reducing the dissimilarity between the two motifs or by (b) increasing within-b distances (͉b͉) relative to within-a distances (͉a͉) by manipulating either. These approaches can produce two types of grouping operating characteristics (GOCs; see Figure 6 ), which show how one grouping principle trades off against another. Figure 5 . Dimotif dot lattices in which the tendency to group by proximity and the tendency to group by similarity can be manipulated. The differences between the two kinds of dots do not represent a condition of the experiments reported later in the article. The distance between dots along a (͉a͉) is never greater than the distance between dots along b (͉b͉) (i.e., ͉a͉ Յ ͉b͉). For both dot lattices shown in this figure, ͉b͉/͉a͉ ϭ 1.25. A: Dots are homogeneous along a and heterogeneous along b. Grouping is stronger along the a orientation than along the b orientation. Grouping by proximity is reinforced by similarity. ϭ 105°. B: Dots are homogeneous along b and heterogeneous along a. There is approximate equilibrium (i.e., competition) between grouping along a and along b. Grouping by proximity is opposed by similarity. ϭ 15°.
To understand the nature of GOCs, we compare them to indifference curves and attention operating characteristics (AOCs). What microeconomists call indifference curves (Krantz, Luce, Suppes, & Tversky, 1971 ) represent different baskets of goods that can be acquired on a given budget. Imagine a consumer who would be equally satisfied with a market basket consisting of 1 lb of meat and 4 lb of potatoes and another consisting of 2 lb of meat and 1 lb of potatoes. In such a case, the meat, potato pairs 1, 4 and 2, 1 lie on an indifference curve.
The AOC shows how observers can allocate attention. In one of the conditions of a typical experiment (Sperling & Melchner, 1978) , observers saw a stimulus (see Figure 7 ) and reported the two digits. In different blocks, they were told to allocate their attention exclusively to the center, mostly to the center, equally to both, mostly to the periphery, or exclusively to the periphery. Figure 8 shows the data and a fitted AOC for one observer (MJM), who could voluntarily trade off the amount of attention allocated to the two parts of the stimulus. Had this observer not been able to do so, all these data points would be clustered.
There is an important difference between these trade-off functions and GOCs. The variable allocation of attentional or financial resources that produce an AOC or an indifference curve is controlled by the person's choice. This is not the case with the GOCs we report here, which are controlled by the stimulus. We do not know-and do not investigate here-whether observers can control their location on a GOC.
We can now explain why the proximity-first strategy is preferable to the trade-off strategy. Although observers can judge whether one grouping principle is stronger than another, they cannot say by how much. So the best that researchers can hope to achieve with the trade-off strategy is to find the points of transition between the conditions under which one grouping principle is stronger than another. Thus, they can only produce a single GOC for a pair of grouping principles: the GOC for which the two grouping principles are equal in strength (i.e., in equilibrium). We call these equilibrium GOCs.
The proximity-first strategy gives us more information than does the trade-off strategy. To claim that we have quantified the strength of grouping, we need to produce a GOC map, an analog of an indifference map (see Figure 9 ). In microeconomics, one assumes that a given pair of goods lies on only one indifference curve and that indifference curves do not intersect. So if the meat, potato pairs 1, 4 and 2, 1 lie on one indifference curve, the pairs 2, 4 and 4, 1 might lie on a second indifference curve, which has a higher utility because it contains more meat and the same quantity of potatoes. The proximity-first strategy allows us to produce GOC maps for pairs of grouping principles.
The Trade-Off Strategy: A Brief History
The first to systematically study grouping by proximity and the interaction of the two grouping principles was Rush (1937) . In one of her experiments, she showed observers a sequence of dimotif dot lattices in which she varied ͉b͉/͉a͉. For each lattice, she asked them to indicate how it was organized by giving them five alter-
oblique (2) /, and (e) other ways (draw to indicate). Unfortunately, her meager summary of her data prevents us from presenting them Figure 6 . Two types of equilibrium grouping operating characteristics that can be produced using the trade-off strategy. A: The experimenter manipulates the difference between proximity within rows and proximity within columns and asks observers to set the difference between similarity within columns and similarity within rows so that the strength of organization by rows is equal to the strength of organization by columns. B: The experimenter manipulates the difference between similarity within rows and similarity within columns and asks observers to set the difference between proximity within columns and proximity within rows so the strength of organization by rows is equal to the strength of organization by columns. Note. GOC ϭ grouping operating characteristic.
in detail. 1 Nevertheless, it seems that her data implied a competition between grouping by proximity and grouping by similarity and that she thought she had measured the relative strengths of the two principles by finding their point of equilibrium: " . . . it may be said that Similarity equals about 1.5 cms. of Proximity" (p. 90).
Roughly 2 decades passed before Hochberg and Silverstein (1956 ; independent of Rush's work, as a footnote in Hochberg & Hardy, 1960, attests) also pursued the trade-off strategy. Their stimuli (see Figure 10 ) were 6 ϫ 8 rectangular arrays of squares (later called split lattices by Kubovy, Holcombe, & Wagemans, 1998) . They asked observers to adjust proximity (for the type of GOC, see Figure 6A ) within rows ͉v 2 ͉ ϭ 42 mm Ϫ ͉v 1 ͉ (while holding the distance within columns constant at ͉w͉ ϭ 18 mm) so that the strength of grouping into rows or into columns would be in equilibrium (i.e., to find points at which attraction by proximity was equal to attraction by similarity). They started the adjustment process either from ͉v 2 ͉ ϭ ͉v 1 ͉, which was always seen organized by rows (see Figure 10A ), or from ͉v 2 v 1 ͉, which was always seen organized by columns (see Figure 10B ).
We reanalyzed their data by computing log(v 2 /v 1 ) for the observed transition between perceiving the lattice organized by proximity or by similarity. (Note that we distinguish here-and elsewhere in this article-between bold italic symbols, which represent vectors, and their counterparts in the set of observer responses. Thus, if observers indicate that the dominant organization of a stimulus is along vector v, then we denote this choice with v.) When they reduced the luminance difference between rows (thus reducing grouping by similarity and allowing grouping by proximity to manifest itself), the distance between rows for which observers reported an equilibrium between rows and columns increased. As Figure 11 shows, they produced two equilibrium GOCs.
Whereas Hochberg and Silverstein (1956) had observers adjust distances in split lattices, Hochberg and Hardy (1960) asked observers to adjust luminance differences (for the type of GOC, see Figure 6B ). Sixteen observers adjusted the luminance difference between columns in four 4 ϫ 4 rectangular lattices of dots (see Figure 12 ). After allowing for an error in Hochberg and Hardy's reporting, we reconstructed their data by simulation (see the details in the Appendix) to produce a GOC that is probably close to theirs (see Figure 13 ). Quinlan and Wilton (1998) , in an innovative and elegant experiment, studied the relations between grouping by proximity and two forms of grouping by similarity (by color and by shape). Their stimuli consisted of strips of seven elements; the center element was the target (see Figure 14) . The width of each element subtended 1°; the gap between elements was 0.25°. They manipulated proximity by shifting the left or right set of three elements by 0.5°. They also manipulated color and shape similarity. The observers used a scale with range (Ϫ4, . . . , 4) to rate the degree to which the middle element grouped with the elements on the right or on the left. They were assigned to one of three groups: ( The key to the inference of additivity of grouping principles in this experiment is the effect of two ways to conjoin grouping principles: (a) ⅙-conjoining, in which two grouping principles are conjoined so that they tend to strengthen grouping on the same side. To be compatible with additivity, the strength of ⅙-conjoined principles should be greater than the strength of either principle alone. (b) Ϭ-conjoining, in which two grouping principles are conjoined so that they conflict. To be compatible with additivity, the strength of Ϭ-conjoined principles should be less than the strength of either principle alone.
In our analysis of Quinlan and Wilton's (1998) results (shown in Figure 14) , we used the effect sizes Ᏸ ϭ /(standard error of ) 1 The raw data G. P. Rush left on deposit at the Columbia University Psychology Library were destroyed (V. Sukenik, Psychology Librarian, personal communication). Sperling and Melchner (1978) experiment. The open data points represent joint digit-detection accuracy for the outside and inside digits during sessions in which MJM reported both the inside and outside digits. The area of the circles is proportional to the percentage of attention MJM was told to give to the outside characters. The filled data points represent control sessions in which MJM reported either the inside or the outside digits. The dashed lines represent the means of these sessions. The solid line is the best fitting linear attention operating characteristic.
rather than their mean ratings. We adjusted the Ᏸ values to fall within the [0, 1] interval. Most of their data fall into an impressively regular pattern (see Figure 15 ). For example, in the proximity-color pair (in light red), the Ᏸ-values of the individual factors-Ᏸ(color) ϭ 0.65 and Ᏸ(proximity) ϭ 0.55-fall between the two types of conjoining-Ᏸ(proximity Ϭ color) ϭ 1.0 and Ᏸ (proximity Ϭ color) ϭ 0.0. The same ordering applies to the proximity-shape pair (in light blue). The color-shape pair (in violet) does not conform to this pattern. Table 2 summarizes the inferences one can draw from these data. These inferences allow us to conclude the following: (a) The strength of grouping by proximity conjoined with grouping by color is compatible with their additivity, and (b) grouping by shape behaves anomalously. However suggestive, these data are not definitive with respect to the question of additivity. Had Quinlan and Wilton (1998) used a design in which each type of grouping was a multilevel factor, they might have been able to settle this . Hochberg and Silverstein's (1956) two-point grouping operating characteristics (11 observers); they are of the type shown in Figure  6A . The difference in the observed distance between rows and columns (log[v 2 /v 1 ]) at which the strengths of grouping by proximity and grouping by similarity are equal trades off with similarity (reflectance difference). Left-initially seen as grouped by proximity (͉v 1 ͉ Ͻ Ͻ ͉v 2 ͉); right-initially seen as grouped by similarity (͉v 1 ͉ ϭ ͉v 2 ͉). Error bars indicate 95% confidence intervals.
question. Such a study would be a valuable test of the generality of the theory we present here. Another step toward answering the question of the additivity of grouping principles was taken by Oyama, Simizu, and Tozawa (1999) , who created rectangular dimotif lattices (see Figure 16 ), which they presented to six or seven observers for 3 s. During this time, the observers tilted a joystick to the right when they saw horizontal grouping and pulled it when they saw vertical grouping. The horizontal separation was increased by 15Ј after a horizontal response and decreased by that amount after a vertical response. A double-staircase method determined the ratio of vertical to horizontal distances, ͉v͉/͉h͉, that was in equilibrium with a particular dissimilarity.
We extracted four sets of results from Oyama et al.'s (1999) figures. Our Figure 17 gives four GOCs: The left panel shows the values of ͉v͉/͉h͉ that matched four levels of luminance dissimilarity (none, low, middle, and high), which we rescaled to the [0, 1] range to allow us to compare conditions. The second panel shows the values of ͉v͉/͉h͉ that matched four levels of size dissimilarity (none, low, middle, and high). The third panel shows four levels of scaled color dissimilarity. Finally, the panel on the right shows the values of ͉v͉/͉h͉ that matched different numbers of features by which the rows differed (from none to four).
The research that has come the closest to producing proper GOC maps is that of Claessens and Wagemans (2005) , who ⅙-conjoined two grouping principles using a new type of lattice, the Gabor lattice (see Figure 18 ), in which they replaced dots with Gabor patches or with unoriented Gaussian patches. They used the procedure developed by Kubovy and Wagemans (1995) , who presented a dot lattice for 300 ms and asked the observers to indicate along which of the four directions (a, b, c, or d; defined in Figure  3 ) they saw the lattice organized. We denote these responses with a, b, c, and d. In Figure 19 , we plot their data for rectangular lattices (defined in Figures 3 and 4) only (because of subtleties in the data they obtained for other types of lattice). Following Kubovy et al. (1998) , they plotted the log odds of responding b rather than a, log[p(b)/p(a)], as a function of the distance ratio |b| / |a|. The resulting function is called an attraction function. The attraction functions are, as Kubovy et al. (1998) found, close to linear. (We describe the Kubovy & Wagemans, 1995, experiment , and its analysis by Kubovy et al., 1998, extensively Quinlan and Wilton's (1998) data, arranged in three groups by pairs of grouping principles (the three groups are color coded). Within each group, the heights of the labels reflects their value on the response variable Ᏸ, which represents a normalized measure of the effect size they obtained. (The axis on the left applies to the proximity-color and proximity-shape pairs; the axis on the right applies to the color-shape pair.) X ⅙ Y ϭ the grouping principles X and Y are conjoined so as to strengthen grouping; X Ϭ Y ϭ the grouping principles are conjoined so as to operate in opposition.
For these data, we can go beyond plotting a GOC between distance ratio ͉b͉/͉a͉ and Gabor orientation because we have more than equilibrium data. To see why, note the three horizontal dashed lines in Figure 19 For the first time, we can construct a GOC map. To do so with these data, we must make the questionable assumption that the alignment variable is not discrete with three ordered levels but rather a unidimensional continuum that ranges from b aligned to a aligned. We show the resulting map in Figure 20 , in which the contour labeled "0" is the equilibrium GOC.
This survey leaves little doubt: Pairs of grouping principles trade off against each other. The six studies we reviewed show that GOCs can be obtained. As we pointed out earlier, the first five of these trade-off patterns do not give us enough data to claim that we have measured the strength of either grouping principle because they are equilibrium GOCs. The sixth trade-off pattern is more promising: Because Claessens and Wagemans (2005) obtained nonequilibrium data, we were able (with some good will) to extract a GOC map from their data. We now turn to the proximity-first strategy, which allows us to construct GOC maps, which in turn enable us to measure the strength of the two grouping principles.
The Proximity-First Strategy: A Brief History Oyama (1961) pioneered the proximity-first strategy. He showed that one could measure the strength of grouping by proximity on its own. Using rectangular dots lattices at a fixed orientation (see Figure 21) , he recorded the amount of time observers reported seeing the competing vertical and the horizontal groupings. His data show that the ratio of the time participants saw the vertical organization and the time they saw the horizontal organization is a power function of the ratio of the vertical and horizontal distances (because the logarithms of these ratios are linearly related; see Figure 22 ). Kubovy and Wagemans (1995) followed in Oyama's (1961) footsteps, except for two important differences:
1. They used brief exposure durations to obtain probabilities of initial percepts.
2. They used dot lattices (see Figure 3) , in which (a) the two principal directions of grouping were not always perpendicular and (b) neither principal orientation of the lattice was necessarily vertical or horizontal. As a result, instead of having two alternative responses, they gave their observers four. 
The ⅙-conjoining of color (or shape) with proximity is stronger than color (or shape).
The Ϭ-conjoining of color (or shape) with proximity is weaker than color (or shape).
The Ϭ-conjoining of shape (or color) with the ⅙-conjoining of proximity with color (or shape) is weaker than the ⅙-conjoining of proximity with color (or shape).
The ⅙-conjoining of proximity and shape is not stronger than proximity.
Shape is anomalous: The ⅙-conjoining of color and shape is weaker than color and stronger than shape.
✓
Note. Ᏸ ϭ effect size from Quinlan and Wilton's (1998) data; p ϭ proximity; x ϭ color or shape; s ϭ shape; c ϭ color. a y ϭ color and z ϭ shape, or vice versa.
Their data consist of two predictor variables (͉b͉/͉a͉ and ␥) and four response variables: p(a), p(b), p(c), and p(d). Because p(a) ϩ p(b) ϩ p(c) ϩ p(d) ϭ 1, these probabilities are not independent. To overcome this problem, Kubovy et al. (1998) defined three response variables: p(b)/p(a), p(c)/p(a), and p(d)/p(a). They reported the natural logarithms of these response variables.
Before we proceed, we review some notation we have already used and introduce some notation that is new. We use v to refer to a generic direction in the lattice (other than a), ͉v͉ to refer to the distance between dots along v, and v to refer to observers' responses indicating that the lattice appeared to be organized along the direction v. Thus, the notation ͉v͉/͉a͉ means ͉b͉/͉a͉, ͉c͉/͉a͉, or ͉d͉/͉a͉ for a stimulus, and similarly, p
(v)/p(a) means p(b)/p(a) for some data points, p(c)/p(a) for others, and p(d)/p(a)
for the remaining ones. Figure 23 shows Kubovy and Wagemans's (1995) data as reanalyzed by Kubovy et al. (1998) . The linear function, which accounts for more than 95% of the variance, is called the proximity attraction function. Notice the three different data symbols in the figure: They represent the data for the log odds of choosing, b, c, or d relative to a. Kubovy et al. found 
where s Ͻ 0. This is a quantitative law of proximity attraction. Proximity attraction follows a decaying exponential function of relative interdot distances. This function is a law because it is invariant over lattices of all shapes. Because proximity attraction in these lattices is based solely on interdot distances, we say that it is a pure distance law.
Measuring the Strength of Grouping by Proximity
The pure distance law allows us to measure proximity attraction on a ratio scale. To support this claim, we need to specify the Figure 17 . Four grouping operating characteristics extracted from Oyama, Simizu, and Tozawa's (1999) figures. Luminance: trade-off between distance ratio, ͉v͉/͉h͉, and luminance dissimilarity between rows. Size: trade-off between distance ratio and size dissimilarity between rows. Color: trade-off between distance ratio and scaled color differences. Features: trade-off between distance ratio and number of features by which rows differed. Because we normalized the x-axis, the similarity of slopes is not meaningful. 
meaning of the ratio p(v)/p(a). Denote the set of responses ϭ {a, b, c, d} with generic element . Because
⌺ p() ϭ p(a) ϩ p(b) ϩ p(c) ϩ p(d) ϭ 1, p͑v͒ ϭ p͑v͒ ⑀⌳ p͑͒ .(1)
Dividing numerator and denominator by p(a), and writing (v) ϭ p(v)/p(a), and () ϭ p()/p(a),
which is known as the Shepard-Luce choice rule (Logan, 2004; Luce, 1959 Luce, , 1963 Shepard, 1957) . Equation 2 has the form of a strict-utility model, defined by Roberts (1979 Roberts ( /1984 as follows:
A closed structure of choice probabilities satisfies the strict-utility model just in case there exists a real-valued function on A such that for all v ʦ B ʕ A,
where A is the set of all responses to all lattices, and B are the responses to one lattice.
As Luce (1959) showed, is measured on a ratio scale.
So our dependent variable, p(v)/p(a), is a proximity attraction strength, such that
͑v͒ ϭ e sͩ ͉v͉ ͉a͉ Ϫ1ͪ , where s Ͻ 0.
Using our Equations 1 and 3, Kubovy et al. (1998) predicted the choice probabilities with considerable accuracy. This result implies that the visual system could perform this task using the competitive algorithm diagrammed in Figure 24 . One can think of a dot lattice as consisting of four stimuli competing for emergence into awareness, each of which is a set of dots lying in the same straight line (i.e., they are collinear) oriented as a, b, c, or d, in which the dots are separated by distances ͉a͉, ͉b͉, ͉c͉, or ͉d͉, respectively. In the diagram, we represent them with four boxes labeled ͉a͉,͉b͉, ͉c͉, and ͉d͉. Each of these stimuli elicits a response from an orientation-tuned interpolator, whose function is to detect potential contours in a noisy environment and to generate a smooth perceived curve through a set of points that may lie exactly or approximately on that curve. We assume that these interpolators are most sensitive to collinear dots in a particular orientation; hence, we say that they are orientation tuned. We also assume that there are many such interpolators; in the diagram, we show only those tuned to the orientations of the vectors in the dot lattice (because we assume that the others are quiescent). Each responds to its input by firing at a rate determined by its strength ͉v͉) and a coefficient k. (Note that we have two parallel notations: (v) denotes a proximity attraction strength, and it is inferred from behavior; and (͉v͉)-the is bold here-is a theoretical strength of activation of an interpolator. We use parallel notations because in our model, they play analogous roles but are conceptually different.)
If the model included only the four orientation-tuned interpolators and the visual system chose the strongest organization, we would have a deterministic winner-take-all model (analogous to competitive learning algorithms first proposed by Grossberg, 1972, and von der Malsburg, 1973) . To account for the probabi- Figure 21 . One of the rectangular dot lattices used by Oyama (1961) , with ͉v͉/͉h͉ ϭ 2.0. listic nature of our data, we made our model probabilistic: We divide the four firing rates by their sum (i.e., normalize) to obtain four probabilities. (The role of normalization in such networks was suggested by Grossberg, 1976a.) 
Conjoining Two Grouping Principles
Having modeled grouping by proximity, we can ask what we would expect to find if such grouping were additive with grouping by similarity when they are conjoined. According to Shepard (1987) , the dissimilarity between two objects that differ in H ways is an exponential function of the distance between them in a space of H dimensions:
where the sensitivity parameter s (Ͻ0) captures the steepness of the generalization gradient and d xy is the distance between the objects:
where ͉u xh Ϫ u yh ͉ is the distance between x and y along dimension h H. In the Kubovy et al. (1998) studies, d xy is unidimensional; in our Equation 3, d xy ϭ (͉v͉/͉a͉) Ϫ 1.
The purpose of this article is therefore to determine the metric according to which two conjoined grouping principles combine. If they combine with r ϭ 1, then the metric is called a city-block metric: The two grouping principles combine additively, and they are separable in Garner and Felfoldy's (1970) sense (see also Garner, 1974) .
If r ϭ 1, we can predict the results of the experiment. Consider two dots, p 1 and p 2 , with a relative distance in space of (͉v͉/͉a͉), which differ in lightness by ␦. If proximity attraction and similarity attraction are additive, we can expand Equation 3 to give the attraction ( p 1 , p 2 ) between p 1 and p 2 as follows:
where s dist is a spatial sensitivity parameter and s sim is a dissimilarity sensitivity parameter. This implies that in an experiment like that by Kubovy et al. (1998) , in which we ⅙-conjoined or Ϭ-conjoined grouping by proximity and grouping by similarity, we would observe
Grouping by Proximity and Similarity: Three Experiments
As our review of the literature on grouping shows, none of the experiments that conjoin two or more grouping principles allows us to determine the relation between the principles' conjoined strength and the strength of each principle alone. To obtain such data, we performed three experiments in which we manipulated relative proximity (͉b͉/͉a͉) and relative luminance (␦). We describe these experiments together because they differ little.
Method
Observers. Observers were undergraduates at the University of Virginia, whom we paid $7.50 per session. No observer participated in more than one experiment. The numbers of participants in each of the three experiments were 13, 15, and 6, respectively.
Stimuli. Observers saw rectangular dot lattices shown on a gray circular background (500 pixels in diameter, 9.7°of visual angle, 19 cd/m 2 ), which itself appeared on a black background. The dots (10 pixels in diameter, 0.20°of visual angle) were visible only in the circular gray area of the screen.
There are three ways to distribute two colors in dot lattices; in our experiments, we used two of these, shown in Figure 5 . The dot lattices varied along two dimensions: the ratio ͉b͉/͉a͉ and the contrast difference (␦) between alternate columns. The shortest center-to-center distance between dots, a, was fixed at ͉a͉ ϭ 50 pixels (0.97°visual angle). Luminances, L, are given in terms of the Apple 8-bit RGB (red-green-blue) color system (where RGB ϭ 0 is black and RGB ϭ 255 is white, with 254 levels in between). Dots in even columns had RGB ϭ 172 (24 cd/m 2 ). If we create dimotif lattices in which some dots have contrast r 1 and others have contrast r 2 , there is a dot-contrast difference, ␦ ϭ r 2 Ϫ r 1 . For the purposes of these experiments, we consider these contrast differences to form an interval scale: ␦ ⑀ {0, 1, 2, 3, 4}. On each trial, (the orientation of the lattice; see Figure 3 ) was random.
In Experiments 1 and 2, dots were homogeneous along b (see Figure 9 for the meaning of homogeneity and heterogeneity), which Ϭ-conjoins (creates a competition between) similarity and proximity. In Experiment 3, we had two conditions: (a) dots homogeneous along b (Ϭ-conjoined) and (b) dots homogeneous along a (⅙-conjoined), where similarity and proximity worked in concert. We summarize the experimental designs in Table 3 . In Experiments 1 and 2, we coupled low levels of ␦ with small ͉b͉/͉a͉ ratios and high levels of ␦ with large ͉b͉/͉a͉ ratios. In Experiment 3, we crossed ␦ with ͉b͉/͉a͉.
Procedure. Observers sat in a dark room approximately 0.6 m from the monitor. Each trial (Figure 25 gives the duration of each phase of a trial) started with a fixation cross followed by a dot lattice. The lattice was followed by dynamic mask (three random dot patterns containing the same number and types of dots as the stimulus), which was followed by a response screen consisting of four response icons-gray circles traversed by a white line to form one of four plausible organizations of the lattice. The observers' task was to report the dominant orientation along which the dots were grouped. After the observer clicked on one of the response icons, the screen went black until the next trial began. At the beginning of each session, participants did 20 preliminary trials.
Results
The raw data consisted of the number of times each observer responded a or b for each combination of ͉b͉/͉a͉ and ␦. For each condition, we transformed the response frequencies #a and #b to log odds:
, where we added 1/6 to the numerator and denominator to avoid zeroes and infinities, following a recommendation of Mosteller and Tukey (1977, pp. 112-114) . We disregarded the relatively rare c and d responses.
For each experiment, we modeled the response variable, log[p(b)/p(a)], using mixed linear models in which our manipulated variables (͉b͉/͉a͉ and ␦) were fixed effects within participants (using the lme4 package for model fitting and the gmodels package for obtaining confidence intervals in the R statistical environment; Bates & Sarkar, 2007; Ihaka & Gentleman, 1996; Warnes, 2007) . The most parsimonious model in each analysis was the model with the lowest Akaike information criterion (Gelman & Hill, 2007, pp. 525-527; Wagenmakers & Farrell, 2004) . We obtained confidence intervals by a 10 4 -step Markov chain Monte Carlo (Gelman & Hill, 2007, pp. 408 -409) .
We summarize the model for each of the three experiments in two columns (see Table 4 with respect to which the effects are defined-the effect size refers to the estimate's difference from 0), and each successive line gives the amount one should add or subtract from this intercept to obtain an estimate of the effect (the effect size refers to the estimate's difference from the intercept). We also summarize the models in Figures 26 , 27, and 28 (in which the error bars span a 68% confidence interval Ϸ Ϯ 1SE).
The two important findings of these analyses are that (a) all the attraction functions were more parsimoniously fit by linear functions than by nonlinear ones and (b) the data were most parsimoniously fit by an additive model of the effects of the two grouping principles (i.e., there was no evidence of an interaction between them).
The estimates of the slopes of the attraction functions for the three experiments are Ϫ4.95 (SE ϭ 1.03), Ϫ5.04 (SE ϭ 1.09), and Ϫ4.59 (SE ϭ 1.80), respectively. Given the size of the corresponding standard errors, these estimates are not accurate enough to be declared different.
To assess the applicability of these models to individual participants, we summarize the participant-by-participant distribution of the adjusted coefficient of determination, R 2 adj (which is R 2 deflated by taking degrees of freedom into account) in Table 5 . Although the participant-by-participant fit is by no means always high, the median R ] as a function of ͉b͉/͉a͉ and ␦. ␦ ϭ the magnitude of difference between the contrasts of the two dots in the dimotif dot lattices. When ␦ Ͼ 0, grouping by similarity and proximity worked in concert (they were ⅙-conjoined); when ␦ Ͻ 0, the types of grouping were in competition (they were Ϭ-conjoined); when ␦ ϭ 0, the dots were of uniform contrast (i.e., only grouping by proximity was possible).
Discussion
The experiments replicated those of Kubovy et al. (1998) : The attraction functions were linear. This allows us to ask how the conjoined strength of similarity and proximity relates to the strength of each individual principle. The answer is that they are additive when the dependent variable is logarithmic:
where s dist Ͻ 0, and s sim Ͼ 0 (as long as ␦ Ͼ 0 if b is homogeneous and ␦ Ͻ 0 if a is homogeneous). In terms of response odds, Figure 32 shows a model consistent with these results. Built on our model for proximity attraction (see Figure 24) , it provides an account of how a visual system might additively Figure 29 . The data in Figure 26 represented as a grouping operating characteristics map. ␦ ϭ the magnitude of the difference between the contrasts of the two dots in the dimotif dot lattices. When ␦ Ͼ 0, grouping by similarity and proximity work in concert (⅙-conjoined); when ␦ Ͻ 0, the types of grouping are in competition (they are Ϭ-conjoined); when ␦ ϭ 0, the dots are uniform in contrast (i.e., only grouping by proximity is possible). combine the strengths of grouping by proximity and grouping by similarity when they are conjoined. It assumes two types of mechanisms: orientation-tuned interpolators, which appeared in our model for proximity attraction, and dissimilarity attenuators. As we did earlier, we consider a dot lattice to be four stimuli whose collinear sets of dots are represented by the four boxes labeled ͉a͉, ͉b͉, ͉c͉, and ͉d͉. Each interpolator responds to its input by firing at a rate k(v). However, if adjacent dots differ by ␦, a dissimilarity attenuator multiplies the firing rate by factor (␦) Յ 1.0. Thus, as ␦ increases, (␦) decreases. If b is uniform and the dots comprising the other vectors are heterogeneous, (␦) ϭ (0) ϭ 1.0 for b, but (␦) Ͻ 1.0 for a, c, and d because ␦ Ͼ 0. In Figure 32 , we outline in red the attenuator that corresponds to the uniform vector b. The result is a slightly more complex probabilistic winner-takes-somebut-not-all model. We have laid out our model of similarity attraction as if we knew that (a) the two grouping principles are served by different neural modules and (b) the effects of dissimilarity operate in parallel with the effects of interdot distance on the output of the orientation-tuned interpolators. The first assumption is not inconsistent with current imaging evidence (Han, 2004; Han, Jiang, Mao, Humphreys, & Gu, 2005) . We know of no support for the second assumption, and indeed, we are not committed to it. (We do not accept Han's, 2004 , claim that grouping by proximity produces shorter latency event-related potentials than does grouping by similarity because he did not insure that the two grouping strengths were equated.) For the time being, the parallel operation of the two mechanisms in Figure 32 should be treated as a mere graphic convenience.
Two questions remain:
What do we know about (␦)? It would have been nice to have found that the effect of ␦ is invariant. However, the effect of ␦ varied by a factor of 2.5 (as can be seen in Table 4) , even though the range of ␦ was the same in the three experiments (although in Experiment 3, it was either applied to a or b). From Figures 29 -31 , which we plotted on the same scale, it is obvious that they are not:
Are the GOC maps invariant?
The slopes are 1.10, 1.02, and 1.97 units of ␦ per 10% change of ͉b͉/͉a͉. We do not know if these differences are significant because their accuracy depends on the accuracy of our estimates of the slopes of the attraction functions, which, as we saw earlier, are not accurate enough to be declared different.
These experiments differed in three ways: (a) the participants, (b) the context provided by the different ranges of values of ͉b͉/͉a͉, and (c) whether similarity ever favored grouping along a (as it did in Experiment 3). Only further exploration of the role played by these factors will allow us to quantify the effect of dissimilarity Figure 27 represented as a grouping operating characteristics map. ␦ ϭ the magnitude of the difference between the contrasts of the two dots in the dimotif dot lattices. When ␦ Ͼ 0, grouping by similarity and proximity work in concert (⅙-conjoined); when ␦ Ͻ 0, the types of grouping are in competition (they are Ϭ-conjoined); when ␦ ϭ 0, the dots are uniform in contrast (i.e., only grouping by proximity is possible).
and its trade-off with proximity beyond what we now know, namely, that their conjoint strengths are additive.
General Discussion

Additivity
What then happens when grouping by proximity and grouping by similarity are conjoined? Their conjoint effect is the sum of their individual effects. When the output of a system is the sum of its inputs, the system is linear. There are two ways to think about our result: (a) that we have undermined the widely held assumption (e.g., Kruse & Stadler, 1990 Medawar & Shelley, 1980; Read, Vanman, & Miller, 1997) that no gestalt phenomenon, indeed, no emergent property (e.g., Bar-Yam, 1997), can be accounted for by a linear system, or (b) that the additivity of gestalt principles demonstrated here shows that a whole whose parts are gestalts need not itself be a gestalt with respect to those parts. Because the latter is the more conservative view, it is the one toward which we lean.
Our results are consistent with an optimal Bayesian model for contour grouping. Elder and his colleagues (Elder, 2002; Elder & Goldberg, 2002) investigated the statistical utility of proximity, good continuation, and luminance similarity for natural images. They had observers trace contours in natural grayscale images, from which they extracted sequences of discrete tangent elements. From the relations between pairs of these tangents, they then estimated the likelihood distributions required to construct an optimal Bayesian model for contour grouping. They found that grouping by proximity and grouping by luminance similarity are approximately uncorrelated, suggesting a simple factorial model for statistical inference. This result could explain why the visual system manifests the additivity of proximity and similarity we have found.
The sort of decomposability we report here is not inevitable. Indeed, apparent motion-a prototypical gestalt concern (Wertheimer, 1912)-is not analogously decomposable (Gepshtein & Kubovy, 2000) . It is natural to think that vision takes a series of snapshots of dynamic scenes; motion perception ensues when the snapshots are different. This metaphor suggests two questions: (a) How does the visual system form objects from elements within each snapshot? This is the spatial grouping problem, which we have addressed in this article. (b) When the snapshots are different, how does the visual system know which element in one snapshot goes with each element in the next? This is the temporal grouping problem. Some researchers have held that spatial grouping occurs independently of-and feeds into-temporal grouping, thus making spatiotemporal grouping decomposable. Using spatiotemporal dot lattices, Gepshtein and Kubovy (2000) independently manipulated the strength of spatial and temporal groupings and showed Figure 31 . The data in Figure 28 represented as a grouping operating characteristics map. ␦ ϭ the magnitude of the difference between the contrasts of the two dots in the dimotif dot lattices. When ␦ Ͼ 0, grouping by similarity and proximity worked in concert (they were ⅙-conjoined); when ␦ Ͻ 0, the types of grouping were in competition (they were Ϭ-conjoined); when ␦ ϭ 0, the dots were of uniform contrast (i.e., only grouping by proximity was possible).
that the temporal configuration of stimuli could affect spatial grouping, thus refuting decomposability.
Why Probabilistic Models of Grouping?
Our probabilistic model of grouping ensures that the visual system will not settle on the strongest percept to the exclusion of others. In this sense, our model has some affinity with neural networks that exhibit "conscience": If a processing element in a competitive learning network wins too often, it "feels guilty" and prevents itself from winning excessively (a mechanism first proposed by Grossberg, 1976a Grossberg, , 1976b , and later developed by Rumelhart & Zipser, 1985 /1986 DeSieno, 1988; and Ahalt, Krishnamurthy, Chen, & Melton, 1990 ).
More generally, randomness is often considered an adaptive feature of sensory systems (Carpenter, 1999; Leopold & Logothetis, 1999) . For example, Gepshtein and Kubovy (2005) found that perceptual multistability can be described by a probabilistic model in which perception depends on an orientation-tuned intrinsic bias that slowly (and stochastically) changes its orientation tuning over time. To explain why such a mechanism might be adaptive, they argued as follows: When animals and humans are given the choice between two alternatives, one of which is rewarded more often than the other, they choose each alternative roughly in proportion to the likelihood of reward (this is probability matching or probability learning; e.g., Estes & John, 1958; Gallistel, 1993, pp. 351-383) . Although this Figure 32 . Model of proximity and similarity attraction for a dimotif dot lattice, the structure of which is shown in Figure 3 , with k ϭ 150, s dist ϭ Ϫ1.9, and (␦) ϭ 0.7 (Equation 4), where b is homogeneous and a is heterogeneous (see Figure 5B) . Compare with the model in Figure 24 . strategy does not maximize payoff, it is suboptimal only in a world in which probabilities are stable; if the most generous source is likely to be exhausted, then the maximization strategy may fail in the long run. A parallel argument would explain why it would be adaptive for perceptual systems to see beyond the dominant interpretation. Indeed, probability matching occurs in visual behavior (Kowler & Anton, 1987; Triesch, Ballard, & Jacobs, 2002) .
Implications for the Boolean Map Theory of Visual Attention
Our results suggest that some aspects of Boolean map theory of visual attention may need to be reexamined. In this article, we have not questioned the assumption that if grouping by proximity prevailed in Figure 33 , we would see a nine-stripe organization along a, whereas if grouping by similarity prevailed, we would see a 10-stripe organization parallel to b. However, according to Huang and Pashler, when grouping by similarity prevails, one can select either strips of circles or strips of squares, and an attempt to select both will force grouping by proximity (Huang and Pashler, 2007, p. 626) .
In our experiments, we used brief presentations to minimize the involvement of attention, and we rotated our lattices randomly from trial to trial to minimize the effects of expectation. Thus, even if were right, their predictions would hold only for much longer exposures. But even if one displayed a lattice such as the one in Figure 33 indefinitely, the strength of grouping by similarity would depend on the similarity between the two motifs. For example, if we had rounded the corners of the squares in Figure 33 , grouping by similarity would have been reduced, thus demonstrating that grouping by similarity does not merely involve the selection of single features to segregate. This is why our theory does not countenance the possibility that grouping by similarity is affected by one shape feature at a time. It assumes that grouping by similarity involves a comparison of features.
A reconciliation is possible, however, if one distinguishes between grouping and object formation. According to Kubovy and Van Valkenburg (2001) , grouping produces putative objects, whereas attention selects some of them to undergo figure-ground segregation, which is the essence of object formation. Thus, perhaps theory is actually a theory of postgrouping object formation, a view that is not contradicted by any of their or Huang, Treisman, and Pashler's (2007) empirical findings.
Final Thoughts
Several issues remain open: (a) Is the separability of grouping by proximity and grouping by similarity true of other pairs of grouping principles? This question is particularly interesting in the light of two kinds of evidence: (a) neurophysiological evidence (Gerlach, Marstrand, Habekost, & Gade, 2005 ) that grouping by shape similarity may be impaired, whereas grouping by color and proximity are spared, and (b) the anomalous behavior of grouping by shape similarity in the experiment of Quinlan and Wilton (1998) , which we discussed earlier in our review of the trade-off strategy. Does our model hold for irregular patterns? van den Berg (2006) has explored this issue, with complex results that are beyond the scope of this article.
We have shown that the questions raised by Gestalt psychologists are tractable and meaningful, contrary to the criticism by Marr's (1982) characterization quoted at the beginning of this article. They are tractable because we have the experimental tools to study them; they are meaningful because we have shown that gestalts can be decomposed and their combination can be described using simple neural mechanisms.
