Abstract−A class of combinatorial structures, called absorbing sets, strongly influences the performance of low-density paritycheck (LDPC) decoders. In particular, the quantization scheme strongly affects which absorbing sets dominate in the error-floor region. Absorbing sets may be characterized as weak or strong. They are a characteristic of the parity check matrix of a code. Conventional quantization schemes applied to a (2209,1978) array-based LDPC code can induce low-weight weak absorbing sets and, as a result, elevate the error floor. Adaptive quantization schemes alleviate the effects of weak absorbing sets, and, as a result, only the strong ones dominate the error floor of an optimized decoder implementation. Another benefit of an adaptive quantization scheme is that it performs well even in very few iterations.
I. INTRODUCTION
Low-density parity-check (LDPC) codes have been demonstrated to perform very close to the Shannon limit when decoded iteratively [1] . Sometimes, excellent performance is only observed up until a moderate bit error rate (BER), because at lower BER, the waterfall curve changes slope leading to a so-called error floor [2] . Such error floors are a major factor in limiting the employment of LDPC codes in highthroughput applications.
In previous work [3] , we have developed an FPGA-based emulation system to investigate the causes of error floors. We showed that error floor behavior is strongly connected to the quantization. A high-precision decoder implementation lowers the error floor to a level that is dominated by non-codeword absorbing sets. Absorbing sets are intrinsic to the parity check matrix of the code. More absorbing sets emerge in a lowprecision implementation.
This paper presents an analysis of quantization effects on the performance of LDPC codes. Compared to some related work [4] - [6] , our study is performed under the constraints of limited wordlength and limited number of decoding iterations, and focuses on the composition of dominant absorbing sets in the error floor region. In this process, we classify the absorbing sets in terms of their absorbing strength. Most importantly, we propose improved quantization techniques that alleviate the effects due to weak absorbing sets.
In Section II, we provide background on the array-based LDPC code, a precise definition of absorbing sets, and the sum-product message-passing decoding algorithm. We then investigate the quantization effects through a series of experiments using the (2209,1978) array code. The results are presented in Section III. We develop methods to improve upon standard quantization approaches, thereby reducing the effects of weak absorbing sets and lowering the error floor. In Section IV, we study the effect of finite number of decoding iterations on the error floor performance. Section V concludes the paper and considers directions for future work.
II. BACKGROUND

A. Array-based LDPC Code
Array-based LDPC codes [7] are regular LDPC codes parameterized by a pair of integers (p, γ), where γ ≤ p, p is an odd prime. The H matrix (H p,γ ) is given by 
where σ denotes a p µ p permutation matrix of the form
Array codes have been demonstrated to have very good performance [7] . The structure of an array code makes it suitable for efficient encoder and decoder implementations [8] , [9] . The investigations covered in this paper are based on a (2209,1978) array code with p = 47 and γ = 5.
B. Definition of an Absorbing Set and Connectivity of a Variable Node in Absorbing Sets
Let G = (V, F, E) be a bipartite graph with the vertex set V » F, where V and F are disjoint, and with the edge set E, such that there exists an edge e(i, j) oe E iff i oe V and j oe F. One can associate a bipartite graph G H = G H (V, F, E) with a parity check matrix H, such that the set V corresponds to the columns of H, the set F corresponds to the rows of H, and E = {e(i, j) | H(j, i) = 1}. Such a graph G H is commonly referred to as the Tanner graph of the parity check matrix H [10] , [11] . For a subset D of V, let (D) (resp. (D)) be the set of neighboring vertices of D in F with even (resp. odd) degree with respect to D. Given an integer pair (a, b), an (a, b) absorbing set is a subset A of V of size a, with (A) of size b, and with the property that each element of A has strictly fewer neighbors in (A) than in F \ (A) [12] .
An example of an (a, b) absorbing set with a = 4, b = 8 is given in Fig. 1 , where full circles constitute the set A, full squares constitute the set (A), empty squares constitute the set (D), E(A, (A)) is given by solid lines, and E(A, (A)) is given by dashed lines. Observe that each element in A has more even-degree than odd-degree neighbors.
We introduce the notation p:q to describe the connectivity of a variable (bit) node in an absorbing set with p connections to satisfied check nodes and q connections to unsatisfied check nodes. In the (4, 8) absorbing set shown in Fig. 1 , each variable node has a 3:2 connection. A bit remains incorrect in the absorbing state because it receives more incorrect messages from the satisfied checks than correct messages from the unsatisfied checks [3] . In a regular LDPC code with column weight γ, γ is p + q. A variable node in an absorbing set can have a connectivity of some type (γ -q):q, with q ¥ 0 and q < γ/2.
C. The Sum-Product Message-Passing Decoding Algorithm
Low-density parity-check codes are usually iteratively decoded using the sum-product algorithm. The algorithm can be visualized using a Tanner graph, where soft messages are exchanged between variable nodes and check nodes and convergence can usually be achieved within a small number of iterations. In the first step of the algorithm, variable nodes x i are initialized with the prior log-likelihood ratios defined in (3) using the channel outputs y i : Figure 2 . A message-passing decoder.
The formulation of (3) assumes a BPSK modulation and an additive white Gaussian noise (AWGN) channel. The variable nodes send messages to the check nodes following the edges defined by the Tanner graph. The variableto-check messages are summed at each check node and the marginalized sum is returned to the corresponding variable node. Each variable node then updates its decision based on the prior and the information received from all the neighboring check nodes. The marginalized sum is used as the variable-tocheck message in the next iteration. An illustration of the iterative decoding procedure is shown in Fig. 2 . The figure is simplified in the representation of the posterior LLR, as only the marginalized L ps can be used as the variable-to-check message for the next decoding iteration.
Variable-to-check and check-to-variable messages are calculated using equations (4), (5) 
The iterative decoding algorithm is allowed to run until all the parity-check equations are satisfied or when an upper limit on the iteration number is reached, whichever occurs earlier.
After this a hard decision is performed based on the posterior LLR (7) - (9).
D. Quantization Procedures
Practical high data throughput implementations of the iterative decoding algorithm only approximate the ideal operation of the decoder. Such approximations are inevitable for two reasons: (a) wordlength is necessarily limited, which causes saturation and quantization effects, thereby making it difficult to accurately represent messages and carry out arithmetic operations; and (b) the number of iterations is limited, so that the effectiveness of iterative decoding cannot be fully realized. The imperfections are illustrated by considering a pass through the decoding loop shown in Fig. 2 . The channel output is saturated and quantized before it is saved as the prior log-likelihood ratio, L pr . During the first phase of message passing, variable-to-check messages pass through the Φ transformation defined in (6), then the summation (which includes marginalization), and finally the Φ -1 transformation. The Φ function is its own inverse, so the two transformations are identical. We refer to them as Φ 1 and Φ 2 . The Φ function is approximated by discretization. The input and output of the function are saturated and quantized, thus the characteristics of this function cannot be fully captured especially in the regions approaching infinity and zero.
In the second phase of message passing, check-to-variable messages are combined with the prior to produce the posterior probability, L , is the saturated and quantized channel output; the extrinsic message, L ext , is the sum of check-to-variable messages, which originate from the saturated and quantized outputs of the Φ 2 function. There is additional error propagation that is lumped to L ext . The inaccurate L ps causes a decoder to perform worse than theoretically possible. This deficiency is usually manifested as a loss in performance in the cliff region and/or a rise of the error floor.
The saturation and quantization effects are related to the fixed-point number format that is used in the processing and storage of data. We use the notation m.f to represent a signed fixed-point number with m bits to the left of the radix point to represent integer values and f bits to the right of the radix point to represent fractional values. Such a fixed-point representation translates to a quantization step size (or precision) of 2 -f (in a uniform quantization) with a maximum value of 2 m-1 -2 -f and a minimum value of -2 m-1 . Note that there is an asymmetry between the maximum value and the minimum value because 0 is represented with a positive sign in this number format. Values above the maximum or minimum are saturated (i.e., clipped). The wordlength of this fixed-point number is m + f. As an example, a 4.2 signed fixed-point uniform quantization translates to a quantization step size of 0.25, with a maximum of 7.75 and a minimum of -8.
III. FINITE WORDLENGTH EFFECTS
The wordlength of the decoder design is limited to 6 bits in all the experiments. A maximum of 200 decoding iterations is performed to isolate the quantization effect from the iteration number effect. We begin by using a 4.2 fixed-point uniform quantization scheme on the prior, the variable-to-check and check-to-variable messages [13] , as well as the input and output of the Φ function. The performance of this implementation is shown in Fig. 3 .
Based on our emulation results, the failures in the error floor region are entirely due to absorbing sets. We take 58 error samples at 6.1 dB and 6.3 dB of SNR in the error floor region. A partial list of absorbing sets is shown in Table I . The structure of the dominant (4, 8) absorbing set is illustrated in Fig. 1 . The other structures are not drawn for the lack of space. Among the other absorbing sets listed in Table I , the (6, 8) , (8, 6) , and (8, 8) structures have the least number of variable nodes with 3:2 connections.
A. Strength of Extrinsic Messages
Extrinsic messages are the outputs of the Φ 2 function. Moving the saturation level of the Φ 2 function (i.e., Φ 2 (0)) adjusts the strength of the (most confident) extrinsic messages, thus affecting the decoder performance. Fig. 4 shows that stronger extrinsic messages lower the error floor (note that the error floor performance ceases to improve as the strength of extrinsic messages reaches a certain level) but worsen the performance in the cliff region. This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the ICC 2007 proceedings.
This observation can be intuitively explained as strong extrinsic messages permitting the correct bits to exert strong influences on the incorrect bits (favorable influences) and the incorrect bits to exert strong influences on the correct bits (adverse influences). The SNR level determines whether the favorable influences overpower the adverse influences or the opposite. In a low-SNR cliff region, more bits are received incorrectly. A large number of strong adverse influences tend to encourage excessive error propagation, which stalls the convergence. At a high SNR level, very few bits are received incorrectly. Strong extrinsic messages allow the favorable influences to significantly outnumber and overpower the adverse influences (and the incorrect priors), which makes it more difficult to get trapped by an absorbing set.
The above describes the average behavior of a messagepassing decoder. An absorbing set is a special configuration at the high SNR level where seemingly satisfied checks gather enough adverse influences that outnumber the favorable influences, therefore we conjecture that strengthening extrinsic messages uniformly is not likely to change an absorbing configuration. We verify this conjecture by strengthening the extrinsic messages and observe the failure cases in the error floor region. Partial lists of the absorbing sets are shown in Table II . We observe that the (4,8) absorbing set remains the dominant cause of error floors when the extrinsic messages are strengthened.
B. Differentiation among Extrinsic Messages
At a high SNR level or when the decoder starts to converge, the variable-to-check messages usually grow larger. We observe that the decoder is essentially operating on the lower right corner of the Φ 1 curve and subsequently on the upper left corner of the Φ 2 curve. We refer to these corners as the operating regions of the Φ 1 and Φ 2 functions. Differentiating extrinsic messages requires more output levels of the Φ 2 function in its operating region, which also necessitates more precise inputs to the Φ 2 function. The requirements can be both satisfied if the quantization scheme is designed more intelligently by dividing the decoder into two quantization domains illustrated in Fig. 5 . For instance, Domain A uses a 4.2 fixed-point uniform quantization while Domain B could use a more precise 1.5 fixed-point uniform quantization. The 6-bit wordlength is preserved to maintain the decoder complexity. The functions Φ 1 and Φ 2 separate the two domains. The input to Φ 1 is in a 4.2 quantization and the output of Φ 1 is in a 1.5 quantization. The Φ 2 function assumes the opposite quantization assignment. 6 shows that the 4.2/1.5 adaptive quantization outperforms the 4.2 quantization in both the cliff and the error floor regions. The performance advantage of the 4.2/1.5 adaptive quantization is attributed to more levels in the operating region of the Φ 2 function, which enable a more accurate representation of the extrinsic messages. Intuitively, more accurate extrinsic messages reduce the excessive error propagation from numerous incorrect bits at a low SNR, thus the performance in the cliff region is improved. It is also possible to precisely differentiate extrinsic messages with more quantization levels, so that the favorable influences could potentially obtain a stronger representation than the adverse influences, and the absorbing-set errors become less likely.
The above explanation is verified by the failures in the error floor region. The partial list of absorbing sets is shown in Table III.(a). The (4, 8) absorbing sets observed in the 4.2 quantization are almost completely removed using the adaptive quantization approach. The error floor is now dominated by (6, 8) and (8, 6 ) absorbing sets. These absorbing sets are illustrated in Fig. 7 using the same notations as in Fig. 1 . The (8,6) absorbing set consists of 4:1 and 5:0 variable node configurations. The 5:0 configuration is the strongest absorbing scenario in which all the extrinsic messages agree to the wrong decision. The 4:1 configuration is also a strong absorbing scenario where 4 incorrect messages considerably overpower the single correct message. Therefore, the (8,6) absorbing set can be considered a strong absorbing set.
The (6, 8) absorbing set consists of 4:1 and 3:2 variable node configurations. Because of the weaker 3:2 configurations, the (6, 8) absorbing set is considered weaker than the (8,6) absorbing set. In fact, we can apply stronger extrinsic messages as in Section III.A by raising the saturation level of the Φ 2 function such that it becomes more difficult to enter the (6,8) absorbing state. Table III .(b) shows that the importance of (6, 8) absorbing set is lowered, thereby leaving the (8,6) absorbing set as the only dominant cause of error floors.
Note that strong absorbing sets are defined relative to weak absorbing sets. In poor decoder implementations, the performance can be dominated by weak and often low-weight absorbing sets, which lead to a higher error floor. The quantization can be improved such that the effects of weak absorbing sets are alleviated. The error floor performance is eventually dominated by strong absorbing sets.
C. Representation of Channel Likelihoods
In an AWGN channel, the prior log-likelihood ratio, i.e., the input to the decoder, is given by L pr (x i ) = 2y i /s 2 , where y i is the channel output and s 2 is the noise variance. At a SNR level in the range of interest, 5 dB for instance, the input L pr (x i ) ~ N (≤11.33, 22.65) . A 4.2 quantization scheme is not sufficient to capture the distribution of the input. Moreover, it clips correct priors and incorrect priors disproportionately. Simple calculations show that the 4.2 quantization scheme clips approximately 76% of the correct priors; in contrast, it only clips 0.071% of the incorrect priors.
An adaptive quantization approach provides more flexibility in choosing the most suitable quantization in each domain. A 6.0 uniform quantization can be selected to replace the 4.2 quantization in Domain A. The 6.0 quantization accepts a higher dynamic range, which permits the correct priors to assume a stronger representation without being clipped excessively. Variable nodes backed by stronger correct priors cannot be easily pulled into an absorbing configuration, thus the likelihood of absorbing-set errors is reduced. The performance of the 6.0/1.5 adaptive quantization design is shown in Fig. 8 . The error floor performance improves over the 4.2/1.5 adaptive quantization. The adaptive quantization approach can be fine-tuned by adjusting the saturation level for extrinsic messages as in Section III.A. Fig. 9 shows that there exists an optimal saturation level for extrinsic messages at each SNR region. At a low SNR, a lower saturation level results in a better performance in the cliff region. As the SNR increases towards the error floor range, a higher saturation level improves the error floor performance. An adaptive saturation level for extrinsic messages brings the optimal performance at each SNR level.
D. Applicability of the Results
The concept of strong and weak absorbing sets applies to other LDPC code constructions. We observe that moving the saturation level for extrinsic messages shifts the performance curve of a (2048,1723) RS-LDPC code [14] in the cliff region. An adaptive quantization approach further reduces the implementation loss in the cliff region. We also observe that in a (2048,1765) RS-LDPC code, some conventional quantization schemes could result in weak absorbing sets dominating the error floor performance. The quantization approach can be improved to alleviate the effects of weak absorbing sets and lower the error floor.
IV. LIMITED NUMBER OF DECODING ITERATIONS
The number of decoding iterations is usually very limited in practice, as it determines the latency and throughput of the system. As an example, in the IEEE 802.3an 10GBASE-T standard which supports 10 Gb/s Ethernet over twisted-pair cabling, the maximum number of iterations for the LDPC decoder is limited to around 6 to 8 [15] . In the following investigation, we choose the maximum number of decoding iterations to be 10, because the results would be relevant in some practical applications. Fig. 10 shows the change in performance as the upper limit on the iteration number is reduced from 200 to 10 using a 4.2 uniform quantized decoder. Observe that a good performance in the cliff region can be achieved with as few as 10 iterations. The loss in performance in the cliff region is due to an insufficient number of iterations for the decoding to converge. The 10-iteration waterfall eventually "lands" on the 200-iteration error floor, so that the two error floors almost overlap. Analysis of the failures in this region confirms that the (4,8) absorbing set, the dominant cause of error floors in the 200-iteration decoder, causes the 10-iteration decoder to fail. This result suggests that the absorbing behavior usually happens very quickly and the absorbing structure emerges in full strength within 10 decoding iterations. Non-convergent errors, however, become less significant in a high SNR region.
The quantization effects observed previously are still applicable in a 10-iteration decoder. Strengthening extrinsic messages slows down the convergence. Fig. 11 confirms that the performance loss in the cliff region is widened with a higher saturation level for the extrinsic messages. As the strength of extrinsic messages is increased further, an oscillation behavior can occur [3] and it usually cannot be resolved within a small number of iterations, leading to a higher error floor.
The adaptive quantization approach improves the error floor performance even within 10 iterations. In particular, observe in Fig. 12 that the 6.0/1.5 adaptive quantization performs better in the error floor region than the 4.2 or the 4.2/1.5 quantization. This behavior can be understood as the excessive input clipping (using the 4.2 input quantization) of correct priors weakening the stabilities of the bits that are received correctly. These bits become less immune to adverse influences, thus the convergence is slowed down and absorbing-set errors become more likely.
V. CONCLUSIONS AND FUTURE WORK
Limited wordlength and limited number of iterations are the fundamental constraints in any practical implementation of the iterative decoding algorithm. Quantization schemes under the limited wordlength constraint can be suboptimal, thus allowing weak absorbing sets of relatively small size to dominate, thereby leading to a higher error floor. In this work, we showed that an adaptive quantization approach improves the fidelity of extrinsic messages and channel likelihoods. It mitigates the effects of weak absorbing sets and lowers the error floor. Moreover, we established that adaptive saturation level for the extrinsic messages can be combined with the adaptive quantization approach to achieve the optimal performance in both the cliff and the error floor regions.
We also showed that a good performance can be achieved even with very few decoding iterations. Results based on 10 decoding iterations demonstrate that the loss due to nonconvergent errors is small and the error floor performance does not significantly improve after the first 10 iterations. The performance is still strongly influenced by the quantization. Reducing the saturation level of extrinsic messages narrows the loss due to non-convergent errors and the adaptive quantization approach improves the error floor performance substantially.
In this work, we isolated weak absorbing sets from strong absorbing sets and we showed that quantization has a significant effect on the composition of absorbing sets in the error floor region. In future work, we intend to enumerate the possible absorbing sets and evaluate their influences, as it would allow us to predict of the location and the slope of the error floors. We also intend to explore the complexity dimension by investigating the error floor performance using the min-sum or a modified min-sum decoding algorithm. Figure 12 . Quantization effect on the decoder performance using only 10 decoding iterations.
