In a recent paper we considered the numerical solution of the controlled Duffing oscillator: minimize f t/ 2 (r)dr,
Introduction
Highly accurate solutions are needed to resolve the optimal-control vector in the numerical solution of optimal-control problems involving nonlinear dynamical systems. However, serious analytical and numerical difficulties, such as the accumulation of roundoff truncation errors, need to be overcome before optimal-control approaches will find widespread practical implementation, especially for nonlinear optimal-control problems. In recent times there has been much interest in the use of spectral methods for the solution of nonlinear physical and engineering problems. The main thrust of spectral methods has been inhibited due to their lack of application to controlled nonlinear dynamical systems. The controlled nonlinear Duffing oscillator, which is known to describe many important oscillating phenomena in some nonlinear physical and engineering systems [9, 12, 18] , f I/ 2 (T)dr (1.1)
J-T subject to
X(r) + W 2 X(T) + eX(r) = £/(r) (-7=£T«0), (1.2) where T is known, with X(-T)=x 0 , *(0) = 0, (1.3) has received considerable attention during the past decade.
In the classical development, it is well known that the variational method of optimal-control theory, which typically consists of the calculus of variations and Pontryagin's methods [14] , can be used to derive a set of necessary conditions that must be satisfied by an optimal-control law and its associated state-control equations. These necessary optimality conditions lead to a (generally nonlinear) two-point boundary-value problem (2PBVP) that must be solved to determine an explicit expression for the optimal control. Except in some special cases, the solution of this 2PBVP is difficult, and in some cases it is not practical to obtain it. In general, the solution of these distinct problems requires different numerical methods which will increase the computational time and effort.
A pseudospectral collocation method for solving the nonlinear controlled Duffing oscillator is presented in [17] . This approach is based on the idea of relating Legendre-Gauss-Lobatto collocation points to the structure of orthogonal polynomials. Although the method proposed in [17] gives very accurate results, no explicit formulas are known for Legendre-Gauss-Lobatto collocation points and so they are computed numerically.
The purpose of this paper is to present an alternative computational method for solving the controlled Duffing oscillator. This approach draws upon the power of well-developed nonlinear programming techniques and computer codes (see, for example, [2, 13, 15, 16] ) to determine the optimal solutions of nonlinear systems. Central to the idea is a proper choice of trial functions, and the distribution of the collocation points is crucial to the accuracy of the solution. Thus, we construct the A/th-degree interpolating polynomial-using Chebyshev nodes as the collocation points and Lagrange polynomials as the trial functions-to approximate the state and the control vectors. As a result, the derivatives X(t) and x(t) of the state vector x(t) (t e [-1,1]) are approximated by the analytic derivatives of the corresponding interpolating polynomial, and the performance index is discretized using the well-known Chebyshev-quadrature rule. In this way, it is possible to formulate the problem as an algebraic nonlinear programming problem. An important benefit of this recasting of the problem as a nonlinear programming problem is that it eliminates the requirement to:
(ii) find a closed-form expression for the necessary and sufficient optimality conditions.
The proposed method is used in Section 4 to approximate the solution of a controlled linear oscillator whose exact solution can be obtained by using Pontryagin's-maximum-principle method [14] . Section 5 is devoted to the study of the controlled-Duffing-oscillator problem, which is converted into a nonlinear mathematical-programming (NLMP) problem. Some of the previous results from the controlled linear oscillator may be used as starting values to initiate the iterative procedure.
The controlled linear oscillator
Consider the optimal-control problem of a linear oscillator described in [17] : find the control vector U(T) which minimizes the performance index
where T is known, with
3) The problem is to find the control vector U(r) which minimizes (2.1) subject to (2.2) and (2.3). The exact solution can be obtained (see, [18] ) by applying Pontryagin's maximum-principle method [14] .
The numerical method
In the most common Chebyshev-collocation method, the collocation points (Chebyshev nodes) in the interval [-1,1] are chosen to be the extrema
of the A/th-order Chebyshev polynomial T M (t) = cos(M cos" 1 1) (-1 =£ t«1). In order to construct the interpolants of the state vector x(t) and the control vector u{t) at the point t we define the Lagrange polynomials
It can be readily verified that
Associated with the Af + 1 Chebyshev nodes f, is a unique A/th-degree interpolating polynomial, which we denote by v
M (t): = I M (v)(t) = '2fL 0 v(ti)<f),(t); so that
The Mth-degree interpolation polynomials to x(t) and u(t) are given by
The relationship between x(t) and x(t) at the Chebyshev nodes t k (/c = 0,1,... , Af) can be obtained by differentiating (3.4) . The result is a matrix multiplication given in [4, 5] as
where £> (1) = (D^) is the (A/ +1) x (A/ + 1) Chebyshev first-derivative matrix: where
V C, (1-rJK^-r,) 2 O^/^AZ-l^Î n general, equations (3.4)-(3.9) can be used to discretize a nonUnear dynamical system of the form
as follows. Substituting (3.4)-(3.6) and (3.8) in (3.10) and collocating at the Chebyshev nodes t jt we obtain the system of nonlinear algebraic equations (2) [
T , respectively. In the discretization of the performance index (1.1) we shall use the GaussChebyshev-quadrature rule, which states that there exist weights, w jt such that r , (3.12) for all polynomials g(x) (x E [-1,1]) with degrees less than or equal to 2M -1. For the rate of convergence, the accuracy, and the error estimates at the Chebyshev nodes of the above scheme see [4, 5, 11] .
Solving the controlled linear Duffing oscillator
In order to use the Chebyshev nodes we introduce the transformation T = \T(t -1). The optimal-control problem (2.1-2.3) may then be restated as (see [18] ): minimize 2 )w 2 (t) and using the rule (3.12), we obtain the following discretization of the performance index /:
Thus, the optimal-control problem has been converted into the quadratic programming problem:
Note that x(t 0 ) = x(l) = a o = 0 and x(t M ) = x(-l) = a M =x 0 are given.
The quadratic-programming-solution algorithm developed by Gill & Murray [10] , which is considered to be one of the most efficient algorithms for quadratic programming problems, was implemented to determine the optimal state and control parameters of the spectral Chebyshev approach.
Another approach to solving this linear quadratic problem is the solution proposed by Lagrange (see [17] Equations (4.8) and (4.9) are linear algebraic equations which can be solved for the unknowns a it A o , and A] by a linear algebraic solver, such as a Gaussianelimination routine.
Solving the controlled Duffing oscillator
The optimal control of the Duffing oscillator is described by the nonlinear differential equation subject to the same boundary conditions as in the linear case, and with the same performance index. Of course, the exact solution in this case is not known. When applying the spectral Chebyshev method introduced in Section 4, the following modifications have to be taken into account. The approached nonlinear system dynamics become
where f(x, y) := \T 2 y + w 2 x + ex 3 .
At the Chebyshev nodes we obtain the following nonlinear system of equations
In the form of a nonlinear programming problem, we have
The methods proposed in [13, 15] were implemented on a Sun-Sparc-II workstation to solve this nonlinear programming problem. The results obtained using both methods have been found to be quite close. For a more complete discussion of nonlinear programming and optimization, readers are referred to [1, 3, 6, 8] .
It is well known that nonlinear programming algorithms only guarantee the determination of a local minimum. The identification of the global minimum usually requires the trial-and-error introduction of different initial guesses. However, in the simulation studies reported below, the initial guess (the starting values) of the nonlinear programming problem have been taken from the controlled linear oscillator; that is, e = 0. Using this procedure, the optimal state-control parameters of the proposed approach were determined accurately.
The numerical results
In Tables 1 and 2, we A comparison between the fifth-order spectral Chebyshev approximation and the exact solution shows that the errors e s (r ; ) (; = 0,1,..., 5) are less than or equal to 10~6, e s (tj) ss 10~5, and the error at the boundary conditions is zero. As M One of the important advantages of the use of the spectral Chebyshev method is that the rate of convergence of u M (t) to u(t) and of x M (t) to x{t) is faster than any power of IIM, see [4, 5] . Indeed, it is well known that spectral projections like I M (see Section 3) provide highly accurate approximations of x(t) and u(t), provided that x(t) and u(i) are sufficiently smooth. Therefore, by proceeding to a higher-order spectral Chebyshev approximation, the results obtained rapidly tend to the exact results. The spectral Chebyshev approximation of order six is a very accurate approximation of the exact solution. All the approximations and error estimates were computed with very high precision on a Sun-Sparc-II workstation. (-l) , the maximum error in the spectral Chebyshev coefficients and in the performance index with order M = 8, and also the results obtained in [18] . By increasing the value of some of the above parameters and holding the other parameters fixed, we found that the accuracy is relatively lower than the accuracy obtained using the standard case. A comparison of the methods used in [17] and [18] with the proposed method (the exact value of) is 0184 858 542 4)
Method
Method of [17] Method of [18] Spectral Chebyshev method A comparison is made in Table 4 between the solutions of [17] (of order 4, 6, and 8) and [18] (of order M = 4, 1, and 10), and the solutions obtained by the proposed method (of order M = 5 and 6) with the standard case (6.1), for the controlled linear oscillator. Table 5 presents the spectral Chebyshev approximations for the nonlinear controlled Duffing oscillator, with the standard case (6.1), using the proposed method of order Af = 4, 5, and 7. Table 5 also shows SFK = Sf= 0 l^tl = Sf=o I** ~ck~ w 2 fl* ~ «**! (where SFK is the sum of |F*|); the maximum error at the boundary conditions (MEBC); the precision on a, fi, and A imposed in order to stop the iterative procedures (PREC); and the execution time, which represents the time required to attain such precisions. A comparison is made with results obtained from [17] and [18] .
The coefficient e of the nonlinearity has been taken as e = 0-15 hitherto. The The effect of the value of e for the spectral Chebyshev method effect of the parameter e, which characterizes the nonlinearity, was also investigated; the numerical findings are given in Table 6 . As e increases, a larger value of the order M of the spectral Chebyshev approximations is needed in order to obtain the same precision.
Value

Conclusions
In this paper, the spectral Chebyshev method has been used to generate the optimal solution of the nonlinear controlled Duffing oscillator. With the availability of this methodology, it will now become possible to investigate the spectral solution of nonlinear optimal-control problems, which describe many nonlinear physical and engineering problems. In fact, based on the above results, from the linear as well as the nonlinear cases, we can draw the following two conclusions: (i) the spectral Chebyshev approximation enjoys formal spectral accuracy (that is, its truncation error decays as fast as the global smoothness of the underlying solution permits); and (ii) the spectral convergence rate can be observed for quite low values of the parameter M.
