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Abstract
The irradiation of an atomic cluster with a femtosecond x-ray free-electron laser pulse results in
a nanoplasma formation. This typically occurs within a few hundreds femtoseconds. By this time
the x-ray pulse is over, and the direct photoinduced processes no longer contributing. All created
electrons within the nanoplasma are thermalized. The nanoplasma thus formed is a mixture of
atoms, electrons and ions of various charges. While expanding, it is undergoing electron impact
ionization and three-body recombination. Below we present a hydrodynamic model to describe the
dynamics of such multi-component nanoplasma. The model equations are derived by taking the
moments of the corresponding Boltzmann kinetic equations. We include the equations obtained,
together with the source terms due to electron impact ionization and three-body recombination, in
our hydrodynamic solver. Model predictions for a test case: expanding spherical Ar nanoplasma
are obtained. With this model we complete the two-step approach to simulate x-ray created
nanoplasmas, enabling computationally efficient simulations of their picosecond dynamics. More-
over, the hydrodynamic framework including collisional processes can be easily extended for other
source terms and then applied to follow relaxation of any finite non-isothermal multi-component
nanoplasma with its components relaxed into local thermodynamic equilibrium.
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b ziaja@mail.desy.de
1
I. INTRODUCTION
The recently developed x-ray free-electron lasers (FEL) [1–3] open up new horizons in the
experimental investigation of interaction of ultrashort intense light pulses with matter. In
particular, the progressing experimental studies of FEL irradiated atomic clusters [4, 5] con-
tribute towards the understanding of the behavior of radiation-induced ionization dynamics
within complex systems. Recently, a nanoplasma formation following the irradiation of Ar
cluster by a femtosecond x-ray pulse was also reported in [6].
In case of such short irradiating pulses, one can separate the ionization dynamics of
irradiated cluster into two phases. In the first (strongly non-equilibrium) evolution phase,
the direct photoinduced processes including photoionization and Auger decay contribute.
Electrons created within the system are not yet in thermal equilibrium. This phase lasts
for up to a few hundreds fs, depending on the system size and the irradiation conditions.
During this time electrons attain a local thermodynamic equilibrium. When the relaxation
processes are finished, one can also assume all ions to be in their ground states. This first
phase can be efficiently modeled by classical molecular dynamics (MD) while treating all
scattering processes with Monte-Carlo approach [6–9]. In the second evolution phase, the
direct photoinduced processes do not contribute any longer, and the ionization dynamics is
governed mainly by collisional processes, namely, electron impact ionization and three-body
recombination. Moreover, the nanoplasma formed during the first phase continues to expand
due to the thermal electron pressure and Coulomb repulsion between positively charged ions.
This occurs on picosecond timescales. Therefore, in order to understand the experimental
spectroscopic data of the nanoplasma which involve final charge state distribution of ions
and energy distributions of electrons and ions, one needs to follow its evolution on picosecond
timescale. This is computationally expensive with particle approaches. As reported in [10], it
took 30 days for a PIC code (run on an 80 core shared-memory workstation 8 Intel E7-8860)
to follow the dynamics of a spherical hydrogen cluster of 25 nm-radius (∼ 2.7 · 106 atoms)
during the first 100 fs after its irradiation. As another example, our in-house developed MD
code, XMDYN [7] uses around 48 CPU hours to simulate the dynamics of an Ar1000 cluster for
about 1.5 ps [6]. In contrast, the hydrodynamic approach (HYDRO) can achieve much better
computational efficiency at simulating long-timescale evolution of such systems. Saxena et
al. [11], have shown a comparison of the two approaches, MD one and hydrodynamic one,
for a model system involving > 105 particles. However, the hydrodynamic model used there
enabled only sample propagation and neglected collisional relaxation processes.
In the present work we extend the model described in [11] to include impact ionization
and three-body recombination processes. The extended scheme can treat a multi-component
nanoplasma, for which electrons, neutrals (atoms) and ground state ions are modeled as
separate fluids intermixed with each other. To achieve this, we derive the hydrodynamic
equations directly from the dedicated Boltzmann equations [12, 18] by taking their corre-
sponding moments. The kinetic equations have been successfully applied for a description
of the initial cluster experiments performed at the FLASH facility [18–20]. The three-body
recombination can contribute at all stages of the sample evolution, also during the non-
equilibrium phase. Its contribution depends on the transient electron density and transient
electron temperature. Following the methodology presented in [21], our model accounts for
the contribution of three-body recombination at each evolution stage, also out of equilib-
rium. Using the microscopic reversibility principle, the recombination is treated as an inverse
process to collisional ionization. In this way the only external input required for equations
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are collisional cross sections. This enables, e.g., an easy inclusion of the hydrodynamic sim-
ulation scheme into the previously discussed two-step simulation scheme (MD-HYDRO) -
consistent with the parameters of the MD model used.
To compare, in a recent work by Mu¨ller et al.[14] authors have proposed source terms
for fluid equations due to electron impact ionization using a similar formulation, however,
their model does not include the three body recombination process. In the two-fluid model
by Meier and Schumlak [15] impact ionization and radiative recombination processes are
included, however, only for singly charged ions, electrons and neutrals. The dynamics of
higher charge states is not treated. Three-body recombination is not treated as well. A
similar scheme formulated by Khomenko et al.[16] for a multi-component partially ionized
solar plasma, is also limited to singly charged ions, however, it addresses a mixture of
different atomic species in the presence of external magnetic field as it is the case for a solar
plasma. This model provides a general set of transport equations, including even radiative
processes, but the source terms are obtained there for a simplified two-fluid case, wherein:
(i) all atoms are treated as an average neutral fluid, and (ii) all electrons together with all
singly charged ionic species constitute an average charged fluid. Also, there are commercially
available hydrodynamic models such as, e.g., HELIOS [17], which include many interaction
processes and various geometries. However, as these options are built-in into the code, it
is difficult to vary them (while testing, e.g., various cross section parametrization), and, in
turn, to make a consistent link with the non-equilibrium MD simulations.
The objective of the present work is to formulate multi-fluid model equations which
describe the dynamics of a spherical nanoplasma: (i) comprising thermalized electrons,
atoms and multiply charged ions, and (ii) including collisional interactions among them.
We are aware that our model can only describe the expansion phase of the laser-cluster
interaction as it does not treat direct photoinduced processes and non-thermalized electrons.
This is why we foresee to adopt a two-step strategy wherein the first phase is modeled by a
dedicated molecular dynamics approach [7]. With the current model we complete this two-
step approach to simulate x-ray created nanoplasmas, enabling computationally efficient
simulations of their long-timescale evolution.
In future, this hydrodynamic framework including collisional processes can be easily ex-
tended for other source terms (e.g., describing radiative processes) and then applied to
follow relaxation of any finite non-isothermal multi-component nanoplasma for which the
components have relaxed into local thermodynamic equilibrium.
In the next section, we discuss the multi-fluid equations describing the dynamics of a
spherically-symmetric nanoplasma. In Sec. III numerical results for a test system: argon
nanoplasma are presented. Finally in Sec. IV we summarize our work and discuss the future
directions.
II. MULTI-FLUID MODEL INCLUDING IMPACT IONIZATION AND THREE-
BODY RECOMBINATION
Hydrodynamic equations for a system consisting of electron fluid intermixed with atomic
fluid and a number of positively charged ion fluids can be derived from the corresponding
kinetic equations. They read [12]:
∂ρ
e,i
(r,v, t)
∂t
+ v · ∂ρe,i(r,v, t)
∂r
+
Z
e,i
eE
m
e,i
· ∂ρe,i(r,v, t)
∂v
= S
II
e,i
+ S
TBR
e,i
(1)
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Here ρ denotes the phase space density of particles with subscripts e/i representing elec-
trons/ions. Among other symbols, r and v denote position and velocity vectors, t represents
time, Z represents the charge state (-1 for electrons, 0 for neutrals etc.), E stands for total
electric field and m is particle mass. On the right hand side, S
II
represents the source terms
due to electron impact ionization, whereas S
TBR
denotes the source terms related to three
body recombination. In the following, we elaborate on the source terms of Eq.(1). The
impact ionization source terms for electrons and ions are as in [12]:
S
II
e
=
jmax∑
j=0
n
j
(r, t)
{∫
d3ve ve ρe(r,ve, t)
(
dσ
j→j+1
ic (ve ;v
′
e
= v)
dv
+
dσ
j→j+1
ic (ve;vs = v)
dv
)
− vρe(r,v, t)σ
j→j+1
ic (v)
}
(2)
S
II
j
=
{∫
d3ve σ
j−1→j
ic (ve) ve ρe(r,ve , t)
}
ρ
j−1
(r,v, t)
−
{∫
d3ve σ
j→j+1
ic (ve) ve ρe(r,ve, t)
}
ρ
j
(r,v, t) (3)
Index j describes a charge state of an ion and assumes values from 0 (atoms) to jmax , where
jmax corresponds to the highest charge state allowed in the system. Moreover, nj is the
density of ion fluid consisting of charge species j; v ≡ |v| and σj→j+1ic (v) is the total impact
ionization cross section for ions in the charge state j. The doubly differential cross section is
denoted as dσ
j→j+1
ic (ve ,v
′
e
= v)/dv, where ve stands for the velocity of incoming electron and
v′
e
is the velocity of the incoming electron after the collision. The velocity of the secondary
electron is denoted by vs . With this, the source terms describing the effect of three body
recombination on the phase space density of electrons and ions can be written as in [12, 18],
S
TBR
e
=
jmax∑
j=0
n
j
(r, t)
{ ∫
d3vepd
3veρe(r,vep , t)ρe(r,ve, t)vepve
dσ
j→j−1
3 (vep ,ve;v
′
e
= v)
dv
− 2vρe(r,v, t)
∫
d3ved
3v′
e
ρe(r,ve, t)ve
dσ
j→j−1
3 (v,ve ;v
′
e
)
dv′
e
(4)
S
TBR
j
= ρ
j+1
(r,v, t)
∫
d3vepd
3ved
3v′
e
ρe(r,vep, t)ρe(r,ve, t)vepve
dσ
j+1→j
3 (vep,ve ;v
′
e
)
dv′
e
− ρ
j
(r,v, t)
∫
d3vepd
3ved
3v′
e
ρe(r,vep, t)ρe(r,ve, t)vepve
dσ
j→j−1
3 (vep ,ve;v
′
e
)
dv′
e
(5)
Here vep denotes the velocity of the electron which is captured during the three body recom-
bination process, while the other electron with the velocity ve(v
′
e
) is the ‘spectator’ electron.
The differential cross section for the three-body recombination can be expressed in terms
of doubly differential cross sections for impact ionization, using the Fowler relations for mi-
croscopic reversibility [21]. The relation between the two differential cross sections can be
written as,
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dσ
j→j−1
3 (v
′, v′′; v)
dv
=
g
j
g
j+1
v3
v′3v′′3
h3
8πm3
e
dσ
j−1→j
(v; v′)
dv′
mv′′δ(E −E
j−1
−E ′ −E ′′), (6)
where
δ(E − E
j−1
− E ′
e
− Ee) =
δ
(
v′
e
−
√
2
me
(E − E
j−1
− Ee)
)
me
√
2
me
(E − E
j−1
−Ee)
, (7)
and E
j−1
is an energy needed to ionize the ion from the charge state j − 1 to j. We also
denote:
N˜
j−1
≡ h
3
8πm3
e
g
j−1
g
j
(8)
and
fM(v) ≡ (me/i/2πkBTe/i)3/2exp
(−v2/v2
T
)
(9)
which is the Maxwell-Boltzmann distribution. In the above formulae, h is Planck constant,
kB is Boltzmann constant, gj , gj−1 are the number of free occupancies available for an electron
within an ion recombining from the charge state j to the charge state j − 1, and v
T
=
2kBTe/i/me/i is the thermal velocity of electrons (ions). Substituting the above expressions
in (4) and (5) and factorizing the phase-space distribution of thermalized particles, ρ(r,v, t),
into ρ(r,v, t) = n(r, t)fM(v − u), one obtains:
S
TBR
e
=
jmax∑
j=0
n
j
(r, t)n2
e
(r, t)4πN˜
j−1
{
vfM(v)fM (ˆivj−1)σ
j−1→j
(v)
− 2
v2
fM(v − u)exp(v2/v2T + v2j−1/v2T )
∫
dv′
e
v′
e
3 dσ
j−1→j
(v′
e
; v)
dv
fM(v
′
e
)
}
(10)
S
TBR
j
= ρ
j+1
(r,v, t)n2
e
(r, t)4πN˜
j
fM (ˆivj )R
j→j+1
− ρ
j
(r,v, t)n2
e
(r, t)4πN˜
j−1
fM (ˆivj−1)R
j−1→j
(11)
where iˆ ≡ √−1, and Rj→j+1 ≡ ∫ d3ve ve σj→j+1ic (ve) fM(ve) is the rate for the impact ionization
from charge state j to j + 1.
Now we take zeroth, first and second order moments of Eq.(1), along with the expressions
for source terms in Eq.(2) and Eq.(10) for electrons and those in Eq.(3) and Eq.(11) for
ion/atom species respectively. Taking an nth order moment involves multiplying the equation
by vn and then integrating it over the v-space. We use a truncation type closure where we
assume that the heat flux density vanishes, i.e., qe/i = −kB ∂Te/i∂r = 0 for all species [22].
This enforces the uniformity of the fluid temperatures (separately for each component)
within the simulation box. We make another simplifying approximation that the radial flow
velocity, ue, of the electron fluid remains lower than its thermal velocity, i.e., ue << vT
which is justified in case of the slow hydrodynamic expansion of nanoplasma created after
x-ray irradiation. For a spherically symmetric nanoplasma we can then write down the set
5
of final fluid equations as:
∂(r2ne)
∂t
+
∂ (r2neue)
∂r
=
jmax∑
j=0
r2n
j
neR
j→j+1 −
jmax∑
j=1
4πr2n
j
n2
e
N˜
j−1
fM (ˆivj−1)R
j−1→j
(12)
∂(r2neue)
∂t
+
∂
(
r2neu
2
e
)
∂r
=
e(r2ne)
me
∂φ
∂r
− r
2Te
me
∂ne
∂r
(13)
∂Te
∂t
=
4π
Ne
∫
dr
[
−
jmax∑
j=0
(
Te −
1
3
meu
2
e
+
2
3
E
j
)
r2nenjR
j→j+1
+
jmax∑
j=1
(
Te −
1
3
meu
2
e
+
2
3
E
j−1
)
4πr2n2
e
n
j
N˜
j−1
fM (ˆivj−1)R
j−1→j
− 2
3
neTe
∂
∂r
(
r2ue
)]
(14)
∂(r2n
j
)
∂t
+
∂
(
r2n
j
u
j
)
∂r
=
(
r2nenj−1 − 4πr2n2enjN˜j−1fM (ˆivj−1)
)
R
j−1→j
−
(
r2nenj − 4πr2n2enj+1N˜jfM (ˆivj )
)
R
j→j+1
(15)
∂(r2n
j
u
j
)
∂t
+
∂
(
r2n
j
u
j
2
)
∂r
= −Zje(r
2n
j
)
m
i
∂φ
∂r
− r
2T
j
m
i
∂n
j
∂r
+
(
r2nenj−1uj−1 − 4πr2n2eniuiN˜j−1fM (ˆivj−1)
)
R
j−1→j
−
(
r2nenjuj − 4πr2n2enj+1uj+1N˜jfM (ˆivj )
)
R
j→j+1
(16)
∂T
j
∂t
=
4π
N
j
∫
dr
[ {
(T
j−1
− T
j
) +
1
3
m
i
(u
j−1
− uj)2
}
r2nenj−1R
j−1→j
+
{
(T
j+1
− T
j
) +
1
3
m
i
(u
j+1
− u
j
)2
}
4πr2n2
e
n
j+1
N˜
j
fM (ˆivj )R
j→j+1
− 2
3
n
j
T
j
∂
∂r
(
r2u
j
)]
(17)
1
r2
∂
∂r
(
r2
∂φ
∂r
)
=
e
ǫ
0
(
ne −
jmax∑
j=1
Z
j
n
j
)
(18)
Symbols n, u, and T stand for the fluid density, radial fluid velocity and fluid temperature
respectively, whereas the subscripts e and j represent the electron fluid and ion fluid of charge
state +j (j = 0, . . . , jmax). This is to be noted that ue,j represent the radial components of
the flow velocities of electron(e) and ion(j) fluids and can take both positive and negative
values depending on whether the flow is outward or inward. The velocity v
j
is the velocity
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of an electron of the kinetic energy corresponding to the ionization energy, E
j
of the charge
state j (v
j
=
√
2E
j
/me). Moreover, symbols Ne and Nj denote the total number of electrons
and ions of charge j respectively within the simulation box. Their values evolve with time.
The electrostatic potential is denoted by the symbol φ, e stands for the magnitude of the
electronic charge, Z
j
is the charge of the ion fluid of the charge j, and ǫ0 is the vacuum
permittivity.
The first equation, Eq. (12), is the continuity equation for the electron fluid and describes
the conservation of electron number. Eq. (13) describes the conservation of the electron fluid
momentum. Similarly, Eq. (15) and Eq. (16) are the continuity and momentum equations
for ion fluid. Eqs. (14),(17) determine the time evolution of the electron fluid and ion fluid
temperatures.
The spatial profile of the electrostatic potential depends on the charge density distribu-
tion. It is calculated with Poisson equation, Eq.(18). The internal electric field which can be
obtained with the electrostatic potential triggers the dynamics of the charged fluids, along
with the thermal pressure (the second term on the right hand side of the electron and ion
momentum equations) and with short-range collisions. In order to follow the nanoplasma
dynamics, we solve this coupled set of time-dependent partial differential equations, i.e., Eqs.
(12),(13),(15),(16) together with Eq. (14), Eq. (17) and Eq. (18). In order to demonstrate
the complex dynamics, described by these equations, in the next section we will apply them
to a simple study case - preheated argon nanoplasma.
III. NUMERICAL SIMULATION OF EXPANDING ARGON NANOPLASMA
The set of equations presented in Sec. II is an extended version of the model presented
in [11]. The inclusion of the new source terms representing the impact ionization and three
body recombination of these collisional processes in our previous model does not change the
basic properties of these equations. We can therefore use the same numerical methods as in
[11] to solve the new set of equations: (i) the flux corrected transport (FCT) scheme [23, 24]
for the 0th and 1st moment equations, (ii) 4th-order Runge-Kutta integration [25] for the
fluid temperature equations, and (iii) tri-diagonal method [25] for the Poisson’s equation.
Moreover, to ensure the stability against sharp gradients, we use the artificial viscosity
concept introduced by Lapidus [26, 27].
As a test case we choose a quasi-neutral spherical nanoplasma of radius 100 A˚ which
consists of a positively charged fluid of Ar+1 ions at room temperature (T+1 = 0.025 eV at
0 fs) intermixed with a warm electron fluid (Te = 25 eV at 0 fs). The density of the argon
nanoplasma is equal to 1.9742× 1028 m−3 which corresponds to an inter-atomic separation
of 3.7 A˚. For all simulation runs presented here we have considered a simulation box size
of Rmax = 1000 A˚ with the grid resolution fixed to dr = 0.1 A˚. The initial time step is
taken as dt = 0.01 attoseconds. Later the adaptive time step scheme is applied, following
the Courant stability criterion [25]. As the left boundary of our simulation box corresponds
to the symmetry axis at r = 0, we use there the reflective boundary condition. An outflow
boundary condition is used at the right (external) boundary (r = Rmax). The moment
equations, Eqs. (12), (13), (15), (16) are then numerically solved, along with the temperature
equations, Eqs. (14),(17), and the Poisson equation, Eq. (18). In this study we use the
parametrization of the total impact ionization cross section as given by Lotz [13]. The rates
for electron impact ionization at electron temperatures between 0−50 eV are tabulated in an
input file. Their intermediate values are calculated using linear interpolation. In dedicated
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test runs we have checked that the particle number, charge and total energy are accurately
conserved during the simulations.
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FIG. 1. (color online) Evolution of electron and ion populations at times: (a) up to 100 fs and (b)
up to 2 ps. Initial fluid temperatures were: Te = 25 eV, T+1 = 0.025 eV at 0 fs.
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FIG. 2. (color online) The net charge density distribution: (a) in the initial phase of expansion,
t < 23 fs, and (b) at later times : t1 = 500 fs, t2 = 1 ps and t3 = 2 ps.
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The simulation results are discussed below. In Fig. 1 we show how the populations of
different species evolve. Their initial temperatures were: Te = 25 eV and T+1 = 0.025 eV.
The upper subplot shows the population evolution during the first 100 fs, and the lower one
shows the population evolution for up to 2 ps. In the initial phase of the evolution, the
impact ionization dominates over three body recombination. This is because of the high
temperature of electrons. At later stages, as the electron temperature decreases, three body
recombination becomes more significant and the population of neutral species increases. We
notice that throughout the simulation time, the populations of +4 and +5 charge states
remain considerably low. During the first few hundreds femtoseconds doubly charged ions
have the largest population among the positively charged species, whereas at later stages
singly charged state becomes the predominant charge state, apart from the neutral species
which have the highest population.
In the first subplot of Fig. 2, the spatial distribution of net charge density is shown at
four different time instants 2, 5, 10 and 23 fs during the initial phase of the nanoplasma
evolution. In the lower subplot, we show the net charge density distribution after 0.5, 1
and 2 ps. It should be noted that the nanoplasma remains quasi-neutral in the cluster core
region during the initial phase, whereas a space-charge separation develops at the cluster
edge. It then keeps evolving with time, with fractions of fastest ions continuosly leaving the
box. Electron escape is even faster: a part of electron population is already moving towards
the box boundary at ∼ 2 fs. At later times the space charge separation is no longer localized
and it spreads over a large region.
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FIG. 3. (color online) The number density distribution of different species at: (a) 1 ps and (b) 2
ps.
The number densities of different species are shown in Fig. 3, at 1 ps (upper subplot)
and at 2 ps (lower subplot). The growing population of atoms in the core region at the later
times indicates the predominant contribution of three body recombination due to trapped
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FIG. 4. (color online) Time evolution of the temperatures of: (a) electron fluid (b) ion fluids.
slow electrons. Moreover, in our simulations we observe that the higher charge species
tend to move outwards with higher radial velocities. They eventually populate the outer
region near the surface of the nanoplasma before moving out of the simulation box, as
also predicted by, e.g., Siedschlag and Rost [28]. This fast escape of highly charged ions
contributes additionally to the increasing relative participation of neutrals in the overall
charge distribution.
Finally, in Fig. 4 we show time evolution of fluid temperatures of different species. The
electron temperature, shown in the upper subplot, first decreases rapidly. This indicates
that most energetic electrons escape from the box quickly. Further, two more processes
begin to contribute. These are the electron impact ionization and thermal expansion of the
nanoplasma. They lead to the temperature decrease. We have verified that the electron fluid
velocity remain much lower than the electron thermal velocity throughout the expansion of
the nanoplasma, thus fulfilling the condition (ue << vth) used for deriving our model in
Sec. II.
In the lower subplot of Fig. 4, time evolution of ion temperatures is shown. The tem-
perature (i.e., kinetic energy) first increases from its initial value because of the mutual
repulsive Coulomb interaction between ions and their acceleration. Consequently, this in-
crease is stronger for highly charged ions. The temperature decreases as the fluid expands.
We can see that the temperature of atoms and Ar+1 ions remain almost identical (overlap-
ping curves), as the atoms appear only as a result of the recombination of Ar+1 ions. In
general, ion temperatures remain far below the electron temperature, due to the significant
mass difference between electrons and ions.
The simulated evolution of the Ar nanoplasma is in agreement with our expectations.
Timescales of collisional processes, their interplay in time and, finally, the expansion dy-
namics agree qualitatively with observations from previous simulations and experiments
[4, 6, 11, 18]. To emphasize, the hydrodynamics simulations were performed on a single
CPU for a large Ar cluster (> 80000 atoms) and took around 24 hrs for 1 ps simulation.
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This is significantly faster than the previously quoted MD calculations which - to remind -
took 48 hrs on a single CPU for a 1.5 ps long simulation of Ar1000 cluster. These findings
indicate the consistency and efficiency of the approach proposed and encourage its future
application for quantitative interpretation of experimental data.
IV. SUMMARY AND OUTLOOK
We proposed a concise multi-fluid model, dedicated to follow an expansion of a nanoplasma,
formed during the interaction of an x-ray FEL pulse with an atomic cluster. The model in-
cludes collisional processes: electron impact ionization and three body recombination. The
resulting stable and computationally efficient numerical scheme has been applied to a test
case of argon nanoplasma. The predictions obtained were in agreement with the qualitative
expectations, based on observations from previous simulations and experiments. In partic-
ular, nanoplasma remained quasi-neutral within the cluster core during the initial evolution
phase, whereas a space-charge separation developed at the cluster edge. The nanoplasma
then kept evolving with time, with fractions of fastest ions continuosly leaving the box.
Electron escape was very fast: large fraction of electrons moved towards the box boundary
already at ∼ 2 fs. At later times the space-charge separation was no longer localized and
spread over a large region. Quasi-neutral core region then significantly shrank. The on-going
recombination and the escape of highly charged ions contributed to the increasing relative
participation of neutrals in the overall charge distribution. The dynamics of charged fluids
was reflected by the corresponding changes of their temperatures. With this collisional
model we completed the two-step approach to simulate x-ray created nanoplasmas, enabling
computationally efficient simulations of their long-timescale (picosecond) dynamics. The
universal hydrodynamic framework proposed can also be easily extended for other specific
source terms (e.g., those describing radiative processes) and then applied to follow the
evolution of any finite non-isothermal multi-component nanoplasma with its components
relaxed into local thermodynamic equilibrium.
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