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Fourier decay, Renewal theorem and Spectral gaps
for random walks on split semisimple Lie groups
Jialun LI
Abstract
Let µ be a Borel probability measure on a split semisimple Lie group G, whose support
generates a Zariski dense subgroup. Let V be a finite-dimensional irreducible linear rep-
resentation of G. A theorem of Furstenberg says that there exists a unique µ-stationary
probability measure on PV and we are interested in the Fourier decay of the stationary
measure. The main result of the manuscript is that the Fourier transform of the stationary
measure has a power decay. From this result, we obtain a spectral gap of the transfer opera-
tor, whose properties allow us to establish an exponential error term for the renewal theorem
in the context of products of random matrices. A key technical ingredient for the proof is a
Fourier decay of multiplicative convolutions of measures on Rn, which is a generalisation of
Bourgain’s theorem on dimension 1.
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1 Introduction
Let V be a finite dimensional irreducible representation of a split semisimple Lie group G
(For example G = SLm+1(R)). Let X = PV be the real projective space of V , which is the set
of lines of V . Then we have a group action of G on X. Let µ be a Borel probability measure
on G and let Γµ be the subgroup generated by the support of µ. We call µ Zariski dense if
Γµ is a Zariski dense subgroup of G. This means that the measure µ does not concentrate on
any algebraic subgroup of G. We can give a random walk on X induced by µ. Fix a point
x in X. At each step, we go to a random point gx, where g is a random element in G with
law µ. By a theorem of Furstenberg, this random walk has a unique stationary measure ν on
X, called the Furstenberg measure or the µ-stationary measure. That is to say, the measure ν
satisfies ν = µ ∗ ν := ∫G g∗νdµ(g), where g∗ν is the pushforward of ν by the action of g on X.
This measure was introduced by Furstenberg when he established the law of large numbers for
products of random matrices. The properties of the µ-stationary measure is important in other
limit theorems for products of random matrices.
Before stating our main question, we introduce another property of the stationary measure.
We need the hypothesis of finite exponential moment. If G is a subgroup of matrix groups, the
definition of exponential moment is that there exists ǫ positive such that∫
G
‖g‖ǫdµ(g) <∞.
For general case, please see Definition 2.49. From now on, we always suppose that our measure
µ is Zariski dense with a finite exponential moment. Guivarc’h established the Ho¨lder regularity
of stationary measures, which means that there exist C, c positive such that for every r positive,
the r neighbourhood of any hyperplane in X has ν measure less than Crc. This implies that
the stationary measure ν has positive dimension. This also says that ν does not concentrate on
some hyperplane, which is reasonable due to the hypothesis of Zariski density of µ.
Fourier decay
Our main problem here is the Fourier decay of the stationary measure. Let us first see the
example G = SL2(R) and X = P(R2). Fix the identification of P(R2) with the circle T ≃ R/πZ,
given by the transitive action of the group PSO2. We can define the Fourier coefficients of the
stationary measure ν by
νˆ(k) =
∫
T
e2ikxdν(x), for k ∈ Z.
Theorem 1.1. Let µ be a Zariski dense Borel probability measure on SL2(R) with a finite
exponential moment. Let ν be the µ-stationary measure on T. Then there exists ǫ positive such
that
|νˆ(k)| = O(|k|−ǫ). (1.1)
In other words, the Fourier coefficients of the stationary measure have polynomial decay. By
a general argument, the polynomial decay of Fourier coefficients implies Guivarc’h’s regularity.
But the regularity is also a crucial ingredient in the proof. For more similar results, please see
[LI18a] and its references.
In higher dimension, we consider the decay of the Fourier transform on an affine chart. Let
v0 be a unit vector in V . Let v
⊥
0 be the linear subspace of V , which is orthogonal to v0. Let U
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be the open subset of PV , which is the complement of the hyperplane Pv⊥0 . We take the affine
local chart (ψ,U) of PV , given by
ψ : PV ⊃ U → v⊥0 , Rv 7→
v − 〈v0, v〉v0
〈v0, v〉 ,
which is well defined on U . The inverse of ψ is simply given by ψ−1 : v⊥0 → U ⊂ PV, u 7→
R(u+ v0).
Theorem 1.2. Let G be a connected algebraic semisimple Lie group defined and split over R1
and let G = G(R) be its group of real points. Let µ be a Zariski dense Borel probability measure
on G with a finite exponential moment. Let ν be the µ-stationary measure on PV . Let r be a
C1 function whose support is in U and ‖r‖∞ ≤ 1. Then there exists ǫ > 0 such that for every
ς ∈ v⊥0 with the norm ‖ς‖ sufficiently large, we have∣∣∣∣∣
∫
v⊥0
ei〈ς,u〉r(u)dν(u)
∣∣∣∣∣ ≤ ‖ς‖−ǫ.
Remark. For simplicity, we use the same notation ν for the measure on PV and the measure
on v⊥0 . More precisely, the integral actually means
∫
PV e
i〈ς,ψ(x)〉r(ψ(x))dν(x).
The constant ǫ only depends on µ and V , and inequality holds for ‖ς‖ sufficiently large only
depending on µ, V , the support of r and cγ(r).
It would be interesting to establish a similar Fourier decay for the Lie group SL2(C), which
cannot be treated by our method due to the non splitness of SL2(C). It would also be interesting
to establish a similar Fourier decay for the group SL2(Qp) and the stationary measure on Qp.
Renewal theorem
Recall that X = PV . Let ‖ · ‖ be a norm on V . For g in G, let ‖g‖ be its operator norm.
For a positive bounded Borel function f on R and a real number t, we set
RP f(t) :=
+∞∑
n=0
∫
G
f(log ‖g‖ − t)dµ∗n(g).
Because of the positivity of f , this sum is well defined. It is natural to try to relate the limit
law for norms to the limit law for cocycles. We define the cocycle function σ : G ×X → R by,
for x = Rv in X and g in G, σ(g, x) = log ‖gv‖‖v‖ . For a positive bounded Borel function f on R,
the renewal operator R is defined by
Rf(x, t) :=
+∞∑
n=0
∫
G
f(σ(g, x) − t)dµ∗n(g), for x ∈ X and t ∈ R.
The renewal theorem was first introduced by Blackwell and in our situation by Kesten [Kes74].
The main result (due to Guivarc’h and Le Page [GLP16]) is that when time t tends to infinite,
the renewal sum Rf(x, t) tends to 1σµ
∫
f , where σµ is the Lyapunov constant defined by σµ :=∫
G×X σ(g, x)dµ(g)dν(x). From the definition, we see that the Lyapunov constant σµ is an
average of the cocycle function σ(g, x) with respect to the measure µ⊗ ν. The renewal theorem
gives us a phenomenon of equidistribution when the time t is large enough.
1For example, G = SLm+1, m ≥ 1.
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Theorem 1.3. Let G be a connected algebraic semisimple Lie group defined and split over R
and let G = G(R) be its group of real points. Let µ be a Zariski dense Borel probability measure
on G with a finite exponential moment. Let V be an irreducible representation of G with a norm.
There exists ǫ > 0 such that for f ∈ C∞c (R) and t ∈ R, we have
Rf(x, t) =
1
σµ
∫ ∞
−t
f(u)dLeb(u) +Of (e
−ǫ|t|),
and if the norm is good
RP f(t) =
1
σµ
∫ ∞
−t
f(u)dLeb(u) +Of (e
−ǫ|t|),
where Of depends on the support and some Sobolev norm of f .
Remark. For limit law of norms we need an additional hypothesis that the norm is good. For
example, when G = SLm+1(R) and V = Rm+1, any euclidean norm on Rm+1 is a good norm.
For definition, please see Definition 2.8.
We should compare this result with the renewal theorem on R (the commutative case). If
µ is a measure on R whose support is finite, then the error term in the renewal theorem is never
exponential.
Our result improves a result of Boyer [Boy16], where the error term is polynomial on t. We
hope this type of result can give some exponential error terms in the orbital counting problem
of higher rank. Given a discrete subgroup Γ of SLm+1(R), we are interested in the asymptotic
for the growth of #{γ ∈ Γ| d(γo, o) ≤ R}, where o is the base point in SLm+1(R)/SO(m + 1).
See for instance Lalley [Lal89], Quint [Qui05] and Sambarino [Sam15]. This type of error term
is always connected with some spectral gap property.
Spectral gap
Equip PV with a Riemannian distance. For γ positive, let Cγ(PV ) be the space of γ-Ho¨lder
functions. We introduce the transfer operator, which is an analogue of the characteristic function
in our case.
Definition. For z in C with the real part |ℜz| small enough, let Pz be the operator on the space
of continuous functions, which is given by
Pzf(x) =
∫
G
ezσ(g,x)f(gx)dµ(g), for x ∈ PV.
We keep the assumption that µ is a Zariski dense Borel probability measure on G with a
finite exponential moment. The use of this transfer operator on the products of random matrices
has been introduced by Guivarc’h and Le Page. Due to the property of exponential moment,
when |ℜz| is small enough, the operator Pz preserves the Banach space Cγ(PV ) for γ > 0 small
enough. Due to the contracting action of G on X, for z in a small ball centred at 0, the spectral
radius of Pz on C
γ(PV ) is less than 1 except at 0. Due to the non-arithmeticity of Γµ, on the
imaginary line, the operator Pz also has spectral radius less than 1 except at 0. These were used
to give limit theorems for products of random matrices by Le Page and Guivarc’h (Please see
[LP82] and [BQ16]).
Theorem 1.4. Let G be a connected algebraic semisimple Lie group defined and split over R
and let G = G(R) be its group of real points. Let µ be a Zariski dense Borel probability measure
on G with finite exponential moment. Let V be an irreducible representation of G with a norm.
For every γ > 0 small enough, there exists δ > 0 such that for all |b| > 1 and |a| small enough
the spectral radius of Pa+ib acting on C
γ(PV ) satisfies
ρ(Pa+ib) < 1− δ.
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Even in the case of SL2(R), the result is new and only known in some special case. When µ
is supported on a finite number of elements of SL2(R) and these elements generate a Schottky
semi group, this result is due to Naud [Nau05]. When µ is absolutely continuous with respect
to the Haar measure on SL2(R), this result can be obtained directly using high oscillations.
It is interesting that the three objects, the Fourier decay, the Renewal theorem and the
spectral gap are roughly equivalent. In [LI18a], we use the Renewal theorem to prove the
Fourier decay. In this manuscript, we use the Fourier decay to prove the spectral gap, and then
use the spectral gap to prove the Renewal theorem. They are analogue with similar objects
for convex cocompact surfaces. In this more geometric setting, the Fourier decay was recently
studied by Bourgain-Dyatlov; the spectral gap can be interpreted as the zero free region of the
Selberg zeta function or the gap of the eigenvalues of the Laplace operator on the surface; the
renewal theorem is replaced by the counting problem of the lattice points or the primitive closed
geodesics. Please see Borthwick [Bor07] and the references there.
This result should be compared with similar results for random walks on R. Let µ be a
Borel probability measure on R with finite support. Then
lim inf
|b|→∞
|1− µˆ(ib)| = 0,
which is totally different from our case and where µˆ(z) is the Laplace transform of the measure
µ, given by
µˆ(z) =
∫
R
ezxdµ(x).
The proof is direct. Let {x1, . . . , xl} be the support of µ. Then µˆ(ib) =
∑
1≤j≤l µ(xj)e
ibxj ,
and we only need to find b such that all the terms are uniformly near 1. Using the fact that
lim infb→∞ dRl(b(x1, . . . , xl), 2πZ
l) = 0, we have the claim.
An analogous result is valid if we replace the projective space PV by the flag variety P.
Let P be the full flag variety of G and let a be a Cartan subspace of the Lie algebra g of G.
For g ∈ G and η ∈ P, let σ(g, η) be the Iwasawa cocycle, which takes values in a. We fix a
Riemannian distance on P. We can similarly define the space of γ-Ho¨lder functions Cγ(P).
Let ̟,ϑ be in a∗. For a continuous function f on P and |̟| small enough, the transfer operator
P̟+iϑ on the flag variety is defined by
P̟+iϑf(η) =
∫
G
e(̟+iϑ)σ(g,η)f(gη)dµ(g).
Theorem 1.5 (Spectral gap). Let G be a connected algebraic semisimple Lie group defined
and split over R and let G = G(R) be its group of real points. Let µ be a Zariski dense Borel
probability measure on G with finite exponential moment. For every γ > 0 small enough, there
exists δ > 0 such that for all ϑ,̟ in a∗ with |ϑ| > 1 and |̟| small enough the spectral radius of
P̟+iϑ acting on C
γ(P) satisfies
ρ(P̟+iϑ) < 1− δ.
Main technical result
The key ingredient of the proof of the above results is the following Fourier decay property
of the µ-stationary measure on the flag variety P. We start with the case for SL2(R).
Theorem 1.6. Let µ be a Zariski dense Borel probability measure on SL2(R) with a finite
exponential moment. Let X = P(R2) and let ν be the µ-stationary measure on X.
For every γ > 0, there exist ǫ0 >, ǫ1 > 0 depending on µ such that the following holds. For
any pair of real functions f ∈ C2(X), r ∈ Cγ(X) and ξ > 0 such that |ϕ′| ≥ ξ−ǫ0 on the support
of r, ‖r‖∞ ≤ 1 and
‖ϕ‖C2 + cγ(r) ≤ ξǫ0 ,
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then ∣∣∣∣∫ eiξϕ(x)r(x)dν(x)∣∣∣∣ ≤ ξ−ǫ1 for all ξ large enough.
Remark 1.7. Theorem 1.1 is a corollary Theorem 1.6. This is also a generalization of the same
theorem for the Patterson-Sullivan measures as in [BD17].
This stronger version is not valid if we replace R2 by higher dimensional representation V of
SL2(R). Because the support of the stationary measure νV is in a one dimensional subvariety of
PV . We can always find a ϕ which is constant on the subvariety and satisfies similar assumptions
in Theorem 1.6. Then we have no Fourier decay for this function ϕ.
Theorem 1.6 is a particular case of a more general result: Theorem 1.8 below. In order
to state the Fourier decay on the flag variety, we need to introduce a special condition. Let r
be a continuous function on P and let C > 0. For a C2 function ϕ on P, we say ϕ is (C, r)
good if it satisfies some assumptions on the Lipschitz norm and derivative, which will be defined
later (Definition 4.1). When G = SL2(R), the (C, r) goodness is exactly the assumption of ϕ in
Theorem 1.6, which is natural for having a Fourier decay. Recall that for a γ-Ho¨lder function f ,
we have defined cγ(f) = supx 6=x′
|f(x)−f(x′)|
d(x,x′)γ . Due to some technical problem, we will only prove
a simply connected case in Section 4 (For example the group SLm+1 is simply connected but
PGLm+1 is not.)
Theorem 1.8 (Fourier decay). Let G be a connected R-split reductive group whose semisimple
part is simply connected and let G = G(R) be its group of real points. Let µ be Zariski dense Borel
probability measure on G with finite exponential moment. Let ν be the µ-stationary measure on
the flag variety P.
For every γ > 0, there exist ǫ0 > 0, ǫ1 > 0 depending on µ such that the following holds.
For any pair of real functions ϕ ∈ C2(P), r ∈ Cγ(P) and ξ > 0 such that ϕ is (ξǫ0 , r) good,
‖r‖∞ ≤ 1 and cγ(r) ≤ ξǫ0, then∣∣∣∣∫ eiξϕ(η)r(η)dν(η)∣∣∣∣ ≤ ξ−ǫ1 for all ξ large enough. (1.2)
Remark 1.9. The decay rate only depends on the constants in the large deviation principles and
the regularity of stationary measures. This should be compared with [BD17], where the spectral
gap and the decay rate only depend on the dimension of the Patterson-Sullivan measure.
Theorem 1.8 clearly implies Theorem 1.6. Now we explain the (C, r) good condition. In
higher dimension, we observe that under the action of G there are some directions contracting
slower than other directions. Roughly speaking, we will only consider these principal directions
in the flag variety P and generalize the condition of SL2(R) to higher dimension. The exact
definition is a little technique and all the notation will be explained in Section 4.1.
A key ingredient in the proof of Theorem 1.8 comes from the discretized sum-product
estimate, Proposition 3.17, which is a generalized version of a result of Bourgain in [Bou10]. The
key input to use the machine of the discretized sum-product estimate is a non concentration
hypothesis. An analogous hypothesis for measures on R is as follows.
Definition (non concentration). Let µ be a Borel probability measure on R. We say that µ
satisfies non concentration hypothesis if there exist ǫ, κ, C > 0 such that for every n ∈ N and
ρ = e−ǫn,
sup
a∈R
µ∗n{x ∈ R| |x− a| ≤ ρ} ≤ Cρκ.
But this hypothesis is never satisfied when the measure µ supports on a finite set. Let
{x1, · · · , xl} ⊂ R be the support of µ. Since the convolution µ∗n is supported on at most nl
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points, there exists a point y such that µ∗n{y} ≫ n−l. Hence the decay rate of supa∈R µ∗n(B(a, ρ))
is at most polynomial in n, which implies such µ does not satisfy the non concentration hypoth-
esis.
We will introduce in Section 3 a similar non concentration hypothesis for measures on G,
where we will verify that our measure µ satisfies this hypothesis. The main ingredients are
the large deviation principle, a Ho¨lder regularity for stationary measures and highest weight
representations.
Once the non concentration of the Iwasawa cocycle is verified, we apply in Section 4 the
discretized sum-product estimate and we obtain a Fourier decay and a speed in the equidistri-
bution of the Iwasawa cocycle (the renewal theorem). This is in the similar spirit of the work
of Bourgain and Gamburd on the spectral gap for compact Lie groups [BG08].
This proof is also based on our finding of the directions of slowest contraction speed on the
tangent bundle of the flag variety P under the action of G, explained in Section 2.
Due to some technical issue, in Section 4, we only prove Theorem 1.8 under the additional
assumption that the group G is simply connected. Then in Section 5.1, a covering argument
enables us to prove the general split semisimple case.
Notation
We will make use of some classical notation: for two real functions f and g, we write
f = O(g), f ≪ g or g ≫ f if there exists a constant C > 0 such that |f | ≤ Cg, where C only
depends on the ambient group G and the measure µ. We write f ≍ g if f ≪ g and g ≪ f . We
write f = Oǫ(g), f ≪ǫ g or g ≫ǫ f if the constant C depends on an extra parameter ǫ > 0.
We always use 0 < δ < 1 to denote an error term and 0 < β < 1 to denote the magnitude.
The quantity β−1 is supposed to be greater than δ−O(1). If δO(1)f ≤ g ≤ δ−O(1)f , then we say
that f and g are of the same size.
2 Random walks on Reductive groups
The representation theory of algebraic groups is more clear than the representation theory
of Lie groups. We will use the vocabulary of algebraic groups. In this manuscript, without
further assumption, we assume G is a connected R-split reductive R-group. From Section 2.3
to Section 4, we add the assumption that the semisimple part is simply connected. Please see
[Hel79], [Bor90] and [BQ16] for more details.
We write G for an algebraic group, and G = G(R) for its group of real points, equipped
with the Lie group topology.
2.1 Reductive groups and representations
Reductive groups
Let G be a connected R-split reductive R-group. Let A be a maximal R-split torus in G.
Because G is R-split, the group A is also the maximal torus of G and the centralizer of A
in G is A. Let C be the connected component of the centre of G, which is contained in the
maximal torus A. The semisimple part of G is the derived group DG = [G,G]. Let B be
the subtorus of A given by A ∩DG. The dimension of A and B are called the reductive rank
and the semisimple rank of G, respectively. We write r and m for the reductive rand and the
semisimple rank.
Because we are dealing with real groups, we will use transcendental methods to describe
the structure of G. Let G,A,B and C be the group of real points of G,A,B and C. Let
θ be a Cartan involution of G which satisfies θ(A) = A and such that the set of fixed points
K = {g ∈ G| θ(g) = g} is a maximal compact subgroup of G. Let g, k, a, b and c be the Lie
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algebra of G,K,A,B and C, respectively. Then a = b⊕ c due to g = Dg⊕ c. We write exp for
the exponential map from a to A. We also write θ for the differential of the Cartan involution,
whose set of fixed points is k and which equals −id on a.
For X,Y in g, the Killing form is defined as
K(X,Y ) = tr(adXadY ).
The Killing form is positive definite on b and negative definite on k. Endowed with the Killing
form, the Lie algebra b and its dual b∗ become Euclidean spaces.
Root systems and the Weyl group
The spaces b∗ and c∗ are seen as subspaces of a∗, which takes value zero on c and b,
respectively. Let R be the root system of g with respect to a, that is the set of nontrivial weights
of the adjoint action of a on g. It is actually a subset of b∗. Because c is in the centre of g,
its adjoint action on g is trivial. Fix a choice of positive roots R+. Let Π be the collection of
primitive simple roots of R+. Let a+ be the Weyl chamber defined by {X ∈ a|α(X) ≥ 0, ∀α ∈
Π}. Let a++ be the interior of Weyl chamber defined by {X ∈ a|α(X) > 0, ∀α ∈ Π}. Using the
root system, we have a decomposition of g into eigenspaces of a,
g = z⊕
⊕
α∈R
gα,
where z is the centralizer of a and gα is the eigenspace given by
gα = {X ∈ g| [Y,X] = α(Y )X for all Y ∈ a}.
Since the group G is split, we know a = z and that gα are of dimension 1.
Recall that for every root α in R, there is an orthogonal symmetry sα which preserves R
and sα(α) = −α. For α ∈ R, let Hα be the unique element in b such that sα(α′) = α′−α′(Hα)α
for α′ ∈ b∗. The set {Hα| α ∈ R} is called the set of duals roots in b. Since the Cartan involution
θ equals −id on a, this implies θgα = g−α for α ∈ R. Using the Killing form, we can prove that
[gα, g−α] = RHα. (See [Ser66, Cha. 4, Theorem 2] for more details) Hence, there is a unique
choose (up to sign) Xα ∈ gα, Yα ∈ g−α such that
[Xα, Yα] = Hα and θ(Xα) = −Yα.
Let Kα = Xα − Yα. Due to θKα = Kα, the element Kα is in k.
Let W be the Weyl group of R. Then the group W acts simply transitively on the set of
Weyl chambers. Let w0 be the unique element in W which sends the Weyl chamber a
+ to the
Weyl chamber −a+. Let ι = −w0 be the opposition involution. The Weyl group also acts on a∗
by the dual action. Let NG(A) be the normalizer of A in G. An element in NG(A)/A induces
an automorphism on the tangent space a. This gives an isomorphism from NG(A)/A to the
Weyl group W . Hence w0 can be realized as an element in G/A and its action on a is given by
conjugation.
The Iwasawa cocycle
Let n = ⊕α∈R+gα and n− = ⊕α∈R+g−α. They are nilpotent Lie algebras. Let N be the
connected algebraic subgroup of G with Lie algebra n. The group N is normalized by A. Let
P = A ⋉N be a minimal parabolic subgroup. The flag variety P is defined to be the set of
conjugations of P under the action of G. Since the normalizer of P in G is itself, we have an
isomorphism
G/P → P.
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We write ηo for the subgroup P seen as a point in P. Let M be the subgroup of A, whose
element has order at most two. Since A is isomorphic to (R∗)r, we know that M ≃ (Z/2Z)r and
A =M ×Ae, where Ae = exp(a) is the analytical connected component of A and Ae ≃ (R>0)r.
Let Go be the connected component of the identity element in G.
Lemma 2.1. Let G be a connected R-split reductive R-group. Then we have K = KoM .
Proof. By Matsumoto’s theorem [Mat64], we have G = GoA = GoM . Hence the group M
intersect each connected component of G. We claim that K = KoM .
We know that K ⊃ KoM , because the group M equals to A ∩ K due to [Ben05, Lemme
4.2]. This can be proved directly by considering the action of the Cartan involution on M . The
group KoM intersects each connected component of G and the intersection with Go contains
Ko. By maximality of K, we conclude that K = KoM .
We have an Iwasawa decomposition of G given by
G = KAN.
The action of K on P is transitive. Hence P is a compact manifold. By Lemma 2.1, we have
G = KAeMN = KAeN . This is a bijection between G and K × Ae × N . Then we can define
the Iwasawa cocycle σ from G ×P to a. Let η be in P and g be in G. By the transitivity of
K, there exists k ∈ K such that η = kηo. By the Iwasawa decomposition, there exists a unique
element σ(g, η) in a such that
gk ∈ K exp(σ(g, η))N.
We can verify that this is well defined and σ is an additive cocycle, that is for g, h in G and η
in P
σ(gh, η) = σ(g, hη) + σ(h, η).
Due to the direct sum a = b ⊕ c, we can decompose the Iwasawa decomposition into the
semisimple part and the central part of the cocycle, that is
σ(g, η) = σss(g, η) + c(g),
where σss lies in b and c(g) in c. The central part c(g) does not dependent on η, because the
map
G→ G/DG
kills the semisimple part and the restriction on Ce = exp(c) is injective. Moreover, since the
Iwasawa cocycle is additive, the central part is additive. That is for g, h in G
c(gh) = c(g) + c(h).
The Cartan decomposition
The Cartan decomposition says that G = KA+MK = KA+K, where A+ is the image of
the Weyl chamber a+ under the exponential map. For g in G, by Cartan decomposition, we
can write g = kgagℓg with kg, ℓg in K and ag in A
+. The element ag is unique and there is a
unique element κ(g) in a+ such that ag = exp(κ(g)). We call κ(g) the Cartan projection of g.
Then κ(g−1) = ικ(g), where ι is the opposition involution. Since A is contained in P , we can
define ζo = w0ηo, where the element w0 in the Weyl group is seen as an element in G/A. (As an
element in P, ζo is the opposite parabolic group with respect to P and A) Let η
M
g = kgηo and
ζmg = ℓ
−1
g ζo. When κ(g) is in a
++, they are uniquely defined, independently of the choice of kg
and ℓg.
We can also define a unique decomposition of κ(g) into semisimple part and central part.
Due to κ(g) = σ(g, ℓ−1g ηo) = σss(g, ℓ
−1
g ηo) + c(g), we have
κ(g) = κss(g) + c(g).
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Dominant weights
Here, we need the hypothesis that DG is simply connected.
Let X(A) and X(B) be the character groups of A and B, respectively. We will identify
X(A) and X(B) as discrete subgroups of a∗ and b∗ by taking differential. The elements of a∗ in
X(A) are called weights. All the roots are weights, because they come from adjoint action of A
on gα.
Since {Hα}α∈Π is a basis of b, let {ω˜α}α∈Π be the dual basis, it is called the fundamental
weights. Since the derived group DG is simply connected, we have
X(B) = ⊕α∈ΠZω˜α. (2.1)
Since B is a closed subgroup of a split torus A, every character on B extends to a character on
A. Hence for α ∈ Π there exist
χα ∈ X(A) such that χα|b = ω˜α. (2.2)
We fix this choice of χα. We write ωα for the element in a
∗ which is another extension of ω˜α
and vanishes on c, that is
ωα|b = ω˜α and ωα|c = 0. (2.3)
The element ωα is not always a character of A, but a multiple of ωα will be a character of A.
Because ωα can be expressed as a linear combination of simple roots with rational coefficients.
Recall that a weight is a dominant weight, if for every w in the Weyl groupW , the difference
χ− w(χ) is a sum of positive roots.
Lemma 2.2. If DG is simply connected. For every α ∈ Π, the weight χα is a dominant weight.
Proof. The action of the Weyl group on c∗, the linear functionals vanishing on b, is trivial.
Because ω˜α is a fundamental weight, we know that
χα −w(χα) = ωα − w(ωα)
equals a sum of positive roots. The proof is complete.
Representations and highest weight
Let (ρ, V ) be a linear finite dimensional algebraic representation of G. We only consider
finite dimensional representations here. The set of restricted weights Σ(ρ) of the representation
is the set of elements ω in a∗ such that the eigenspace
V ω = {v ∈ V |∀X ∈ a, dρ(X)v = ω(X)v}
is nonzero, where dρ is the tangent map of ρ from g to End(V ). From definition, we see that
ω is the differential of a character on A, which is a weight. We define a partial order on the
restricted weights: For ω1, ω2 in Σ(ρ),
ω1 ≥ ω2 ⇔ ω1 − ω2 is a sum of positive roots.
If ω is in Σ(ρ), then we say that ω is a weight of V and a vector v in V ω is said to have weight
ω. We call ρ proximal if there exists χ in Σ(ρ) which is greater than the other restricted weights
and such that V χ is of dimension 1. We should pay attention that a proximal representation is
not supposed to be irreducible. The advantage of the splitness of G is that all the irreducible
representations are proximal, which will be extensively used later on.
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Suppose that (ρ, V ) is an irreducible representation. Let χ ∈ a∗ be the highest weight
of (ρ, V ). We write Vχ,η = ρ(g)V
χ for η = gηo, which is well defined because the parabolic
subgroup P fixes the subspace V χ. This gives a map from P to PV by
P → PV, η 7→ Vχ,η. (2.4)
In the case of split reductive groups, for a character χ on A, there exists a irreducible
algebraic representation with highest weight χ if and only if χ is a dominant weight [Tit71]. Let
Θρ = {α ∈ Π : χ− α is a weight of ρ}.
By Lemma 2.2, we have
Lemma 2.3. If DG is simply connected. There exists a family of representations (ρα, Vα)α∈Π
such that the highest weight of ρα is χα. Furthermore, Θρα = {α}. The product of the maps
given by (2.4)
P −→
∏
α∈Π
PVα, η 7→ (Vχα,η)α∈Π,
is an embedding of P to the product of projective spaces.
Lemma 2.4. Let (ρ, V ) be an irreducible representation of G with highest weight χ. Then
Θρ = {α} is equivalent to say that χ(Hα) > 0 for only one simple root α.
Proof. Consider the representation of the Lie algebra sα =< Hα,Xα, Yα > on v of highest
weight. By the classification of the representations of sl2, we know that Yαv 6= 0 if and only
if χ(Hα) > 0. The vector Yαv is the only way to obtain a vector of weight χ − α by [Ser71,
Chapter 7, Proposition 2]. The proof is complete.
This lemma explains for ρα, we have Θρα = {α}, due to χα(Hβ) = ω˜α(Hβ) = δαβ . This
family of representation will be fixed from now on until Section 4.4.
For α ∈ Π, let
χ˜α = nαωα, where nα ∈ N and χ˜α is a dominant weight. (2.5)
This gives another family of representations V˜α, which will be used only in Section 4.4. The
main difference with χα is that χ˜α vanishes on c. For semisimple case, the elements ωα, χα, χ˜α
are the same.
Definition 2.5 (Super proximal representation). Let (ρ, V ) be an irreducible representation of
G with highest weight χ. We call V super proximal if the exterior square ∧2V is also proximal.
This is equivalent to Θρ = {α}, and V χ−α is of dimension 1.
Lemma 2.6. If the highest weight χ of an irreducible representation satisfies χ(Hα) > 0 for
only one simple root α, then this representation is super proximal.
Proof. Because the central part of G preserves eigenspaces of A. It is also an irreducible repre-
sentation of the semisimple part. It will be thus sufficient to prove the semisimple case.
Let α be the simple root. Let v be a nonzero vector with highest weight χ. By [Ser66,
Chapter 7, Proposition 2], the representation V is generated by vectors Yβ1 · · ·Yβkv, where
β1, . . . , βk are positive roots. Hence a vector of weight χ− α can only be obtained by Yαv. The
dimension of V χ−α is no greater than 1. Since χ − α is a weight due to Lemma 2.4, the proof
is complete.
For χ ∈ a∗, if it is a weight, we will use χ♯ to denote its corresponding algebraic character
in X(A). By the definition of eigenspace V χ, we have
Lemma 2.7. Let (ρ, V ) be an irreducible representation of G. Let χ♯ be an algebraic character
of A. For a in A and v ∈ V χ, we have
ρ(a)v = χ♯(a)v.
This lemma will be used to determiner the sign in Section 2.5.
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Representations and good norms
Definition 2.8. Let ‖ · ‖ be an euclidean norm on a representation (ρ, V ) of G. We call ‖ · ‖ a
good norm if ρ(A) is symmetric and ρ(K) preserves the norm.
By [Hel79], [BQ16, Lemma 6.33], good norms exist on every representation of G. One
advantage of good norm is that for v, u in V and g in G
〈ρ(g)v, u〉 = 〈v, ρ(θ(g−1)u)〉,
where θ is the Cartan involution. The above equation is true because it is true for g in A and
K. This means that for good norm we have
tρ(g) = ρ(θ(g−1)). (2.6)
The application (2.4) enables us to get information on P by the representations. For an element
g in GL(V ), let ‖g‖ be its application norm.
Lemma 2.9. Let G be a connected reductive R-group. Let (ρ, V ) be an irreducible linear repre-
sentation of G with good norm. Let χ be the highest weight of V . For η in P and a non zero
vector v ∈ Vχ,η, we have
‖ρ(g)v‖
‖v‖ = exp(χσ(g, η)), (2.7)
‖ρ(g)‖ = exp(χκ(g)). (2.8)
Please see [BQ16, Lemma 8.17] for the proof.
Examples
For the group GLm+1, the maximal torus A can be taken as the diagonal subgroup and
the Lie algebra a is the set of diagonal matrices. The Lie algebra b is the subset of a with
trace zero. The Lie algebra c = {X ∈ a| x1 = x2 = · · · = xm+1}. For X in a, we write
X = diag(x1, . . . , xm+1) with xi ∈ R. Let λi in a∗ be the linear map given by λi(X) = xi. The
root system R is given by
R = {λi − λj |i 6= j, and i, j ∈ {1, . . . ,m+ 1}}.
A choice of positive roots is λi − λj with i < j. The set of simple roots is Π = {λi − λi+1|i =
1, . . . ,m}. Let αi = λi − λi+1. The Weyl chamber is
a+ = {X ∈ a|x1 ≥ x2 ≥ · · · ≥ xm+1}.
The fundamental weights are ω˜αi = λ1+ · · ·+ λi for i = 1, . . . ,m on b. The weights χαi has the
same form as ω˜αi in a. The weights ωαi = χαi − im+1(λ1+ · · ·+λm+1). The representations Vαi
are given by Vαi = ∧iRm+1 for i = 1, . . . ,m. The maximal compact subgroup K is O(m + 1)
and the parabolic group P is the upper triangular subgroup and N is the subgroup of P with
all the diagonal entries equal to 1. The flag variety P is the set of all flags
W1 ⊂W2 ⊂ · · · ⊂Wm,
where Wi is a subspace of Rm+1 of dimension i.
Let ǫi,j be the square matrix of dimension m + 1 with the only nonzero entry at the i-th
row and j-th column, which equals 1. The element Hαi is ǫi,i − ǫi+1,i+1. The element Xαi , Yαi
are given by ǫi,i+1, ǫi+1,i. The Cartan involution θ is the additive inverse of the transpose, that
is θ(X) = −tX for X in a.
The Weyl group W is isomorphic to the symmetric group Sm+1. The action on a is simply
given by the permutation of coordinates and the element w0 sends X = diag(x1, . . . , xm+1) to
w0X = diag(xm+1, . . . , x1).
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2.2 Linear actions on vector spaces
Let V be a vector space with euclidean norm. Then we have an induced norm on its dual
space V ∗, exterior powers ∧jV and tensor products ⊗jV .
For x = Rv, x′ = Rv′ in PV , we define the distance between x, x′ by
d(x, x′) =
‖v ∧ v′‖
‖v‖‖v′‖ . (2.9)
This distance has the advantage that it behaves well under the action of GL(V ). See for example
Lemma 2.11. For y = Rf in PV ∗, let y⊥ = P(ker f) ⊂ PV be a hyperplane in PV . For x = Rv
in PV , we define the distance of x to y⊥ by
δ(x, y) =
|f(v)|
‖f‖‖v‖ ,
which is explained by δ(x, y) = d(x, y⊥) = minx′∈y⊥ d(x, x
′). LetKV be the compact group which
preserves the norm. Let A+V be the set of diagonal elements such that {a = diag(a1, · · · , ad)|a1 ≥
a2 ≥ · · · ≥ ad}, under the basis {e1, · · · , ed}. Let A++V be the interior of A+V . For g in GL(V ),
by the Cartan decomposition we can choose
g = kgagℓg, where ag ∈ A+V and kg, ℓg ∈ KV . (2.10)
Let xMg = Rkge1 and y
m
g = R
tge∗1 be the density points of g on PV and
tg on PV ∗, which is
unique and independent of the choice of basis when ag is in A
++
V . For r > 0 and g in GL(V ), let
bMV,g(r) = {x ∈ PV |d(x, xMg ) ≤ r},
BmV,g(r) = {x ∈ PV |δ(x, ymg ) ≥ r}.
These two sets play important role when we want to get some ping-pong property. The elements
in set BmV,g have distance at least r to the hyperplane determined by y
m
g . For g in GL(V ), let
γ1,2(g) :=
‖∧2g‖
‖g‖2
be the gap of g.
Distance and norm
We start with general g in GL(V ), where V is a finite dimensional vector space with
euclidean norm. We need some technical control of distance. These are quantitative versions of
the same controls in [Qui02, Lemma 2.5, 4.3, 6.5].
For g in GL(V ) and x = Rv ∈ PV , we define an additive cocycle σV : GL(V )×PV → R by
σV (g, x) = log
‖gv‖
‖v‖ . (2.11)
This is called cocycle, because for g, h in G, we have
σV (gh, x) = σV (g, hx) + σV (h, x).
We fix the operator norm ‖ · ‖ on GL(V ).
Lemma 2.10. For any g in GL(V ) and x in PV , we have
δ(x, ymg ) ≤
‖gv‖
‖g‖‖v‖ ≤ 1. (2.12)
Please see [BQ16, Lem 14.2] for the proof.
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Lemma 2.11. Let δ > 0. For g in GL(V ), if β = γ1,2(g) ≤ δ2, then
• the action of g on BmV,g(δ) is βδ−2-Lipschitz and
gBmV,g(δ) ⊂ bMV,g(βδ−1) ⊂ bMV,g(δ),
• the restriction of the real valued function σV (g, ·) on BmV,g(δ) is 2δ−1-Lipschitz.
Proof. Due to [BQ16, Lem 14.2],
d(gx, xMg )δ(x, y
m
g ) ≤ γ1,2(g) = β.
Hence
d(gx, xMg ) ≤ βδ(x, ymg )−1 ≤ βδ−1,
which implies the inclusion.
For x = Rv and x′ = Rv′ in BmV,g(δ), by (2.12), we have
d(gx, gx′) =
‖gv ∧ gv′‖
‖v ∧ v′‖
‖v ∧ v′‖
‖v‖‖v′‖
‖v‖‖v′‖
‖gv‖‖gv′‖ ≤ γ1,2(g)d(x, x
′)δ−2,
which implies the Lipschitz property of g.
For the Lipschitz property of σV (g, ·), please see [BQ16, Lemma 17.11].
For two different points x = Rv and x′ = Rv′ in PV , we write x ∧ x′ = R(v ∧ v′) ∈ P(∧2V ).
Lemma 2.12. For any g in GL(V ) and two different points x = Rv, x′ = Rv′ in PV , we have
γ1,2(g)δ(x ∧ x′, ym∧2g) ≤
d(gx, gx′)
d(x, x′)
. (2.13)
Proof. By definition and (2.12), we have
d(gx, gx′) =
‖gv ∧ gv′‖
‖v ∧ v′‖
‖v ∧ v′‖
‖v‖‖v′‖
‖v‖‖v′‖
‖gv‖‖gv′‖ ≥ γ1,2(g)δ(x ∧ x
′, ym∧2g)d(x, x
′).
The proof is complete.
2.3 Actions on Flag varieties
Representations and Density points
Now, suppose that V is a representation of G with a good norm. Recall that V χ is the
eigenspace of the highest weight. Let V ∗ be the dual space of V . The representation of G on
V ∗ is the dual representation given by: for g ∈ G and f ∈ V ∗, let ρ∗(g)f = tρ(g−1)f . This
definition gives
〈ρ∗(g)f, ρ(g)v〉 = 〈 tρ(g−1)f, ρ(g)v〉 = 〈f, v〉,
for f in V ∗ and v in V . Then the highest weight of V ∗ is ιχ. The following results explain the
relation between different definitions by using combinatoric information on root systems and
representations.
Lemma 2.13. We claim that for every irreducible representation V and weight χ,
Vχ,ζo = V
w0χ. (2.14)
Proof. This can be verified as follows: For X in a and v in V χ,
dρ(X)ρ(w0)v = w0dρ(w0X)v = χ(w0X)w0v = (w0χ)(X)w0v.
The proof is complete.
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Lemma 2.14. Let V be a proximal representation of G. Then we have
xMρ(g) = ρ(kg)V
χ and ymρ(g) =
tρ(ℓg)(V
∗)−χ. (2.15)
If V is irreducible, then we have
xMρ(g) = Vχ,ηMg and y
m
ρ(g) = V
∗
ιχ,ζmg
.
Proof. Let {e1, . . . , ed} be an orthonormal basis of V composed of eigenvectors of ρ(A) such that
e1 ∈ V χ. Then ρ(A) is diagonal. For g = exp(X) ∈ A+, since χ is the highest weight, we have
a1 = exp(χ(X)) ≥ a2, . . . , ad.
By the definition of a good norm, ρ(K) preserves the norm. Hence for g in G, the formula
ρ(g) = ρ(kg)ρ(ag)ρ(ℓg) is a decomposition which satisfies (2.10) in the previous paragraph with
some permutation of {e2, . . . , ed}. But these permutations do not change the density points.
Hence we have xMρ(g) = Rρ(kg)e1 = ρ(kg)V
χ. If V is irreducible we have xMρ(g) = Vχ,ηMg .
In the dual space, we can verify that e∗1 has weight −χ, which is the lowest weight in weights
of V ∗. By the same argument as in PV , we have
ymρ(g) = R
tρ(ℓg)e
∗
1 =
tρ(ℓg)(V
∗)−χ.
We also have a map from P to PV ∗. Hence by (2.14) with representation V ∗ and weight ιχ,
we know V ∗ιχ,ζo = (V
∗)w0ιχ = (V ∗)−χ. For ζ = gζo in P, by definition,
V ∗ιχ,ζ = gV
∗
ιχ,ζo = g(V
∗)−χ. (2.16)
Since V is irreducible, by (2.16) we have ymρ(g) =
tρ(ℓg)(V
∗)−χ = ρ∗(ℓ−1g )(V
∗)−χ = V ∗ιχ,ζmg .
Distance on Flag varieties
For α in Π, we abbreviate Vχα,η, V
∗
ιχα,ζ
to Vα,η, V
∗
α,ζ . For g in G, by Lemma 2.14, we find
xMρα(g) = Vα,ηMg and y
m
ρα(g)
= V ∗α,ζmg . For η, η
′ in P, let
dα(η, η
′) = d(Vα,η, Vα,η′)
be its distance between their images in PVα. We define a distance on the flag variety. It is the
maximal distance induced by projections,
d(η, η′) = max
α∈Π
d(Vα,η , Vα,η′). (2.17)
We have another embedding of the flag variety
P →
∏
α∈Π
P(V ∗α ).
For ζ = kζo ∈ P, by definition, we have V ∗α,ζ = kV ∗α,ζo . For η ∈ P and ζ ∈ P, we set
δ(η, ζ) = min
α∈Π
δ(Vα,η , V
∗
α,ζ).
In particular, because the images of ηo, ζo in PVα,PV ∗α are V
χα , (V ∗)−χα , we know δ(Vα,ηo , V
∗
α,ζo
) =
δ(V χα , (V ∗)−χα) = 1, and then
δ(ηo, ζo) = 1. (2.18)
We write
bMVα,g(r) = {x ∈ PVα|d(x, xMρα(g)) ≤ r},
BmVα,g(r) = {x ∈ PVα|δ(x, ymρα(g)) ≥ r}.
They are subsets of PVα. Write
bMg (r) = {η ∈ P|∀α ∈ Π, Vα,η ∈ bMVα,g(r)} = {η ∈ P|d(η, ηMg ) ≤ r},
Bmg (r) = {η ∈ P|∀α ∈ Π, Vα,η ∈ BmVα,g(r)} = {η ∈ P|δ(η, ζmg ) ≥ r}.
They are subsets of P.
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Distance and norms
We need a multidimensional version of the lemmas in Section 2.2. They are about the
similar quantities on flag varieties. The idea is to use all the representations ρα. For an element
X in b, we have
sup
α∈Π
|χα(X)| ≤ ‖X‖ ≪ sup
α∈Π
|χα(X)|. (2.19)
Using Lemma 2.9, (2.19) and σ(g, η) − κ(g) ∈ b, we deduce the following two lemmas from
Lemma 2.10 and Lemma 2.11
Lemma 2.15. For g in G and η in P,
‖σ(g, η) − κ(g)‖ ≪ | log δ(η, ζmg )|.
For g in G and α ∈ Π, by Lemma 2.9,
γ1,2(ρα(g)) =
‖ ∧2 ρα(g)‖
‖ρα(g)‖2 = e
(2χα−α−2χα)κ(g) = e−ακ(g).
Let
γ(g) = sup
α∈Π
e−ακ(g). (2.20)
We call it the gap of g.
Lemma 2.16. Let δ > 0. For g in G, if β = γ(g) = supα∈Π exp(−ακ(g)) ≤ δ2, then
• the action of g on Bmg (δ) is βδ−2-Lipschitz and
gBmg (δ) ⊂ bMg (βδ−1) ⊂ bMg (δ),
• the restriction of the a-valued function σ(g, ·) on Bmg (δ) is O(δ−1)-Lipschitz.
These properties tell us that the action of an element g on a large set of the flag variety P
behaves like uniformly contracting map.
We also need to compare the distance on the projective space and the flag variety. Recall
the map from P to PV defined in (2.4).
Lemma 2.17. Let (ρ, V ) be an irreducible representation of G with highest weight χ. There
exists a constant C > 0 depending on the chosen norm such that for η, η′ in P,
d(Vχ,η, Vχ,η′) ≤ Cd(η, η′). (2.21)
The intuition is that a differentiable map between two compact Riemannian manifolds is
Lipschitz. For more details, please see Corollary 5.10 in Appendix 5.3.
2.4 Actions on the tangent bundle of the Flag variety
In this section, we will study the action of G on the tangent bundle of P. Recall that
P ≃ G/P is the flag variety and P = AN is a parabolic subgroup.
We first study the tangent bundle of the homogeneous space
P0 = G/AeN.
Recall that Ae is the analytical connected component of A, given by exp(a). Note that the left
action of K on P0 is simply transitive (due to the Iwasawa decomposition in split case). Let zo
be the base point AeN in P0. We can identify the left K-invariant vector fields as
TzoP0 = Tzo(G/AeN) ≃ g/p.
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Hence the tangent bundle of P0 has an isomorphism
TP0 ≃ P0 × g/p,
that is because we can identify the tangent space at zo and z = kzo by the left action of k.
We denote by (z, Y ) a point of TP0 where z is in P0 and Y is in g/p. We use elements in
n− = ⊕α∈R+g−α as representative elements in g/p.
Then we describe the left action of G on TP0. Take Y in g
−α and z = kzo in P0. For g in
G, by the Iwasawa decomposition we have a unique k′ in K and a unique σ(g, k) in a such that
gk = k′p ∈ k′ exp(σ(g, k))N , where p ∈ AeN . Here σ(g, k) is understood as σ(g, kηo). Due to
gk exp(tY )zo = k
′p exp(tY )zo = k
′ exp(tAdpY )zo,
by taking derivative at t = 0, the left action of g on the tangent vector (z, Y ) satisfies
Lg(z, Y ) = (z
′,AdpY ),
where z′ = k′ηo and Ad is the adjoint action of P on g/p.
Now we restrict our attention to simple roots. Let α be a simple root. Due to Y ∈ g−α, we
have AdNY ⊂ Y + a+ n, which implies that the unipotent part N acts trivially on (g−α+ p)/p.
By p ∈ exp(σ(g, k))N , we have
AdpY = exp(−ασ(g, k))Y on (g−α + p)/p. (2.22)
This means that the line bundle P0 × g−α is stable under the left action of G, and we call it
the α-bundle.
The flag variety P is a quotient of P0 by the right action of group M , due to A = MAe.
We use π to denote the quotient map. The right action of M also induces an action on the
tangent bundle. For (z, Y ) in TP0 and m in M , by k exp(tY )mzo = km exp(tAdm−1Y )zo, we
have
Rm(kzo, Y ) = (kmzo,Adm−1Y ). (2.23)
Descending to the quotient implies the tangent bundle of P satisfies
TP ≃ P0 ×M g/p,
which is the quotient space of P0 × g/p by the equivalence relation generated by the action of
M , (2.23). Due to M < A, its adjoint action preserves the line g−α in g/p. Hence the α-bundle
on P0 descends to a line bundle on P, and we call it Pα, a subbundle of the tangent bundle.
The integral curves of α-bundle on P0 are closed, and we call them α-circles on P0. At a point
z = kzo in P0, it is given by
γα : R→ P0, t 7→ k exp(tKα)zo. (2.24)
This can be verified directly, because the tangent vector of the curve at time t is (γα(t),Kα) =
(γα(t), Yα), due to the definition of g/p, which belongs to the α-bundle. The one parameter
subgroup {exp(tKα) : t ∈ R} is a compact subgroup of G, which is isomorphic to SO(2). We
call it Oα.
Under the right action of M , the α-circles on P0 descends to the α-circles on P.
Lemma 2.18. Under the map (2.4), the image of the α-circle containing η = kηo in PVα is the
projective line generated by ρα(k)V
χα and ρα(k)V
χα−α.
Let χ be a dominant weight such that χ(Hα) = 0. Then the image of an α-circle in PVχ is
a point.
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Proof. Since α-bundle is left K-invariant, the set of α-circles are also left K-invariant. It is
sufficient to consider the α-circle containing ηo. Let (ρ, V ) be an irreducible representation of
highest weight χ. By (2.24) and (2.4), the image of α-circle is given by ρ(Oα)V
χ.
Consider the Lie algebra sα generated by Hα,Xα, Yα, which is isomorphic ot sl2. For v in
V χ, we have dρ(Hα)v = χ(Hα)v. Due to the classification of the irreducible representation of
sl2, the irreducible representation V1 of sα generating by V
χ is of dimension χ(Hα) + 1.
When χ satisfies χ(Hα) = 0, the above argument implies that V1 is a trivial representation
and ρ(Oα) acts trivially on V1. Hence the image of the α-circle is a point.
When χ = χα, the same argument implies V1 is of dimension 2. Another eigenspace of V1
is V χα−α. The group ρ(Oα) acts as SO(2) on V1, which implies the result.
Remark 2.19. If we introduce the partial flag variety PΠ−{α}, then α-circle is simply the fibre
of the quotient map P → PΠ−{α}. This point of view also implies Lemma 2.18.
Generally, the α-bundle on P is non trivial in the sense of line bundle.
Example 2.20. Let G be SL3(R). Recall that
a = {X = diag(x1, x2, x3)| x1 + x2 + x3 = 0, x1, x2, x2 ∈ R},
and α1, α2 are two simple roots given by α1 = λ1 − λ2 and α2 = λ2 − λ3. The group M is
{e,diag(1,−1,−1),diag(−1, 1,−1),diag(−1,−1, 1)} ≃ (Z/2Z)2. We have
Addiag(1,−1,−1)Yα1 = α
♯
1(diag(1,−1,−1))Yα1 = −Yα1 .
In this case the action of M is nontrivial and it is not a normal subgroup of K = SO(3). The
α-bundle on P restricted to an α-circle is roughly a Mo¨bius band.
In this case, α1-circles are given by {W1 ⊂ W2}, where W2 is a fixed two dimensional
subspace of R3 and W1 varies in one dimensional subspaces of W2. On the contrary, α2-circles
are given by {W1 ⊂ W2} with W1 fixed and W2 varying in two planes which contain W1. From
this description, we can easily see the G invariance of the set of α circles.
It is better to work on P0, where the α-bundle is trivial. One difficulty is that in the
covering space P0, we need to capture the missing information of group M . More precisely, for
h in G and z, z′ in P0 if hπ(z), hπ(z
′) are close, we do not know whether hz, hz′ are close or
not. This will be answered at the end of Section 2.5.
Remark 2.21. In an abstract language as in [BQ14, Lemma 4.8], we have a principal bundle
M → P0 → P, where the action of M on P0 is a right action. We also have a left action of
a semigroup Γ in G on P0 and P (Γ will be taken as Γµ in our case). Suppose that we have
a Γ-minimal set ΛΓ in P. The lifting of ΛΓ to P0 has different possibilities. Let η be a point
in ΛΓ and z = kzo be a lifting in P0. Let Mz = {m ∈ M |Γkm = Γk}. Then we have a nice
equivalence
{Γ−minimal orbit in P0} ←→Mz\M.
In particular, if Γ is a semigroup of matrices of positive entries, then Mz = {e} and Γ has the
maximal number of minimal orbits in P0.
2.5 The sign group
Recall the notation for reductive groups and Lie algebras. Let N− be the subgroup with Lie
algebra n−. We have a Bruhat decomposition of the reductive group G([Bor90, 21.15]), where
the main part is given by
N− ×M ×Ae ×N → G.
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The image U is a Zariski open subset of G and the map is injective. For elements in U , we
can define a map m to the group M , mapping an element g to the part of M in the Bruhat
decomposition.
A part of M is given by the different connected components of G. Let
M0 =M ∩Go and M1 =M/M0,
the quotient group. Let π0(X) be the set of connected components of a topological space X and
let #π0(X) be its number.
Lemma 2.22. Let G be a connected R-split reductive R-group. If DG is simply connected, then
M ∩B =M0.
Proof. Recall that B = A ∩DG. Due to DG ⊃ Ko,
M ∩B =M ∩ (A ∩DG) =M ∩DG ⊃M ∩Ko.
Since M is a subset of K, we see that M0 = M ∩ Go = M ∩K ∩ Go = M ∩Ko. On the other
hand, since DG is simply connected, the group of real points DG is connected in the Lie group
topology. Therefore
M ∩Ko =M0 =M ∩Go ⊃M ∩DG =M ∩B.
The proof is complete.
Let P1 = G/AeBN .
Lemma 2.23. The homogeneous space P1 has the same number of connected components as
P0, that is #π0(P0) = #π0(P1) = #π0(M1), and each connected component of P1 is isomor-
phic to P as topological spaces.
Proof. Since DG is connected, we know AeBN ⊂ AeDG ⊂ Go. The number of connected
components of P1 equals to #π0(G) = #π0(P0).
The degree of covering P1 → P equals to
#(A/AeB) = #(M/M ∩B).
By Lemma 2.22, we have M ∩B =M0. Hence
#(A/AeB) = #(M/M0) = #π0(M1) = #π0(G) = #π0(P1).
Since P is connected, the result follows.
Hence, the M1 part can be determined by seeing in which connected component of G
the element g is. Later, we want to know for two near elements g, g′ in G, whether we have
m(g) = m(g′) or not. The connected component is easy to determine and in later proof we will
skip the step for verifying the connected component.
In order to study the M0 part, we will use representations defined in Lemma 2.3. This
is in the same spirit as the treatment of the sign group M in [Ben05]. Let vα be a non zero
eigenvector with highest weight χα in Vα. Let sg be the sign function on R.
Lemma 2.24. For g in U , we have
sg〈vα, ρα(g)vα〉 = χ♯α(m(g)),
where χ♯α is the corresponding algebraic character on A of the weight χα.
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Proof. Since vα is N -invariant and the Cartan involution θ maps N
− to N , by (2.6)
〈vα, ρα(N−MAeN)vα) = 〈tρα(N−)vα, ρα(MAeN)vα〉 = 〈ρα(θ(N−))vα, ρα(MAeN)vα〉
= 〈ρα(N)vα, ρα(MAeN)vα〉 = 〈vα, ρα(MAe)vα〉.
The action of Ae does not change the sign, hence by Lemma 2.7 we have
sg〈vα, ρα(g)vα〉 = sg〈vα, ρα(m(g))vα〉 = χ♯α(m(g)).
The proof is complete.
In the simply connected case, we have X(B) = ⊕α∈ΠZω˜α. Due to M0 = M ∩ B, we know
that χ♯α(m) = ω˜
♯
α(m) for m in M0. Therefore
Lemma 2.25. The function Πα∈Π χ
♯
α :M0 → Rm given by
Πα∈Π χ
♯
α(m) = (χ
♯
α(m))α∈Π for m ∈M0,
is injective.
Definition 2.26. We define the sign function from G×G to M ∪ {0} by
m(g, g′) =
{
m(θ(g−1)g′) if θ(g−1)g′ ∈ U,
0 if not,
where g, g′ are in G and θ is the Cartan involution.
This definition exploits the relation between g and g′. More precisely, for u, v in Vα we have
〈v, ρα(θ(g−1)g′)u〉 = 〈ραgv, ραg′u〉, which explains the definition. Due to θ(N) = N−, the sign
function m factors through G/AeN ×G/AeN = P0 ×P0.
We now explain the sign function for the case m = 1, that is GL2(R). We only need to
consider the representation of GL2(R) on R2. Let v0 =
(
1
0
)
be a vector with highest weight in
R2. Then
〈v0, θ(g−1)g′v0〉 = 〈gv0, g′v0〉,
which is the inner product of the first column of g and g′. The sign function is used to determine
whether these two vectors gv0, g
′v0 have an acute angle and whether g and g
′ are in the same
connected component.
By the Bruhat decomposition, we have the following lemma.
Lemma 2.27. For g, g′ in G and m in M , we have
m(g, g′m) = m(gm, g′) = m(g, g′)m.
Lemma 2.28. Take a Cartan decomposition of g, that is g = kgagℓg ∈ KA+K. Then for h in
G,
m(kg, gh) = m(ℓ
−1
g , h).
The key observation here is that the sign function is locally constant. Recall that ζo
is point in P and its image in PV ∗α is the linear functional on Vα which vanishes on the
hyperplane perpendicular to V χα . Recall that δ(η, ζ) = minα∈Π δ(Vα,η , V
∗
α,ζ) and d(η, η
′) =
maxα∈Π d(Vα,η , Vα,η′).
Lemma 2.29. For k1, k2, k3 in K, if δ(k2ηo, k1ζo) > d(k2ηo, k3ηo), then
m(k1, k2) = m(k1, k3)m(k2, k3).
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Figure 1: Angle
Proof. By Lemma 2.27, it is sufficient to consider ki ∈ Ko. By definition, we have δ(k2ηo, k1ζo) =
δ(k−11 k2ηo, ζo) and m(k1, k2) = m(id, k
−1
1 k2). Hence, we can suppose that k1 = e, the iden-
tity element in K. Lemma 2.24 and Lemma 2.25 imply that it is sufficient to prove that if
δ(k2ηo, ζo) > d(k2ηo, k3ηo) and m(k2, k3) = e, then for every simple root α, we have
sg〈vα, ρα(k2)vα〉 = sg〈vα, ρα(k3)vα〉.
Fix a simple root α in Π. Abbreviate vα, ρα(k2)vα, ρα(k3)vα to v1, v2, v3. Let ϑ1 be the
angle between the vector v2 and the hyperplane v
⊥
1 and let ϑ2 be the angle between v2 and v3.
Due to m(k2, k3) = e, this implies
0 < 〈v1, k−12 k3v1〉 = 〈k2v1, k3v1〉 = 〈v2, v3〉,
the angle ϑ2 is acute. The image of ζ0 in PV ∗α is given by R〈v1, ·〉. The hypothesis δ(k2ηo, ζo) >
d(k2ηo, k3ηo) implies that
sinϑ1 = 〈v1, v2〉 > ‖v2 ∧ v3‖ = sinϑ2.
Hence ϑ2 < ϑ1 and v2, v3 are in the same side of the hyperplane v
⊥
1 , which implies sg〈v1, v2〉 =
sg〈v1, v3〉. Please see figure 1.
We state a consequence of Lemma 2.29 which will be used in Section 4.2 to get independence
of certain measures λj.
Lemma 2.30. Let δ < 1/2, let g, h be in G and k, k′ in K. If h, k, k′ satisfy
d(kηo, k
′ηo) < δ, kηo, k
′ηo ∈ Bmh (δ), ηMh ∈ Bmg (3δ) and γ(h) < δ2,
then
m(kg, ghk) = m(ℓ
−1
g , hk
′)m(k, k′).
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Proof. By Lemma 2.27, it is sufficient to prove the case that m(k, k′) = e and k, k′ in Ko. By
Lemma 2.28,
m(kg, ghk) = m(ℓ
−1
g , hk). (2.25)
Denote kηo, k
′ηo by η, η
′. Then by Lemma 2.16, we have hη, hη′ ∈ bMh (δ) ⊂ Bmg (2δ). Hence by
d(hη, hη′) < 2δ ≤ δ(hη, ζmg ) = δ(hη, ℓ−1g ζo) and Lemma 2.29, we have
m(ℓ−1g , hk) = m(ℓ
−1
g , hk
′)m(hk, hk′). (2.26)
The main point here is to prove the following lemma.
Lemma 2.31. Under the same assumption as in Lemma 2.30, we have
m(hk, hk′) = m(k, k′).
Combined with (2.25) and (2.26), the proof is complete.
Proof of Lemma 2.31. Without loss of generality, suppose that m(k, k′) = e. Due to kηo ∈
Bmh (δ), we can chose a ℓh in the Cartan decomposition h = khahℓh such that m(ℓ
−1
h , k) = e.
By Lemma 2.29, the hypothesis that δ(kηo, ℓ
−1
h ζo) > δ > d(kηo, k
′ηo) implies m(ℓ
−1
h , k
′) =
m(ℓ−1h , k) = e. By Lemma 2.28, we conclude that e = m(kh, hk) = m(ℓ
−1
h , k) = m(ℓ
−1
h , k
′) =
m(kh, hk
′). Here we need a distance d0 on P0, which is defined in Appendix 5.3. Let z = kzo
and z′ = k′zo. By Lemma 5.9,
d0(hz, hz
′) ≤ d0(hz, zh) + d0(zh, hz′) ≤ d(hkηo, ηMh ) + d(ηMh , hk′ηo). (2.27)
Hence by (2.27), we have d0(hz, hz
′) ≤ 2δ < 1, which implies m(hk, hk′) = e due to Lemma
5.9.
The proof of Lemma 2.31 also says that if z, z′ are close and away from the bad subvariety
defined by h, the gap of h is large, then hz, hz′ are also close.
2.6 Derivative
Let ϕ be a C1 function on P0. We will give some property of the directional derivative of
ϕ. We write ∂αϕ for the directional derivative ∂Yαϕ, where α is a simple root. It turns out later
that these directions are the major directions when we consider the action of G on P0.
Definition 2.32 (Arc length). Let z1, z2 be two points in the same α-circle in P0. If m(z1, z2) =
e, we define the arc length distance between z1, z2 by
dA(z1, z2) := arcsin d(πz1, πz2).
Remark 2.33. This is a restriction of left K-invariant distance, which can be induced by the
K-invariant Riemann metric d2 in the appendix.
Lemma 2.34 (The Newton-Leibniz formula). Let z1, z2 be two points in the same α-circle on
P0 such that m(z1, z2) = e. Let u = dA(z1, z2) and let γ : [0, u] → P0 be the curve in the
α-circle connecting z1, z2 with unit speed (in the sense of arc length). Then for g in G
ϕ(gz1)− ϕ(gz2) = ±
∫ u
0
∂αϕgγ(s)e
−ασ(g,γ(s))ds, (2.28)
where the sign depends on the direction of γ.
Remark 2.35. The α-circle already has an orientation given by Yα. The sign is negative if the
curve γ is negatively oriented.
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Proof. Without loss of generality, suppose that γ is positively oriented. Recall that Kα =
Yα − Xα for α ∈ Π. The images of Kα and Yα coincide in g/p. Then k2 = k1 exp(uKα) and
γ(s) = k1 exp(sKα)zo for s ∈ [0, u]. By the Newton-Leibniz formula and (2.22) we have
ϕ(gz2)− ϕ(gz1) =
∫ u
0
dϕgγ(s)dgγ(s)Kαds =
∫ u
0
dϕgγ(s)dgγ(s)Yαds
=
∫ u
0
dϕgγ(s) exp(−ασ(g, γ(s)))Yαds =
∫ u
0
∂αϕgγ(s)e
−ασ(g,γ(s))ds.
The proof is complete.
For m in M and α in Π, by Lemma 2.7 with the adjoint representation of G on g, due to
Yα ∈ g−α, we have AdmYα = (−α)♯(m)Yα = α♯(m)−1Yα = α♯(m)Yα. The last equality is due to
α♯(m) ∈ {±1}. Thanks to (2.23), we have
Lemma 2.36. Let m be in M and let ϕ be a C1 function on P0 which is right M -invariant.
We have for z = kzo in P0
∂αϕkmzo = α
♯(m)∂αϕz.
We say a function ϕ on P0 is the lift of a function on PVα, if there exists a function ϕ1 on
PVα such that for z = kzo ∈ P0
ϕ(z) = ϕ1(Vα,kηo).
By Lemma 2.18, we have
Lemma 2.37. If ϕ is a C1 function on P0, which is the lift of a C
1 function on PVα, then
∂α′ϕ = 0 for α
′ 6= α,α′ ∈ Π.
2.7 Changing Flags
This part is trivial for SL2(R), where the flag variety P(R2) is a single α-orbit. In this
section, we suppose that the semisimple rank m is no less than two.
On the flag variety, we have many directions in the tangent space. Roughly speaking, the
action of g is contracting and the contraction speed on Yα is given by e
−ακ(g), α ∈ R+. Due
to κ(g) being in the Weyl chamber a+, the slowest directions are given by simple roots. Other
directions are negligible. The main result Lemma 2.45 is a quantitative version of this intuition.
We have already seen that if two points η, η′ are in the same α-circle, then we have a nice
formula for the difference of the value of a real function ϕ at gη and gη′, where g ∈ G. We want
to do this for η, η′ in general position. For this purpose, we need to change the point according
to g. This is a key new observation in higher rank.
If we are on the euclidean space En and we are only allowed to move along the directions
of coordinate vectors. For any two points x, x′, we can walk from x to x′ with at most n moves.
But this is not true for the flag variety P. Suppose that we are only allowed to move along α
circles with α ∈ Π. Then for two general points η, η′ in P, it takes more than m = #Π moves
to walk from one point to the other point. We try to move in each α circle at most one time
and to make the resulting points as close as possible.
Recall that V is a finite dimensional vector space with euclidean norm. Let l = R(v1 ∧ v2)
be a point in P(∧2V ), which is also a line in PV .
Lemma 2.38. Let x = Rw1 be a point in PV and l = R(v1 ∧ v2) be a line in PV . Then we have
d(l, x) := min
x′∈l
d(x′, x) =
‖v1 ∧ v2 ∧ w1‖
‖v1 ∧ v2‖‖w1‖ .
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Proof. The geometric meaning of ‖v1 ∧ v2 ∧ w1‖ is the volume of the parallelepiped generated
by three vectors v1, v2, w1. This volume can also be calculated as the product of the area of the
parallelogram generated by v1 and v2, that is ‖v1 ∧ v2‖, and the distance of w1 to the plane
generated by v1 and v2, that is d(w1,Span(v1, v2)). Hence, we have the formula
‖v1 ∧ v2 ∧ w1‖ = ‖v1 ∧ v2‖d(w1,Span(v1, v2)). (2.29)
The distance d(w1,Span(v1, v2)) equals ‖w1‖d(l, x), because the geometric sense of d(l, x) is the
sine of the angle between the vector w1 and the plane Span(v1, v2). Together with (2.29), we
have the result .
Lemma 2.39. Let x be a point in PV and l be a line in PV . If g ∈ GL(V ) satisfies that
δ(x, ymg ), δ(l, y
m
∧2g) > δ, then
d(gl, gx) ≤ δ−2γ1,3(g)d(l, x),
where γ1,3(g) =
‖∧3g‖
‖∧2g‖‖g‖ .
Compared with Lemma 2.12, with more degree of freedom the contracting speed is signifi-
cantly greater.
Proof. By definition and l = R(v1 ∧ v2), x = Rw1, we have
d(gl, gx) =
‖ ∧2 g(v1 ∧ v2) ∧ gw1‖
‖ ∧2 g(v1 ∧ v2)‖‖gw1‖ ≤
‖ ∧3 g‖‖v1 ∧ v2 ∧ w1‖
‖ ∧2 g(v1 ∧ v2)‖‖gw1‖ ,
Then by Lemma 2.10, we have
d(gl, gx) ≤ ‖ ∧
3 g‖‖v1 ∧ v2 ∧ w1‖
δ2‖ ∧2 g‖‖v1 ∧ v2‖‖g‖‖w1‖ =
‖ ∧3 g‖
δ2‖ ∧2 g‖‖g‖d(l, x).
The proof is complete.
Lemma 2.39 can also be understood that there exists a point x′ = Rv′ ∈ l such that v′ ∧w1
is orthogonal to the vector of highest weight in ∧2V . Then the distance between gx′ and gx will
be roughly γ1,3(g).
We will start to change the flags. Recall that for α ∈ Π and η, η′ in P, the function
dα(η, η
′) is the distance between the images of η and η′ in PVα. If one wants to change a flag
in the α-circle in P, there are some constraints from the structure of flags. We introduce the
following definition which explains the constraint.
By Lemma 2.18, we have
Lemma 2.40. The image of the α-circle of η in PVα is a projective line and we call it lα,η.
Seen as an element in P(∧2Vα), the element lα,η is actually in PV2χα−α ⊂ P(∧2Vα).
Example 2.41. If G = SLm+1(R). Let
η = {W1 ⊂W2 ⊂ · · · ⊂Wm+1 = Rm+1}
be a flag in P. Recall thatWr are r-dimensional subspaces of Rm+1.TakeW0 = {0}. Let ir be the
natural embedding of the Grassmannian to projective spaces, that is Gr(Rm+1) → P(∧rRm+1).
In this case, we see that
lαr ,η = ir(Wr+1 ⊃W ′r ⊃Wr−1),
being a line in P(∧rRm+1), which is the image of all the r dimensional subspace W ′r of Rm+1
such that Wr−1 ⊂W ′r ⊂Wr+1.
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Definition 2.42. Let (η0, η1, . . . , ηk) be a sequence of points in P. We call it a chain if any
consecutive elements ηi, ηi+1 are in the same α-circle for some α ∈ Π, and we write α(ηi, ηi+1)
for this simple root.
Lemma 2.43. Let (η0, . . . , ηl) be a chain and let α be a simple root. If the set of simple roots
appearing in the chain does not contain α, then the image of the chain in PVα is a single point,
that is
Vα,ηj = Vα,η0 , ∀j = 1, . . . , l.
If the set of simple roots appearing in the chain also does not contain α′ such that α + α′ is a
root, then
lα,ηj = lα,η0 , ∀j = 1, . . . , l.
Proof. The first equality is direct consequence of Lemma 2.18 and the relation χα(Hα′) = δαα′ .
For the second equality, let α′ be a simple root such that α+α′ is not a root. The projective
line lα,η in PVα is uniquely determined by the image of η in PV2χα−α. Hence we only need to
understand the image of α′-circle in PV2χα−α. By definition,
(2χα − α)(Hα′) = 2δαα′ − α(Hα′).
Since α + α′ is not a root, we know α(Hα′) = 0 and (2χα − α)(Hα′) = 0. By Lemma 2.18, the
image of α′-circle in PV2χα−α is point. The proof is complete.
The Coxeter diagram of an irreducible root system is a tree, module the multiplicities of
edges. We can find a disjoint union Π1 and Π2 of vertices such that there is no edge whose two
endpoints are in the same Πi. In the Coxeter diagram, two simple roots α, α
′ are connected by
an edge if and only if α+ α′ is a root. Hence, we have
Lemma 2.44. We can separate Π into a disjoint union Π1 and Π2 such that for α,α
′ in the
same atom Πj ,
α+ α′ is not a root.
Let l1 = #Π1 and l2 = #Π2.
Now, we state our main result of this part, which will be used in the main approximation
(Proposition 4.12).
Lemma 2.45. Let η, η′ be two points in P and let g be in G. If for α ∈ Π1,
δ(Vα,η′ , y
m
ρα(g)
), δ(lα,η , y
m
∧2ρα(g)
) > δ,
for α ∈ Π2,
δ(Vα,η , y
m
ρα(g)
), δ(lα,η′ , y
m
∧2ρα(g)
) > δ.
Then we can find two chains (η = η0, η1, . . . , ηl1) and (η
′ = η′0, η
′
1, . . . , η
′
l2
) such that
d(gηj , gηj+1) = dα(gηj , gηj+1) = dα(gη, gη
′) +O(δ−2βe−ακ(g)), (2.30)
where α = α(ηj , ηj+1) ∈ Π1 and different j correspond to different roots; similarly for η′.
We also have that for all α ∈ Π
dα(gηl1 , gη
′
l2) ≤ βe−ακ(g)δ−2, (2.31)
where β is the gap of g, that is β = γ(g) = maxα∈Π{e−ακ(g)}.
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Figure 2: Changing Flag for SL3(R)
The point is that the contraction speed β implies that the term δ−2βe−ακ(g) is of smaller
magnitude than e−ακ(g). The objective is to walk from gη to gη′ only through α circles and to
preserve information of distance. Since we can neglect error term, it is simpler to walk from gη
to gηl1 through some α circles and to walk from gη
′ to gη′l2 through the other α circles, which
means the corresponding simple roots are different from the first walk. After this operation, the
distance between gηl1 and gη
′
l2
is negligible, due to (2.31). The distance of the move in the α
circle is approximately the distance between the images of gη and gη′ in PVα, due to (2.30).
Proof of Lemma 2.45. If we have already found (η0, . . . , ηj) and j < l1, we want to find ηj+1.
Let α ∈ Π1 be a root that does not appear in the chain. Hence by Lemma 2.43,
Vα,ηj = Vα,η0 = Vα,η. (2.32)
Due to Lemma 2.44 and Lemma 2.43, we have further
lα,ηj = lα,η0 = lα,η. (2.33)
We are in the situation of Lemma 2.39 with V = Vα, x = Vα,η′ and l = lα,η. Due to the
hypothesis, Lemma 2.39 and Lemma 2.40, we can find ηj+1 in the same α-circle of ηj such that
dα(gηj+1, gη
′) = d(ραgVα,ηj+1 , ραgVα,η′) ≤ δ−2γ1,3(ραg) ≤ δ−2βe−ακ(g). (2.34)
Hence by (2.32) and (2.34),
dα(gηj+1, gηj) = dα(gηj+1, gη) = dα(gη, gη
′) +O(δ−2βe−ακ(g)),
which is (2.30). Please see Figure 2, where an element in the flag variety is represented by a
projective line with a point.
We need to verify the distance between gηl1 and gη
′
l2
. Without loss of generality, suppose
that α ∈ Π1. Then by Lemma 2.43, the construction and (2.34),
dα(gηl1 , gη
′
l2) = dα(gηl1 , gη
′) = dα(gηj+1, gη
′) ≤ δ−2βe−ακ(g),
where j is the unique number such that α(ηj , ηj+1) = α.
26
Remark 2.46. In the case of SL3(R), we know that ∧2Vα1 and ∧2Vα2 are isomorphic to Vα2
and Vα1 , respectively. The condition in Lemma 2.45 is equivalent to η, η
′ in Bmg (δ).
In the case of SLm+1(R), the representations Vr = ∧rRm+1 are fundamental representation.
Since SLm+1(R) is split, ∧2Vr is again proximal, but may not be irreducible. In Lemma 2.65,
we will proceed to give a control on ym∧2(∧rg).
The condition of Lemma 2.45 is not really important, what we need is that the condition is
true with a loss of exponentially small measure when we consider the random walks on G.
Lemma 2.47. With the same assumption and construction in Lemma 2.45, if we also have
η, η′ ∈ Bmg (δ), then gηj , gη′l are in bMg (βδ−O(1)) for 1 ≤ j ≤ l1 and 1 ≤ l ≤ l2.
Proof. By hypothesis, Lemma 2.16 implies that gη, gη′ ∈ bMg (βδ−1). By (2.30),
d(gηj , gηj+1) ≤ 2βδ−1 +O(δ−2βe−ακ(g)) ≤ βδ−O(1).
Hence by induction, we have gηj ∈ bMg (βδ−O(1)) for all j. Similarly the results hold for gη′l.
2.8 Random walks and Large deviation principles
The study of random walks on projective spaces and flag varieties are connected by repre-
sentation theory.
Let X be P or PV , where V is an irreducible representation of G. There is a natural group
action of G on X. Let µ be a Borel probability measure on G. Then a Borel probability measure
ν on X is called µ-stationary if
ν = µ ∗ ν :=
∫
G
g∗νdµ(g),
where g∗ν is the pushforward measure of ν under the action of g on X.
Lemma 2.48 (Furstenberg). Let µ be a Zariski dense Borel probability measure on G. There
exists a unique µ-stationary probability measure ν on the flag variety and its images in the
projective spaces PV are the unique µ-stationary probability measures when V is an irreducible
representation of G.
See [Fur73], [BQ16, Proposition 10.1] for more details. In order to distinguish stationary
measures on different spaces, we use νV to denote a µ-stationary measure on PV .
Definition 2.49. Let µ be a Zariski dense Borel probability measure on G. The measure µ has
a finite exponential moment if there exists t0 > 0 such that∫
G
et0‖κ(g)‖dµ(g) <∞.
Remark. This definition coincides with the definition given in the introduction for matrix
groups, because in that case log ‖g‖ = χκ(g) where χ is the highest weight of a faithful rep-
resentation. This χ is in the dual cone of a+ and χ(X)≫ ‖X‖ for X in a+.
Definition 2.50. Let µ be a Zariski dense Borel probability measure with exponential moment
on G. The Lyapunov constant σµ is defined as the average of the Iwasawa cocycle
σµ :=
∫
G×P
σ(g, η)dµ(g)dν(η).
Lemma 2.51. Let µ be a Zariski dense Borel probability measure with exponential moment on
G. Then the Lyapunov constant σµ is in a
++, the interior of the Weyl chamber. Equivalently,
for any simple root α, we have α(σµ) > 0.
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The maximal positivity of Lyapunov constant in Lemma 2.51 is due to Guivarc’h-Raugi
[GR85] and Goldsheid-Margulis [GM89]. See [BQ16, Corollary 10.15] for more details. Lemma
2.51 will be used to show that the action of G on P is contracting in Section 4.2, where the
contraction speed is give by β = supα∈Π{e−ασµ}.
In following proposition, we give the large deviation principle for the Cartan projection.
We keep the assumption that µ is a Zariski dense Borel probability measure on G with
a finite exponential moment.
Proposition 2.52. For every ǫ > 0 there exist C, c > 0 such that for all n ∈ N and η ∈ P we
have
µ∗n{g ∈ G| ‖κ(g) − nσµ‖ ≥ nǫ} ≤ Ce−cǫn, (2.35)
See [BQ16, Thm 13.17] for more details.
Proposition 2.53. If (ρ, V ) is an irreducible representation of G, then for every ǫ > 0 there
exist C, c such that for all x in PV and y in PV ∗ and n ≥ 1 we have
µ∗n{g ∈ G| δ(x, ymg ) ≤ e−nǫ} ≤ Ce−cǫn, (2.36)
µ∗n{g ∈ G| δ(xMg , y) ≤ e−nǫ} ≤ Ce−cǫn.
See [BQ16, Prop 14.3] for more details. Attention, we need ρ to be proximal in Proposition
2.53. Here the representation is automatically proximal due to the splitness of G.
Proposition 2.54. For every ǫ > 0 there exist C, c such that for all η, η′ in P and n ≥ 1 we
have
µ∗n{g ∈ G| δ(ηMg , ζ) ≤ e−nǫ} ≤ Ce−cǫn, (2.37)
µ∗n{g ∈ G| δ(η, ζmg ) ≤ e−nǫ} ≤ Ce−cǫn, (2.38)
Proposition 2.54 is a multidimensional version of Proposition 2.53.
Proposition 2.55 (Ho¨lder regularity). If (ρ, V ) is an irreducible representation of G, then there
exist constants C > 0, c > 0 such that for every y in PV ∗ and r > 0 we have
νV ({x ∈ PV | δ(x, y) ≤ r}) ≤ Crc. (2.39)
The proximality of the representation is also needed in Proposition 2.55. This result is due
to Guivarc’h [Gui90]. See [BQ16, Thm 14.1] for more details. As a corollary of Proposition 2.55,
we have the following.
Corollary 2.56. If (ρ, V ) is an irreducible representation of G with highest weight χ, then there
exist constants C > 0, c > 0 such that for every y in PV ∗ and r > 0 we have
ν({η ∈ P| δ(Vχ,η , y) ≤ r}) ≤ Crc. (2.40)
Proof. By Lemma 2.48, we have
ν({η ∈ P| δ(Vχ,η, y) ≤ r}) = νV ({x ∈ PV | δ(x, y) ≤ r}).
Hence Corollary 2.56 follows from Proposition 2.55.
All the results in this section mean that the quantities considered here are really flexible. We
can always image that things happen as wished in a large probability, a very positive expectation.
Bad things are near some algebraic subvariety and have exponential small measures. For later
convenience, we introduce the following definition.
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Definition 2.57 (Good element). For n ∈ N, ǫ > 0 and η, ζ ∈ P, we say that an element h is
(n, ǫ, η, ζ) good if
‖κ(h) − nσµ‖ ≤ ǫn/CA and δ(η, ζmh ), δ(ηMh , ζ) > 2e−ǫn/CA , (2.41)
where CA is a constant greater than 2, which is only depend on the whole group and will be
determined in Lemma 2.59.
Lemma 2.58. We have that h is (n, ǫ, η, ζ) good outside an exponentially small set, that is to
say there exist C > 0, c > 0 such that
µ∗n{h is not (n, ǫ, η, ζ) good.} ≤ Ce−cǫn.
Proof. This is due to the large deviation principle (2.35), (2.37) and (2.38).
Lemma 2.59. Let δ = e−ǫn and β = maxα∈Π e
−ασµn. Suppose that ǫ is small enough such that
β < δ3. If h is (n, ǫ, η, ζmg ) good, then
γ(h) ≤ βδ−1 ≤ δ2 and ‖σ(gh, η) − κ(g) − nσµ‖ ≤ ǫn.
Proof. By hypothesis,
γ(h) = max
α∈Π
e−ακ(h) = sup
α∈Π
e−αnσµeα(nσµ−κ(h)) ≤ βδ−1,
if we take CA large enough such that for all simple roots α and X in a, we have |α(X)| ≤ CA‖X‖.
By Lemma 2.16, we have hη ∈ bMh (γ(h)/δ) ⊂ bMh (δ) ⊂ Bmg (δ). Hence by Lemma 2.15
‖σ(gh, η) − κ(g) − nσµ‖ = ‖σ(g, hη) − κ(g) + σ(h, η) − nσµ‖
≪ | log δ(hη, ζmg )|+ | log δ(η, ζmh )|+ ‖κ(h) − nσµ‖ ≪ ǫn/CA.
Hence if CA is large enough depending on the whole group, the inequality holds.
For later usage in Section 3, we will define another notation of goodness.
Definition 2.60. For n ∈ N, ǫ > 0 and ζ ∈ P, we say that an element h is (n, ǫ, ζ) good if
‖κ(h) − nσµ‖ ≤ ǫn/CA and δ(ηMh , ζ) > 2e−ǫn/CA . (2.42)
Lemma 2.61. Let δ = e−ǫn and β = maxα∈Π e
−ασµn. There exists a flag ηα in P which is
different from ηo only in its image in PVα and
Vα,ηα = V
χα−α. (2.43)
If h is (n, ǫ, ζmg ) good, then for η = l
−1
h ηα, we have
eωα′ (σ(gh,η)−κ(g)−nσµ) ∈ [δ, δ−1] for α′ 6= α and eωα(σ(gh,η)−κ(g)−nσµ) ≤ βδ−1. (2.44)
Proof. The existence of ηα is guaranteed by Lemma 2.18. In the α circle of ηo, there exists a
point ηα whose image in PVα is exactly V χα−α. This is the ηα that we are looking for.
Without loss of generality, we can suppose that lh = e. The image of ηα in PVα′ is the same
as ηo if α
′ 6= α. Hence by (2.7), we have ωα′σ(gh, ηα) = ωα′σ(gh, ηo) for α′ 6= α. By (2.18), that
is δ(ηo, ζo) = 1, the element h is (n, ǫ, ηo, ζ
m
g ) good. By Lemma 2.59, we obtain the first part of
(2.44).
The image of ηα in PVα is V χα−α, whose weight is χα − α. Hence by (2.7),
χασ(h, ηα) = log
‖hv‖
‖v‖ = log
‖ exp(κ(h))v‖
‖v‖ = (χα − α)κ(h). (2.45)
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By (2.7) and (2.8), we have χα(σ(g, hη) − κ(g)) ≤ 0. Together with (2.45),
χα(σ(gh, η) − κ(g) − nσµ) = χα(σ(g, hη) − κ(g)) + χα(σ(h, η) − nσµ)
≤(χα − α)κ(h) − nχασµ = −nασµ + (χα − α)(κ(h) − nσµ).
By (2.42) and χα − ωα ∈ c∗, the proof is complete.
This lemma tells us that by changing the image of η in one projective space, the value of
Iwasawa cocycle only changes in that space. There is some independence of the value of Iwasawa
cocycle with respect to η.
Example 2.62. In the case of SLm+1(R),
ηαd = {Re1 ⊂ · · · ⊂ Re1 ⊕ · · · ⊕ Red−1 ⊂ Re1 ⊕ · · · ⊕ Red−1 ⊕ Red+1 ⊂ · · · },
and its image in ∧d(Rm+1) is R(v1 ∧ · · · ∧ vd−1 ∧ vd+1).
Let V be a representation of G. Let G2(V ) := {2-planes in V } be the Grassmannian variety
of V . Let qλ : ∧2V → ∧2V be the G-equivalent projection on the sum of all the irreducible
subrepresentations of ∧2V with highest weight equal to λ.
Lemma 2.63. Let V be an irreducible representation of G with highest weight χ. For a simple
root α, let q2χ−α be the G-equivalent projection from ∧2V to ∧2V . There exists c > 0 such that
for all v, v′ in V ∑
α∈Π
‖q2χ−α(v ∧ v′)‖ ≥ c‖v ∧ v′‖.
Proof. By Lemma 2.64, we know that
∑
α∈Π ‖q2χ−α(v∧v
′)‖
‖v∧v′‖ : G2(V )→ R≥0 is a positive continuous
function. Since G2(V ) is a compact space, on which positive continuous function has a lower
bound, the result follows.
The following lemma is similar to [BQ12, Lemma 3.3].
Lemma 2.64. With the same assumption as in Lemma 2.63, then
⋂
α∈Π q2χ−α does not contain
any pure wedge.
Proof. Let W ′ be the intersection of all the kernels, that is W ′ =
⋂
α∈Π q2χ−α. The two sets
G2(V ) and PW ′ are closed subset of P(∧2V ) and G invariant. Therefore their intersection is
again a G invariant closed subvariety which is complete. Let B be the Borel subgroup of G,
which is solvable. By [Bor90, Thm.10.4], the action of a solvable algebraic connected group on
a complete variety has fixed points. We claim that the fixed points of B on G2(V ) are the lines
with the highest weight. Then the result follows by the fact that these lines do not belong to
W ′.
Suppose that there exit v, u in V such that v ∧ u is B invariant. We can decompose v, u
as a sum v =
∑
λ vλ and u =
∑
λ uλ. Since we can replace v, u by bv, bu for b in B, we can
suppose that the component of highest weight vχ is non zero. Since the dimension of V
χ is 1,
we can suppose that uχ = 0. Let ρ 6= χ be a highest weight such that uρ is nonzero. The B
invariance of R(v∧u) also implies that the action of Xα, for α simple roots, fixes the line. Hence
Xα(v ∧ u) = Xαv ∧ u+ v ∧Xαu ∈ Rv ∧ u. The weight χ+ ρ+ α is higher than all the weights
appear in v ∧ u, hence vχ ∧Xαuρ = 0 for all simple roots α. This implies that ρ = χ − α for
some simple root α. Therefore v ∧ u contains vχ ∧ uχ−α. Since v ∧ u is also A invariant, all the
components in the weight decomposition have the same weight. Hence v ∧ u = vχ ∧ uχ−α which
is a vector of highest weight in ∧2V .
We want to prove a large deviation principle for a special reducible representation. This
lemma will be used in Lemma 4.11 to control ym∧2g in Lemma 2.12 and Lemma 2.45.
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Lemma 2.65. Let V be a super proximal representation of G (Definition 2.5). For ǫ > 0 there
exist C, c > 0 such that the following holds. For x = Rv, x′ = Rv′ ∈ PV with x 6= x′, we have
µ∗n{g ∈ G|δ(x ∧ x′, ym∧2ρ(g)) < e−ǫn} ≤ Ce−cǫn.
Due to Definition 2.5, there is only one simple root α such that q2χ−α(∧2V ) is non zero.
Write ∧2V = W ⊕ W ′, where W is the irreducible representation generated by the vector
corresponding to the highest weight in ∧2V , andW ′ is theG−invariant complementary subspace.
Then q2χ−α(∧2V ) =W , and we write PrW = q2χ−α.
Proof of Lemma 2.65. By (2.15), we see that a non zero vector in ym∧2g vanishes on W
′ and ym∧2g
can be seen as an element in PW ∗. We only need to consider the projection of v ∧ v′ onto W
and use large deviation principle (2.36). By Lemma 2.63,
δ(x ∧ x′, ym∧2g) =
|f(v ∧ v′)|
‖v ∧ v′‖ =
|f(PrW (v ∧ v′))|
‖PrW (v ∧ v′)‖
‖PrW (v ∧ v′)‖
‖v ∧ v′‖ ≥ cδ(PrW (x ∧ x
′), ym∧2g),
where f is a unit vector in ym∧2g. The proof is complete.
3 Non concentration condition
We want to verify the main input for the sum-product estimate, the non concentration
condition. If we want to get the non concentration directly, then this becomes an effective local
limit estimate, which is difficult due to the lack of spectral gap. Hence, we transfer it to the
Ho¨lder regularity of stationary measure.
For the first time read, the reader can neglect g in the left of h and think the semisimple
case SLm+1(R). The main idea of the proof is already there. Adding g is a technical step, which
is needed in its application. (We only need an additional condition on ηMh to control κ(gh).)
3.1 Projective, Weak and Strong non concentration
Recall that m is the semisimple rank of G and χ1, · · · , χm are fixed weights, where we
change the subscript from α ∈ Π to i ∈ {1, · · · ,m}. The set {ωi}1≤i≤m are the extension of
fundamental weights ω˜i to a which vanishes on c and the restriction of ωi and χi to b coincides
with ω˜i. Recall that α1, · · · , αm are the simple roots of a∗.
In order to distinguish different objects, we will use capital letter X to denote functions or
random variables and use small letter x to denote vectors or indeterminates.
Let L be the d × d square matrix which changes the basis (ω1, · · · , ωm) of b∗ to the basis
(−α1, · · · ,−αm), that is Lij = −αi(Hj). Then L is an integer matrix. Hence, we can define Ed,
a rational map from (R∗)m to (R∗)d, which is given by y = Ed(x) for x ∈ (R∗)m where
yi = Π1≤j≤mx
Lij
j .
Fix an element g in G. Let
Xg(n, h, η) = (e
ω1(σ(gh,η)−κ(g)−nσµ), . . . , eωm(σ(gh,η)−κ(g)−nσµ)),
Y ng (h, η) = (e
−α1(σ(gh,η)−κ(g)−nσµ), . . . , e−αm(σ(gh,η)−κ(g)−nσµ))
for η in P and h in G. By definition, EdXg(n, h, η) is the vector which is composed of the first
d components of Y ng (h, η), that is
pdY
n
g (h, η) = EdXg(n, h, η), (3.1)
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where pd : Rm → Rd is the map which takes a vector x of Rm to the vector of Rd composed of
the first d components of x. In the following argument g is fixed or g equals identity. Hence we
will abbreviate Xg, Y
n
g , Y
n
e to X,Y
n, Y n0 .
We define an affine determinant Ad on (Rd)d+1. For d + 1 vectors y1, · · · , yd+1 in Rd, let
Ad be the determinant of the (d+1)× (d+1) matrix
(
y1 · · · yd+1
1 · · · 1
)
, which is the volume of
the d + 1-dimensional parallelogram generated by vectors (yi, 1) for i = 1, . . . , d + 1. Let ei be
the vector in Rd with only i-th coordinate nonzero and equal to 1. By identifying e1 ∧ · · · ∧ ed
with number 1, we can also define Ad by
Ad(y
1, · · · , yd+1) =
∑
1≤i≤d+1
(−1)i+d+1y1 ∧ · · · ∧ ŷi ∧ · · · ∧ yd+1.
For d+ 1 vectors x1, · · · , xd+1 in Rm, let Bd be a rational function defined by
Bd(x
1, · · · , xd+1) = Ad(Edx1, · · · , Edxd+1).
We introduce the notation
hd+1 = (h1, . . . , hd+1),
which is an element in G×(d+1). Let
And (hd+1, η) := Bd(X(n, h1, η), . . . ,X(n, hd+1, η)).
Definition 3.1. We say that µ satisfies the projective non concentration (PNC) on dimension
d, if for every ǫ > 0 there exist c, C > 0 such that for all n in N, η in P and g in G
sup
a∈R,v∈Sd−1
µ∗n{h ∈ G||〈v, Y n(h, η)〉 − a| ≤ e−ǫn} ≤ Ce−cǫn,
where v is regarded as a vector in Rd × {0}m−d ⊂ Rm.
More geometrically, this is equivalent to say that the measure of Y n(h, η) close to an affine
hyperplane is exponentially small.
Definition 3.2. We say that µ satisfies the weak non concentration (WNC) on dimension d, if
for every ǫ > 0 there exist c, C > 0 such that for all n in N, η in P and g in G
(µ∗n)⊗(d+2){(hd+1, ℓ) ∈ G×(d+2)||And (hd+1, ℓη)| ≤ e−ǫn} ≤ Ce−cǫn.
Definition 3.3. We say that µ satisfies the strong non concentration (SNC) on dimension d,
if for every ǫ > 0 there exist c, C > 0 such that for all n in N, η in P and g in G
(µ∗n)⊗(d+1){hd+1 ∈ G×(d+1)||And (hd+1, η)| ≤ e−ǫn} ≤ Ce−cǫn.
We will proceed by induction. When d = 0, we make the convention that Ad0 = 1 and it is
trivial that SNC holds. Then
• SNC on dimension d ⇒ WNC on dimension d (By definition)
• PNC on dimension d ⇔ SNC on dimension d (Lemma 3.7)
• WNC on dimension d ⇒ PNC on dimension d (Lemma 3.9)
• SNC on dimension d− 1 ⇒ WNC on dimension d (Lemma 3.10).
In the above implications, the constants C, c will change. We can conclude
Proposition 3.4. Let µ be a Zariski dense Borel probability measure on G with exponential
moment. Then µ satisfies PNC on dimension m.
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3.2 Away from affine hyperplanes
We need a lemma of linear algebra, which relates different non concentrations. This lemma
is already known from [EMO05, Lemma 7.5]. Recall that for two subsets A,B of a metric space
(X, d), the distance between A and B is defined as
d(A,B) = inf
x∈A,y∈B
d(x, y)
Lemma 3.5. Let C > 0, c > 0. Let u1, · · · , ud+1 be vectors in Rd with length less than C.
Consider the following conditions:
i. There exists an affine hyperplane l such that for i = 1, . . . , d+ 1,
d(ui, l) ≤ c.
ii. We have ∥∥∥∥∥∥
∑
1≤i≤d+1
(−1)iu1 ∧ · · · ∧ ûi ∧ · · · ∧ ud+1
∥∥∥∥∥∥ < c,
where ûi means this term is not in the wedge product.
iii. There exists i in {1, . . . , d} such that
d(ui,Spanaff(ud+1, u1, . . . , ui−1)) < c,
where Spanaff is the affine subspace generated by the elements in the bracket.
Then i(c)⇒ ii(2d+1Cd−1c), ii(c)⇒ iii(c1/d) and iii(c)⇒ i(c).
Proof. We first transfer the affine problem to a linear problem. Let vi = ui−ud+1 for i = 1, . . . , d.
Then vi are vectors with length less than 2C. The above three conditions are equivalent to (with
change of constants in i)
i’. There exists a linear subspace l of codimension 1 such that for i = 1, . . . , d
d(vi, l) ≤ c.
ii’. We have
‖v1 ∧ · · · ∧ vd‖ < c.
iii’. There exists i such that
d(vi,Span(v1, . . . , vi−1)) < c,
where Span is the linear subspace generated by the elements in the bracket.
iii′(c) ⇒ i′(c): Let the hyperplane l be Span(v1, · · · , vˆi, · · · , vd). Then i′(c) follows from
iii′(c).
i′(c) ⇒ ii′(2dCd−1c): Due to i′, the volume of the parallelogram generated by {vi}1≤i≤d is
less than (2C)d−12c, which is ii′.
ii′(c) ⇒ iii′(c1/d): Due to the same argument as in Lemma 2.38, we have a formula of
volume,
‖v1 ∧ · · · ∧ vd‖ = Π1≤i≤dd(vi,Span(v1, . . . , vi−1)),
from which the result follows.
As a corollary, we have the following lemma, which is general and deals with random
variables.
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Corollary 3.6. Let X1, . . . ,Xd+1 be i.i.d. random vectors in Rd bounded by C > 0. Let l be an
affine hyperplane in Rd. Then for any c > 0, we have
P{d(X1, l) < c}d+1 ≤ P{‖
∑
(−1)iX1 ∧ · · · ∧ Xˆi ∧ · · · ∧Xd+1‖ < 2d+1Cd−1c}, (3.2)
and
P{‖
∑
(−1)iX1 ∧ · · · ∧ Xˆi ∧ · · · ∧Xd+1‖ < c}
≤
∑
1≤i≤d
P{d(Xi,Spanaff(Xd+1,X1, · · · ,Xi−1)) < c1/d}. (3.3)
Lemma 3.7. PNC on dimension d is equivalent to SNC on dimension d.
Proof. Let Xi = EdX(n, hi, η) for i = 1, · · · , d + 1, where hi has distribution µ∗n. Due to
Lemma 2.59, with a loss of exponentially small measure, we can suppose that Xi are bounded
by C = eǫ2n, where ǫ2 = ǫ/(2d).
Due to (3.1), we have 〈v, Y n(h, η)〉 = 〈pdv,EdX(n, h, η)〉. PNC asks exactly that the
probability that EdX is close to a hyperplane is small. By (3.2), PNC on dimension d follows
from SNC on dimension d.
By (3.3), SNC on dimension d follows from PNC on dimension d.
Remark 3.8. We explain that SNC implies the stronger form of SNC, which will be used later.
Let O(d) be the orthogonal group in dimension d. The stronger form of SNC says that for any
(ρ1, · · · , ρd+1) ∈ O(d)×(d+1), we have
(µ∗n)⊗(d+1){hd+1 ∈ G×(d+1)||Ad(ρ1EdX(n, h1, η), . . . , ρd+1EdX(n, hd+1, η)| ≤ e−ǫn} ≤ Ce−cǫn.
By Lemma 3.7, SNC implies PNC. We adopt the notation in the proof of Lemma 3.7. By (3.3)
and the fact that O(d) preserves the distance,
P{‖
∑
(−1)iρ1X1 ∧ · · · ρ̂iXi · · · ∧ ρd+1Xd+1‖ < c}
≤
∑
1≤i≤d
P{d(ρiXi, li) < c1/d} =
∑
1≤i≤d
P{d(Xi, ρ−1i li) < c1/d},
where li = Spanaff(ρd+1Xd+1, ρ1X1, · · · , ρi−1Xi−1). Therefore SNC implies the stronger form of
SNC.
Lemma 3.9. WNC on dimension d implies PNC on dimension d.
WNC is weaker than SNC, because WNC is not uniform on position η. Let f(η) be
(µ∗n)⊗(d2){...η} in SNC (Definition 3.3). Then WNC only asks that ∫ f(ℓη)dµ∗n(ℓ) is small,
whereas SNC asks that f(η) is small for every η. The cocycle property is the key point to obtain
an estimate uniform on position from an estimate not uniform on position.
Proof of Lemma 3.9. Let δ = e−ǫn. We first prove the result for 2n. Recall that h is a random
variable which takes values in G with the distribution µ∗2n. Let h = ℓ1ℓ such that ℓ1 and ℓ have
distribution µ∗n. Then the cocycle property implies Y n(h, η) = Y n(ℓ1ℓ, η) = Y
n(ℓ1, ℓη)Y
n
0 (ℓ, η).
Fubini’s theorem implies
E := sup
a,v
µ∗2n{h|〈v, Y 2n(h, η)〉 ∈ B(a, δ)}
≤
∫
G
sup
a,v
µ∗n{ℓ1|〈v, Y n(ℓ1, ℓη)Y n0 (ℓ, η)〉 ∈ B(a, δ)}dµ∗n(ℓ).
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The cocycle property is crucial here. Fix ℓ and fix a, v. We can write
〈v, Y n(ℓ1, ℓη)Y n0 (ℓ, η)〉 = R〈v′, Y n(ℓ1, ℓη)〉,
where R = ‖v · Y n0 (ℓ, η)‖ ≥ min1≤j≤d |Y n0 (ℓ, η)j |. Here v′ is a vector of norm 1, defined by
v′ = v · Y n0 (ℓ, η)/R, depending on v, l and η. By Lemma 2.58 and Lemma 2.59, for ℓ outside an
exponentially small set independent of a, v, we have R ≥ δ1/2. Therefore
E ≤
∫
G
sup
a,v
µ∗n{ℓ1|〈v, Y n(ℓ1, ℓη)〉 ∈ B(a, δ1/2)}dµ∗n(ℓ) +Oǫ(δc), (3.4)
where c > 0 comes from the large deviation principle (Lemma 2.58). By Ho¨lder’s inequality,∫
G
sup
a,v
µ∗n{ℓ1|〈v, Y n(ℓ1, ℓη)〉 ∈ B(a, δ1/2)}dµ∗n(ℓ)
≤
(∫
(sup
a,v
µ∗n{ℓ1|〈v, Y n(ℓ1, ℓη)〉 ∈ B(a, δ1/2)})d+1dµ∗n(ℓ)
)1/(d+1)
.
(3.5)
By the same argument as in Lemma 3.7
sup
a,v
µ∗n{ℓ1|〈v, Y n(ℓ1, ℓη)〉 ∈ B(a, δ1/2)}d+1 ≤ µ∗(d+1)n{(hd+1)||And (hd+1, ℓη)| ≤ 2δ1/4}+Oǫ(δc).
Therefore, by (3.4) and (3.5), we have
Ed+1 ≤ µ∗(d+2)n{(hd+1, ℓ)||And (hd+1, ℓη)| ≤ 2δ1/4}+Oǫ(δc).
The proof for 2n ends by Definition 3.2.
It remains to prove the same result for 2n + 1. Let h = ℓℓ such that ℓ has distribution
µ∗(n+1) and ℓ1 has distribution µ
∗n. Following the same argument, we have
Ed+1 ≤ µ∗(d+1)n+(n+1){(hd+1, ℓ)||And (hd+1, ℓη)| ≤ 2δ1/4}+Oǫ(δc).
Since ℓ only changes the position η, the uniformity of WNC implies that
µ∗(d+1)n+(n+1){(hd+1, ℓ)||And (hd+1, ℓη)| ≤ 2δ1/4}
=
∫
l3∈G
µ∗(d+2)n{(hd+1, l2)||And (hd+1, l2(l3η))| ≤ 2δ1/4}dµ(l3)≪ǫ δc.
The proof is complete.
3.3 Ho¨lder regularity
In this section, we will prove
Lemma 3.10. SNC on dimension d− 1 implies WNC on dimension d.
Using other representations, we can get more information on the Iwasawa cocycle. This
idea has already been used in [Aou13] for problem concerning transience of algebraic subvariety
of split real Lie groups. It is also used in the work of Bourgain-Gamburd on the spectral gap of
dense subgroups in SU(n), for establishing transience of subgroups.
The key tool is the following estimate. See [BQ16, Proposition 14.3] or [Gui90] for example.
Lemma 3.11. Let V be an irreducible representation of G. Let µ be a Zariski dense Borel
probability measure on G with exponential moment. For every ǫ > 0 there exist c, C > 0 such
that for v in V and f in V ∗ we have
µ∗n{ℓ ∈ G| |f(ℓv)| ≤ ‖f‖‖ℓ‖e−ǫn} ≤ Ce−cǫn.
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The intuition is that if a function f is not small at some point, then it is robustly large for
almost all points.
In this part, we write Vj = Vχj for the fixed representation in Lemma 2.3 and we write
Vj,η for the image of η ∈ P in PVj for j = 1, . . . ,m. Let vj be a nonzero vector in Vj,η. For
ℓ in G, we abbreviate ρj(ℓ)v
j to ℓvj . Since vj lives in Vj, we use the same symbol ‖ · ‖ for
norms on different Vj, which makes no confusion. For a vector x in Rm, we denote by xi the
i-th coordinate. We use upper script to denote different vectors. We want to replace ωj by χj ,
because χjσ(g, η) has a nice interpretation using representations (2.8). Let χ
c
j = χj −ωj, which
vanishes on b.
Before proving Lemma 3.10, we introduce some linear algebras. We want to construct a
linear form. Recall that Ed is a rational map, Ad is the affine determinant, Bd is the composition
of Ad and Ed and
And (hd+1, η) := Bd(X(n, h1, η), . . . ,X(n, hd+1, η)),
where
X(n, h, η) = (eωj(σ(gh,η)−κ(g)−nσµ))1≤j≤m =
(
eχ
c
j(−c(h)+nσµ)
eχj(κ(g)+nσµ)
‖ghvj‖
‖vj‖
)
1≤j≤m
, (3.6)
and the second equality is due to (2.7) and
χcj(σ(gh, η) − κ(g) − nσµ) = χcj(c(gh) − c(g) − nσµ) = χcj(c(h) − nσµ).
Let
Xi(n, η) := X(n, hi, η). (3.7)
In order to use Lemma 3.11, we need to linearise some function related to And (hn+1, η) with hn+1
fixed. We will multiply Bd by its denominator, and all the Galois conjugate to get a polynomial
on ‖Xij‖2, which can be realized as a linear functional.
The function Bd can be seen as a rational function on
(x) := (x1, · · · , xd+1) = (xij)1≤i≤d+1,1≤j≤m.
By definition, Bd has a special form. Each term in Bd can be expressed as a quotient of two
monomials. Let Dd be the lowest common denominator of Bd such that DdBd is a polynomial
on (x). In other words, suppose that
Bd =
∑
n∈Zm(d+1)
bn
∏
1≤j≤m,1≤i≤d+1
(xij)
nij ,
where n is a multi index and bn is the coefficient. Let qij = supn∈Zm(d+1){−nij , 0} for 1 ≤ j ≤
m, 1 ≤ i ≤ d+ 1. Then Dd = Π1≤j≤m,1≤i≤d+1(xij)qij .
Definition 3.12. Let F be a polynomial on (x1, · · · , xk) where x1, · · · xk are vectors in Rn.
Then we call F a multi homogeneous polynomial of degree q = (q1, · · · , qn) ∈ Nn if for ξ in
(R∗)n we have
F (ξx1, · · · , ξxk) = ξqF (x1, · · · , xk),
where ξq = Π1≤j≤nξ
qj
j .
Let Γ be the finite group (Z/2Z)d(d+1) which acts on Rd(d+1). Let (y) := (y1, · · · , yd+1) =
(yij)1≤i≤d+1,1≤j≤d ∈ (Rd)d+1. For ρ ∈ Γ, we write ρ(y) for the action on the coefficient yij,
which is of dimension d(d + 1). Due to the definition of Γ, the product Πρ∈ΓAdρ(y
1, . . . , yd+1)
is invariant under the action Γ, hence it is a polynomial on (yij)
2. Let
Fd(x
1, . . . , xd+1) =
∏
ρ∈Γ
DdAdρ(Edx
1, . . . , Edx
d+1), (3.8)
then
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Lemma 3.13. Fd is a multi homogeneous polynomial on ((x
1)2, · · · , (xd+1)2) with degree q =
(q1, · · · , qm) ∈ Nm.
Proof. We only need to verify that Fd is a multi homogeneous polynomial. The fact that the
determinant is a multilinear function implies that for λ and yi in Rd
Ad(λy
1, · · · , λyd+1) = det(λ)Ad(y1, · · · , yd+1), (3.9)
where det(λ) = λ1 · · ·λd. The functions Ed and Dd are group morphisms due to definition.
Hence we have
Ed(ξx) = Ed(ξ)Ed(x) and Dd(ξx
1, · · · , ξxd+1) = Dd(ξ, · · · , ξ)Dd(x1, · · · , xd+1). (3.10)
Therefore by (3.8), (3.9) and (3.10), for ξ and xi in Rm,
Fd(ξx
1, · · · , ξxd+1) =
∏
ρ∈Γ
DdAdρ(Ed(ξx
1), · · · , Ed(ξxd+1))
=
∏
ρ∈Γ
DdAdρ(Ed(ξ)Ed(x
1), · · · , Ed(ξ)Ed(xd+1))
=
∏
ρ∈Γ
DdAdρ(Ed(x
1), · · · , Ed(xd+1)) det(Ed(ξ))Dd(ξ, · · · , ξ)
= ξqFd(x
1, · · · , xd+1),
where q is a vector in Nm such that ξq = (det(Ed(ξ))Dd(ξ, · · · , ξ))|Γ|.
For hd+1 ∈ G×(d+1) and η in P, we write
F (hd+1, η) = Fd(X(n, h1, η), . . . ,X(n, hd+1, η)).
Fix hd+1. By (3.6), F is a function on v
j for 1 ≤ j ≤ m. Recall that vj are vectors in Vj,η. Let
F0(v
1, · · · , vm) = F (hd+1, η)Π1≤j≤m‖vj‖2qj .
Now, we want to explain how to realize F0 as a linear functional.
Lemma 3.14. Let F be a multi homogeneous polynomial of degree q = (q1, · · · , qd+1) ∈ (N)d+1.
Then F0(v
1, · · · , vm) := F ((X1)2, · · · , (Xd+1)2)‖vj‖2qj is a linear functional F1 on the space
V0 =
⊗
1≤j≤m(Sym
2Vj)
⊗qj , where Xj is defined in (3.7).
Proof. Since F is a multi homogeneous polynomial, it is sufficient to prove that every monomial
in F has the same property. By Definition 3.12, a monomial of F is of the form
Π1≤j≤mΠ1≤i≤d+1(x
i
j)
2nij ,
with nij ∈ N and
∑
1≤i≤d+1 nij = qj. The term Π‖vj‖2qj is used to compensate ‖vj‖ in the
denominator of Xij in (3.6). Now, by multiplying ‖vj‖, we can view Xij as ‖ghivj‖ with some
coefficient. By (3.6) and ‖ghvj‖2 = 〈ghvj , ghvj〉, the function (Xij)2 is a linear functional on
Sym2Vj. Hence Π1≤i≤d+1(X
i
j)
2nij is a linear functional on (Sym2Vj)
⊗qj . This is because if
we have two linear functionals f1 and f2 on W1 and W2, then f1f2 is the linear functional on
W1 ⊗W2 given by f1f2(w1 ⊗ w2) = f1(w1)f2(w2). Then by the same reason, the monomial
Πi,j(X
i
j)
2nij is a linear functional on V0. In order to express the linearity of F0, we rewrite
F1(⊗j((vj)2)⊗qj ) := F0(v1, · · · , vm),
where vj is in Vj,η and F1 is understood as a linear functional on V0.
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Proof of Lemma 3.10. Recall β = maxα∈Π e
−ασµn. Let δ = e−ǫ2n, where the constant ǫ2 will be
determined later depending on ǫ. We suppose that n is large enough such that δ ≤ 1/2. Because
for small n, WNC can be obtained by enlarging the constant C.
Step 1: We take into account of measures. We want to reduce the condition of WNC on
And to F , which is essentially a linear functional.
For this purpose, we will bound the measure of small And by the measure of small F .
Lemma 3.15. Let f1, f2 be two Borel measurable functions on a locally compact Hausdorff space
X and m be a Borel probability measure on X. Then for c > 0
m{h ∈ X||f1(h) ≤ c|} ≤ m{h ∈ X||f1(h)f2(h)| ≤ c sup
X
|f2|}.
In order to control F/And (hd+1, η), we take hd+1 which is η good, that means for every i in
{1, · · · , d+1}, the group element hi is (n, ǫ2, η, ζmg ) good (Definition 2.57). By Lemma 2.59 and
(3.6), for 1 ≤ i ≤ d+ 1, 1 ≤ j ≤ m
|Xij | ≤ δ−1.
Since F/And is a polynomial on X
i
j , for hd+1 which is η good, we have
F/And = DdΠρ∈Γ,ρ6=eDdA
n
dρ ≤ δ−O(1). (3.11)
Using Lemma 3.15 with f1 = A
n
d and f2 = F/A
n
d , hence by (3.11) and Lemma 2.58, we have
M := µ∗(d+2)n{(hd+1, ℓ)||And (hd+1, ℓη)| ≤ e−ǫn}
≤ µ∗(d+2)n{hd+1 is ℓη good, ℓ ∈ G||And (hd+1, ℓη)| ≤ e−ǫn}+Oǫ2(δc)
≤ µ∗(d+2)n{hd+1 is ℓη good, ℓ ∈ G||F (hd+1, ℓη)| ≤ e−ǫnδ−O(1)}+Oǫ2(δc)
≤ µ∗(d+2)n{(hd+1, ℓ)||F (hd+1, ℓη)| ≤ e−ǫnδ−O(1)}+Oǫ2(δc).
(3.12)
Step 2: Lemma 3.13 implies that F is a multi homogeneous polynomial on (xij)
2 of degree
q = (q1, . . . , qd+1). Lemma 3.14 implies that
F (hd+1, η) = F1(⊗j((vj)2)⊗qj)/Π‖vj‖2qj ,
where F1 is a linear functional on V0 =
⊗
j(Sym
2Vj)
⊗qj . To be more precise, F1 will be restricted
to a linear form on W , the unique irreducible representation of V0 with maximal weight. (This
is specific for real split Lie groups)
It remains to show that for most hd+1 in G
×(d+1), the norm of F1 is robustly
large. It is sufficient to find one η such that |F (hd+1, η)| is large. We will prove that |DdAdρ|
is large for each ρ in Γ, which implies that |F (hd+1, η)| is large.
Using the d+ 1-th column expansion of the matrix
(
y1 · · · yd+1
1 · · · 1
)
, we have
Ad(y
1, · · · , yd+1) = −Ad−1(rdy1, · · · , rdyd)yd+1d + other terms,
=
∑
1≤j≤d
(−1)j+d+1Ad−1(rjy1, · · · , rjyd)yd+1j + det(y1, · · · , yd), (3.13)
where rj : Rd → Rd−1 is the map forgetting the j-th coordinate. Replacing yi by Edxi, due to
rdEdx
i = Ed−1x
i, we obtain
Ad(Edx
1, · · · , Edxd+1) = −Ad−1(Ed−1x1, · · · , Ed−1xd)(Edxd+1)d + other terms. (3.14)
Using SNC on dimension d−1, we are able to give a lower bound of Ad−1(Ed−1X1, · · · , Ed−1Xd)
with a loss of exponentially small probability of hd+1. But the problem is in other similar terms.
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Due to yd+1j = Π1≤i≤m(x
d+1
i )
−αj(Hi) and the structure of root system, the degree of xd+1d in
yd+1j = (Edx
d+1)j is
− αd(Hd) = −2 and − αj(Hd) ≥ 0 for j < d. (3.15)
Hence, we will make Xd+1d ≤ β, which makes the first term in (3.13) greater than δO(1)β−2, and
the other terms are less than δ−O(1).
Now, here is the precise proof. Take hd+1 good, that means hd+1 is (n, ǫ2, ζ
m
g ) good (Defi-
nition 2.60). We take
η = ℓ−1hd+1ηαd (3.16)
as in Lemma 2.61. By Lemma 2.61
Xd+1j ∈ [δ, δ−1] for j 6= d and Xd+1d ≤ βδ−1. (3.17)
Let Γd−1 = (Z/2Z)(d−1)d, seen as a subgroup of Γ, which acts on R(d−1)d. Then we demand that
hd satisfies
|And−1ρ(hd, η)| ≥ δ for all ρ ∈ Γd−1 and hd is η good. (3.18)
Recall that hd is η good means that hi is (n, ǫ2, η, ζ
m
g ) good for 1 ≤ i ≤ d. By Lemma 2.59 and
(3.6),
Xij(η) ∈ [δ, δ−1], for 1 ≤ i ≤ d, 1 ≤ j ≤ m. (3.19)
Recall that W is the unique irreducible subrepresentation of V0 with the highest weight.
Lemma 3.16. We claim that if hd+1 is good ((n, ǫ2, ζ
m
g ) good), η is taken as in (3.16) and the
assumption (3.18) is satisfied for hd, then the operator norm satisfies
‖F1|W ‖ ≥ δO(1).
Proof ot Lemma 3.16. As we have already explained, it is sufficient to prove that for ρ in Γ, we
have
|DdAndρ(hd, η)| ≥ δO(1).
The proof is similar for ρ in Γ, we will only prove the case ρ = e.
By (3.13) and (3.14)
DdAd(Edx
1, · · · , Edxd+1) = −Ad−1(Ed−1x1, · · · , Ed−1xd)Dd(Edxd+1)d
+
∑
1≤j<d
(−1)j+d+1Ad−1(rjEdx1, · · · , rjEdxd)Dd(Edxd+1)j +Dd det(Edx1, · · · , Edxd) (3.20)
where rj : Rd → Rd−1 is the map forgetting the j-th coordinate. Since xd+1d only appears in
Edx
d+1, by (3.15), we know that the degree of xd+1d in Dd equals αd(Hd) = 2, which implies
that
Dd ≤ δ−O(1)β2.
Hence by (3.17)-(3.19) and the property (3.15) that the degree of Xd+1d in (EdX
d+1)d is −2, the
degree in (EdX
d+1)j is non negative for j < d, we have
Dd(EdX
d+1)d ≥ δO(1), |Ad−1(Ed−1X1, · · · , Ed−1Xd)| ≥ δO(1),
Dd(EdX
d+1)j ≤ δ−O(1)β2, |Ad−1(rjEdX1, · · · , rjEdXd)| ≤ δ−O(1) for 1 ≤ j < d
and Dd det(EdX
1, · · · , EdXd) ≤ δ−O(1)β2.
(3.21)
By (3.20) and (3.21), we have
|DdAnd | ≥ δO(1) − δ−O(1)β2 ≥ δO(1).
The proof is complete.
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Step 3. We return to the proof of Lemma 3.10. We write ℓv for the vector ⊗j(ℓ(vj)2)⊗qj
in V0. Then Rlv is exactly the image of ℓη in PW . Using the Fubini theorem and (3.12), we
have
M ≤
∫
dµ∗n(hd+1)
∫
dµ∗(d−1)n(hd)µ
∗n
{
ℓ
∣∣∣ |F1(ℓv)|‖F1|W ‖‖ℓ‖ ≤ e−ǫnδ−O(1)‖F1|W ‖−1
}
+Oǫ2(δ
c).
Using SNC on dimension d − 1, for all ρ ∈ Γd−1, we have µ∗(d−1)n{(hd)||And−1ρ(hd, η)| ≤ δ} =
Oǫ2(δ
c). (This is a stronger form of SNC on dimension d − 1. Due to Γd−1 ∈ O(d − 1)×d, it
follows from Remark 3.8 that SNC implies this stronger form.) By Lemma 2.58, the set that
hd+1 is not (n, ǫ2, ζ
m
g ) good and hd is not η good have exponentially small measure. Hence
M ≤
∫
good
dµ∗n(hd+1)
∫
hd satisifes (3.18)
dµ∗(d−1)n(hd)µ
∗n
{
ℓ
∣∣∣ |F1(ℓv)|‖F1|W ‖‖ℓ‖ ≤ e−ǫnδ−O(1)‖F1|W ‖−1
}
+Oǫ2(δ
c).
(3.22)
Due to Lemma 3.16, when ǫ2 is small enough with respect to ǫ, we have (δ = e
−ǫ2n and
‖F1|W ‖ ≪ δ−O(1))
e−ǫnδ−O(1)‖F1|W ‖−1 ≤ e−ǫnδ−O(1) ≤ e−ǫn/2.
Using Lemma 3.11 with V =W , due to ℓv inW we conclude that under the condition of Lemma
3.16,
µ∗n
{
ℓ
∣∣∣ F1(ℓv)‖F1|W ‖‖ℓ‖ ≤ e−ǫnδ−O(1)‖F1|W ‖−1
}
≤ǫ e−cǫn. (3.23)
By (3.22) and (3.23), the proof is complete.
3.4 Combinatoric tool
Proposition 3.17. Fix κ1 > 0. Let C0 > 0. Then there exist ǫ3 and k ∈ N, ǫ > 0 depending
only on κ1 such that the following holds for τ large enough depending on C0. Let λ1, . . . λk be
Borel measures on ([−τ ǫ4 ,−τ−ǫ4 ]∪ [τ−ǫ4 , τ ǫ4 ])m ⊂ Rm where ǫ4 = min{ǫ3, ǫ3κ0}/10k, with total
mass less than 1. Assume that for all ρ ∈ [τ−2, τ−ǫ3 ] and j = 1, . . . , k
sup
a∈R,v∈Sm−1
(πv)∗λj(BR(a, ρ)) = sup
a,v
λj{x| 〈v, x〉 ∈ BR(a, ρ)} ≤ C0ρκ1 . (3.24)
Then for all ς ∈ Rm, ‖ς‖ ∈ [τ3/4, τ5/4] we have∣∣∣∣∫ exp(i〈ς, x1 · · · xk〉)dλ1(x1) · · · dλk(xk)∣∣∣∣ ≤ τ−ǫ3 .
This is proved in [LI18b], based on a discretized sum-product estimate by He-de Saxce´
[HdS18]. When n = 1, this is due to Bourgain in [Bou10]. The assumption (3.24) is called the
projective non concentration in the introduction (Definition 1).
3.5 Application to our measure
From Proposition 3.4, we fix ǫ2 <
1
10 minα∈Π{ασµ} and we can find c1 such that PNC holds.
Let (ǫ2/2, c
′) be the constants in Lemma 2.59. Take
κ0 =
1
10
min{c1, c′}.
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Using Proposition 3.17 with κ1 = κ0, we get ǫ3, ǫ4.
For g, h in G and η in P, recall that Y n(h, η) = (e−α(σ(gh,η)−κ(g)−nσµ))α∈Π ∈ Rm. Let λg,η
be a pushforward measure on Rm of µ∗n restricted on a subset Gn,g,η of G, which is defined by
λg,η(E) = µ
∗n{h ∈ Gn,g,η|Y n(h, η) ∈ E},
for any Borel subset E of Rm, where
Gn,g,η = {h ∈ G|h is (n, ǫ, η, ζmg ) good} (3.25)
and where ǫµ ≥ ǫ > 0 will be determined later.
PNC is only at one scale, we need to verify all the scales needed in the sum-product estimate.
The idea is to separate the random variable and try to use PNC in other scale, where we need
the cocycle property to change scale.
Proposition 3.18 (Change scale). With ǫ small enough depending on ǫ4ǫ2, there exists C0
independent of n such that the measure λg,η satisfies the conditions in Proposition 3.17 with
constant τ = eǫ2n for all n ∈ N.
Proof. We abbreviate λg,η to λ. By taking ǫ small depending on ǫ4ǫ2, Lemma 2.59 implies that
the support of λ is contained in the cube [τ−ǫ4 , τ ǫ4 ]m.
Then we verify (3.24). Let ρ ∈ [τ−2, τ−ǫ3 ]. Let n1 = [ | log ρ|2ǫ2 ]. and n2 = n − n1. Then
n1 lies in [ǫ3n/2, n]. We separate h = h1h2 such that h1, h2 have distributions µ
∗n1 , µ∗(n−n1),
respectively. We have
Y n(h, η) = Y n1(h1, h2η)Y
n2
0 (h2, η), (3.26)
We can not use the cocycle property directly to change the scale. The problem is in (3.26),
where the term Y n20 behaves bad if n2 ≫ n1, that is to say that the probability of h2 such that
Y n20 (h2, η) is smaller than ρ = e
−2ǫ2n1 is large. In order to overcome this difficulty, we use the
support of Y n. We will prove that if Y n20 is too small, then the support of Y
n will force Y n1 to
become large, which can be controlled by the large deviation principle.
Now we give the details of the proof. For (3.24), due to the fact that the support of λ is
contained in [τ−ǫ4 , τ ǫ4 ]m, we have
(πw)∗λ(B(a, ρ)) ≤ sup
h2,v
µ∗n1{h1|〈v, Y n1(h1, h2η)〉 ∈ R−1B(a, ρ), Y n(h1h2, η) ∈ [τ−ǫ4 , τ ǫ4 ]m},
(3.27)
where R = ‖wY n20 (h2, η)‖ depends on h2.
• If R ≥ ρ1/2, then ρR−1 ≤ ρ1/2 = e−ǫ2n1 . It follows by PNC at scale n1 that
µ∗n1{h1|〈v, Y n1(h1, h2η)〉 ∈ B(a, e−ǫ2n1)} ≪ǫ2 e−c1ǫ2n1 ≤ ρκ0 . (3.28)
• If R ≤ ρ1/2. There exists one coordinate α such that |Y n20 (h2, η)α| ≤ ρ1/2, which implies
that Y n1(h1, h2η)α = Y
n(h, η)α/Y
n2
0 (h2, η)α ≥ τ−ǫ4ρ−1/2. Due to ǫ3 ≥ 4ǫ4 and n1 ≥
ǫ3n/2, we have ǫ2n1 ≥ 2ǫ4ǫ2n. Therefore τ−ǫ4ρ−1/2 = τ−ǫ4eǫ2n1 ≥ eǫ2n1/2. For such h2, we
have
µ∗n1{h1|Y n1(h1h2, η) ∈ [τ−ǫ4 , τ ǫ4 ]m} ≤
∑
α∈Π
µ∗n1{h1|Y n1(h1, h2η)α ≥ eǫ2n1/2}. (3.29)
It follows from Lemma 2.59 that
µ∗n1{h1|Y n1(h1, h2η)α ≥ eǫ2n1/2} ≤ µ∗n1{h1|‖σ(gh1, h2η)− κ(g) − n1σµ‖ ≥ ǫ2n1/2}
≪ǫ2 e−c
′ǫ2n1 ≤ ρκ0 .
(3.30)
By (3.27)-(3.30), for ρ ∈ [τ−2, τ−ǫ3 ] we have
(πw)∗λ(B(a, ρ))≪ǫ2 ρκ0 .
The proof is complete.
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4 Proof of the main theorems
In this section, we will use the results of Section 2 and Section 3 to give the proofs of the
main theorems. In Section 4.2, we will prove Theorem 1.8, the simply connected case. For non
simply connected case, please see Theorem 5.4 in Section 5.1. Then in Section 4.3-4.5, we will
work on semisimple case and we prove all the other theorems in the introduction.
We will add many assumptions on the elements of G and P. The assumptions seem
complicate. In fact, they are not really important. They are taken to make the result work
outside a set of exponentially small measure. These assumptions says that the elements are
away from certain closed subvarieties of G or P, which also explains that they are true almost
everywhere.
4.1 (C, r) good function
For a C1 function ϕ on the flag variety P. We first lift it to P0 = G/AeN . Let ∂αϕ = ∂Yαϕ
be the directional derivative on P0. By Lemma 2.36 the action of the group M only changes
the sign of the directional derivative ∂αϕ, hence |∂αϕ| is actually a function on P. Although
∂αϕ is not well-defined on P, we can fix a local trivialization of the line bundle Pα and define
the directional derivative. This point of view will be used in G3.
Recall that for η, η′ in P and simple root α, we have defined dα(η, η
′) = d(Vα,η, Vα,η′).
Definition 4.1. Let r be a continuous function on P. Let J be the open set in P, which is
the 1/C-neighbourhood of the support of r. Let ϕ be a C2 function on P. For a simple root α,
let vα = supη∈suppr |∂αϕ(η)|. We say that ϕ is (C, r) good if:
(G1) For η, η′ in J such that d(η, η′) ≤ 1/C,
|ϕ(η) − ϕ(η′)| ≤ C
∑
α∈Π
dα(η, η
′)vα, (4.1)
(G2) For every simple root α and for every η in the support of r, we have
|∂αϕ(η)| ≥ 1
C
vα, (4.2)
(G3) For η, η′ in J with d(η, η′) ≤ 1/C,
|∂αϕ(η) − ∂αϕ(η′)| ≤ Cd(η, η′)vα. (4.3)
(G4)
sup
α∈Π
vα ∈ [1/C,C]. (4.4)
Remark 4.2. The distance dα does not depend on the representation. For two different repre-
sentation (ρ, V ), (ρ′, V ′) such that Θ(ρ) = Θ(ρ′) = {α}, by Lemma 5.8, when C is small enough,
two distances dV , dV ′ are equivalent.
In the above definition, the G3 assumption (4.3) is equivalent to the inequality on P0, that
is
|∂αϕ(z) − ∂αϕ(z′)| ≤ Cd0(z, z′)vα, (4.5)
for z, z′ in π−1(J) with d(z, z′) ≤ 1/C.
G1 assumption is new in higher dimension which means that we can bound the difference by
its difference in each representation Vα, and in the representation Vα the directional derivative
|∂αϕ| can bound the Lipschitz norm. G2 and G3 assumptions are natural generalizations of the
case m = 1, SL2(R). G4 assumption is used to normalize the function.
The role of J is to simplify the verification of (C, r) goodness. With this definition, we only
need to verify assumptions on a neighbourhood of the support of r.
42
4.2 From sum-product estimates to Fourier decay
In this subsection we will prove Theorem 1.8, an estimate of Fourier decay, by using the
results established in Section 2 and Section 3.
Recall that we have fixed (ǫ2, c1) for Proposition 3.4 in Section 3.5, the constant (ǫ2/2, c
′)
in Lemma 2.58 and
κ0 =
1
10
min{c1, c′}.
Take k, ǫ3, ǫ4 from Proposition 3.17 with this κ0. Let ǫ be a positive number to be determined
later (the only constant which is not fixed yet). The constant ǫ0 in the hypothesis of Theorem
1.8 is defined as
ǫ0 =
ǫ
maxα∈Π{(2k + 1)ασµ + ǫ2}+ ǫ (4.6)
which will be fixed once ǫ is fixed.
Here, we define and give relations of different constants. Let v be the vector in Rm whose
components are vα = supη∈suppr |∂αϕ(η)|, for α ∈ Π. Then by G4 assumption (4.4), we have
sup
α∈Π
vα ∈ [ξ−ǫ0 , ξǫ0 ]. (4.7)
Let n be the minimal integer such that
eǫ2n ≥ ξmax
α∈Π
{vαe−(2k+1)ασµn}. (4.8)
The existence is guaranteed by the positivity of Lyapunov constant, that is ασµ > 0 for α ∈ Π
(Lemma 2.51). Let the regularity scale δ be given by
δ = e−ǫn < 1/2,
where we take ξ large enough such that n is large enough. Let the contraction scale β given by
βα = e
−ασµn, β = max
α∈Π
{βα}.
The point is that the contraction speed β decides the magnitude of a term and δ is only an error
term, much larger than β.
Let the frequency τ be defined by τ = eǫ2n. By (4.8), we have
τ ≥ ξmax
α∈Π
{vαβ2k+1α } ≥ Cǫ2τ, (4.9)
where Cǫ2 = e
−ǫ2 minα∈Π{e−(2k+1)ασµ}. By (4.7), there exists αo in Π such that vαo ≥ ξ−ǫ0 .
Then (4.9) and (4.6) imply that
ξ ≤ τv−1αo β−2k−1αo ≤ ξǫ0τβ−(2k+1)α0 ≤ ξǫ0e
nǫ
1−ǫ0
ǫ0 .
Hence the regularity scale satisfies
ξǫ0 ≤ eǫn = δ−1. (4.10)
Notation: We state some notation which will be used throughout Section 4.2.
• Let g = (g0, . . . , gk) be an element in G×(k+1).
• Let h = (h1, . . . , hk) be an element in G×k.
• We write g↔h = g0h1 · · · hkgk ∈ G for the product of g,h.
• We write Tg↔h = g0h1 · · · gk−1hk ∈ G.
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• For l ∈ N, let µl,n be the product measure on G×l given by µl,n = µ∗n ⊗ · · · ⊗ µ∗n
l times
.
• Recall that for g, h in G and η in P, we define Y ng (h, η)α = exp(−α(σ(gh, η)−κ(g)−nσµ))
and Y ng (h, η) = (Y
n
g (h, η)α)α∈Π ∈ Rm.
• For z in P0, let Y˜ ng (h, z)α = α♯(m(ℓ−1g , hz))Y ng (h, η)α, where α♯ is the corresponding
algebraic character of the simple root α and we make a choice of ℓg and η = π(z).
• For g in G, z in P0 and η = π(z), let λ˜g,z be the pushforward measure on Rm of µ∗n
restricted to a subset Gn,g,η under the map Y˜
n
g (·, z). In other words, for a Borel set E,
λ˜g,z(E) = µ
∗n{h ∈ Gn,g,η|Y˜ ng (h, z) ∈ E}.
Recall that the set Gn,g,η is defined by Gn,g,η = {h ∈ G|h is (n, ǫ, η, ζmg ) good}.
• After fixing g, we will also fix a choice of kgj , ℓgj for gj and let zgj = kgjzo, mj(h) =
m(ℓ−1gj−1 , hkgj ) and λj = λ˜gj−1,zgj , for j = 1, . . . , k.
Lemma 4.3. The measure λ˜g,z satisfies the same property (3.24) as λg,η with C0 replaced by
2mC0, where η = π(z).
Proof. Since the difference is only in the sign, we have
(πv)∗λ˜g,z(BR(a, ρ)) ≤
∑
f∈(Z/2Z)m
(πfv)∗λg,η(BR(a, ρ)),
where we identify (Z/2Z)m with {−1, 1}m ⊂ Rm. The result follows from this inequality.
First step: For η, η′ in P, let
f(η, η′) =
∫
G
eiξ(ϕ(gη)−ϕ(gη
′))r(gη)r(gη′)dµ∗(2k+1)n(g). (4.11)
Lemma 4.4. We have∣∣∣∣∫
P
eiξϕ(η)r(η)dν(η)
∣∣∣∣2 ≤ ∫
P2
f(η, η′)dν(η)dν(η′). (4.12)
Proof. By the definition of µ-stationary measure and the Cauchy-Schwarz inequality,∣∣∣∣∫
P
eiξϕ(η)r(η)dν(η)
∣∣∣∣2
=
∣∣∣∣∫
P×G
eiξϕ(gη)r(gη)dµ∗(2k+1)n(g)dν(η)
∣∣∣∣2 ≤ ∫
G
∣∣∣∣∫
P
eiξϕ(gη)r(gη)dν(η)
∣∣∣∣2 dµ∗(2k+1)n(g)
=
∫
P2
∫
G
eiξ(ϕ(gη)−ϕ(gη
′))r(gη)r(gη′)dµ∗(2k+1)n(g)dν(η)dν(η′).
The proof is complete.
Recall that for η in P, we write Vα,η for its image in PVα and dα(η, η′) = d(Vα,η, Vα,η′).
Definition 4.5 (Good Position). Let η, η′ be in P. We say that they are in good position if
∀α ∈ Π, dα(η, η′) ≥ δ.
We fix η, η′ in good position, which means that η, η′ are far in all PVα. We rewrite the
formula.
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Lemma 4.6. We have∣∣∣∣∫
P
eiξϕ(η)r(η)dν(η)
∣∣∣∣2 ≤ ∫
η,η′ good
f(η, η′)dν(η)dν(η′) +O(δc). (4.13)
Proof. By the regularity of stationary measure (2.40), we have
ν{η′ ∈ P|dα(η, η′) ≤ δ} = ν{η′ ∈ P|d(Vα,η , Vα,η′) ≤ δ} ≤ Cδc. (4.14)
Therefore by (4.14) and Fubini’s theorem,
ν ⊗ ν{(η, η′) ∈ P2| dα(η′, η) < δ} =
∫
η∈P
ν{η′ ∈ P|dα(η, η′) ≤ δ}dν(η)≪ δc.
Summing over simple roots α, we obtain the result by ‖r‖∞ ≤ 1.
Second step: The purpose of this part is to give a Ping-Pong Lemma in measure sense.
We will eliminate sets with negligible measure such that the Ping-Pong condition is almost
preserved by iteration on the complement.
We fix gj for j = 0, . . . , k − 1 which satisfies
‖κ(gj)− nσµ‖ ≤ ǫn/CA. (4.15)
Recall that CA is a constant in Definition 2.57. We also demand that
hj+1 is (n, ǫ, η
M
gj+1 , ζ
m
gj ) good. (4.16)
Recall that the Cartan subspace a is equipped with the norm induced by the Killing form,
and with this norm a is isomorphic to the euclidean space Rm.
Lemma 4.7. Suppose that g,h satisfy the above conditions (4.15) and (4.16). Then the action
of Tg↔h on bMVα,gk(δ) is β2kα δ−O(1) Lipschitz and
e−ασ(g0h1,x
M
g1
) · · · e−ασ(gk−1hk,xMgk ) ≤ β2kα δ−O(1), (4.17)
for every α in Π. For t ∈ bMgk (δ), let tj = gjhj+1 · · · hkt for j = 0, . . . , k, where we let tk = t.
Then
tj ∈ bMgj (βδ−2) ⊂ bMgj (δ), (4.18)
‖σ(gjhj+1, tj+1)− σ(gjhj+1, ηMgj+1)‖ ≪ βδ−O(1). (4.19)
Remark 4.8. The contraction constant β here is a little different from the gap γ(gj), but γ(gj)/β
is in the interval [δO(1), δ−O(1)] by Lemma 2.59. Hence they are of the same largeness and we
will not distinguish them.
The intuition here is that by controlling κ(g), ηMg , ζ
m
g , all the other position or length will
also be controlled, which is similar to hyperbolic dynamics.
Proof. For every α in Π, using Lemma 2.11 2k times, we obtain the Lipschitz property. By
Lemma 2.59, we have (4.17) from (4.16) for all α in Π at the same time.
We use induction to prove the inclusion. For j = k, it is due to the hypothesis of Lemma
4.7.
Suppose that the property holds for j + 1. By definition, tj = gjhj+1tj+1. We abbreviate
gj, hj+1, tj+1, η
M
gj+1 to g, h, η, η
′. The condition becomes
d(η, η′) ≤ δ, ‖κ(g) − nσµ‖ ≤ ǫn/CA and h is (n, ǫ, η′, ζmg ) good.
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By Lemma 2.59, we have γ(h) ≤ βδ−1. By Lemma 2.16, due to η ∈ B(η′, δ) ⊂ Bmh (δ), we have
hη ∈ bMh (β/δ2) ⊂ Bmg (δ). Therefore ghη ∈ bMg (β/δ2), which is the inclusion condition.
Then we will prove (4.19) and we keep the notation g, h, η, η′.
‖σ(gh, η) − σ(gh, η′)‖ ≪ ‖σ(g, hη) − σ(g, hη′)‖+ ‖σ(h, η) − σ(h, η′)‖.
By the same argument, due to Lemma 2.16 and η, η′ ∈ B(η′, β/δ2) ⊂ Bmh (δ), we have hη, hη′ ∈
bMh (β/δ
2) ⊂ Bmg (δ). Therefore by the Lipschitz property of Lemma 2.16
‖σ(gh, η) − σ(gh, η′)‖ ≪ (d(η, η′) + d(hη, hη′))δ ≪ β/δ3.
The proof is complete.
Lemma 4.9. Suppose that g,h satisfy the conditions (4.15) and (4.16). Let s be in {z ∈
P0|d0(z, zgk) ≤ δ}. Let sj = gjhj+1 · · · hks for j = 0, . . . , k, where we let sk = s. We have
m(s0, kg0) = Π1≤j≤km(ℓ
−1
gj−1 , hjkgj ) = Π1≤j≤kmj(hj). (4.20)
Proof. We let η = π(s), then η is in bMgk (δ). By (4.18) with j = 1 and (4.16) with j = 0, Lemma
2.30 implies
m(s0, kg0) = m(kg0 , g0h1s1) = m(ℓ
−1
g0 , h1kg1)m(s1, kg1).
Iterating this formula, we obtain the result.
Third step: Here we mimic the proof of [BD17], where they heavily use the properties of
Schottky groups and symbolic dynamics. But in our case, the group is much more complicate
from the point of view of dynamics. We use the large deviation principle to get a similar formula.
By very careful control of gl, with a loss of an exponentially small measure, we are able
to rewrite the formula in a form to use the sum-product estimates. The key point is that by
controlling the Cartan projection and the position of ηMg and ζ
m
g of each gl, we are able to get
good control of their product g↔h.
We should notice that the element gj will be fixed, and we will integrate first with respect
to hj . This gives the independence of the cocycle σ(gj−1hj , η
M
gj ), that is for different j they are
independent, which is an important point to apply sum-product estimates.
We return to (4.13). We call g “good” with respect to η, η′ if
g satisfies (4.15), gk satisfies conditions in Lemma 2.45, η
M
g0 ∈ suppr
and δ(η, ζmgk), δ(η
′, ζmgk), δ(Vα,η ∧ Vα,η′ , ym∧2ραgk) ≥ 4δ.
(4.21)
Lemma 4.10. If η and η′ are in good position and g is “good”, then gkη, gkη
′ are in bMgk (δ), and
for α ∈ Π the dα distance between gkη and gkη′ is almost βα, that is
dα(gkη, gkη
′) ∈ βα[δO(1), δ−O(1)].
Proof. The inclusion is due to Lemma 2.16. Since g is good (4.21), by (2.13) we have the lower
bound and by the Lipschitz property in Lemma 2.11 we have the upper bound.
For η, η′ in P, we can rewrite the formula of f(η, η′) as
f(η, η′) =
∫
eiξ(ϕ(g↔hη)−ϕ(g↔hη
′))r(g↔hη)r(g↔hη′)dµk,n(h)dµk+1,n(g). (4.22)
We call h is g-regular if h satisfies (4.16). Let
fg(η, η
′) =
∫
g−regular
eiξ(ϕ(g↔hη)−ϕ(g↔hη
′))dµk,n(h).
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Lemma 4.11. For η, η′ in P
|f(η, η′)| ≤
∫
g“good”
|fg(η, η′)|dµk+1,n(g) +Oǫ(δc), (4.23)
if ǫ is small enough with respect to γ, that is ǫ ≤ minα∈Π{ασµγ/(2 + 2γ)}.
Proof. Let
f˜g(η, η
′) =
∫
g−regular
eiξ(ϕ(g↔hη)−ϕ(g↔hη
′))r(g↔hη)r(g↔hη′)dµk,n(h).
We call g “semi-good” if g satisfies (4.21) except the assumption of ηMg0 ∈ suppr in (4.21). By
large deviation principle (Proposition 2.52, Proposition 2.54, Lemma 2.65), we conclude that
µk+1,n{g not “semi-good” } ≤ Oǫ(δc). (4.24)
Then by (4.22), Lemma 2.58 and (4.24),
|f(η, η′)| ≤
∫
g
|f˜g(η, η′)|dµk+1,n(g) +Oǫ(δc) ≤
∫
g“semi−good”
|f˜g(η, η′)|dµk+1,n(g) +Oǫ(δc).
(4.25)
By Lemma 4.10, (4.18) with j = 0 and cγ(r) ≤ ξǫ0 ≤ δ−1,
|r(ηMg0 )2 − r(g↔hη)r(g↔hη′)| ≤ 2‖r‖∞cγ(r)(βδ−2)γ ≤ 2βγδ−1−2γ ≤ 2δ,
if ǫ is small enough with respect to γ. Hence
|f˜g(η, η′)| ≤
∣∣∣∣∫
g−regular
eiξ(ϕ(g↔hη)−ϕ(g↔hη
′))r(ηMg0 )
2dµk,n(h)
∣∣∣∣+O(δc)
≤ r(ηMg0 )2|fg(η, η′)|+O(δc).
(4.26)
If r(ηMg0 ) 6= 0, then that g is “semi-good” implies g is “good”. Combined with (4.25) and (4.26),
by ‖r‖∞ ≤ 1, we have
|f(η, η′)| ≤
∫
g“semi−good”
(
r(ηMg0 )
2|fg(η, η′)|+O(δc)
)
dµk+1,n(g) +Oǫ(δ
c)
≤
∫
g“good”
|fg(η, η′)|dµk+1,n(g) +Oǫ(δc).
The proof is complete.
Recall that β is the magnitude which is really small, δ is only an error term and τ is the
frequency for applying the sum-product estimate, which lies between δ−1 and β−1.
Proposition 4.12. Let Iτ = [τ
3/4, τ5/4]. The following formula is true for η, η′ in good position
and g “good”,
|fg(η, η′)| ≤ sup
‖ς‖∈Iτ
∣∣∣∣∫ ei〈ς,x1···xk〉dλ1(x1) · · · λk(xk)∣∣∣∣+O(βδ−O(1)τ), (4.27)
when ǫ is small enough with respect to ǫ2.
Remark 4.13. This is the most complicate step, where the difficulty comes from higher rank.
We need to use the technique of changing flags to find the direction of slowest contraction speed,
where we can use Newton-Leibniz’s formula. Since the action of the sign group M is non trivial
on the slowest directions, we also carefully treat the sign.
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Proof. The element η, η′ and g are already fixed. Since gk satisfies the conditions in Lemma
2.45, we obtain two chains (η = ηo, η1, . . . , ηl1) and (η
′ = η′o, η
′
1, . . . , η
′
l2
) as in Lemma 2.45. Then
we write
ϕ(g↔hη) − ϕ(g↔hη′) =
∑
0≤j≤l1−1
(ϕ(g↔hηj)− ϕ(g↔hηj+1))
−
∑
0≤j≤l2−1
(ϕ(g↔hη′j)− ϕ(g↔hη′j+1)) +
(
ϕ(g↔hηl1)− ϕ(g↔hη′l2)
)
,
(4.28)
The terms for different j and for η, η′ are similar. We fix j and we simplify α(ηj , ηj+1) to α.
We compute the term ϕ(g↔hηj) − ϕ(g↔hηj+1). In order to treat the sign, we will
work on P0 = G/AeN . Recall that π : P0 → P is the projection and we use z = kzo to denote
the element kAeN in P0.
By Lemma 2.47 and (4.21), we know that gkηj , gkηj+1 are in b
M
gk
(δ), which satisfy the
condition of Lemma 4.7. Let z0, z1 be preimages of gkηj and gkηj+1 in P0 such that m(z0, z1) = e.
Notice that z0, z1 are in the same α-circle. By Lemma 2.45 (2.30) and Lemma 4.10
d(gkηj , gkηj+1) = dα(gkη, gkη
′) +O(βe−ακ(gk)δO(1)) ∈ βα[δO(1), δ−O(1)].
Due to m(z0, z1) = e, the arc length distance also satisfies
dA(z0, z1) = arcsin d(gkηj , gkηj+1) ∈ βα[δO(1), δ−O(1)]. (4.29)
Now, we lift ϕ to P0, becoming a right M -invariant function. By abuse of notation, we
also use ϕ to denote the lifted function. Let γ be an arc connecting z0, z1 with unit speed in
the α-circle with length less than π/2. Without loss of generality, we suppose that γ is in the
positive direction (If not, we add minus in the right hand side of (4.30)). By Newton-Leibniz’s
formula (2.28), we have
ϕ(Tg↔hz0)− ϕ(Tg↔hz1) =
∫ u
0
∂αϕ(Tg↔hγ(t))e−ασ(Tg↔h,γ(t))dt, (4.30)
where u = dA(z0, z1). Fix a time t in [0, u], let sj = gjhj+1 · · · hkγ(t). Then π(γ(t)) is in bMgk (δ),
because gkηj and gkηj+1 are in b
M
gk
(δ) and by (4.29). By (4.18), the element π(s0), the image of
s0 = Tg↔hγ(t) in P, is in bMg0 (βδ−O(1)).
Recall that we have made a choice of the Cartan decomposition of every gj for 0 ≤ j ≤ k.
In particular, kg0 is given in the decomposition of g0 = kg0ag0ℓg0 ∈ KA+K. Let m0 = m(s0, kg0)
and s0 = s0m0, then m(s0, kg0) = e. By Lemma 2.36,
∂αϕs0 = ∂αϕs0m0 = α
♯(m0)∂αϕs0 . (4.31)
By Lemma 5.9 and πs0, πzg0 = η
M
g0 in b
M
g0 (βδ
−O(1)), we have
d0(s0, zg0) ≤ d(πs0, πzg0) < βδ−O(1). (4.32)
Due to g good (4.21), we have ηMg0 ∈ suppr. By G2 assumption (4.2), we have |∂αϕ(zg0)| ≥ δvα.
By (4.32), the point πs0 is in J , the δ neighbourhood of suppr. By G3 assumption (4.3),
|∂αϕ(s0)− ∂αϕ(zg0)| ≤ δ−1vαd0(s0, zg0), which implies
∂αϕ(s0)/∂αϕ(zg0) ∈ [1− βδ−O(1), 1 + βδ−O(1)].
By Lemma 4.7 (4.19), we have
(1− βδ−O(1))e−O(β/δ) ≤ ∂αϕ(s0)e
−ασ(g0h1,s1) · · · e−ασ(gk−1hk,sk)
∂αϕ(zg0)e
−ασ(g0h1,xMg1) · · · e−ασ(gk−1hk,xMgk )
≤ (1 + βδ−O(1))eO(β/δ).
(4.33)
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By (4.17),
Bα := e
−ασ(g0h1,xMg1) · · · e−ασ(gk−1hk,xMgk ) ≤ β2kα δ−O(1).
Together with (4.29)-(4.33)
|ϕ(g↔hηj)− ϕ(g↔hηj+1)− dA(z0, z1)α♯(m0)∂αϕ(zg0)Bα| ≤ ββ2k+1α δ−O(1)vα. (4.34)
We deal with the error term which comes from the process of changing flags.
The Lipschitz property in Lemma 4.7 and Lemma 2.45 (2.31) imply that
dα(g↔hηl1 ,g↔hη′l2) ≤ β2kα δ−O(1)dα(gkηl1 , gkη′l2) ≤ β2k+1α βδ−O(1),
Due to (4.18) in Lemma 4.7 and Lemma 2.47, the two points g↔hηl1 ,g↔hη′l2 are in J , the δ
neighbourhood of suppr. Due to G1 assumption (4.1)
|ϕ(g↔hηl1)− ϕ(g↔hη′l2)| ≤ δ−1
∑
α
vαdα(g↔hηl1 ,g↔hη′l2).
Therefore
|ϕ(g↔hηl1)− ϕ(g↔hη′l2)| ≤ δ−O(1)β
∑
α
vαβ
2k+1
α . (4.35)
We collect information for different simple roots. Recall that for a fixed g in G and
for h ∈ G, z ∈ P0, we have defined Y˜ ng (h, z)α = e−α(σ(gh,z)−κ(g)−nσµ)α(m(ℓg, hk)). Let
ςα :=
ξdA(z0, z1)α
♯(m0)∂αϕ(zg0)Bα
Πkl=1Y˜
n
gl−1
(hl, zgl)α
.
Let ς = (ςα)α∈Π ∈ Rm. Hence by (4.28), (4.34), (4.35) and (4.9)
|ξ(ϕ(g↔hx)−ϕ(g↔hx′))−〈ς,Πkl=1Y˜ ngl−1(hl, zgl)〉| ≤ βδ−O(1)
∑
α
β2k+1α vαξ ≪ βδ−O(1)τ. (4.36)
We want to verify that ‖ς‖ ∈ Iτ . By (4.20), we have
ςα = ξdA(z0, z1)∂αϕ(zg0)β
k
αe
−ακ(g0)−···−ακ(gk−1).
By (4.15), (4.29), (4.21) and (4.2) we have |ςα| ∈ ξvαβ2k+1α [δO(1), δ−O(1)]. Therefore by (4.9),
‖ς‖ ∈ sup
α
ξvαβ
2k+1
α [δ
O(1), δ−O(1)] ∈ τ [δO(1), δ−O(1)] ⊂ [τ3/4, τ5/4] = Iτ .
By definition, the distribution of Y˜ ngl−1(hl, zgl), where hl satisfies (4.16) with distribution
µ∗n, is the measure λl. Finally, due to |eix − eiy| ≤ |x − y| for x, y ∈ R, the inequality (4.36)
implies (4.27).
Fourth step: We are able to apply sum-product estimates.
Proof of Theorem 1.8. For l = 1, 2, . . . k, Proposition 3.18 and Lemma 4.3 tell us that with ǫ
small enough depending on ǫ4ǫ, there exists C0 such that the measures λl satisfy the assumptions
in Proposition 3.17 with τ .
Proposition 3.17 implies that for τ large enough,∣∣∣∣∫ exp(i〈ς, x1 · · · xk〉)dλ1(x1) . . . dλk(xk)∣∣∣∣ ≤ τ−ǫ3 .
Then by (4.13), (4.23) and (4.27), we have∣∣∣∣∫ eiξϕ(η)r(η)dν(η)∣∣∣∣2 ≤ Oǫ(δc) +O(βδ−O(1)τ) + τ−ǫ3 .
Due to βδ−O(1)τ = maxα∈Π e
(−ασµ+O(1)ǫ+ǫ2)n, take ǫ small enough. The proof is complete.
49
Remark 4.14. Another difference with [BD17] is that we avoid using the renewal idea, which
simplifies the proof of this part. The renewal idea is that instead of using µ∗n, we use a renewal
measure µt, which is defined to be the distribution of g1 · · · gn for the first time that its Cartan
projection exceeds t, where g1, g2 . . . are i.i.d. random variables with distribution µ. This is
because we generalize the sum-product estimate to a form that the measure can have a support
which depends on the frequency, and we use the large deviation principle to prove that our
measure has a support not too large with respect to the frequency.
4.3 Examples of Fourier decay
From now, we only work on semisimple case.
In this section, we give a nice application of Theorem 5.4, that is Theorem 1.2. This
application also serves as a “baby case” for Section 4.4.
Recall that v0 is a unit vector in V and ς is a vector in v
⊥
0 . We fix the direction, that is u0 :=
ς/‖ς‖, and we let ξ = ‖ς‖. Then for x = Rv, we have 〈ς, ψ(v)〉 = ξ〈u0, ψ(v)〉 = ξ〈u0, v〉/〈v0, v〉,
and we take
ϕ(x) =
〈u0, v〉
〈v0, v〉 .
Since we are only interested in the value on the support of νV , which is contained in the image
of P in PV . The functions ϕ, r can be lifted to functions on P. We use the same notation ϕ
to denote the lifted functions. We first calculate the directional derivative of ϕ. Recall that the
inner product on the exterior square ∧2V is given by
〈v1 ∧ v2, w1 ∧ w2〉 = 〈v1, w1〉〈v2, w2〉 − 〈v1, w2〉〈v2, w1〉, (4.37)
for v1, v2, w1, w2 in V . Recall that q2χ−α is the projection of ∧2V on the subrepresentations of
highest weight 2χ − α. By the same proof as in Lemma 2.6, we see that the multiplicity of an
irreducible representation of highest weight 2χ−α is at most 1 in ∧2V . Hence the image of the
projection q2χ−α is an irreducible subrepresentation or zero. Let e1 be a unit vector of highest
weight in V .
Lemma 4.15. Let v0, u0 be two unit vectors in V . Let ϕ be defined as above. Then for a simple
root α and z = kz0 ∈ P0,
∂αϕ(z) =
〈v0 ∧ u0, v ∧ u〉
〈v0, v〉2 =
〈q2χ−α(v0 ∧ u0), v ∧ u〉
〈v0, v〉2 , (4.38)
where v = ke1 and u = kYαe1.
Proof. By definition,
∂αϕ(z) = ∂t
〈u0, k exp(tYα)e1〉
〈v0, k exp(tYα)e1〉
∣∣∣∣
t=0
=
〈u0, kYαe1〉〈v0, ke1〉 − 〈u0, ke1〉〈v0, kYαe1〉
〈v0, ke1〉2 .
By (4.37), we have the first equality. The vector e1 ∧ Yαe1 is a vector of weight 2χ − α,
which is in the irreducible subrepresentation of ∧2V with highest weight 2χ − α. The vector
v ∧ u = k(e1 ∧ Yαe1) is also in this subrepresentation, hence
〈v0 ∧ u0, v ∧ u〉 = 〈q2χ−α(v0 ∧ u0), v ∧ u〉.
The proof is complete.
For a vector v in an euclidean space W , let v∗ be the linear linear functional on W given
by
v∗(w) = 〈v,w〉 for w ∈W.
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Proof of Theorem 1.2 from Theorem 5.4. Let δ > 0 be a constant to be fixed later. Recall that
ϕ, r have been lifted to functions on P. In order to use Theorem 5.4, we need to verify the
(ξǫ0 , r) goodness assumption for ϕ. Let C0 > 0 be a constant such that
cγ(r) ≤ C0, |〈v0, v〉| ≥ ‖v‖/C0 for Rv ∈ Vχ,η and η ∈ suppr, (4.39)
max
α∈Π
‖q2χ−α(v ∧ u)‖
‖v ∧ u‖ ≥ 1/C0 for every couple v, u in V with v ∧ u 6= 0. (4.40)
The existence of C0 for (4.40) is due to Lemma 2.63.
We want to verify that ϕ is (ξǫ0 , r) good. Let lα = q2χ−α(v0 ∧ u0) and ϑα = ‖lα‖. The
main problem is to verify G2, because ∂αϕ may vanish. We need a cutoff. Let τ be a smooth
function on R such that τ |[0,∞) = 1, τ takes values in [0, 1], suppτ ⊂ [−1,∞) and |τ ′| ≤ 2. Set
τδ(x) = τ(x/δ) for x ∈ R. Let r1 = r · Πα∈Πτα, where
τα = τδ(δ(V2χ−α,η ,Rl
∗
α)− 2δ).
If lα = 0, then we let τα = 1. Let J be the ξ
−ǫ0 neighbourhood of the support of r1, an
open set of P. When ξ is large enough, we can suppose that for η ∈ J and v ∈ Vχ,η we have
|〈v0, v〉| > ‖v‖/(2C0).
We claim that if δ = ξ−ǫ0/2 and ξ is large enough such that δ−1 ≥ CCm+40 , where
C is a constant only depending on the group G and the norm on V , which is defined in Lemma
5.11. Then ϕ, r1 satisfy the assumptions of Theorem 5.4.
For η in the support of r1, due to (4.38) and δ(V2χ−α,η ,Rl∗α) > δ, we have
|∂αϕ(η)| = |〈lα, v ∧ u〉|〈v0, v〉2 = ϑαδ(V2χ−α,η ,Rl
∗
α)〈v0, v〉−2 ≥ δϑα. (4.41)
Due to |〈v0, v〉| ≥ ‖v‖/C0 for η ∈ suppr and v ∈ Vχ,η,
vα = sup
η∈suppr1
|∂αϕ(η)| = sup
η∈suppr1
|〈lα, v ∧ u〉|
〈v0, v〉2 ≤ C
2
0ϑα. (4.42)
Then for η in suppr1, by (4.41) and (4.42) we have
|∂αϕ(η)| ≥ C−20 δvα
which implies G2 assumption (4.2). The inequality (4.41) also implies that
vα ≥ δϑα, (4.43)
that is vα and ϑα are of the same magnitude. Hence by (4.40), we have
sup
α∈Π
vα ∈ [δ, C20 ] sup
α∈Π
ϑα ⊂ [δC−10 , C20 ],
which is G4 assumption (4.4).
Now, we verify G1 assumption (4.1). If χ is the weight χα, then (4.40) implies ϑα =
‖q2χ−α(v0 ∧ u0)‖ ≥ 1/C0. Hence, for η, η′ in J and unit vectors v ∈ Vχ,η, v′ ∈ Vχ,η′ , we have
|ϕ(η) − ϕ(η′)| =
∣∣∣∣〈u0 ∧ v0, v ∧ v′〉〈v0, v〉〈v0, v′〉
∣∣∣∣ ≤ 4C20‖u0 ∧ v0‖‖v ∧ v′‖ ≤ 4C30ϑαd(Vα,η , Vα,η′)
≤ 4δ−1C30vαd(Vα,η, Vα,η′).
(4.44)
For general case, this step is more complicate. Please see Lemma 5.11.
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For G3 assumption (4.3), for z = kz0, z
′ = k′z0 in π
−1(J) ⊂ P0 and v′ = k′e1, u′ = k′Yαe1
|∂αϕ(z) − ∂αϕ(z′)| ≤ C40 (|〈lα, v ∧ u− v′ ∧ u′〉|+ |〈lα, v ∧ u〉〈v0, v − v′〉|)
≪ C40ϑαd0(z, z′)
where the last inequality is due to Lemma 5.7.
We also need to calculate cγ(r1). Lemma 2.17 implies cγ(τα) ≪ δ−γ . Hence cγ(r1) ≪
δ−γ + cγ(r) ≤ δ−γ + C0. The claim is true and Theorem 5.4 implies that∣∣∣∣∫ eiξϕ(η)r1(η)dν(η)∣∣∣∣ ≤ ξ−ǫ1 .
Finally, by regularity of stationary measure, Corollary 2.56, the set where r1 6= r has
measure bounded by O(δc) = O(ξ−ǫ0c/2), that is there exist C, c > 0 such that for all δ > 0
ν{η ∈ P| δ(V2χ−α,η ,Rl∗α) ≤ 2δ} ≤ Cδc.
The proof is complete.
Remark 4.16. In higher dimension, the differential dϕ at a point always vanishes in some
direction of the tangent space. The cutoff in the proof can be understood as removing a neigh-
bourhood of the zero locus of dϕ in the unit tangent bundle of PV . The language of flag variety
makes the proof obscure, but this language is really powerful.
4.4 From Fourier decay to spectral gap
In this section, we will prove Theorem 1.4 and Theorem 1.5 by using Theorem 5.4
Derivative of the cocycle
This part is devoted to the derivative of the cocycle. The results of this part imply that
for most g, h in G, the difference of the Iwasawa cocycle σ(g, ·)−σ(h, ·) satisfies the (C, r) good
condition in Definition 4.1 (See Lemma 4.27). Since the α-bundle is trivial on P0, we will work
on P0. We need to lift the Iwasawa cocycle σ to P0 and we use the same notation σ.
Let V be an irreducible representation of G with a good norm. Recall that σV (g, x) =
‖ρ(g)v‖
‖v‖
for g in G and v in V . We will abbreviate ρg to g in the proof, because (ρ, V ) is the only
representation to be studied in this part. Let α be a simple root. Let e1 be a unit vector of
highest weight in V and let e2 = Yαe1.
Lemma 4.17. Let V be an irreducible representation of G with a good norm. For z = kzo in
P0, we have
∂ασV (g, z) =
〈ρgv, ρgu〉
‖ρgv‖2 ,
where v = ke1 and u = ke2.
Proof. Without loss of generality, we suppose that z = zo. Since Yα is a left K invariant vector
field on P0, we have
∂YασV (g, e) = ∂tσV (g, exp(tYα)zo)|t=0 = ∂t
(
log
‖g exp(tYα)e1‖
‖ exp(tYα)e1‖
) ∣∣∣
t=0
=
〈ge1, gYαe1〉
‖ge1‖2 −
〈e1, Yαe1〉
‖e1‖2 .
Since the norm is good, eigenvectors of different weights are orthogonal, we have 〈e1, Yαe1〉 = 0.
The result follows.
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Form this lemma, we know that the derivative of the cocycle σV in the direction Yα is
nonzero only if χ − α is a weight of V . We fix the distance d0 on P0, which is defined in
Appendix 5.3.
Lemma 4.18. Let δ < 1/2. Let B˜mV,g(δ) be the preimage of B
m
V,g(δ) ⊂ PV in P0. For z = kzo ∈
B˜mV,g(δ),
|∂ασV (g, z)| ≤ δ−O(1). (4.45)
We also have
LipP0(∂ασV (g, ·)|B˜mV,g (δ)) ≤ δ
−O(1). (4.46)
Proof. By Lemma 4.17, the hypothesis that Rke1 ∈ BmV,g(δ) and (2.12)
|∂ασV (g, z)| =
∣∣∣∣〈gke1, gke2〉‖gke1‖2
∣∣∣∣ ≤ ‖Yα‖‖g‖2‖e1‖2‖g‖2δ2‖e1‖2 .
Since the operator norm of Yα is bounded, we have
|∂ασV (g, z)| ≤ δ−O(1).
The estimate of Lipschitz norm is more complicate. Let v = ke1, v
′ = k′e1, u = ke2, u
′ =
k′e2. We have
|∂ασV (g, z) − ∂ασV (g, z′)| = |〈gv, gu〉‖gv
′‖2 − 〈gv′, gu′〉‖gv‖2|
‖gv‖2‖gv′‖2 .
By the same argument, due to v = ke1 ∈ BmV,g(δ), we use (2.12) to give a lower bound of the
denominator, that is
‖gv‖2‖gv′‖2 ≥ δ4‖g‖4‖v‖2‖v′‖2 = δ4‖g‖4‖e1‖4.
Use the difference to give a upper bound of the numerator, that is
|〈gv, gu〉‖gv′‖2 − 〈gv′, gu′〉‖gv‖2|
≪ ‖g‖3‖e1‖3(‖gv − gv′‖+ ‖gu− gu′‖)≪ ‖g‖4‖v‖3(‖v − v′‖+ ‖u− u′‖).
Therefore we have
|∂ασV (g, z) − ∂ασV (g, z′)| ≪ δ−O(1)(‖ke1 − k′e1‖+ ‖ke2 − k′e2‖).
Then by Lemma 5.7, the proof is complete.
Let V be a finite dimensional vector space with euclidean norm. Recall that ∧2Sym2V is
the exterior square of the symmetric square of V . It is a linear space generated by vectors of
the form v1v2 ∧ v3v4 where vi are in V , for i = 1, 2, 3, 4. For g, h in GL(V ), let Fg,h be the linear
functional on ∧2Sym2V , whose action on the vector v1v2 ∧ w1w2 is defined by
Fg,h(v1v2 ∧ w1w2) = 〈hv1, hv2〉〈gw1, gw2〉 − 〈gv1, gv2〉〈hw1, hw2〉.
This formula is well defined because v1, v2 and w1, w2 are symmetric, respectively. We also have
Fg,h(v1v2 ∧ w1w2) = −Fg,h(w1w2 ∧ v1v2). Since the vectors of form v1v2 ∧ w1w2 generate the
space ∧2Sym2V , the linear form Fg,h is uniquely defined.
Suppose that V is a super proximal representation of G with highest weight χ (Definition
2.5). Let α be the unique simple root such that χ − α is a weight of V . The space ∧2Sym2V
may be reducible. The two highest weights of Sym2V are 2χ, 2χ − α, whose eigenspaces have
dimension 1. Hence, the highest weight of ∧2Sym2V is 4χ−α, and the eigenspace has dimension
1. LetW be the irreducible subrepresentation of ∧2Sym2V with the highest weight χ1 := 4χ−α.
In the following lemma, we abbreviate ρ(g), ρ(h) to g, h.
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Lemma 4.19. Let δ < 1/2. Let V be a super proximal representation of G and let α be the
unique simple root such that χ− α is a weight of V . Recall that Vχ1,η is the image of η ∈ P in
PW . If g, h in G and z = kzo ∈ P0, η = π(z) satisfy
(1) ℓ−1h V
χ, ℓ−1h V
χ−α ∈ BmV,g(δ), γ1,2(g) ≤ δ3,
(2) δ(Vχ1,η, Fg,h|W ) > δ and Vχ,η ∈ BmV,g(δ) ∩BmV,h(δ),
then
|∂α(σV (g, z) − σV (h, z))| ≥ δO(1).
Remark 4.20. This is similar to the non local integrability property as defined in [Dol98]
[Nau05] and [Sto11]. Although the above two conditions are complicate, we will see later that in
the measure sense, most pairs g, h satisfy these conditions.
The key idea here is to use other representation to linearise polynomial functions on V . As
long as the function is linear, we will have a good control of it. Another point is that the image
of P stays in the same irreducible subrepresentation.
Proof of Lemma 4.19. By Lemma 4.17, let
L := ∂α(σV (g, z) − σV (h, z)) = Fg,h(v
2 ∧ vu)
‖gv‖2‖hv‖2 , (4.47)
where v = ke1 and u = kYαe1 as in Lemma 4.17.
Lemma 4.21. If g, h satisfy assumption (1), then the operator norm satisfy
‖Fg,h|W ‖ ≥ δO(1)‖g‖2‖h‖2.
Proof. Using the Cartan decomposition and good norm, we can suppose that h is diagonal and
h = diag(a1, a2, · · · , an) with a1 ≥ a2 ≥ · · · ≥ an. By Definition 2.5, we know that he1 = a1e1
and he2 = a2e2. The assumption (1) becomes
δ(Re1, y
m
g ), δ(Re2, y
m
g ) > δ, γ1,2(g) ≤ δ3. (4.48)
In (4.47), let z = zo, then v = e1, u = e2, which make
〈hv, hu〉 = 〈a1e1, a2e2〉 = 0.
Therefore, due to
〈v1, v2〉 ≥ ‖v1‖‖v2‖ − ‖v1 ∧ v2‖,
for v1, v2 in V , we have
Fg,h(e
2
1 ∧ e1e2) = a21〈ge1, ge2〉 ≥ a21(‖ge1‖‖ge2‖ − ‖ge1 ∧ ge2‖).
Then (2.12) and (4.48) imply
Fg,h(e
2
1 ∧ e1e2) ≥ ‖h‖2‖g‖2(δ2 − γ1,2(g)).
The proof is complete.
By Definition 2.5, the representation ∧2Sym2V is a proximal representation. Due to R(v2∧
vu) = Rk(e21 ∧ e1e2) = kV χ1 , the line R(v2 ∧ vu) is contained in the K-orbit of the subspace of
highest weight V χ1 . Since V χ1 is in W , we see that v2 ∧ vu is also in W . By (4.47),
L =
Fg,h(v
2 ∧ vu)
‖Fg,h|W ‖
‖g‖2‖h‖2
‖gv‖2‖hv‖2
‖Fg,h|W ‖
‖g‖2‖h‖2 .
When η satisfies assumption (2), the result follows by applying (2.12) to ‖gv‖2, ‖hv‖2 and by
Lemma 4.21.
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Proof of the spectral gap
Here we will prove the theorem of uniform spectral gap. The first part is classic, where we
use some ideas of Dolgopyat [Dol98] to transform the problem to an effective estimate Proposition
4.26, see also [Nau05] and [Sto11]. The key observation is that this effective estimate (Proposition
4.26) can be obtained by the Fourier decay, regarding the difference of cocycle as a function on
P. The intuition here is from Lemma 4.19. When g, h are in general position and η not too
close to ζmg , ζ
m
h , the difference ϕ(η) = σ(g, η) − σ(h, η) will be (C, r) good (Definition 4.1). But
in order to accomplish this, we need some sophisticate cutoff, which makes the proof complicate.
Recall that the Iwasawa cocycle takes values in the Cartan subspace a. From now on, we will
the use another family of representations {V˜α}α∈Π, which is defined in (2.5) and whose highest
weight χ˜α is a multiple of ωα. For simplifying the notation, we abbreviate V˜α to Vα. Because
it is the only family of representation considered here. This family is also super proximal by
Lemma 2.6.
We are in semisimple case and we know that b∗ = a∗. We can write ϑ in a∗ as a linear
combination of weights, {χ˜α|α ∈ Π}, that is
ϑ =
∑
α∈Π
ϑαχ˜α.
Set |ϑ| = maxα∈Π |ϑα|.
We want to treat the spectral gap on the flag variety P and the projective space PV at the
same time, where V is an irreducible representation of G with good norm. Let X be P or PV .
Let σ : G×X → E be the cocycle, which is
• given by the semisimple part of the Iwasawa cocycle σ and E = a when X = P,
• given by σV (defined in (2.11)) and E = R when X = PV .
Let EC = E ⊗R C and E∗C be the dual space of EC. For z ∈ E∗C, write z = ̟ + iϑ, where ϑ,̟
are elements in E∗. Recall that the transfer operator Pz is defined as: For |̟| small enough and
for f in C0(X), x in X
Pzf(x) =
∫
G
ezσ(g,x)f(gx)dµ(g).
Recall that for f in Cγ(X) let cγ(f) = supx 6=x′
|f(x)−f(x′)|
d(x,x′)γ and |f |γ = |f |∞ + cγ(f).
Remark 4.22. Here we should be careful that the distances on PV and P are defined in (2.9)
and (2.17). They are not the Riemannian distances defined in the introduction. But on a
compact Riemannian manifold, different Riemannian distances are equivalent. In particular,
every Riemannian distance on P is equivalent to the K-invariant Riemannian distance on
P. By Corollary 5.10, we know it is equivalent to the distances defined (2.17). The case of
the projective space PV is similar. Hence, the norm | · |γ induced by different distances are
equivalent.
We state our main result of this section
Theorem 4.23. Let µ be a Zariski dense Borel probability measure on G with a finite exponential
moment. For γ > 0 small enough, there exist ρ < 1, C > 0 such that for all ϑ and ̟ in E∗ with
|ϑ| large enough, |̟| small enough and f in Cγ(X), n in N we have
|Pn̟+iϑf |γ ≤ C|ϑ|2γρn|f |γ .
Remark 4.24. Compared with Theorem 1.4, we make an additional assumption that the norm
on V is a good norm here. We explain here that for other norms the result also holds.
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If we have another norm ‖ · ‖1 on V . Let σ1 be the new cocycle defined with respect to the
norm ‖ · ‖1. Let ψ(x) = ‖v‖1‖v‖ for x = Rv in PV . Then
σ1(g, x) = σV (g, x) + logψ(gx) − logψ(x),
which means the difference of two cocycles is a coboundary. This function ψ is Lipschitz, due
to equivalence of norms on finite dimensional vector spaces. Let Tzf(x) = e
z logψ(x)f(x). By
Lipschitz property of ψ, we have
|Tzf |γ ≤ CeC|a||z|γ |f |γ ,
where C depends on |ψ|Lip. We know that
Pzσ1 = T
−1
z PzσV Tz,
hence the same spectral gap property also holds for the norm ‖ · ‖1 with different constants.
Theorem 1.4 and Theorem 1.5 follow directly from Theorem 4.23. The assumption on µ
will be needed throughout this section.
We start with standard a priori estimates. When z = 0, we will write P for P0.
Proposition 4.25. For every γ > 0 small enough, there exist C > 0 and 0 < ρ < 1 such that
for all f in Cγ(X), |̟| small enough and n ∈ N
|Pnz f |∞ ≤ C |̟|n|f |∞, (4.49)
|Pnf |∞ ≤
∣∣∣∣∫
X
fdν
∣∣∣∣+Cρn|f |γ , (4.50)
cγ(P
n
z f) ≤ C(C |̟|n|ϑ|γ |f |∞ + ρncγ(f)). (4.51)
The inequality (4.49) is a consequence of exponential moment and the Ho¨lder inequality.
For (4.50), please see [BL85, V, Thm.2.5] and [BQ16, Prop 11.10, Lem.13.5] for more details.
This inequality (4.50) is a consequence of the fact that the action of G on X is contracting. The
third inequality (4.51) is called the Lasota-Yorke inequality. The proof is classic and we include
a proof in the appendix for completeness.
We reduce Theorem 4.23 to Proposition 4.26. The reduction is standard, using Proposi-
tion 4.25. Please see [Dol98] for more details. We also include a proof in the appendix for
completeness. For f in Cγ(X), we define another norm |f |γ,ϑ = |f |∞ + cγ(f)/|ϑ|γ for ϑ 6= 0.
Proposition 4.26. For every γ > 0 small enough, for |ϑ| large enough and |̟| small enough,
there exist ǫ2, C2 > 0 such that for f in C
γ(X) and |f |γ,ϑ ≤ 1, we have∫ ∣∣∣P [C2 ln |ϑ|]̟+iϑ f ∣∣∣2 dν ≤ e−ǫ2 ln |ϑ|. (4.52)
Now we will distinguish two cases. We claim that the case of PV is a corollary of
the case of P up to a constant. Recall that the stationary measure on PV is written as νV .
Let f be a function in Cγ(PV ) and |f |γ,ϑ ≤ 1. The estimate only depends on the value of f on
the support of the stationary measure νV . By Lemma 2.48, the stationary measure on PV is
the pushforward measure of the stationary measure ν on P. Hence we can define the function
f˜ on P by
f˜(η) = f(Vχ,η),
where χ is the highest weight of V . Then by σV (g, Vχ,η) = χσ(g, η) (see (2.7)),∫ ∣∣∣P [C2 ln |ϑ|]̟+iϑ f ∣∣∣2 dνV = ∫ ∣∣∣P [C2 ln |ϑ|](̟+iϑ)χ f˜ ∣∣∣2 dν.
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We will verify that f˜ satisfies |f˜ |γ,ϑ ≪ 1. By (2.21), for two distinct points η, η′ in P we have
|f˜(η)− f˜(η′)|
d(η, η′)γ
=
|f˜(η)− f˜(η′)|
d(Vχ,η, Vχ,η′)γ
d(Vχ,η, Vχ,η′)
γ
d(η, η′)γ
≪ |f(Vχ,η)− f(Vχ,η′)|
d(Vχ,η, Vχ,η′)γ
= |f |γ .
Hence with some change of constant, we can deduce the case of PV from the case of P.
We only need to prove Proposition 4.26 for the case of P.
From Fourier decay to Proposition 4.26. We need to reduce (4.52) to Fourier decay (Theorem
5.4). Let
n = [C2 log |ϑ|] and δ = e−ǫn (4.53)
(with C2 ≥ maxα∈Π{1/ασµ}+1 and ǫ > 0 to be determined later), and let Gn,ǫ,α be the subset
of G×G, defined as the set of couples which satisfy Lemma 4.19 (1) with V = Vα. Let
Gn,ǫ = {g ∈ G|‖κ(g) − nσµ‖ ≤ nǫ}2
⋂
α∈Π
Gn,ǫ,α ⊂ G×G.
For |f |γ,ϑ ≤ 1, let
Ag,h :=
∫
X
ezσ(g,η)+z¯σ(h,η)f(gη)f¯ (hη)dν(η).
Then ∫
|Pnz f |2dν =
∫
ezσ(g,η)+z¯σ(h,η)f(gη)f¯(hη)dν(η)dµ∗n(g)dµ∗n(h)
=
∫
Gn,ǫ
Ag,hdµ
∗n(g)dµ∗n(h) +
∫
Gcn,ǫ
Ag,hdµ
∗n(g)dµ∗n(h).
(4.54)
We first compute the term with (g, h) outside of Gn,ǫ, where the behaviour is singular.
By the Cauchy-Schwarz inequality,∣∣∣∣∣
∫
Gcn,ǫ
Ag,hdµ
∗n(g)dµ∗n(h)
∣∣∣∣∣
2
≤ µ(Gcn,ǫ)
∫
|Ag,h|2dµ∗n(g)dµ∗n(h). (4.55)
By large deviation principle (Proposition 2.52, Proposition 2.53), the set Gcn,ǫ has exponentially
small µ∗2n measure, that is
µ(Gcn,ǫ)≪ǫ δc. (4.56)
By ‖f‖∞ ≤ 1 and (4.49), we have∫
|Ag,h|2dµ∗n(g)dµ∗n(h) ≤ |Pn2̟1|2∞ ≤ C4n̟. (4.57)
When |̟| is small enough depending on ǫ, by (4.55), (4.56) and (4.57)∫
Gcn,ǫ
Ag,hdµ
∗n(g)dµ∗n(h)≪ǫ δc/2 ≤ |ϑ|−cǫ/(2C2). (4.58)
We compute the major term, that is (g, h) in Gn,ǫ. We want to use Theorem 5.4 to
control this part with ϕ = |ϑ|−1ϑ(σ(g, η)−σ(h, η)) and a suitable r. For applying Theorem 5.4,
we need that ϕ is (C, r) good, which will be accomplished by multiplying smooth cutoffs. The
most important is G2 assumption (4.2), which will be verified with the help of Lemma 4.19.
Hence we want that r vanishes when η does not satisfy Lemma 4.19 (2).
Let Xg,h,α be the subset of P, defined as the set of elements which satisfy Lemma 4.19 (2)
with V = Vα. Let Xg,h =
⋂
α∈ΠXg,h,α. Recall that τ be a smooth function on R such that
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τ |[0,∞) = 1, τ takes values in [0, 1], suppτ ⊂ [−1,∞) and |τ ′| ≤ 2. For δ > 0, set τδ(x) = τ(x/δ)
for x ∈ R. Let σα := σVα = χ˜ασ and
ϕ(η) = |ϑ|−1ϑ(σ(g, η) − σ(h, η)) = |ϑ|−1
∑
α∈Π
ϑα(σα(g, η) − σα(h, η)) (4.59)
and
r(η) = f(gη)f¯(hη)e̟(σ(g,η)+σ(h,η))
∏
α∈Π
τα, (4.60)
where
τα(η) = τδ(4δα(η, ζ
m
g )− 4δ)τδ(4δα(η, ζmh )− 4δ)τδ(4δ(V4χ˜α−α,η, Fραg,ραh)− 4δ),
where δα is defined to be
δα(η, ζ
m
g ) = δ(Vα,η , y
m
ρα(g)
).
The choice of τα is sophisticate. We only need to keep in mind that they come from Lemma
4.19. Then ei|ϑ|ϕr(η) equals ezσ(g,η)+z¯σ(h,η)f(gη)f(hη) on Xg,h.
Lemma 4.27. Let ǫ0, ǫ1 be given by Theorem 5.4. Let (g, h) be in Gn,ǫ. With ǫ small enough
depending on ǫ0 and |̟| small enough depending on ǫ and ǫ1, for ϕ, r defined in (4.59) and
(4.60) we have that ϕ is (|ϑ|ǫ0 , r) good and cγ(r) ≤ |ϑ|ǫ0, |r|∞ ≤ |ϑ|ǫ1/2.
By Lemma 4.27, we can fix a value of ǫ and the functions ϕ and r|ϑ|−ǫ1/2 satisfy the condition
in Theorem 5.4. (Theorem 5.4 still holds when r is a complex function) Hence Theorem 5.4
implies ∣∣∣∣∫ ei|ϑ|ϕ(η)r(η)dν(η)∣∣∣∣ ≤ |ϑ|−ǫ1/2. (4.61)
The difference between Ag,h and
∫
ei|ϑ|ϕ(η)r(η)dν(η) is bounded by
ν(Xcg,h) ≤
∑
α∈Π
ν(Xcg,h,α). (4.62)
Using the regularity of stationary measure (2.40) with V =Wα, the irreducible subrepresentation
of ∧2Sym2Vα with the highest weight, we have
ν{η ∈ P|δ(V4χ˜α−α,η, Fραg,ραh) < δ} ≪ǫ e−cǫn. (4.63)
Using the regularity of stationary measure (2.40) with V = Vα, we obtain
ν{η ∈ P|Vα,η ∈ Bmh (δ) ∪Bmg (δ)} ≪ǫ e−cǫn. (4.64)
Hence by (4.62)-(4.64), we have
ν(Xcg,h)≪ǫ e−cǫn = |ϑ|−cǫ/C2 . (4.65)
For (g, h) in Gn,ǫ, by (4.61) and (4.65)
Ag,h ≪ |ϑ|−ǫ1/2 + |ϑ|−cǫ/C2 .
Combined with (4.54) and (4.58), the proof is complete by setting ǫ2 = min{ ǫ12 , cǫ4C2 }.
It remains to prove Lemma 4.27.
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Proof of Lemma 4.27. We first verify that ϕ is (|ϑ|ǫ0 , r) good. Since ǫ will be taken small
enough, we can suppose |ϑ|−ǫ0 ≤ δ/4. Let J be the |ϑ|−ǫ0 neighbourhood of suppr. Then for
η ∈ J , we have δα(η, ζmg ) ≥ δ/2 for α in Π.
The function ϕ is a sum of functions. Each function is the lift of a function on PVα for some
simple root α. We write ϕ =
∑
α∈Π ϕα where ϕα(η) = |ϑ|−1ϑα(σα(g, η)− σα(h, η)). By Lemma
2.37, that is ∂α′ϕα = 0 for α
′ 6= α, in order to verify (|ϑ|ǫ0 , r) good condition, it is enough to
verify G1-G3 assumptions (4.1)-(4.3) for ϕα and the G4 assumption (4.4) for ϕ. Since G1-G3
are linear, we can forget the coefficients |ϑ|−1ϑα in ϕα.
Now, we verify G1-G3 assumptions and we fix a simple root α and consider ϕ = ϕα =
σα(g, ·) − σα(h, ·). Recall that vα = supη∈suppr |∂αϕ(η)|. Since J satisfies the hypothesis of
Lemma 4.18 with V = Vα, we have
vα, LipP0(∂αϕ|π−1J) < δ−O(1). (4.66)
Since (g, h) ∈ Gn,ǫ satisfies Lemma 4.19(1) and the support of r satisfies Lemma 4.19(2), for η
in the support of r, by Lemma 4.19,
|∂αϕ(η)| > δO(1) ≥ δO(1)vα
which is G2 assumption (4.2). This also implies
vα > δ
O(1), (4.67)
G4 assumption (4.4). By (4.66), we have G3 assumption (4.3). Let ϕ1 be a function on PVα
such that ϕ1(Vα,η) = ϕ(η). Since J satisfies hypothesis of Lemma 2.11, this Lemma implies
|ϕ(η) − ϕ(η′)|
dα(η, η′)
=
|ϕ1(Vα,η)− ϕ1(Vα,η′)|
d(Vα,η, Vα,η′)
≤ |LipPVαϕ1| < δ−O(1) ≤ δ−O(1)vα,
which is G1 assumption (4.1).
For general ϕ, it remains to verify G4 assumption (4.4). There exists a simple root α such
that |ϑα| = |ϑ|. Since ϕα satisfies G4 assumption and |∂αϕ| = |∂αϕα| by Lemma 2.37, the
function ϕ also satisfies G4 assumption.
Finally, we verify the term cγ(r) and |r|∞.
Lemma 4.28. For 0 < γ ≤ 1, let f, τ be two γ-Ho¨lder functions on a compact metric space X.
Then
cγ(τf) ≤ cγ(τ)‖f |suppτ‖∞ + |τ |∞cγ(f |suppτ ).
The proof of Lemma 4.28 is elementary. Recall that
r(η) = f(gη)f¯(hη)e̟(σ(g,η)+σ(h,η))
∏
α∈Π
τα.
For the infinity norm, due to (g, h) ∈ Gn,ǫ, we have
|r| ≤ e|̟|(‖κ(g)‖+‖κ(h‖) ≤ e|̟|(2‖σµ‖+ǫ)n ≤ |ϑ||̟|C2(2‖σµ‖+ǫ).
Take |̟| small enough, then |r|∞ ≤ |ϑ|ǫ1/2.
For the term cγ(r), we only need to verify that each term in the formula of r has a bounded
cγ value. Due to Lemma 4.28, we only need to verify the cγ value on Xg,h.
• Since the action of g on Xg,h is contracting, by Lemma 2.16, we have
cγ(f(g·)|Xg,h) ≤ cγ(f)(Lip g|Xg,h)γ ≤ (|ϑ|βδ−2)γ .
Due to (4.53), we have log β = −nminα∈Π ασµ < −n/C2 ≤ − log |ϑ|. Therefore cγ(f(g·)|Xg,h) ≤
δ−O(1).
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• Due to
|ea − eb| ≤ max{ea, eb}|a− b|γ
for all a, b in R and 0 ≤ γ ≤ 1, by Lemma 2.16,
cγ(e
̟σ(g,·)|Xg,h) ≤ e|̟|‖κ(g)‖(Lip̟σ(g, ·)|Xg,h )γ ≤ e|̟|(‖σµ‖+ǫ)n+ǫγn|̟|γ .
Hence when |̟| is small enough depending on σµ, we obtain cγ(e̟σ(g,·)|Xg,h) ≤ δ−O(1).
• In cγ(τα), the only term we need to be careful about is τδ(4δ(V4χ˜α−α,η, Fραg,ραh)− 4δ). By
Lemma 2.17, we have d(V4χ˜α−α,η, V4χ˜α−α,η′)≪ d(η, η′). Hence the cγ value of this term is
also bounded by δ−O(1).
The proof is complete.
4.5 Exponential error term
In this section, we will prove Theorem 1.3 that the speed of convergence in the renewal
theorem is exponential using our result on the spectral gap. (Theorem 4.23) Recall X = PV ,
where V is an irreducible representation of G with a norm and the highest weight χ is in b∗.
We have defined a renewal operator R as follows: For a positive bounded Borel function f on
R, a point x in X and a real number t, we set
Rf(x, t) =
+∞∑
n=0
∫
G
f(σV (g, x) − t)dµ∗n(g)
and
RP f(x, t) =
+∞∑
n=0
∫
G
f(log ‖ρ(g)‖ − t)dµ∗n(g).
Recall Pz is the transfer operator defined by Pzf(x) =
∫
G e
zσV (g,x)f(gx)dµ(g). Using the
analytical Fredholm theorem, we summarize the property of Pz.
Proposition 4.29. With the same assumption as in Theorem 1.3, for any γ > 0 small enough,
there exists η > 0 such that when |ℜz| < η, the transfer operator Pz is a bounded operator on
Cγ(X) and depends analytically on z. Moreover there exists an analytic operator U(z) on a
neighbourhood of |ℜz| < η such that the following holds for |ℜz| < η
(I − Pz)−1 = 1
σV,µz
N0 + U(z),
where N0 is the operator defined by N0f =
∫
X fdνV . There exists C > 0 such that for |ℜz| ≤ η
‖U(z)‖Cγ→Cγ ≤ C(1 + |ℑz|)2γ . (4.68)
This is a generalization of [LI18a, Prop. 4.1] and [Boy16, Theorem 4.1], and the proof is
exactly the same. The main difference is that the spectral radius of Pz is bounded below 1 in
a strip of imaginary line (except at 0), due to Theorem 4.23. From this we have the analytic
continuation of U(z) to the strip and the bound of the operator norm of U(z).
Now, we give the precise statement and the proof of Theorem 1.3.
Proposition 4.30. With the same assumption as in Theorem 1.3, there exists ǫ > 0 such that
for f ∈ C∞c (R), we have
Rf(x, t) =
1
σV,µ
∫ ∞
−t
f(u)du+ e−ǫ|t|O(eǫ|suppf |(|f ′′|L1 + |f |L1)),
where |suppf | is the supremum of the absolute value of x in suppf .
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Proof. By the same computation as in [LI18a, Lemma 4.5] and [Boy16, Prop. 4.14], we have
Rf(x, t) =
1
σV,µ
∫ ∞
−t
f(u)du+ lim
s→0+
1
2π
∫
e−itξ fˆ(ξ)U(s + iξ)1(x)dξ,
where fˆ is the Fourier transform of f given by fˆ(ξ) =
∫
eiξuf(u)du. Hence, we only need to
control the error term.
By Proposition 4.29, we know that U(z) is analytical on {z ∈ C||ℜz| ≤ η} and uni-
formly bounded by (1 + |ℑz|)2γ . Since f is a compactly supported smooth function, the
Fourier transform fˆ is an analytic function on C. By |fˆ(iǫ + ξ)| ≤ eǫ|suppf | 1
|ξ|2
|f ′′|L1 , and
|fˆ(iǫ+ ξ)| ≤ eǫ|suppf ||f |L1 for ǫ, ξ in R, we have
|fˆ(iǫ+ ξ)| ≤ eǫ|suppf | 2
1 + |ξ|2 (|f
′′|L1 + |f |L1). (4.69)
By (4.68), (4.69) and the dominant convergence theorem, we have
lim
s→0+
1
2π
∫
e−itξ fˆ(ξ)U(s + iξ)1(x)dξ =
1
2π
∫
e−itξ fˆ(ξ)U(iξ)1(x)dξ. (4.70)
Lemma 4.31. [RS75, Thm.IX14] If T is in S ′(R), tempered distributions, the distribution T
has analytic continuation to |ℑξ| < a and sup|b|<a
∫ |T (ib+ y)|dy < ∞, then Tˇ is a continuous
function. For all b < a, let Cb = max
∫ |T (±ib+ y)|dy. We have
|Tˇ (t)| ≤ Cbe−b|t|.
Using Lemma 4.31 with T (ξ) = fˆ(ξ)U(iξ)1(x), we have∣∣∣∣∫ fˆ(ξ)U(iξ)1(x)e−itξdξ∣∣∣∣ = |Tˇ (t)| ≤ e−ǫ|t|max |T (±iǫ+ ξ)|L1(ξ). (4.71)
By (4.69), we have
max |T (±iǫ+ ξ)|L1(ξ) ≤ eǫ|suppf |
∫
2
1 + |ξ|2 (|f
′′|L1 + |f |L1)|U(∓ǫ+ iξ)1(x)|dξ
≪γ eǫ|suppf |(|f ′′|L1 + |f |L1).
(4.72)
Combining (4.70), (4.71) and (4.72), we have the result.
Proposition 4.32. With the same assumption as in Theorem 1.3, there exists ǫ > 0 such that
for f ∈ C∞c (R), we have
RPf(x, t) =
1
σV,µ
∫ ∞
−t
f(u)du+ e−ǫ|t|O(eǫ|suppf |(|f ′′|L1 + |f |L1)).
Proof. The ideal of the proof is the same as [LI18a, Lemma 4.11 or Proposition 4.28], where we
only need to replace the error term by the error term in Proposition 4.30.
We summarize the main idea here. By the large deviation principle, the main contribution
of the renewal sum is given by n in a small interval containing t/σV,µ. Since the norm is good,
we have the interpretation of the norm by the Cartan projection (2.8). Then we use [BQ16,
Lemma 17.8] to replace the norm by the cocycle σV for each n in the small interval. The proof
is complete by applying Proposition 4.30.
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5 Appendix
5.1 Non simply connected case
We explain here how to get Theorem 1.8 for connected algebraic semisimple Lie groups
defined and split over R from Theorem 1.8 for connected R-split reductive R-groups whose
semisimple part is simply connected, which are proved in Section 4.
See [Mar91] and [Bor90, §22] for more facts about algebraic groups and central isogeny.
Lemma 5.1. Let G′ be a connected algebraic semisimple Lie groups defined over R. Then there
exist a connected reductive R-group G with simply connected derived group DG and an algebraic
group morphism ψ : G → G′ which is surjective between real points. Moreover, the restriction
of ψ to DG gives a central isogeny from DG to G′ and the connected centre of G is R-split.
Proof. Let A′ be a maximal R-split torus of G′. Let G1 be a cover of G′ which is simply
connected and let f be the isogeny map from G1 to G
′. Let A1 be the preimage of A
′ in G1,
which is a maximal R-split torus of G1 [Bor90, Theorem 22.6 (ii)]. Let N = ker f ∩A1, then A′
is isomorphic to A1/N as torus. Consider the conjugate action of A1 on G1, that is for s ∈ A1
and g ∈ G1 we define Ints(g) = s−1gs. Since the kernel of f is in the centre ofG1, the conjugate
action of N on G1 is trivial. By [Bor90, Corollary 6.10], the quotient group A
′ ≃ A1/N acts
R-morphically on G1.
A1 ×G1 G1
A′ ×G1
A′ ×G′ G′
f×Id
Int
f
Id×f
Int
Hence, we can define the semidirect product G = A′ ⋉G1, given by the action of A′ on
G1. The derived group [G,G] equals G1, which is simply connected. The group G is defined
over R, because A′,G1 and ψ are also. The restriction of the action of A′ on A1 is trivial and
A′×A1 is a maximal R-split torus of G. Hence the group G is a connected reductive R-group.
We only need to find the surjective morphism ψ. Let A′ ⋉G′ be the semidirect product
given by the conjugation action of A′ on G′. As A′ is a subgroup of G′, this semidirect product
is isomorphic to a product. We have a group morphism
G = A′ ⋉G1 →A′ ⋉G′ → G′
ψ : (s, g) 7→(s, f(g)) 7→ sf(g).
It is well-known that the real part of a semisimple simply connected group G1 is connected in
analytic topology. (See for example [Ste68]) Let (G′)o be the analytic connected component of
the identity element in G′. Then the image of real points of G under ψ is A′(G′)o, which is
equal to G′ by a theorem of Matsumoto [Mat64] ([BT65, The´ore`me 14.4]).
Example 5.2. When G′ = PGL2, the above construction gives G = GL2 = GL1 ⋉ SL2 and
the map ψ is the quotient map from GL2 to PGL2.
Let G′ = G′(R) be the group of real points of a connected algebraic semisimple Lie groups
defined and split over R. Recall that µ is a Zariski dense Borel probability measure on G′ with
a finite exponential moment. If G′ is simply connected, then Theorem 1.8 holds for G′. If not,
let G = G(R) be as in Lemma 5.1. Recall that ψ is a group morphism from G to G′,
Lemma 5.3. There exists a Zariski dense Borel probability measure µ˜ on G with a finite expo-
nential moment such that
ψ∗µ˜ = µ. (5.1)
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The proof of Lemma 5.3 will be given at the end this section. We will explain why the
results also hold for G′ and µ. We state the non simply connected version of Theorem 1.8 here
Theorem 5.4 (Fourier decay). Let G′ be a connected algebraic semisimple Lie group defined
and split over R and let G′ = G′(R) be its group of real points. Let µ be Zariski dense Borel
probability measure on G with finite exponential moment. Let ν be the µ-stationary measure on
the flag variety P.
For every γ > 0, there exist ǫ0 > 0, ǫ1 > 0 depending on µ such that the following holds.
For any pair of real functions ϕ ∈ C2(P), r ∈ Cγ(P) and ξ > 0 such that ϕ is (ξǫ0 , r) good,
‖r‖∞ ≤ 1 and cγ(r) ≤ ξǫ0, then∣∣∣∣∫ eiξϕ(η)r(η)dν(η)∣∣∣∣ ≤ ξ−ǫ1 for all ξ large enough. (5.2)
Proof. By Lemma 5.1, since G′ is R-split, G is also R-split. Hence Theorem 1.8 holds for G, µ˜.
By Lemma 5.3, we only need to prove the flag varieties of G and G′ are isomorphic, then the
result follows.
By [Bor90, Prop.20.5], we know that (G2/P2)(R) = G2(R)/P2(R) for any connected reduc-
tive R-group G2 and its parabolic R-subgroup P2. Hence it is sufficient to prove for a minimal
parabolic R-subgroup P of G and P′ its image in G′ that
G/P ≃ G′/P′. (5.3)
As if (5.3) holds, then P′ is also a parabolic subgroup by definition and it is minimal because P
is. Due to [Bor90, Thm.11.16], the normalizer of a parabolic subgroup is itself. Then the centre
of G is contained in the parabolic group P. It suffices to prove that kerψ is in the centre, then
G/P ≃ (G/ kerψ)/(P/ ker ψ) ≃ G′/P′.
By [Bor90, Prop.14.2], we know that G = C · DG, where C is the connected centre and
C ∩DG is finite. Since G′ is semisimple, the connected centre C is in kerψ. As the restriction
of ψ on DG to G′ is a central isogeny, hence kerψ ∩DG is in the centre of DG, which is also
in the centre of G. Therefore the kernel of ψ is in the centre of G. The proof is complete.
It remains to prove Lemma 5.3.
Proof of Lemma 5.3. We will first construct a measure µ˜1 which has a finite exponential mo-
ment. In the construction of Lemma 5.1, there exists a finite subgroup F of A′ such that ψ from
F ⋉G1 to G′ is already surjective. Let F1 be the kernel of this covering, which is finite. Then
there exists a unique Borel probability measure µ˜1 on F ⋉G1 < G which is F1-left invariant and
the pushforward measure is µ.
The moment condition is also satisfied. Because ψ induce an isomorphism between a1 to a
′
(Recall the notation in Section 2) and this isomorphism identifies the Cartan projections κ(g)
and κ(ψ(g)). Let mg be an element in F ⋉ G1 with m ∈ F and g ∈ G1, then by the sub
additivity of the Cartan projection ([BQ16, Corollary 8.20]),
‖κ(mg)‖ ≤ ‖κ(m)‖ + ‖κ(g)‖ = ‖κ(m)‖ + ‖κ(ψ(g))‖ ≤ ‖κ(m)‖ + ‖κ(ψ(m))‖ + ‖κ(ψ(mg))‖.
Hence ∫
G
eǫ‖κ(g)‖dµ˜1(g)≪
∫
G
eǫ‖κ(ψ(g))‖dµ˜1(g) =
∫
G′
eǫ‖κ(g
′)‖dµ(g′).
In order to get a Zariski dense measure µ˜, we replace the above measure µ˜1 by µ˜ =
1
2(µ˜1 +
c∗µ˜1), where c is an element in the connected centre C such that the group C1 = 〈c〉 generated
by c is Zariski dense in C. Due to dψ|c = 0, the connected centre C is in the kernel of ψ. Hence
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ψ∗(c∗µ˜1) = ψ∗µ˜1. This measure µ˜ satisfies (5.1) and has a finite exponential moment. We will
prove that it is also Zariski dense.
Let H be the Zariski closure of Γµ˜, the group generated by the support of µ˜. Let h be
the Lie algebra of H. Since the group G is a connected R-group, it is sufficient to prove that
h = g. Recall that g = c⊕Dg. Due to c in H, the Zariski closure of the C1 is also in H. Hence
h ⊃ c. For the semisimple part, consider the adjoint action of Γµ˜ on Dg. Because the group Γµ
is Zariski dense in G′, the adjoint action of Γµ on g
′ is irreducible. The map dψ|Dg : Dg → g′
is an isomorphism of Lie algebras. By
dψ(AdgX) = Adψ(g)dψX for X ∈ Dg,
we obtain that the action of Γµ˜ on Dg is irreducible. Since h ∩Dg is nonzero and Γµ˜-invariant,
we know that h ∩Dg = Dg. Therefore h = g. The proof is complete.
5.2 Two classic proofs in Section 4.4
In order to simply the notation, we abbreviate ̟,ϑ to a, b.
Proof of (4.51). We need an idea of Guivarc’h
Definition 5.5. We call the action of G on X is (µ, γ) contracting, if there exist C > 0, ρ < 1
such that for all x 6= x′ in X ∫ (
d(gx, gx′)
d(x, x′)
)γ
dµ∗n(g) ≤ Cρn. (5.4)
This was defined in [BQ16, Definition 11.1] and was verified for the action on the flag variety
in [BQ16, Lemma 13.5]. For the projective space PV , the same proof also works.
For the γ norm, let x, y in X and g in G
ezσ(g,x)f(gx)− ezσ(g,y)f(gy) = (ezσ(g,x) − ezσ(g,y))f(gx) + ezσ(g,y)(f(gx)− f(gy)).
LetAn = |
∫
G
ezσ(g,y)(f(gx)−f(gy))
d(x,y)γ dµ
∗n(g)| andBn = |
∫
G
(ezσ(g,x)−ezσ(g,y))f(gx)
d(x,y)γ dµ
∗n(g)|. By Cauchy-
Schwarz’s inequality
An ≤ cγ(f)
∫
G
eaσ(g,y)
d(gx, gy)γ
d(x, y)γ
dµ∗n(g)
≤ cγ(f)
(∫
G
e2aσ(g,y)dµ∗n(g)
)1/2(∫
G
(
d(gx, gy)
d(x, y)
)2γ
dµ∗n(g)
)1/2
One term is controlled by (4.49), the other term is due to (µ, γ) contraction (5.4). Therefore
when a small enough, there exists ρ1 < 1 such that An ≤ C1ρn1cγ(f), where C1 > 0.
Since
|ec − ed| ≤ (2max(eℜc, eℜd))1−γ(max(eℜc, eℜd)|c− d|)γ
for c, d in C, we have
|ezσ(g,x) − ezσ(g,y)|
d(x, y)γ
≤ (2e|a|κ(g))1−γ(e|a|κ(g)|z|Lip(σ(g, ·)))γ ≤ 2e|a|κ(g)+γκ0(g)|b|γ ,
where κ0(g) is the Lipschitz norm of σ(g, ·) and κ0(g) ≤ C‖κ(g)‖ by [BQ16, Lemma 13.1]. Then
by the hypothesis of finite exponential moment and Ho¨lder’s inequality, we have
Bn ≤ |b|γ |f |∞C(|a|+γ)n1
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(we take the same constant C1). Therefore
cγ(P
n
z f) ≤ C1ρn1cγ(f) + |b|γC1+(|a|+γ)n1 |f |∞. (5.5)
We want the term C
(|a|+γ)n
1 does not depend on γ. Fix n large enough such that C1ρ
n
1 =
ρ2 < 1. For natural number N , iterate (5.5) N times and use (4.49). We have
cγ(P
nN
z f) ≤ ρ2cγ(Pn(N−1)z f) + |b|γC1+(|a|+γ)n1 |Pn(N−1)z f |∞
≤ ρ2cγ(Pn(N−1)z f) + |b|γC1+(|a|+γ)n1 |f |∞C |a|n(N−1)1
≤ cγ(f)ρN2 + |b|γC1+(|a|+γ)n1 |f |∞
C
|a|nN
1
1− ρ2C−|a|n1
≤ cγ(f)ρN2 +On(|b|γC |a|nN1 )|f |∞.
(5.6)
Given m ∈ N, we can write m = nN + r with r ∈ [0, n − 1]. Therefore by (5.6) (5.5)
cγ(P
m
z f) = cγ(P
nN+rf) ≤ ρN2 cγ(P rz f) +On(|b|γC |a|nN)|P rz f |∞
≤ ρN2 (C1ρr1cγ(f) + |b|γC(1+(a+γ)r)1 |f |∞) +On(|b|γC |a|m1 )|f |∞.
By setting ρ = ρ
1/n
2 and choosing C large enough, we have (4.51).
From Proposition 4.26 to Theorem 4.23. We set N = [C1 ln |b|], by the Cauchy-Schwarz’s in-
equality and (4.49), using (4.50) for PmN , (4.52) for PNz f and (4.51) for P
N
z
|P (m+1)Nz f |2∞ ≤ C |a|mN |PmN |PNz f |2|∞ ≤ C |a|mN (
∫
|PNz f |2dν + ρmN |PNz f |2Cγ)
≤ C |a|mN
(
e−ǫ2N/C1 + ρmN (C1+|a|N (1 + |b|γ) + CρN |b|γ)2
)
.
(5.7)
So we can choose m large such that ρmN |b|2γ = ρmC ln |b||b|2γ < 1. This m is only depend on
γ,C and ρ. By continuity of a we obtain the equality for infinity norm. That is when m is large
enough and a is small enough depending on m we have |P (m+1)Nz f |2∞ ≪ |b|−ǫ3 , where ǫ3 > 0
For γ norm, we use (4.51) for (PNz , P
(m+1)N
z f) and (P
(m+1)N
z , f)
cγ(P
(m+2)N
z f)/|b|γ ≤ C |a|N |P (m+1)Nz f |∞ + ρNcγ(P (m+1)Nz f)/|b|γ
≤ C |a|N |P (m+1)Nz f |∞ + ρN (C1+|a|mN |b|γ + ρmN |b|γ)/|b|γ .
Then, when |b| is large enough and a is small enough, we have
|P (m+2)Nz f |γ,b ≤ |b|−ǫ4 (5.8)
(where we should use (5.7) with m replaced by m+ 1).
Let N1 = (m+2)N = (m+2)C1 ln |b|. Given n, we can write n = dN1+ r with 0 ≤ r < N1.
By (5.8), (4.49), (4.51)
|Pnz f |γ,b ≤ |b|−ǫ4d|P rz f |γ,b ≤ |b|−ǫ4dC1+|a|r ≤ C|b|ǫ4ρn,
where ρ = |b|−ǫ4/N1C |a| = e−
ǫ4
(m+2)C1C |a|. The result follows by taking |a| small enough.
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5.3 Equivalence of distances
Definition 5.6. Let (X, d) be a metric space. Let d′ be another metric on X. We say that d, d′
are equivalent metrics if there exist c, C > 0 such that for all x1, x2 in X
cd(x1, x2) ≤ d′(x1, x2) ≤ Cd(x1, x2).
Recall that P0 is the homogeneous space G/AeN , on which the compact group K acts
simply transitively. Recall that {Vα}α∈Π is the family of representation fixed in Lemma 2.3. We
will define three distances on P0. Due to the fact that P0 is homeomorphic to K, a distance
on P0 is also a distance on K and we will continue our argument on K. Let k, k
′ be two points
in K. If they are not in the same connected component, we define their distance as 1. From
now on, we always suppose that k, k′ are in the connected component Ko.
• d0(k, k′) = supα∈Π ‖kvα − k′vα‖/
√
2, where vα is a unit vector in Vα with highest weight.
This is also the distance induced by the embedding of P0 to Πα∈ΠSVα.
• d1(k, k′) = ‖k − k′‖, where ‖ · ‖ is a K invariant norm on the space of (m+ 1) × (m+ 1)
square matrices Mm+1(R) ⊃ K.
• d2(k, k′) is the distance induced by the bi-invariant Riemannian metric on K.
We can easily verify that they are distances.
Lemma 5.7. The three distances d0, d1 and d2 on P0 are equivalent.
Lemma 5.8. Let V be an irreducible representation with good norm and with highest weight χ,
which satisfies χ(Hα) > 0 for only one simple root α. Then there exists t0 > 0 such that the
following holds. Let Z be a unit vector in k, given by Z =
∑
α∈R+ cαKα. Let
Zα =
∑
β≥α,β∈R+
cβKβ .
Then for 0 < t < t0, k = exp(tZ) and a unit vector v with highest weight, we have
d(kRv,Rv) ≍ ‖kv − v‖ ≍ t‖Zα‖.
Proof. For a positive root β, let
Aβ := dρ(Kβ)v = dρ(Yβ)v.
Consider the representation of sβ = {Yβ ,Xβ,Hβ} ≃ sl2. Due to the classification of the repre-
sentations of sl2, the vector Aβ is non zero if and only if χ(Hβ) > 0.
Fix an inner product (·, ·) on a∗ which is invariant under the Weyl group, then we can
identify Hβ with 2
β
(β,β) , that is
χ(Hβ) = (χ, 2
β
(β, β)
).
By hypothesis, (χ,α) > 0 for only one simple root α, this implies that χ(Hβ) = 2(χ, β)/(β, β) > 0
if and only if β ≥ α and β is a positive root. Therefore only the vectors {Aβ}β≥α,β∈R+ are non
zero. They are also orthogonal since they are of different weights. When t is small enough, by
Lipschitz property we conclude
d(kRv,Rv) ≍ ‖kv − v‖ = ‖ exp(tZ)v − v‖ ≍ t‖dρ(Z)v‖ = t‖
∑
β≥α,β∈R+
cβAβ‖ ≍ t‖Zα‖.
The proof is complete.
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Proof of Lemma 5.7. First we observe that the three distances are left K invariant. It is suffi-
cient to prove the equivalence for k′ equal to the identity e.
Fix ǫ small depending on K. Let Bǫ be the neighbourhood of e given by {k ∈ K|d1(k, e) <
ǫ}. Then Bcǫ is a compact subset of K. Consider the function fi,j(k) = di(k,e)dj(k,e) for k ∈ Bcǫ and
i, j ∈ {0, 1, 2}. Then fi,j is a positive continuous function Bcǫ . The compactness of Bcǫ implies
that it has positive minimum on Bcǫ . Hence there exists ci,j > 0 such that for k outside of Bǫ
di(k, e) ≥ ci,jdj(k, e).
Finally, we only need to consider a small neighbourhood of the identity. We take ǫ small
such that the exponential map at e is bi-Lipschitz. Suppose that k = exp(tZ) with Z a unit
vector in k and t > 0. Then
d1(k, e) = ‖e− exp(tZ)‖ ≍ t = d2(k, e).
Due to d0(k, e) = maxα∈Π ‖kvα − vα‖/
√
2 ≪ ‖k − e‖ = d1(k, e), it remains to prove that d0 is
not small.
We can decompose Z as in Lemma 5.8. There exists α ∈ Π such that ‖Zα‖ ≫ 1. By Lemma
5.8, we have
‖kvα − vα‖ ≍ t‖Zα‖ ≫ t.
Then we have d0(k, e)≫ d2(k, e). The proof is complete.
Recall the definition of the sign function m of Section 2.5.
Lemma 5.9. Let z = kzo, z
′ = k′zo be two points in P0, then
√
2d0(z, z
′) ≥ d(π(z), π(z′)).
We have
m(z, z′) = e⇐⇒ d0(z, z′) < 1.
If m(z, z′) = e, then
d(π(z), π(z′)) ≥ d0(z, z′).
Proof. Suppose that the angle between kvα and k
′vα is ϑ ∈ [0, π), then ‖kvα − k′vα‖ = 2 sin ϑ2
and d(Vα,kηo , Vα,k′ηo) = ‖kvα ∧ k′vα‖ = sinϑ = 2 sin ϑ2 cos ϑ2 ≤ 2 sin ϑ2 , which implies the first
inequality.
The assumption d0(z, z
′) < 1 is equivalent to that for every simple root α, the angle ϑ is
less than π/2, which is equivalent to m(z, z′) = e due to Lemma 2.24.
If m(z, z′) = e, then for every simple root α, the angle ϑ is less than π/2. Hence sinϑ =
2 sin ϑ2 cos
ϑ
2 ≥
√
2 sin ϑ2 , which implies the result.
Corollary 5.10. The K-invariant Riemannian distance on P is equivalent to the distance
defined in (2.17).
Proof. By P = P0/M and since the group M is a subgroup of K which preserves the distance,
let d2 also be the quotient Riemannian distance on P. By the same argument of the proof as
in Lemma 5.7, it is sufficient to prove on a small neighbourhood of η0. For any two points η,
η′ in this small neighbourhood, we can find z, z′ in P0 such that π(z) = η, π(z
′) = η′ and
d2(z, z
′) = d2(η, η
′). Due to d2(z, z
′) small, we see that d0(z, z
′) is less than 1. Hence by Lemma
5.9, we have m(z, z′) = e and then
d(η, η′) ≍ d0(z, z′).
By Lemma 5.7, we have d0(z, z
′) ≍ d2(z, z′) = d2(η, η′). The proof is complete.
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Here we give a proof of G1 assumption (4.1) in the proof of Theorem 1.2 (Section 4.3).
Recall that V is an irreducible representation of G with a norm and with highest weight χ,
and v0, u0 are two unit vectors in V and ϑα = ‖q2χ−α(v0 ∧ u0)‖ for simple root α. Recall that
ϕ(η) = 〈u0,v〉〈v0,v〉 for a nonzero vector v in Vχ,η and η ∈ P. By (4.43), we only need to verify that
if d(η, η′) ≤ ξ−ǫ0 and η, η′ satisfies that |〈v0, v〉| ≥ ‖v‖/C0 for v in Vχ,η and Vχ,η′ , then
|ϕ(η) − ϕ(η′)| ≤ ξǫ0/2
∑
α∈Π
ϑαd(Vα,η , Vα,η′),
for ξ large enough. Replacing (4.44) by the following lemma, we conclude that G1 assumption
is always verified if ξ is large enough.
Lemma 5.11. Let C0, C1 > 0 and let η, η
′ be two points in P such that d(η, η′) ≤ 1/(C1C0)
and |〈v0, v〉| ≥ ‖v‖/C0 for v in Vχ,η and Vχ,η′ . Then with C1 large enough depending on the
norm, we have
|ϕ(η) − ϕ(η′)| ≤ CCm0
∑
α∈Π
ϑαd(Vα,η , Vα,η′),
where C only depends on the group G and the norm on V .
Proof. The main idea is to take derivative on P, and prove that in every direction the result is
true. We will first prove the directions given by positive roots.
The structure of Sym2(∧2V ) gives us a formula, that is for v1, v2, w1, w2, w3 in V
〈v1 ∧ v2, w1 ∧ w2〉 = 〈v1 ∧ v2, w3 ∧ 〈v1, w2〉w1 − 〈v1, w1〉w2〈v1, w3〉 〉. (5.9)
In order to simply the notation, we write Y1, · · · , Ym for Yα1 , · · · , Yαm . The structure of Lie
algebra gives us that for a vector v in V
v ∧ Y1 · · ·Ykv = Y1 · · ·Yk−1(v ∧ Ykv)−
∑
I
YIv ∧ YIcv, (5.10)
where I = {j1, · · · , jl} is a nonempty subset of {1, · · · , k − 1}, Ic is the complement of I in
{1, · · · , k} and YI = Yj1 · · · Yjl with j1 < · · · < jl.
Let e1 be the unit vector in V with highest weight. We claim that if |〈v0, e1〉| ≥ 1/C0, then
for J ⊂ {1, · · · ,m}, we have
|〈v0 ∧ u0, e1 ∧ YJe1〉| ≤ CC |J |0
∑
i∈J
ϑαi . (5.11)
We make an induction on k = |J |. By symmetry, it is sufficient to prove the claim for YJ =
Y1 · · ·Yk. For k = 1, due to e1 ∧ Y1e1 ∈ q2χ−α1(∧2V ), we have
|〈v0 ∧ u0, e1 ∧ Y1e1〉| ≤ ‖q2χ−α1(v0 ∧ u0)‖ = ϑα1 .
Suppose that (5.11) holds for all the integer less than k − 1. Then by (5.10),
〈v0 ∧ u0, e1 ∧ Y1 · · · Yke1〉 =〈v0 ∧ u0, Y1 · · ·Yk−1(e1 ∧ Yke1)〉
−
∑
I
〈v0 ∧ u0, YIe1 ∧ YIce1〉.
Due to Y1 · · · Yk−1(e1∧Yke1) ∈ q2χ−αk(∧2V ), the first term is controlled by ϑαk . The other term,
due to I 6= ∅, using (5.9) with w3 = e1, we have
|〈v0 ∧ u0, YIe1 ∧ YIce1〉| = |〈v0 ∧ u0, e1 ∧ 〈v0, YI
ce1〉YIe1 − 〈e1, YIe1〉YIce1
〈v0, e1〉 〉|
≤ C0 (|〈v0 ∧ u0, e1 ∧ YIe1〉+ 〈v0 ∧ u0, e1 ∧ YIce1〉|) .
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Since the length of I and Ic are less than k, by the hypothesis of induction, we have the claim
for k.
The choice of Yβ for a positive root β is fixed in Section 2 and we have for β = αj1+· · ·+αjk ,
Yβ = Cj,··· ,j[Yαj1 , [Yαj2 , · · · , [Yαjk−1 , Yαjk ] · · · ]] with a constant Cj1,··· ,jk . By the claim,
Lemma 5.12. Let β be a positive root. If |〈v0, e1〉| ≥ 1/C0, then
|〈v0 ∧ u0, e1 ∧ Yβe1〉| ≤ CCm0
∑
α∈Π,α≤β
ϑα,
where C only depends on G and the norm on V . In particular, for Z =
∑
β∈R+ cβKβ
|〈v0 ∧ u0, e1 ∧ Ze1〉| ≤ CCm0
∑
α∈Π
ϑα
∑
β≥α,β∈R+
|cβ |.
This is almost the directional derivative of G1. For η = kη0, η
′ = k′η0 in P, we can
find a unit vector Z in the Lie algebra k such that k′ = k exp(tZ) with t ≪ d(η, η′). Let
γ(s) = k exp(sZ)η0 for 0 ≤ s ≤ t. Then by the Newton-Leibniz formula,
|ϕ(η) − ϕ(η′)| ≤
∫ t
0
|∂sϕ(γ(s))|ds.
Let ks = k exp(sZ). By the same computation of Lemma 4.15, we have
∂sϕ(γ(s)) = ∂Zϕ(γ(s)) =
〈v0 ∧ u0, kse1 ∧ ksZe1〉
〈v0, kse1〉 =
〈k−1s v0 ∧ k−1s u0, e1 ∧ Ze1〉
〈k−1s v0, e1〉
.
Due to ‖kse1 − e1‖ ≪ d(γ(s), γ(0)) ≤ d(η, η′) ≤ 1/(C0C1), with C1 large enough, we have
|〈k−1s v0, e1〉| = |〈v0, kse1〉| ≥ |〈v0, e1〉| − ‖kse1 − e1‖ ≥ 1/(2C0).
Due to ‖q2χ−α(k−1s (v0 ∧ u0))‖ = ‖q2χ−α(v0 ∧ u0)‖ = ϑα, by Lemma 5.12, we have
|∂sϕ(γ(s))| ≤ CCm0
∑
α∈Π
ϑα
∑
β≥α,β∈R+
|cβ |.
Hence
|ϕ(η) − ϕ(η′)| ≤ CCm0 t
∑
α∈Π
ϑα
∑
β≥α,β∈R+
|cβ |. (5.12)
Recall that η = kηo and η
′ = k exp(tZ)ηo. By Lemma 5.8, for t small,
d(Vα,η , Vα,η′) ≍ ‖ exp(tZ)v − v‖ ≍ t‖Zα‖.
Therefore, combined with (5.12),∑
α∈Π
ϑαd(Vα,η , Vα,η′) ≥
∑
α∈Π
tϑα‖Zα‖ ≥ t
∑
α∈Π
ϑα
∑
β≥α,β∈R+
|cβ | ≥ 1
CCm0
|ϕ(η) − ϕ(η′)|.
The proof is complete.
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