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Abstrat
In this paper, we study the global in time existene problem for the Groma-Balogh model
desribing the dynamis of disloation densities. This model is a two-dimensional model where
the disloation densities satisfy a system of transport equations suh that the veloity vetor
eld is the shear stress in the material, solving the equations of elastiity. This shear stress an
be expressed as some Riesz transform of the disloation densities. The main tool in the proof
of this result is the existene of an entropy for this system.
AMS Classiation: 54C70, 35L45, 35Q72, 74H20, 74H25.
Key words: Cauhy's problem, system of non-linear transport equations, system of non-loal
transport equations, system of hyperboli equations, entropy, Riesz transform, Zygmund spae,
dynamis of disloation densities.
1 Introdution
1.1 Physial motivation and presentation of the model
Real rystals show ertain defets in the organization of their rystalline struture, alled
disloations. These defets were introdued in the Thirties by Taylor, Orowan and
Polanyi as the prinipal explanation of plasti deformation at the mirosopi sale of
materials.
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In a partiular ase where these defets are parallel lines in the three-dimensional spae,
their ross-setion an be viewed as points in a plane. Under the eet of an exterior
stress, disloations an be moved. In the speial ase of what is alled edge disloa-
tions, these disloations move in the diretion of their Burgers vetor whih has a
xed diretion. (f J. Hith and J. Lothe [25℄ for more physial desription).
In this work, we are interested in the mathematial study of a model introdued by I.
Groma, P. Balogh in [22℄ and [23℄. In this model we onsider two types of disloations
in the plane (x1, x2). Typially for a given veloity eld, those disloations of type (+)
propagate in the diretion +~b where ~b = (1, 0) is the Burgers vetor, while those of type
(−) propagate in the diretion −~b (see Figure 1.1).
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Figure 1: Groma-Balogh 2D model.
Here the veloity vetor eld is the shear stress in the material, solving the equations of
elastiity. It turns out that this shear stress an be expressed as some Riesz transform
of the solution (see Setion 2). More preisely our non-linear and non-loal system of
transport equations is the following:


∂ρ+
∂t
(x, t) = − (R21R
2
2 (ρ
+(·, t)− ρ−(·, t)) (x))
∂ρ+
∂x1
(x, t) in D′(R2 × (0, T )),
∂ρ−
∂t
(x, t) = (R21R
2
2 (ρ
+(·, t)− ρ−(·, t)) (x))
∂ρ−
∂x1
(x, t) in D′(R2 × (0, T )).
(P)
The unknowns of the system (P) are the salar funtions ρ+ and ρ− at the time t and the
position x = (x1, x2), that we denote for simpliation by ρ
±
. These terms orrespond
to the plasti deformations in a rystal. Their derivative in the x1 diretion (i.e. the
diretion of Burgers vetor
~b),
∂ρ±
∂x1
represents the disloation densities of ± type. In our
2
work, we will only onsider solutions ρ± suh that
∂ρ±
∂t
, ∇ρ± and ρ+−ρ− are Z2-periodi
funtions. The operators R1 (resp. R2) are the Riesz transformations assoiated to x1
(resp. x2). More preisely, these Riesz transforms are dened as follows:
Denition 1.1 (Riesz transform in the periodi ase)
Let the torus T
2 = R2/Z2. We dene for i ∈ {1, 2} the Riesz transforms Ri over T
2
as
follows. If f ∈ L2(T2), the Fourier series oeients of Rif are given by:
i) c(0,0) (Rif) = 0,
ii) ck (Rif) =
ki
|k|
ck(f) for k = (k1, k2) ∈ Z
2 \ {(0, 0)},
where we reall that ck(f) =
∫
T2
f(x)e−2πik·xd2x.
In fat, this 2D model has been generalized later in 2003 by I. Groma, F. Csikor and M.
Zaiser in a model taking into aount the bak stress desribing more arefully boundary
layers (see [24℄ for further details). The Groma-Balogh model neglets in partiular the
short range disloation-disloation orrelations in one slip diretion. For an extension
to multiple slip see S. Yemov and E. Van der Giessen [38, h. 5.℄. This multiple slip
version of the Groma-Balogh model presents some analogies with some tra ow mod-
els (see O. Biham et al. [8℄). See also V. S. Deshpande et al. [14℄ for a similar model
with boundary onditions and exterior fores. Reently, A. EL-Azab [16℄, M. Zaiser,
T. Hohrainer [39℄ and R. Monneau [29℄ were interested in modeling the dynamis of
disloation densities in the three-dimensional spae, but many more open questions have
to be solved for establishing a satisfatory three-dimensional theory of disloations dy-
namis and for getting rigorous results.
We stress out the attention of the reader that there was no existene and uniqueness
results for (P). In this paper we prove that (P) admits a global in time solution.
1.2 Main result
In the present paper, we prove a global in time existene result for the system (P)
desribing the dynamis of disloation densities.
In this work, we onsider the following initial onditions:
ρ±(x1, x2, t = 0) = ρ
±
0 (x1, x2) = ρ
±,per
0 (x1, x2) + Lx1, (IC)
where ρ±,per is a 1-periodi funtion in x1 and x2. The periodiity is a way of studying
the bulk behavior of the material away from its boundary. Here L is a given positive
onstant that represents the initial total disloation densities of ± type on the periodi
ell.
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Before to give our main result, we want to show that the bilinear term on the right hand
side of (P) is well dened. To this end, we need rst to reall the following denition:
Denition 1.2 (The spae L logL)
We dene the spae L logL(T2)
L logL(T2) =
{
f ∈ L1(T2) suh that
∫
T2
|f | ln (e+ |f |) < +∞
}
.
This spae is endowed with the (Luxemburg) norm
‖f‖L logL(T2) = inf
{
λ > 0 :
∫
T2
|f |
λ
ln
(
e+
|f |
λ
)
≤ 1
}
.
The spae L logL(T2) is a speial spae of Zygmund spaes (see R. A. Adams [1, (13),
Page 234℄, E. M. Stein [36, Page 43℄)
We an now state the following proposition.
Proposition 1.3 (Meaning of the bilinear term)
Let T > 0, f and g be two funtions dened on T2 × (0, T ), suh that
f ∈ L1((0, T );W 1,2(T2)) and g ∈ L∞((0, T );L logL(T2)) then,
fg ∈ L1(T2 × (0, T )).
We will see that the proof of this proposition (given in Subsetion 3.2) is a diret on-
sequene of Trudinger inequality.
We an now state our main result (see also our omments in Subsetion 1.3 on the
unknown uniqueness of the solution).
Theorem 1.4 (Global existene)
For all T, L > 0 , and for every initial data ρ±0 ∈ L
2
loc(R
2) with
(H1) ρ±0 (x1 + 1, x2) = ρ
±
0 (x1, x2) + L, a.e. on R
2
,
(H2) ρ±0 (x1, x2 + 1) = ρ
±
0 (x1, x2), a.e. on R
2
,
(H3)
∂ρ0
±
∂x1
≥ 0, a.e. on R2,
(H4)
∥∥∥∥∂ρ0±∂x1
∥∥∥∥
L logL(T2)
≤ C, with T2 = R2/Z2,
the system (P)-(IC) admits solutions ρ± ∈ C([0, T );L1loc(R
2)) ∩ L∞((0, T );L2loc(R
2)) in
the distributional sense, suh that, ρ±(·, t) satisfy (H1), (H2), (H3) and (H4) for a.e.
t ∈ (0, T ). Moreover, we have:
(P1) R21R
2
2 (ρ
+ − ρ−) ∈ L2((0, T );W 1,2loc (R
2)).
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Remark 1.5 (Bilinear term)
It is lear here that the bilinear term on the right hand side of(P) is always dened via
(P1) and Proposition 1.3.
In order to prove our main theorem we regularize the system (P) by adding the visosity
term (ε∆ρ±), and regularized also the initial data (IC) by lassial onvolution. Then,
using a xed point Theorem, we prove that our regularized system admits loal in time
solutions. Moreover, as we get some ε-independent a priori estimates we will be able to
extend our loal in time solution into a global one. This turns out to be possible thanks
to the entropy inequality (1.1). Then, joined with other a priori estimates, it will be
possible to prove some ompatness properties and to pass to the limit as ε goes to 0 is
the ε-problem.
Remark 1.6 (Entropy and energy inequalities)
It turns out that the onstruted solution also satises the following fundamental entropy
inequality (as a onsequene of Lemma 5.4), for a.e. t ∈ (0, T ),
∫
T2
∑
±
∂ρ±
∂x1
ln
(
∂ρ±
∂x1
)
+
∫ t
0
∫
T2
(
R1R2
(
∂ρ+
∂x1
−
∂ρ−
∂x1
))2
≤
∫
T2
∑
±
∂ρ±0
∂x1
ln
(
∂ρ±0
∂x1
)
(1.1)
Moreover, (at least formally for suiently regular solution) the following energy in-
equality holds:
1
2
∫
T2
(
R1R2(ρ
+ − ρ−)(·, t)
)2
+
∫ t
0
∫
T2
(
R21R
2
2(ρ
+ − ρ−)
)2(∂ρ+
∂x1
+
∂ρ−
∂x1
)
≤
1
2
∫
T2
(
R1R2(ρ
+
0 − ρ
−
0 )
)2
Remark 1.7 (Bounds on the solution)
If we denote ρ = ρ+ − ρ−, then there exists a onstant C independent on T , and a
onstant CT depending on T suh that,
(E1) ‖ρ± − Lx1‖L∞((0,T );L2(T2)) ≤ CT , (E4) ‖R
2
1R
2
2ρ‖L2((0,T );W 1,2(T2)) ≤ C,
(E2)
∥∥∥∥∂ρ±∂x1
∥∥∥∥
L∞((0,T );L logL(T2))
≤ C, (E5)
∥∥∥∥R21R22 ∂ρ∂t
∥∥∥∥
L2((0,T );W−1,2(T2))
≤ C,
(E3)
∥∥∥∥∂ρ±∂t
∥∥∥∥
L2((0,T );L1(T2))
≤ C,
where W−1,2(T2) is the dual spae of W 1,2(T2).
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In a partiular sub-ase of model (P) where the disloation densities depend on a sin-
gle variable x = x1 + x2, the existene and uniqueness of a Lipshitz visosity solution
was proved in A. El Hajj, N. Foradel [18℄. Also the existene and uniqueness of a
strong solution in W 1,2loc (R× [0, T )) was proved in A. El Hajj [17℄. Conerning the model
of I. Groma, F. Csikor, M. Zaiser [24℄ whih takes into onsideration the short range
disloation-disloation orrelations giving a paraboli-hyperboli system, let us mention
the work of H. Ibrahim [26℄ where a result of existene and uniqueness of a visosity
solution is given but only for a one-dimensional model.
Our study of the dynamis of disloation densities in a speial geometry is related to
the more general dynamis of disloation lines. We refer the interested reader to the
work of O. Alvarez et al. [3℄, for a loal existene and uniqueness of some non-loal
Hamilton-Jaobi equation. We also refer to O. Alvarez et al. [2℄ and G. Barles, O. Ley
[6℄ for some long time existene results.
1.3 Comments on the uniqueness of the solution and related
literature
The problem (P) is a system of transport equations with low regularity of the vetor
eld, so that the uniqueness of the solution here is an open question. However, in the
following we present some uniqueness results where the vetor eld has a better regu-
larity.
From a tehnial point of view, (P) is related to other well known models, suh as the
transport equation with a low regularity vetor eld. This equation was studied in the
work of R. J. Diperna, P. L. Lions [15℄ and L. Ambrosio [4℄, where the authors showed
the existene and uniqueness of renormalized solutions by onsidering vetor elds in
L1((0, T );W 1,1loc (R
N)) and L1((0, T );BVloc(R
N)) respetively in both ases with bounded
divergene. On the ontrary in system (P), we are only able to prove that for the on-
struted solution, the vetor eld is in L2((0, T );W 1,2loc (R
2)) without any better estimate
on the divergene of the vetor eld.
More generally in the frame of symmetri hyperboli systems, we refer to the book of
D. Serre [34, Vol I, Th 3.6.1℄, for a typial result of loal existene and uniqueness in
C([0, T );Hs(RN))∩C1([0, T );Hs−1(RN)), with s > N
2
+1, by onsidering initial data in
Hs(RN). This result remains loal in time, even in dimension N = 2.
We an also remark that in the ase where we multiply the right side of the two equa-
tions in system (P) by −1, we get a quasi-geostrophi-like system. For those who are
onerned in quasi-geostrophi systems, we refer to P. Constantin et al. [11℄, and to
[12℄ for ertain 2D numerial results. We also refer to A. Córdoba, D. Córdoba [13℄, D.
Chae, A. Córdoba [10℄ for blow-up results in nite time, in dimension one.
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Let us also mention some related Vlasov-Poisson models (see J. Nieto et al. [30℄ for
instane) and a related model in superondutivity studied by N. Masmoudi et al. [28℄
and by L. Ambrosio et al. [5℄. These models were derived from some Vlasov-Poisson-
Fokker-Plank models (see for instane T. Goudon et al. [21℄ for an overview of similar
models). It is also worth mentioning that this model is related to Vlasov-Navier-Stokes
equation see T. Goudon et al. [19℄, [20℄.
1.4 Notation
In what follows, we are going to use the following notation:
1. ρ = ρ+ − ρ−,
2. ρ±,per(x1, x2, t) = ρ
±(x1, x2, t)− Lx1,
3. Let f be a funtion dened on R2 × (0, T ) having values in R2, we denote by
f(t) = f(., t) : x 7−→ f(x, t),
4. Throughout the paper, C is an arbitrary positive onstant independent on T and
CT is an arbitrary positive onstant depending on T .
1.5 Organization of the paper
First, in Setion 2, we reall the physial derivation of system (P). In Setion 3, we
reall the denitions and properties of some useful fundamental spaes, and we give
the proof of Proposition 1.3. We also prove that the bilinear term of our system has a
better mathematial meaning (see Proposition 3.4). Next, in Setion 4, we regularize the
initial onditions and we show that the system (P), modied by a term (ε∆ρ±), admits
loal solutions. Moreover, we show that these solutions are regular and inreasing for
all t ∈ (0, T ), for inreasing initial data. In Setion 5, we prove some ε-uniform a priori
estimates for the regularized solution obtained in Setion 4. Then, thanks to these a
priori estimates, we extend the loal in time solutions for the ε-problem onstruted in
Setion 4, in to global in time solution. Finally, in Setion 6, we ahieve the proof of
our main theorem, passing to the limit in the equation as ε goes to 0, and using some
ompatness properties inherited from our a priori estimates.
2 Physial derivation of the model
In this setion we explain how to derive physially the system (P). We onsider a
three-dimensional rystal, with displaement
u = (u1, u2, u3) : R
3 → R3.
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For x = (x1, x2, x3), and an orthogonal basis (e1, e2, e3), we dene the total strain by:
εij(u) =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
, i, j = 1, 2, 3.
This total strain is deomposed as
εij(u) = ε
e
ij + ε
p
ij,
with εeij is the elasti strain and ε
p
ij the plasti strain whih is dened by:
εpij = ρε
0
ij, (2.2)
with the xed matrix ε0ij =
1
2
(1− δij), where δij is the Kroneker symbol, in the speial
ase of a single slip system where disloations move in the plane {x2 = 0} with Burgers
vetor
~b = e1. Here γ is the resolved plasti strain, and will be laried later. In the
ase of linear homogeneous and isotropi elastiity, the stress is given by
σij = 2µε
e
ij + λδij
( ∑
k=1,2,3
εekk
)
for i, j = 1, 2, 3, (2.3)
where λ, µ are the onstant Lamé oeients of the rystal (satisfying µ > 0 and 3λ +
2µ > 0). Moreover the stress satises the equation of elastiity:
∑
j=1,2,3
∂σij
∂xj
= 0.
We now assume that we are in a partiular geometry where the disloations are straight
lines parallel to the diretion e3 and that the problem is invariant by translation in the
x3 diretion. Moreover we assume that u3 = 0 and σi3 = 0 for i = 1, 2, 3. Then, this
problem redues to a two-dimensional problem with u1, u2 only depending on (x1, x2)
and so we an express the resolved plasti strain ρ as
ρ = ρ+ − ρ−,
where
∂ρ+
∂x1
and
∂ρ−
∂x1
are respetively the densities of disloations of Burgers vetors
given by
~b = e1 and ~b = −e1.
Furthermore, these disloation densities are transported in the diretion of the Burg-
ers vetor at a given veloity. This veloity is indeed the resolved shear stress∑
i,j=1,2,3
σijε
0
ij = σ12, up to sign of the Burgers vetors. More preisely, we have:
∂ρ±
∂t
= ±(σ12)e1.∇ρ
±.
Finally, the funtions ρ± and u = (u1, u2) are solutions of the oupled system (see I.
Groma, P. Balogh [23℄, [22℄), on R
2 × (0, T ):
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

∑
j=1,2
∂σij
∂xj
= 0 for i = 1, 2,
σij = 2µε
e
ij + λδij
(∑
k=1,2
εekk
)
for i, j = 1, 2,
εeij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
− (ρ+ − ρ−)ε0ij for i, j = 1, 2,
ε0ij =
1
2
(1− δij) for i, j = 1, 2,
∂ρ±
∂t
= ±σ12
∂ρ±
∂x1
.
(2.4)
Then the following lemma holds.
Lemma 2.1 (Computation of σ12)
Assume that (u1, u2) and ρ = ρ
+ − ρ− are Z2-periodi funtions. If (u1, u2), ρ
+
, ρ− are
solutions of problem (2.4), then
σ12 = −C1
(
R21R
2
2ρ
)
, (2.5)
where C1 = 4
(λ+ µ)µ
λ+ 2µ
> 0.
Using this expression of σ12 and resaling in time with the positive onstant C1 we obtain
system (P), from the last equation (2.4).
Proof of Lemma 2.1:
We an rewrite the rst equation of (2.4) with div u =
∂u1
∂x1
+
∂u2
∂x2
µ∆u1 + (λ+ µ)
∂
∂x1
(div u) = µ
∂ρ
∂x2
, (2.6a)
µ∆u2 + (λ+ µ)
∂
∂x2
(div u) = µ
∂ρ
∂x1
. (2.6b)
Considering
∂
∂x1
(2.6a)+
∂
∂x2
(2.6b), we get
(λ+ 2µ)∆(div u) = 2µ
∂2ρ
∂x1∂x2
.
Plugging the expression of div u into (2.6), we get
∆u1 =
∂ρ
∂x2
− 2
(λ+ µ)
(λ+ 2µ)
∂
∂x1
∆−1
∂2ρ
∂x1∂x2
, (2.7a)
∆u2 =
∂ρ
∂x1
− 2
(λ+ µ)
(λ+ 2µ)
∂
∂x2
∆−1
∂2ρ
∂x1∂x2
. (2.7b)
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Considering now
∂
∂x2
(2.7a)+
∂
∂x1
(2.7b) , we obtain
∆
(
∂u1
∂x2
+
∂u2
∂x1
)
= ∆(ρ+ − ρ−)− 4
(λ+ µ)
(λ+ 2µ)
∆−1
∂4
∂x21∂x
2
2
(ρ+ − ρ−). (2.8)
Realling that
σ12 = µ
((
∂u1
∂x2
+
∂u2
∂x1
)
− (ρ+ − ρ−)
)
, (2.9)
this yields σ12 = −4
(λ+µ)µ
(λ+2µ)
∆−2
∂4
∂x21∂x
2
2
(ρ+ − ρ−) = −C1
(
R21R
2
2(ρ
+ − ρ−)
)
. ✷
Remark 2.2 (Property of the elasti energy)
If we dene the elasti energy by
E =
∫
R2/Z2
µ
∑
i,j=1,2
(εeij)
2 +
λ
2
(∑
k=1,2
εekk
)2
.
Using system (2.4) we an show formally that
dE
dt
= −
∫
R2/Z2
(σ12)
2
(
∂ρ+
∂x1
+
∂ρ−
∂x1
)
≤ 0.
where we have used the fat that
∂ρ+
∂x1
,
∂ρ−
∂x1
≥ 0 to see that the elasti energy is a
non-inreasing in time. Hene, the elasti energy E is a Lyapunov funtional for our
dissipative model.
3 Conerning the meaning of the solution of (P)
In this setion we prove Proposition 1.3. This shows that if (P) admits solutions verifying
the onditions of Theorem 1.4, then we an give a mathematial meaning to the bilinear
term. In order to do this, we need to dene some funtional spaes and reall some of
their properties, that will be used later in our work.
3.1 Properties of some useful Orliz spaes
We reall the denition of Orliz spaes and some of their properties. For details, we
refer to R. A. Adams [1, Ch. 8℄ and M. M. Rao, Z. D. Ren [33℄.
A real valued funtion A : [0,+∞)→ R is alled a Young funtion if it has the following
properties (see R. O'Neil [31, Def 1.1℄):
• A is a ontinuous, non-negative, non-dereasing and onvex funtion.
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• A(0) = 0 and lim
t→+∞
A(t) = +∞.
Let A(·) be a Young funtion. The Orliz lass KA(T
2) is the set of (equivalene lasses
of) real-valued measurable funtion h on T2 satisfying∫
T2
A(|h(x)|) < +∞.
The Orliz spae LA(T
2) is the linear hull of KA(T
2) supplemented with the Luxemburg
norm
‖f‖LA(T2) = inf
{
λ > 0 :
∫
T2
A
(
|h(x)|
λ
)
≤ 1
}
.
Endowed with this norm, the Orliz spae LA(T
2) is a Banah spae. Moreover, for all
f ∈ LA(T
2), we have the following estimate
‖f‖LA(T2) ≤ 1 +
∫
T2
A(|f(x)|) (3.10)
Denition 3.1 (Some Orliz spaes)
• EXPα(T
2) denotes the Orliz spae dened by the funtion A(t) = et
α
− 1 for α ≥ 1.
• L logβ L(T2) denotes the Orliz spae dened by the funtion A(t) = t(log(e+ t))β, for β ≥ 0.
Observe that for 0 < β ≤ 1 the spae EXP 1
β
(T2) is the dual of the Zygmund spae
L logβ L(T2). (see C. Bennett and R. Sharpley [7, Def 6.11℄). It is worth notiing that
L log1 L(T2) = L logL(T2).
Let us reall some useful properties of these spaes. The rst one is the generalized
Hölder inequality.
Lemma 3.2 (Generalized Hölder inequality)
i) Let f ∈ EXP2(T
2) and g ∈ L log
1
2 L(T2). Then there exists a onstant C suh that
(see R. O'Neil [31, Th 2.3℄)
‖fg‖L1(T2) ≤ C‖f‖EXP2(T2)‖g‖L log
1
2 L(T2)
.
ii) Let f ∈ EXP2(T
2) and g ∈ L logL(T2). Then there exists a onstant C suh that
(see R. O'Neil [31, Th 2.3℄)
‖fg‖
L log
1
2 L(T2)
≤ C‖f‖EXP2(T2)‖g‖L logL(T2).
The seond property is the Trudinger inequality.
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Lemma 3.3 (Trudinger inequality)
There exists a onstant γ > 0 suh that, for all f ∈ W 1,2(T2), we have (see N. S.
Trudinger [37℄)
∫
T2
e
γ
(
f
‖f‖W 1,2(T2)
)2
≤ 1.
In partiular we have the following embedding
W 1,2(T2) →֒ EXP2(T
2).
3.2 Sharp estimate of the bilinear term
Now, we propose to verify with the help of the following proposition that the system (P)
has indeed a sense, and rst prove a better estimate than those mentioned in Proposition
1.3. Namely, we have the following.
Proposition 3.4 (Estimate of the bilinear term)
Let T > 0, f and g be two funtions dened on T2 × (0, T ), suh that
(1) f ∈ L2((0, T );W 1,2(T2)),
(2) g ∈ L∞((0, T );L logL(T2)). Then
fg ∈ L2((0, T );L log
1
2 L(T2))
and for a positive onstant C, we have:
‖fg‖
L2((0,T );L log
1
2 L(T2))
≤ C‖f‖L2((0,T );W 1,2(T2))‖g‖L∞((0,T );L logL(T2)).
For the proof of this Proposition , we use Lemma 3.2 (ii), and integrate in time. Thanks
to the Trudinger inequality (Lemma 3.3), we get the result. We do the same way for the
proof of the Proposition 1.3.
4 Loal existene of solutions of a regularized system
In this setion, we state a loal in time existene result for system (P), modied by
the term ε∆ρ±, and for smoothed data. This modiation brings us to study, for all
0 < ε ≤ 1, the following regularized system:

∂ρ+,ε
∂t
− ε∆ρ+,ε = −(R21R
2
2ρ
ε)
∂ρ+,ε
∂x1
in D′(R2 × (0, T )),
∂ρ−,ε
∂t
− ε∆ρ−,ε = (R21R
2
2ρ
ε)
∂ρ−,ε
∂x1
in D′(R2 × (0, T )),
(Pε)
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where ρε = ρ+,ε − ρ−,ε, with the following regular initial data:
ρ±,ε(x, 0) = ρ±,ε0 (x) = ρ
±,per
0 ∗ ηε(x) + (L+ ε)x1 = ρ
±,ε,per
0 (x) + Lεx1, (ICε)
where ηε(·) =
1
ε2
η( ·
ε
), suh that η ∈ C∞c (R
2) is a non-negative funtion and
∫
R2
η = 1.
Remark 4.1
We onsider Lε = L+ ε to obtain stritly monotonous initial data ρ
±,ε
0 . This ondition
will be useful in the proof of Lemma 5.4.
For the regularized system (Pε)-(ICε) we have the following result.
Theorem 4.2 (Loal existene result of monotone smooth solutions)
For all initial data ρ±0 ∈ L
2
loc(R
2) satisfying (H1), (H2) and (H3), and all ε > 0, there
exists T ⋆ > 0 suh that the system (Pε)-(ICε) admits solutions ρ
±,ε ∈ C∞(R2× [0, T ⋆)).
Moreover ρ±,ε(·, t) satisfy (H1), (H2) and
∂ρ±,ε
∂x1
> 0, for all t ∈ [0, T ⋆).
Before proving Theorem 4.2, let us reall some well known results.
We rst reall the Piard xed point result whih will be applied in the proof of this
theorem in order to prove, the existene of solutions.
Lemma 4.3 (Piard Fixed point Theorem)
Let E be a Banah spae, B is a ontinuous bilinear appliation over E × E having
values in E, and A a ontinuous linear appliation over E having values in E suh that:
‖B(x, y)‖E ≤ η‖x‖E‖y‖E for all x, y ∈ E,
‖A(x)‖E ≤ µ‖x‖E for all x ∈ E,
where η > 0 and µ ∈ (0, 1) are two given onstants. Then, for every x0 ∈ E verifying
‖x0‖E <
1
4η
(1− µ)2,
the equation x = x0 +B(x, x) + A(x) admits a solution in E.
For the proof of Lemma 4.3, see M. Cannone [9, Lemma 4.2.14℄.
We now reall the following deay estimates for the heat semi-group.
Lemma 4.4 (Deay estimate)
Let r, p, q ≥ 1. Then, for all funtions f ∈ Lq(T2) and g ∈ Lp(T2), where
1
r
≤
1
q
+
1
p
,
we have, for S1(t) = e
t∆
, the following estimates:
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i) ‖S1(t)(fg)‖Lr(T2) ≤ Ct
−( 1p+
1
q
− 1
r)‖f‖Lq(T2)‖g‖Lp(T2) for all t > 0,
ii) ‖∇S1(t)(fg)‖Lr(T2) ≤ Ct
−( 1
2
+ 1
p
+ 1
q
− 1
r)‖f‖Lq(T2)‖g‖Lp(T2) for all t > 0,
where C is a positive onstant depending only on r, p, q.
The proof of this lemma is a diret appliation of the lassial version of the Lr-Lp
estimates for the heat semi-group (see A. Pazy [32, Lemma 1.1.8, Th 6.4.5℄) and the
Hölder inequality.
Here is now, the demonstration of Theorem 4.2.
Proof of Theorem 4.2:
Frist we prove using Lemma 4.3 the loal existene of the regularized system (Pε)-(ICε).
This result is ahieved in a super-ritial spae. Here partiularly we hose the spae of
funtions L∞((0, T );W
1, 3
2
loc (R
2)). The notation "super-ritial spae" is to say that we are
hoosing a spae where our ε-problem is well dened, and where the right hand term (the
bilinear term) is in a spae better than L1. This premits to use a bootstrap arguments
whih easily leads to the existene of smooth solution of the regularized problem.
Now, we note that, if we let ρ±,ε,per = ρ±,ε − Lεx1, we know that the system (Pε) is
equivalent to,
∂ρ±,ε
∂t
− ε∆ρ±,ε,per = ∓(R21R
2
2ρ
ε)
∂ρ
∂x1
±,ε,per
∓ Lε(R
2
1R
2
2ρ
ε) in D′(T2 × (0, T )), (P perε )
with initial onditions,
ρ±,ε,per(x, 0) = ρ±,ε0 (x)− Lεx1 = ρ
±,ε,per
0 (x). (IC
per
ε )
To solve this system in the spae L∞((0, T );W 1,
3
2 (T2)) we redue to onstrut a solution
ρ±,ε,per to the following integral problem (see A. Pazy [32, Th 5.2, Page 146℄)
ρ±,ε,per(·, t) = Sε(t)ρ
±,ε,per
0 ∓Lε
∫ t
0
Sε(t− s)
(
R21R
2
2ρ
ε(s)
)
ds
∓
∫ t
0
Sε(t− s)
((
R21R
2
2ρ
ε(s)
) ∂ρ
∂x1
±,ε,per
(s)
)
ds,
(Inε)
where Sε(t) = S1(εt), and S1(t) = e
t∆
is a the heat semi-group. We rewrite the system
(Inε) in t he following vetorial form:
ρεv(x, t) = Sε(t)ρ
ε
0,v + LεJ¯1
∫ t
0
Sε(t− s)
(
R21R
2
2ρ
ε(s)
)
ds+ I¯1
∫ t
0
Sε(t− s)
(
R21R
2
2ρ
ε(s)
) ∂ρεv
∂x1
(s)ds,
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where Sε(t) = S1(εt), ρεv = (ρ
+,ε,per, ρ−,ε,per), ρε0,v = (ρ
+,ε,per
0 , ρ
−,ε,per
0 ), I¯1 =
(
−1 0
0 1
)
and
J¯1 =
(
−1
1
)
.
Whih is equivalent to,
ρεv(x, t) = Sε(t)ρ
ε
0,v +B(ρ
ε
v, ρ
ε
v)(t) + A(ρ
ε
v)(t), (4.11)
where B is a bilinear map and A is a linear one dened respetively, for every vetor
u = (u1, u2) and v = (v1, v2), as follows:
B(u, v)(t) = I¯1
∫ t
0
Sε(t− s)
((
R21R
2
2(u1 − u2)
) ∂v
∂x1
(s)
)
ds, (4.12)
A(u)(t) = LεJ¯1
∫ t
0
Sε(t− s)
(
R21R
2
2(u1 − u2)(s)
)
ds. (4.13)
Now, we apply Lemma 4.3 to equation (4.11). First of all, we estimate the bilinear term,
‖B(u, v)(t)‖
(W 1,
3
2 (T2))2
≤
∥∥∥∥I¯1
∫ t
0
Sε(t− s)
((
R21R
2
2(u1 − u2)
) ∂v
∂x1
(s)
)
ds
∥∥∥∥
(W 1,
3
2 (T2))2
≤
∫ t
0
∥∥∥∥Sε(t− s)
((
R21R
2
2(u1 − u2)
) ∂v
∂x1
(s)
)
ds
∥∥∥∥
(W 1,
3
2 (T2))2
.
Then, sine L4(T2) →֒ L
3
2 (T2), we have,
‖B(u, v)(t)‖
(W 1,
3
2 (T2))2
≤
∫ t
0
∥∥∥∥Sε(t− s)
((
R21R
2
2(u1 − u2)
) ∂v
∂x1
(s)
)
ds
∥∥∥∥
(L4(T2))2
+
∫ t
0
∥∥∥∥∇Sε(t− s)
((
R21R
2
2(u1 − u2)
) ∂v
∂x1
(s)
)
ds
∥∥∥∥
(L
3
2 (T2))2
.
(4.14)
We use Lemma 4.4 (i) with r = 4, q = 3, p = 3
2
to estimate the rst term and Lemma
4.4 (ii) with r = 3
2
, q = 4, p = 3
2
to estimate the seond term. We get for 0 ≤ t ≤ T , and
with onstants C depending on ε,
‖B(u, v)(t)‖
(W 1,
3
2 (T2))2
≤ C
∫ t
0
1
(t− s)
3
4
∥∥R21R22u(s)∥∥(L4(T2))2
∥∥∥∥ ∂v∂x1 (s)
∥∥∥∥
(L
3
2 (T2))2
ds
≤ C sup
0≤s<T
(‖u(s)‖
(W 1,
3
2 (T2))2
) sup
0≤s<T
(‖v(s)‖
(W 1,
3
2 (T2))2
)
∫ t
0
1
(t− s)
3
4
ds.
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Here we have used in the seond line the property that Riesz transformations are ontin-
uous from L
3
2
onto itself (see A. Zygmund [40, Vol I, Page 254, (2.6)℄) and the Sobolev
injetion W 1,
3
2 (T2) →֒ L4(T2). Hene we have,
‖B(u, v)‖
L∞((0,T );(W 1,
3
2 (T2))2)
≤ η(T )‖u‖
L∞((0,T );(W 1,
3
2 (T2))2)
‖v‖
L∞((0,T );(W 1,
3
2 (T2))2)
, (4.15)
with η(T ) = C0T
1
4
for some onstant C0 > 0. We estimate the linear term in the same
way to get,
‖A(u)‖
L∞((0,T );(W 1,
3
2 (T2))2)
≤ Lεη(T )‖u‖L∞((0,T );(W 1,
3
2 (T2))2)
. (4.16)
Moreover, we know by lassial properties of heat semi-group that,
‖Sε(t)ρ
ε
0,v‖L∞((0,T );(W 1,
3
2 (T2))2)
≤ ‖ρε0,v‖(W 1,
3
2 (T2))2
. (4.17)
Now, if we take
(T ⋆)
1
4 = min
(
1
2C0Lε
,
1
16C0‖ρ
ε
0,v‖(W 1,
3
2 (T2))2
)
, (4.18)
we an easily verify that we have the following inequalities:
‖ρε0,v‖(W 1,
3
2 )2(T2)
<
1
4η(T ⋆)
(1− Lεη(T
⋆))2, and Lεη(T
⋆) < 1, (4.19)
Using inequalities (4.15), (4.16), (4.17), (4.19) and Lemma 4.3 with the spae
E =
(
L∞((0, T ⋆);W 1,
3
2 (T2))
)2
, we show the loal in time existene or the system (4.11)
in
(
L∞((0, T ⋆);W 1,
3
2 (T2))
)2
. As a onsequene we prove that the system (Pε)-(ICε)
admits some solutions ρ±,ε ∈ L∞((0, T ⋆);W
1, 3
2
loc (R
2)), satisfying (H1) and (H2) a.e.
t ∈ [0, T ⋆).
Finally, the fat that produt (R21R
2
2ρ
ε)
∂ρ
∂x1
±,ε,per
is well dened in L∞((0, T );L
6
5 (T2))
sine L∞((0, T );W 1,
3
2 (T2)) →֒ L∞((0, T );L6(T2)), we an prove, by a bootstrap argu-
ment, the regularity of the solution. The monotoniity of the solution is a onsequene
of the maximum priniple for salar paraboli equations the previous result (see G.
Lieberman [27, Th 2.10℄).
✷
5 ε-Uniform estimates on the solution of the regular-
ized system
In this setion, we prove some fundamental ε-uniform estimates. In Subsetion 5.1 we
give some general estimates whih are independent on the equation. In the seond
Subsetion 5.2 we establish a priori estimates on the solutions of system (Pε).
16
5.1 Useful estimates
Now we reall some well known properties of Riesz transform, that will be used later in
our work.
Lemma 5.1 (Properties of Riesz transform)
i) For all g ∈ Lp(T2), 1 < p < +∞, we have
‖Rig‖Lp(T2) ≤ ‖g‖Lp(T2).
ii) If g ∈ L2(T2), then
∫
R/Z
R1g(x1, x2)dx1 = 0, for a.e. x2 ∈ R/Z.
iii) For all g ∈ L2(T2), we have
∂
∂x1
R2g =
∂
∂x2
R1g and R1R2g = R2R1g.
iv) For all f, g ∈ L2(T2), we have
∫
T2
(Rif)g =
∫
T2
f(Rig).
v) If g ∈ L2(T2) and does not depend on x2, then R1g = 0.
Proof of Lemma 5.1:
For the proof of i) (see A. Zygmund [40, Vol I, Page 254, (2.6)℄). The proof of iv) this
is straightforward, using Fourier series. For the proof of ii), it sues to note that, if
we denote by f(x2) =
∫
R/Z
R1g(x1, x2)dx1, then we have ck2(f) = c(0,k2)(R1g) = 0 by
denition of ck for k1 = 0. Finally, we prove iii), heking simply that
ck
(
∂
∂x1
R2g
)
= 2πik1
k2
|k|
ck(g) = 2πik2
k1
|k|
ck(g) = ck
(
∂
∂x2
R1g
)
,
and similar we prove seond equality of iii). The prove of v) is diret. In fat,
c(k1,k2)(R1g) =
k1
|k|
∫
T2
g(x2)e
−2πi(k1x1+k2x2)dx1dx2 = 0.
✷
Lemma 5.2 (L∞ estimate)
If f ∈ L2loc(R
2) and f veries (H1), (H2) and (H3) for a.e. t ∈ (0, T ), then there exists
a onstant C = C(L) suh that,∥∥∥∥f per −
∫ 1
0
f perdx1
∥∥∥∥
L∞(T2)
≤ C. (5.20)
where f per = f − Lx1.
Proof of Lemma 5.2:
We ompute
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∫ 1
0
∣∣∣∣∂f per∂x1
∣∣∣∣ dx1 =
∫ 1
0
∣∣∣∣ ∂f∂x1 − L
∣∣∣∣ dx1 ≤ L+
∫ 1
0
∣∣∣∣ ∂f∂x1
∣∣∣∣ dx1
= L+
∫ 1
0
∂f
∂x1
dx1
= 2L,
where we use (H3) in the seond line and (H1) in the last line. We next apply a
Poinaré-Wirtinger inequality in x1 and we dedue the result. ✷
We will also use the following tehnial result.
Lemma 5.3 (L logL Estimate)
Let (ηε)ε be a non-negative mollier, then for all f ∈ L logL(T
2) and f ≥ 0, the funtion
fε = f ∗ ηε satises ∫
T2
fε ln fε →
∫
T2
f ln f as ε→ 0.
For the proof see R. A. Adams [1, Th 8.20℄.
5.2 A priori estimates
In this subsetion, we show some ε-uniform estimates on the solutions of the system
(Pε)-(ICε) obtained in Theorem 4.2. These estimates will be used, on the one hand to
extend the solution in a global one and, on the other hand in Subsetion 6.2, for ensuring
by ompatness the passage to the limit as ε tends to zero.
The rst estimate onerns the physial entropy of the system, and is a key result. It
shows that in our model, the disloation densities annot be so onentrated and then
an be ontrolled.
Lemma 5.4 (Entropy estimate)
Let ρ±0 ∈ L
2
loc(R
2). If ρ±,ε ∈ C∞(R2× [0, T )) are solutions of the system (Pε)-(ICε) and
ρ±,ε(·, t) satisfy (H1), (H2), (H3) and (H4), then
∫
T2
∑
±
∂ρ±,ε
∂x1
ln
(
∂ρ±,ε
∂x1
)
+
∫ t
0
∫
T2
(
R1R2
(
∂ρε
∂x1
))2
≤
∫
T2
∑
±
∂ρ±,ε0
∂x1
ln
(
∂ρ±,ε0
∂x1
)
,
(5.21)
where ρε = ρ+,ε − ρ−,ε.
In partiular, there exists a onstant C independent of ε ∈ (0, 1] suh that∥∥∥∥∂ρ±,ε∂x1
∥∥∥∥
L∞((0,T );L logL(T2))
+
∥∥∥∥ ∂∂x1 (R1R2ρε)
∥∥∥∥
L2(T2×(0,T ))
≤ C (5.22)
with C = C
(∥∥∥∥∂ρ0±∂x1
∥∥∥∥
L logL(T2)
)
.
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Proof of Lemma 5.4:
First of all, we denote θ±,ε =
∂ρ±,ε
∂x1
and N±(t) =
∫
T2
θ±,ε(t) ln(θ±,ε(t)).
Using the fat that ρ±,ε ∈ C∞(R2 × [0, T )), we an derive N(t) = N+(t) +N−(t) with
respet to t, and sine θ±,ε > 0, we obtain:
d
dt
N(t) =
∫
T2
∑
+,−
(θ±,ε)t ln(θ
±,ε) +
∫
T2
∑
+,−
(θ±,ε)t.
Using system (Pε) we see that the seond term is zero. Moreover, we get
d
dt
N(t) =
∫
T2
∑
+,−
[
∓
(
(R21R
2
2ρ
ε)θ±,ε
)
x1
+ ε∆θ±,ε
]
ln(θ±,ε).
Integrating by part in x1, we get
d
dt
N(t) =
∫
T2
∑
+,−
(
±(R21R
2
2ρ
ε)θ±,ε
) θ±,εx1
θ±,ε
− ε
∑
+,−
∫
T2
|∇θ±,ε|
2
θ±,ε
=
∫
T2
(
R21R
2
2ρ
ε
) ∂θε
∂x1
− ε
∑
+,−
∫
T2
|∇θ±,ε|
2
θ±,ε
where θε = θ+,ε − θ−,ε. We integrate also the rst term by part in x1, and we dedue
that
d
dt
N(t) = −
∫
T2
(
R21R
2
2θ
ε
)
θε − ε
∑
+,−
∫
T2
|∇θ±,ε|
2
θ±,ε
= −
∫
T2
(R1R2θ
ε)2 − ε
∑
+,−
∫
T2
|∇θ±,ε|
2
θ±,ε
≤ 0,
where we have used Lemma 5.1 (iii) and (iv) for the seond line.
Integrating in time, we get
N(t) +
∫ t
0
∫
T2
(R1R2θ
ε)2 ≤ N(0).
Whih proves (5.21). Moreover, we have
N(0) ≤
∫
T2
∑
+,−
θ±,ε(0) log(e+ θ±,ε(0)).
Sine the initial data (IC) satises (H4), we dedue by Lemma 5.3 that there exists a
positive onstant C independent of ε ∈ (01] suh that
N(t) +
∫ t
0
∫
T2
(R1R2θ
ε)2 ≤ C.
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Let us now onsider
N±1 (t) =
∫
T2
θ±,ε(t) log(e + θ±,ε(t)).
We dedue, with another onstant C ′ > 0, that
N+1 (t) +N
−
1 (t) +
∫ t
0
∫
T2
(R1R2θ
ε)2 ≤ C ′
whih joint to Lemma 3.10 implies (5.22). ✷
Remark 5.5 (L2 estimate on the gradient of the vetor eld)
We want to bound ∇ (R21R
2
2ρ
ε). To this end, remark that by the property of Riesz trans-
form (see Lemma 5.1 (iii)), we have
∂
∂x1
R21R
2
2ρ
ε = R1R2
(
∂
∂x1
R1R2ρ
ε
)
and
∂
∂x2
R21R
2
2ρ
ε = R22
(
∂
∂x1
R1R2ρ
ε
)
,
where those quantities involve
∂
∂x1
R1R2ρ
ε
whih is bounded in L2 (T2 × (0, T )) by (5.22).
Then using the fat the Riesz transforms are ontinuous from L2 onto itself (see Lemma
5.1 (i)), we dedue that ∥∥∇ (R21R22ρε)∥∥L2(T2×(0,T )) ≤ C, (5.23)
where the onstant C is independent on ε.
We now present a seond a priori estimate.
Lemma 5.6 (L2 bound on the solutions)
Let T > 0. Under the ondition ρ±0 ∈ L
2
loc(R
2). If ρ±,ε ∈ C∞(R2 × [0, T )) are solutions
of system (Pε)-(ICε) and ρ
±,ε(·, t) satisfy (H1), (H2), (H3) and (H4), then there exists
a onstant CT independent of ε ∈ (01], but depending on T , suh that:∥∥ρ±,ε,per∥∥
L∞((0,T );L2(T2))
≤ CT
with ρ±,ε,per = ρ±,ε − Lx1.
Proof of Lemma 5.6:
Let T = R/Z. We want to bound m±,ε(x2, t) =
∫
T
ρ±,ε,per(x1, x2, t)dx1. There is no
problem of regularity sine ρ±,ε ∈ C∞(R2 × [0, T )). We integrate equation (Pε) with
respet to x1, and we get
∂m±,ε
∂t
− ε
∂2m±,ε
∂x22
= ±
∫
T
(R21R
2
2
∂ρε
∂x1
)(ρ±,ε,per −m±,ε)dx1 ±m
±,ε
∫
T
(R21R
2
2
∂ρε
∂x1
)dx1
∓Lε
∫
T
(R21R
2
2ρ
ε)dx1,
(5.24)
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where for the rst line we have integrated by part, and introdued the mean value m±,ε.
Therefore, using that ρε is a 1-periodi funtion in x1 and Lemma 5.1 (ii) and (iii), we
dedue that ∫
T
(R21R
2
2ρ
ε)dx1 = 0 =
∫
T
(R21R
2
2
∂ρε
∂x1
)dx1,
Equation (5.24) is then equivalent to
∂m±,ε
∂t
− ε
∂2m±,ε
∂x22
= ±
∫
T
(R21R
2
2
∂ρε
∂x1
)(ρ±,ε,per −m±,ε)dx1 = I
±(x2, t). (5.25)
We now show that I± ∈ L2(T× (0, T )). Indeed, we have
‖I±‖L2(T×(0,T )) ≤
∥∥∥∥
∫
T
(R21R
2
2
∂ρε
∂x1
)(ρ±,ε,per −m±,ε)dx1
∥∥∥∥
L2(T×(0,T ))
≤ ‖ρ±,ε,per −m±,ε‖L∞(T2×(0,T ))
∥∥∥∥R21R22 ∂ρε∂x1
∥∥∥∥
L2(T2×(0,T ))
≤ C
where for the last line we have used (5.23) and (Lemma 5.1 (i)) to bound
∥∥∥∥R21R22 ∂ρε∂x1
∥∥∥∥
L2(T2×(0,T ))
.
Furthermore, the bound ∥∥ρ±,ε,per −m±,ε∥∥
L∞(T2×(0,T ))
≤ C
follows from (5.20).
Multiplying (5.25) by m±,ε and integrating in x2, we get
1
2
d
dt
‖m±,ε(·, t)‖2L2(T) + ε
∥∥∥∥ ∂∂x2m±,ε(·, t)
∥∥∥∥2
L2(T)
=
∫
T
(I±m±,ε)(,˙t).
Using Cauhy-Shwarz inequality on the right hand side, we dedue that
1
2
d
dt
‖m±,ε(·, t)‖2L2(T) ≤ ‖I
±(·, t)‖L2(T).
We onlude to the result by integrating in time.
✷
Corollary 5.7 (W 1,2 estimate on the vetor eld)
Under the assumptions ρ±0 ∈ L
2
loc(R
2). If ρ±,ε ∈ C∞(R2 × [0, T )) are solutions of the
system (Pε)-(ICε) and ρ
±,ε(·, t) satisfy (H1), (H2), (H3) and (H4), then there exists a
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onstant C independent of ε suh that:∥∥R21R22ρε∥∥L2((0,T );W 1,2(T2)) ≤ C,
Using (5.23) and the fat thatR21R
2
2ρ
ε
is of null average (see Lemma 5.1 (ii)) and applying
Poinaré-Wirtinger inequality, we an prove the result.
The following estimate will provide ompatness in time of the solution, uniform with
respet to ε.
Lemma 5.8 (Duality estimate for the time derivative of the solution)
Let T > 0. Under the assumptions ρ±0 ∈ L
2
loc(R
2). If ρ±,ε ∈ C∞(R2 × [0, T )) are
solutions of the system (Pε)-(ICε) and ρ
±,ε(·, t) satisfy (H1), (H2), (H3) and (H4),
then
i) For all ψ ∈ L2((0, T );W 1,2(T2)), there exists a onstant C independent of ε ∈ (0, 1]
suh that:
∣∣∣∣
∫
T2×(0,T )
ψR21R
2
2
(
∂ρε
∂t
)∣∣∣∣ ≤ C‖ψ‖L2((0,T );W 1,2(T2))
where ρε = ρ+,ε − ρ−,ε.
ii) For all ψ ∈ L2((0, T );W 2,2(T2)), there exists a onstant CT independent of ε ∈ (0, 1]
suh that:
∣∣∣∣
∫
T2×(0,T )
ψ
(
∂ρ±,ε
∂t
)∣∣∣∣ ≤ CT‖ψ‖L2((0,T );W 2,2(T2)).
Proof of Lemma 5.8:
Proof of (i): The idea is somehow to bound R21R
2
2
(
∂ρε
∂t
)
using the available bounds
on the right hand side of the equation (Pε).
We will give a proof by duality. First of all, we subtrat the two equations of system
(Pε) and we apply the Riesz transform R
2
1R
2
2, to obtain that
R21R
2
2
(
∂ρε
∂t
)
= −
I1︷ ︸︸ ︷
R21R
2
2
(
(R21R
2
2ρ
ε)
∂kε
∂x1
)
+
I2︷ ︸︸ ︷
εR21R
2
2 (∆ρ
ε) (5.26)
with kε = ρ+,ε + ρ−,ε. In what follows, we will prove that for a funtion ψ ∈
L2((0, T );W 1,2(T2)), we an bound Ji =
∫
T2×(0,T )
ψIi for i = 1, 2.
Estimate of J2: To estimate J2, we integrate by part, to get:
J2 = −ε
∫
T2×(0,T )
∇(R21R
2
2ρ
ε) · ∇ψ.
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We dedue that for all ε ∈ (01]:
|J2| ≤ ‖R
2
1R
2
2ρ
ε‖L2((0,T );W 1,2(T2)) ‖ψ‖L2((0,T );W 1,2(T2))
≤ C‖ψ‖L2((0,T );W 1,2(T2)),
(5.27)
where we have used Corollary 5.7 in the last line.
Estimate of J1: To ontrol J1, we rewrite it under the following form:∫
T2×(0,T )
[
R21R
2
2
(
(R21R
2
2ρ
ε)
∂kε
∂x1
)]
ψ =
∫
T2×(0,T )
(
(R21R
2
2ρ
ε)
∂kε
∂x1
)
(R21R
2
2ψ).
We use the fat that
(i) (R21R
2
2ρ
ε) is bounded in L2((0, T );W 1,2(T2)) uniformly in ε (by Corollary 5.7),
(ii)
∂kε
∂x1
is bounded in L∞((0, T );L logL(T2)), uniformly in ε (by Lemma 5.4).
We dedue from this and from Proposition 3.4, (with f = R21R
2
2ρ
ε
and g =
∂kε
∂x1
) the
following estimate:
∥∥∥∥(R21R22ρε)∂kε∂x1
∥∥∥∥
L2((0,T );L log
1
2 L(T2))
≤ C‖R21R
2
2ρ
ε‖L2((0,T );W 1,2(T2))
∥∥∥∥∂kε∂x1
∥∥∥∥
L∞((0,T );L logL(T2))
≤ C
∥∥∥∥∂kε∂x1
∥∥∥∥
L∞((0,T );L logL(T2))
≤ C.
We use Lemma 3.2 (i), to dedue that
|J1| ≤
∣∣∣∣
∫
T2×(0,T )
(
(R21R
2
2ρ
ε)
∂k
∂x1
ε)
(R21R
2
2ψ)
∣∣∣∣
≤
∥∥∥∥(R21R22ρε) ∂k∂x1
ε
∥∥∥∥
L2((0,T );L log
1
2 L(T2))
‖R21R
2
2ψ‖L2((0,T );EXP2(T2))
≤ C ‖R21R
2
2ψ‖L2((0,T );W 1,2(T2)) ≤ C ‖ψ‖L2((0,T );W 1,2(T2))
(5.28)
where we have used the Trudinger inequality (see Lemma 3.3) in the third line and the
fat that Riesz transforms are ontinuous from L2 onto itself in the last line (see Lemma
5.1 (i)).
Finally, olleting (5.28) and (5.27) together with (5.26) and the denitions of Ji, for
i = 1, 2, we get that there exists a onstant C independent of ε suh that∣∣∣∣
∫
T2×(0,T )
ψR21R
2
2(
∂ρε
∂t
)
∣∣∣∣ ≤ C‖ψ‖L2((0,T );W 1,2(T2)).
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Proof of ii): The proof of (ii) is similar to that of (i). The only dierene is that we
integrate by part the visosity term twie and use the estimate of Lemma 5.6. ✷
Remark 5.9 (W−1,2 and W−2,2 estimate)
Let W−1,2(T2) be the dual spae of W 1,2(T2). By point (i) of the previous lemma, we
dedue that there exists a onstant C independent of ε, suh that∥∥∥∥R21R22
(
∂ρε
∂t
)∥∥∥∥
L2((0,T );W−1,2(T2))
≤ C.
However, the point (ii) ontrols the time derivative of the solution in L2 ((0, T );W−2,2(T2)),
whereW−2,2(T2) is the dual spae ofW 2,2(T2). This ontrol will allows us later to reover
the initial onditions in the limit as ε goes to zero.
Theorem 5.10 (Global existene)
For all T > 0, ε ∈ (0, 1] and for all initial data ρ±0 ∈ L
2
loc(R
2) satisfying (H1), (H2),
(H3) and (H4), the system (Pε)-(ICε) admits a solution ρ
±,ε ∈ C∞(R2× [0, T )). More-
over, ρ±,ε(·, t) satises (H1), (H2) and (H3) for all t ∈ (0, T ) and the estimates given
in Lemmata 5.4, 5.6, 5.8 and Corollary 5.7.
Before going into the proof, we need the following lemma.
Lemma 5.11 (W 1,
3
2
estimate)
For all initial data ρ±0 ∈ L
2
loc(R
2) satisfying (H1) and (H2), if ρ±,ε,per ∈ C∞(T2× [0, T )),
are solutions of the Mild integral problem (Inε), then there exists a onstant C = C(ε, L)
suh that,
‖ρ±,ε,per‖
L∞((0,T );W 1,
3
2 (T2))
≤ B±0 +CT
1
24 ‖R21R
2
2ρ
ε‖L∞((0,T );L8(T2))
(∥∥∥∥∂ρ±,ε∂x1
∥∥∥∥
L∞((0,T );L1(T2))
+ 1
)
,
where B±0 = ‖ρ
±,ε,per
0 ‖W 1,
3
2 (T2)
.
Proof of Lemma 5.11:
If we denote ρεv = (ρ
+,ε,per, ρ−,ε,per) and ρε0,v = (ρ
+,ε,per
0 , ρ
−,ε,per
0 ), then we have shown that
ρεv satises (4.11), using (4.14) with u = v = ρ
ε
v , we get,
‖B(ρεv, ρ
ε
v)(t)‖(W 1,
3
2 (T2))2
≤
∫ t
0
∥∥∥∥Sε(t− s)
((
R21R
2
2ρ
ε(s)
) ∂ρεv
∂x1
(s)
)
ds
∥∥∥∥
(L4(T2))2
+
∫ t
0
∥∥∥∥∇Sε(t− s)
((
R21R
2
2ρ
ε(s)
) ∂ρεv
∂x1
(s)
)
ds
∥∥∥∥
(L
3
2 (T2))2
.
We use now Lemma 4.4 (i) with r = 4, q = 24
5
, p = 1 to estimate the rst term, and
Lemma 4.4 (ii) with r = 3
2
, q = 8, p = 1 to estimate the seond term. It gives for
24
t ∈ (0, T ), that,
‖B(ρεv, ρ
ε
v)(t)‖(W 1,
3
2 (T2))2
≤ C
∫ t
0
1
(t− s)
23
24
∥∥R21R22ρε(s)∥∥L8(T2)
∥∥∥∥∂ρεv∂x1 (s)
∥∥∥∥
(L1(T2))2
ds
≤ C sup
0≤s<T
(∥∥R21R22ρε(s)∥∥L8(T2)) sup
0≤s<T
(∥∥∥∥∂ρεv∂x1 (s)
∥∥∥∥
(L1(T2))2
)∫ t
0
1
(t− s)
23
24
·
That leads,
‖B(ρεv, ρ
ε
v)‖L∞((0,T );(W 1,
3
2 (T2))2)
≤ CT
1
24‖R21R
2
2ρ
ε‖L∞((0,T );L8(T2))
∥∥∥∥∂ρεv∂x1
∥∥∥∥
L∞((0,T );(L1(T2))2)
·
(5.29)
Similarly, we show that,
‖A(ρεv)‖L∞((0,T );W 1, 32 (T2)) ≤ CT
1
24‖R21R
2
2ρ
ε‖L∞((0,T );L8(T2)). (5.30)
By using (5.29), (5.30) and (4.17), and the equation ((4.11)) we get the proof.
✷
Proof of Theorem 5.10:
We argue by ontradition. Suppose that there exists a maximum time Tmax suh that
we have the existene of solutions of (Pε)-(ICε) in C
∞(R2 × [0, Tmax)).
For δ > 0, we reonsider the system (Pε) with the initial data
ρ±,εδ,max = ρ
±,ε(x, Tmax − δ).
We reapply for the seond time, the proof of Theorem 4.2, we dedue that there exists
a time
T ⋆δ,max(‖ρ
±,ε,per
δ,max ‖W 1,
3
2 (T2)
, L, ε) > 0, where ρ±,ε,perδ,max = ρ
±,ε
δ,max − Lx1,
suh that the system (Pε)-(ICε) admits solutions dened until,
T0 = (Tmax − δ) + T
⋆
δ,max.
Moreover, from Lemmata 5.2 5.1 (v) and 5.1 (i) with p = 8, we an dedue easily that
R21R
2
2(ρ
ε) is bounded on L∞((0, T ), L8(T2)). Now, by Lemmata 5.11 and 5.4, we know
that ρ±,ε,perδ,max are δ-uniformly bounded inW
1, 3
2 (T2). By using (4.18), we dedue that there
exists a onstant C(ε, Tmax, L) > 0 independent of δ suh that T
⋆
δ,max ≥ C > 0. Then
lim inf
δ→0
T ⋆δ,max ≥ C > 0. Hene T0 > Tmax whih gives the ontradition.
✷
25
6 Existene of solutions for the system (P)-(IC)
In this setion, we will prove that the system (P)-(IC) admits solutions ρ± in the distri-
butional sense. They are the limits when ε → 0 of the solution ρ±,ε given in Theorem
5.10. To do this, we will justify the passage to the limit as ε tends to 0 in the system
(Pε)-(ICε), using some ompatness arguments.
6.1 Preliminary results
Before proving the main theorem, let us reall some well known results.
Lemma 6.1 (Trudinger ompat embedding)
The following injetion (see N. S. Trudinger [37℄):
W 1,2(T2) →֒ EXPβ(T
2),
is ompat, for all 1 ≤ β < 2.
For the proof of this lemma see also R. A. Adams [1, Th 8.32℄.
Lemma 6.2 (Simon's Lemma)
Let X, B, Y three Banah spaes, where X →֒ B with ompat embedding and B →֒ Y
with ontinuous embedding. If (ρn)n is a sequene suh that
‖ρn‖Lq((0,T );B) + ‖ρ
n‖L1((0,T );X) +
∥∥∥∥∂ρn∂t
∥∥∥∥
L1((0,T );Y )
≤ C,
where q > 1 and C is a onstant independent of n, then (ρn)n is relatively ompat in
Lp((0, T );B) for all 1 ≤ p < q.
For the proof, see J. Simon [35, Th 6, Page 86℄.
In order to show the global existene of system (P) in Subsetion 6.2, we will apply this
lemma in the partiular ases where B = EXPβ(T
2), X = W 1,2(T2) and Y = W−1,2(T2),
for 1 < β < 2.
Lemma 6.3 (Weak star topology in L logL)
Let Eexp(T
2) be the losure in EXP (T2) of the spae of funtions bounded on T2. Then
Eexp(T
2) is a separable Banah spae whih veries,
i) L logL(T2) is the dual spae of Eexp(T
2).
ii) EXPβ(T
2) →֒ Eexp(T
2) →֒ EXP (T2) for all β > 1.
For the proof, see R. A. Adams [1, Th 8.16, 8.18, 8.20℄.
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6.2 Proof of Theorem 1.4
Let us x any T > 0. For any ε ∈ (0, 1], we are onsidering the solution ρ±,ε of (Pε)-(ICε)
given in Theorem 5.10 on R
2 × (0, T ). First, by Lemma 5.6 we know that, the periodi
part of the solutions, denoted by ρ±,ε,per are ε-uniformly bounded in L2(T2 × (0, T )).
Hene, as ε goes to zero, we an extrat a subsequene still denoted by ρ±,ε,per, that
onverges weakly in L2(T2 × (0, T )) to some limit ρ±,per. Then we want to prove that
ρ± = ρ±,per +Lx1 are solutions of the system (P)-(IC). Indeed, sine the passage to the
limit in the linear term is trivial in D′(T2 × (0, T )), it sues to pass to the limit in the
non-linear term
(R21R
2
2ρ
ε)
∂ρ±,ε
∂x1
. (6.31)
Step 1 (ompatness of (R21R
2
2ρ
ε)): Now notie that:
• From Corollary 5.7 we know that the term (R21R
2
2ρ
ε) is ε-uniformly bounded in
L2((0, T );W 1,2(T2)). Then it is in partiular ε-uniformly bounded in L1((0, T );W 1,2(T2)).
• From the previous point and Lemma 6.1, we know that (R21R
2
2ρ
ε) is also ε-uniformly
bounded in L2((0, T );EXPβ(T
2)) for all 1 ≤ β < 2.
• From Lemma 5.8, the term R21R
2
2(
∂ρε
∂t
) is ε-uniformly bounded in L2((0, T );W−1,2(T2))
and then in L1((0, T );W−1,2(T2)).
Colleting this, we get that there exists a onstant C independent on ε suh that ρ¯ε =
R21R
2
2ρ
ε
satises for some 1 < β < 2
‖ρ¯ε‖L2((0,T );EXPβ(T2)) + ‖ρ¯
ε‖L1((0,T );W 1,2(T2)) +
∥∥∥∥∂ρ¯ε∂t
∥∥∥∥
L1((0,T );W−1,2(T2))
≤ C.
Then Lemma 6.2 joint to Lemma 6.1, with B = EXPβ(T
2), X = W 1,2(T2) and
Y = W−1,2(T2), shows the relative ompatness of (R21R
2
2ρ
ε) in L1((0, T );EXPβ(T
2)),
and then using Lemma 6.3, we dedue the ompatness in L1((0, T );Eexp(T
2)).
Step 2 (weak-⋆ onvergene of
∂ρ±,ε
∂x1
): By Lemma 5.4, we have that
∂ρ±,ε
∂x1
is ε-
uniformly bounded in L∞((0, T );L logL(T2)) whih is the dual of L1((0, T );Eexp(T
2))
by Lemma 6.3. Then, this term onverges weakly-⋆ in L∞((0, T );L logL(T2)) toward
∂ρ±
∂x1
. That enables us to pass to the limit in the bilinear term (6.31) in the sense
L1((0, T );Eexp(T
2))− strong × L∞((0, T );L logL(T2))− weak − ⋆.
whih shows that
(R21R
2
2ρ
ε)
∂ρ±,ε
∂x1
→ (R21R
2
2ρ)
∂ρ±
∂x1
in D′(T2 × (0, T )).
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In what preedes, we have shown that ρ± are solutions of the system (P).
Step 3 (onlusion): Passing to the limit in the estimates of Lammata 5.4, 5.6, 5.8
and Corollary 5.7, we get in partiular by Lemma 5.3, the entropy estimates (1.1) and
(E1), (E2), (E4), (E5). At this stage we remark that, by Proposition 3.4 that
∂ρ±
∂t
= (R21R
2
2ρ)
∂ρ±
∂x1
∈ L2((0, T );L log
1
2 L(T2)),
and then ρ±,per ∈ C([0, T );L log
1
2 L(T2)), whih proves (E3).
Sine the funtion ρ±,per,ε(·, t) satisfy (H1), (H2), (H3), (H4) (see Theorem 5.10) by
passing in the limit ε → 0, we an see that the limit funtion ρ±,per(·, t) reserves the
same assumptions (H1), (H2), (H3), (H4).
It remains to prove that ρ± satises the initial onditions (IC). Indeed, from the esti-
mates on ρ±,ε,per given by Lemma 5.6 and
∂ρ±,ε
∂t
given by Lemma 5.8 (ii), we an prove
easily, that
‖ρ±,ε,per(t)− ρ±,ε,per0 ‖W−2,2(T2) ≤ CT t
1
2 .
where CT is onstant independent of ε. Hene we an pass to the limit ε → 0, whih
this implies in partiular that ρ±,per(·, 0) = ρ±,per0 in D
′(R2). ✷
Remark 6.4
In our proof, we have indiretly used a kind of ompensated ompatness tehni for
Hardy spaes. Nevertheless in our ase, we do not have enough regularity to do so.
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