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1CHAPTER 1. GENERAL INTRODUCTION
A variety of methods exist for performing Nondestructive Evaluation (NDE) to detect ﬂaws
in physical components and structures. NDE methods include ultrasonics, x-ray, vibrothermog-
raphy and eddy current surface scans. NDE inspection capability is usually quantiﬁed by the
probability of detection (POD). POD is usually given as a function of ﬂaw size. Typically, in
a new application of NDE, there will be some kind of POD study to estimate the POD for the
application. A scalar summary of a POD function is ap, the ﬂaw size that can be detected with
probability p. The value a90 is most commonly used.
In a POD study there will typically be a collection of ﬂaws. Sometimes, real ﬂaws are used,
but usually, they are synthetic. For example, ﬂat-bottom holes can be drilled in a block of
material or cracks can be grown in ﬂat plates.
Ideally, all ﬂaws should be detected with probabiltiy 1. However, this is not the case because
of factors like low signal-to-noise ratio, variability in skill levels between operators carrying out
inspections and the morphology of the ﬂaws themselves. Generally, larger ﬂaws are more likely
to be detected than smaller ﬂaws. Taking these factors which aﬀect POD into consideration, a
reasonable approach would be to model the POD as an increasing function of ﬂaw size.
NDE inspection data are either binary (hit-miss) or signal-response (on a continuous scale).
Also, the conditions under which inspections are performed could diﬀer in terms of setup, the
number of operators performing the inspections and whether or not each operator performs
multiple inspections of a particular ﬂaw. To account for these diﬀerences in NDE experiments,
diﬀerent statistical models for the POD are required. Each chapter in this thesis looks at
POD under diﬀerent experimental conditions. This thesis develops an appropriate method for
analyzing repeated-measures NDE hit-miss data and then develops statistically-based methods
for planning POD studies of various types.
21.1 Dissertation Organization
Chapter 2 uses a well-known binary NDE dataset - commonly called the Have Cracks,
Will Travel dataset to demonstrate three main ideas. The ﬁrst is to show how unbalanced,
repeated measures hit-miss data can be modeled probabilistically by considering the POD as
a random variable. Next, a Bayesian approach is used for parameter estimation and inference.
Then, a commonly used metric for NDE performance evaluation, the Mean POD, is derived.
We introduce the concept of a quantile POD and show that mean POD and quantile POD
can diﬀer considerably and stress the fact that both metrics serve to answer diﬀerent questions
about inspection capability.
In many real applications of NDE, it is necessary to develop a new set of synthetic ﬂaws to
be inspected in the POD study. This raises the questions:
• How many ﬂaws are required, and
• What should be the size of the ﬂaws.
Chapter 3 looks at designing optimal NDE experiments for hit-miss NDE experiments. The
optimization criterion is estimation precision of ap and a Bayesian approach is also used. Four
prior distributions, each with diﬀering amounts of information about the parameters, are de-
scribed and optimal designs are found for each prior distribution. Then, compromise plans are
proposed and compared to the optimal plans.
In Chapter 4, we show how to design signal-response NDE experiments. A Bayesian ap-
proach for experimental design is taken and we demonstrate how diﬀering amounts of informa-
tion regarding the model parameters can be sensibly and practically incorporated into planning
a POD study. Once an optimal design is found, it is used as a benchmark for comparing other
possibly sub-optimal but more practical compromise designs.
Chapter 5 describes the eﬀect that diﬀerent sources of variability have on estimation precision
of various functions of the model parameters when a particular, speciﬁed collection of ﬂaws is
available for a POD study where the ﬂaws will be inspected more than once. We note that
the plans discussed in Chapter 3 were designed under the assumption of independent signal
3response data. Chapter 5 looks at how correlation amongst the repeated measures impacts
estimation precision of a90 and diﬀerent sources of variability. Chapter 5 makes available a tool
for experimenters who wish to gauge the trade-oﬀs/beneﬁts of implementing such designs under
diﬀerent test conditions.
Finally, Chapter 6 provides general conclusions about the results from this thesis and also
lists areas of possible future research.
4CHAPTER 2. QUANTILE POD FOR NONDESTRUCTIVE
EVALUATION WITH HIT-MISS DATA
Yew-Meng Koh and William Q. Meeker
Abstract
Probability of detection (POD) is commonly used to measure a nondestructive evaluation
(NDE) inspection procedure's performance. Due to inherent variability in the inspection pro-
cedure caused by variability in factors such as operators and crack morphology, it is important,
for some purposes, to model POD as a random function. Traditionally, inspection variabilities
are pooled and an estimate of the mean POD is reported. In some applications it is important
to know how poor typical inspections might be and this question is answered by estimating a
quantile of the POD distribution. This paper shows how to ﬁt a proper model to repeated-
measures hit-miss data and considers estimation of the mean POD as well as quantiles of the
POD distribution for binary (hit-miss) NDE data. We also show how to compute credible
intervals for these quantities using a Bayesian estimation approach.
Keywords: Bayesian estimation; Binary regression; Have Cracks, Will Travel; NDE; Random
eﬀects
2.1 Introduction
2.1.1 Background and Motivation
Probability of Detection (POD) is the most commonly used metric to characterize the per-
formance of a nondestructive evaluation (NDE) inspection procedure. POD curves provide
5important inputs for making accept/reject decisions, scheduling inspections, doing liﬁng cal-
culations, and performing risk analyses. There are many sources of variability that can aﬀect
the outcome of an NDE inspection, such as operator-to-operator diﬀerences, probe-to-probe
diﬀerences, calibration, and crack morphology. For example, if there are important diﬀerences
in the performance of diﬀerent operators, diﬀerent operators will have diﬀerent POD curves.
Traditionally, the POD that has been reported has been what we call the mean POD. That
is, what has been reported is an estimate of the average POD over all sources of variability.
Usually, along with this estimate, a set of pointwise lower 95% conﬁdence intervals for POD,
reﬂecting the uncertainty from limited data, are also reported. We have seen confusion between
the lower conﬁdence bound for mean POD and the concept of a quantile POD. They are not
the same and can be very diﬀerent.
In this paper we show how to properly analyze repeated measures binary (hit-miss) NDE
data with a random-eﬀects model and how to compute an estimate of a given quantile of the
POD distribution. Hit-Miss data arise naturally in many NDE applications, such as ﬂuorescent
penetrant inspection (FPI) and in some applications where there is no natural scalar quantitative
response and an expert evaluates an image (e.g., in X-ray inspection). In some applications,
precise quantitative NDE data are obtained but then reduced to binary data (even though this
practice generally sacriﬁces information and results in a loss of estimation precision).
2.1.2 Related Work
As described in Li et al. (2012) and Li et al. (2014), for some applications, particularly when
safety is of concern, it would be preferable to use an alternative form of POD that recognizes
that it is possible, on a given inspection, to have a POD curve that is considerably less than
the POD averaged over random eﬀects like operator and crack morphology. Li et al. (2012) and
Li et al. (2014) introduce the concept of a quantile POD for quantitative signal-response NDE
data (sometimes known as aˆ vs a data). In this paper we extend these ideas and show how to
estimate a quantile of the POD distribution from hit-miss inspection data.
To illustrate our methods, we use a subset of the Have Cracks, Will Travel data described
in Lewis et al. (1978). This report describes separate binary regression models ﬁt to the data
6that had been grouped according to operator age and training. Page 22 of Berens and Hovey
(1981) shows various proposed functional forms for modelling POD. A logistic regression model
with identically and independently distributed error terms was found to ﬁt the Have Cracks,
Will Travel data well. See equation (5) on page 24 and equation (24) on page 37 of Berens
and Hovey (1981).
2.1.3 Description of the Hit-Miss Data
We use hit-miss data that were obtained from the examination of 95 cracks of various sizes
in aircraft components by 124 diﬀerent operators (called technicians in Lewis et al. (1978)).
This dataset is now commonly known as the Have Cracks, Will Travel dataset. Speciﬁcally,
the subset of the data used in this paper are from Samples A and B, examined using eddy
current surface scans (see Figures 5-1, 5-4 and 5-5 of Lewis et al. (1978)).
A few issues to be noted about this dataset are:
• Some identically coded cracks were assigned two diﬀerent sizes. However, these cracks
were from two diﬀerent Samples (namely, Sample A and Sample B). Thus, this analysis
treated these cracks as distinct.
• Not all cracks were inspected by all inspectors.
• Some cracks were inspected twice by the same inspector.
With the capabilities of modern statistical modelling methods, the unbalance noted in the last
two points causes no serious problems in the data analysis and we are able to estimate the
diﬀerent components of variability and other unknown model parameters without diﬃculty.
Figure 2.1 shows the number of inspections in the dataset versus crack length on a logarith-
mic axis. Figure 2.2 shows the distribution of hits and misses recorded by the operators at the
various crack lengths. In Figure 2.2, the width of the bars at each crack length is proportional
to the number of inspections made at that crack length. More details about this dataset, as
well as an analysis (diﬀerent from ours), can be found in Singh (2000).
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82.1.4 Overview
The remainder of this paper is organized as follows. Section 2 discusses the statistical models
which have been used to describe hit-miss data. It also introduces the model which we will use
in this paper. Section 3 describes the Bayesian framework which we use to provide estimates for
and do inference on the parameters in our statistical model. Section 4 looks at estimating the
POD for speciﬁc cracks, operators and setups. The ﬁrst part of Section 5 considers estimation
and inference for mean POD, while the next part looks at estimation and inference for quantile
POD. Finally, Section 6 presents a comparison between mean POD and quantile POD.
2.2 Binary Regression Model
2.2.1 Basic Binary Regression Model
Let Y denote a binary random variable, with
Y =

1
0
for a hit
for a miss
.
We let x = log(crack length). Then the basic binary regression model for POD is
POD(x) = Pr(Y = 1;x) = Φ(β0 + β1x)
where Φ(ζ) is generally taken to be the standard cumulative distribution function (cdf) of a
location-scale distribution. For example, for the commonly used logit binary regression model,
Φ(ζ) = Φlogis(ζ) =
exp(ζ)
1 + exp(ζ)
and for the probit binary regression model,
Φ(ζ) = Φnor(ζ) =
ˆ ζ
−∞
1√
2pi
exp
(
− t
2
2
)
dt.
The binary linear regression model can also be expressed as a linear function of the explana-
tory variable x by
h[POD(x)] = β0 + β1x
9where the function h(p) = Φ−1(p) is an inverse cdf and is known in the statistical literature as
a link function. In this paper, we will use the logit link function because it is more commonly
used in NDE applications. More details and a description of maximum likelihood methods of
estimation of the model parameters can be found in Appendix G, Section G.4.1 of MIL-HDBK-
1823A (2009).
We note that the method and software for analyzing hit-miss data illustrated in Appendix
G.3.6.1 and Appendix G.3.6.2 of MIL-HDBK-1823A (2009) can handle (in an ad-hoc manner)
balanced repeated measures data. It cannot be used for unbalanced data, nor can it estimate
quantile POD and the coverage probabilities of resulting conﬁdence intervals and procedures
may not be close to the speciﬁed nominal conﬁdence levels.
2.2.2 An Alternative Binary Regression Model
Spencer (1998) suggested generalizations to the standard binary regression hit-miss model
and this model is also mentioned in Appendix G, Section G.3.3 of MIL-HDBK-1823A (2009).
The generalizations allow the model to have a lower limit (upper limit) for the POD that
is greater than 0 (less than 1). Equation (10) on Page 327 of Knopp and Zeng (2013) use
this alternative model for POD estimation. This model for the hit-miss data is still a binary
regression model. The diﬀerence lies in the assumed form of the POD. In this alternative model,
the POD is expressed as
POD(x) = αL + (αU − αL)Φlogis(β0 + β1x). (2.1)
Here, αL and αU are unknown parameters with 0 ≤ αL < αU ≤ 1. Generally, αL will
be close to 0 and αU will be close to 1. The inclusion of these two parameters allows for the
possibilities that:
• The POD never goes to zero as crack length decreases, but tails oﬀ to a threshold small
positive value αL, generally due to hits resulting from benign noise artifacts that cause a
signal that is larger than that caused by a small crack.
• The POD could have its asymptote at a value αU that is less than 1, generally caused by
10
having a positive probability of a miss for large cracks, perhaps caused by a gross operator
error.
2.2.3 Binary Regression Model with Random Eﬀects
For x = log(crack length), Y (x) is a binary random variable. We note that inspections are
carried out:
• Across diﬀerent cracks (which, even if they are of the same size, will have diﬀerent response
distributions due to crack-to-crack variability),
• By diﬀerent operators (e.g., with diﬀerent skills and amounts of experience).
• Also, due to the fact that some operators inspected an entire set of cracks twice, an
additional estimable source of variability arises from the setup (e.g., through inspection-
system setup and initial calibration, etc.) of these sets of cracks.
• We note, also, that the cracks were from two sample units (A and B). The cracks in
Sample A were from an intact 5-foot segment of a C-130 center wing box while the cracks
in Sample B were from lower-surface segments of a C-130 center wing box. More details
about the structures of the samples can be found on Page 3-9 of Lewis et al. (1978).
An indicator variable z is introduced, with the following deﬁnition:
z =

0
1
if the flaw is from Sample A
if the flaw is from Sample B.
We incorporate the random eﬀects of the ﬁrst three factors into the binary regression model.
We assume that the cracks, operators and setups used in the study are sampled from a larger
population of cracks, operators and setups. We say that operators, cracks and setups are random
eﬀects.
The probability of a hit for a operator eﬀect γ, a crack eﬀect τ and a setup eﬀect ρ, can be
expressed as
POD(x) = Pr(Y (x) = 1|τ, γ, ρ) = αL + (αU − αL)Φlogis(α+ βx+ δz + τ + γ + ρ), (2.2)
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from which we have
Φ−1logis
[
POD(x)− αL
αU − αL
]
= α+ βx+ δz + τ + γ + ρ, (2.3)
where Φ−1logis(p) = log (p/(1− p)) is the inverse logit function. In this model, we note that, τ , γ
and ρ are random and we will assume that τ ∼ N(0, σ2τ ), γ ∼ N(0, σ2γ), and ρ ∼ N(0, σ2ρ) are
mutually independent. Here, αL, αU , α, β, δ, σ
2
τ , σ
2
γ , and σ
2
ρ are the parameters that need to be
estimated from the experimental data.
The model in (2.3) is similar to that described in Li et al. (2014), except that the observed
data is hit-miss instead of signal-response (aˆ versus a) data and we have a setup random term
because some operators inspected some cracks more than once. We note here that in this
application, x is taken as the log-transformed crack length. In this paper, we follow the usual
convention used in most of the data analysis literature and use natural (base e) logarithms.
2.3 Bayesian Motivation, Estimation, and Results
2.3.1 Motivation for Using Bayesian Estimation
Following the approach in Li et al. (2014), we use a Bayesian method for estimation for the
following reasons:
• The Bayesian framework provides a straightforward procedure to estimate important func-
tions of the parameters, such as mean POD and quantile POD and to obtain corresponding
credible bounds (similar to conﬁdence bounds used in non-Bayesian inference), even with
random eﬀects.
• When diﬀuse prior distributions are used, the Bayesian analysis yields results that are close
to those that would be produced by a maximum likelihood based analysis. In particular, it
has been shown that Bayesian credible bounds, when used with diﬀuse prior information
and reasonable sample sizes, have good frequentist properties (i.e., 95% credible bounds
will contain the true POD with approximate probability 0.95).
• Bayesian estimation can still be carried out with models that are more complicated than
(2.3) (e.g. for models which are non-linear in the parameters and/or random eﬀects).
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• When valid informative prior information is available, it can be integrated with the data
to improve precision.
Bayesian methods for statistical inference are described in numerous places, including Carlin
and Louis (2008), Gelman et al. (2004) and Gilks et al. (1996). Software packages are available
to do the needed computations. We used the popular OpenBUGS software (see OpenBUGS
(2014)).
2.3.2 Bayes' Theorem
Let θ = (αL, αU , α, β, δ, σ
2
τ , σ
2
γ , σ
2
ρ)
′ be the vector of the parameters in model (2.3). A
likelihood-based analysis estimates these parameters by using the observed data and identifying
the value of θ that maximises the likelihood of the data. The likelihood is denoted by f(y|θ).
A Bayesian analysis of the data, however, integrates prior knowledge about parameters with
the available data. This prior knowledge is speciﬁed by using prior probability distributions
[described by a joint density function pi(θ)]. When there is little or no knowledge about the
parameters, it is possible to use diﬀuse prior distributions that are relatively ﬂat over that part
of the parameter space that has non-negligible likelihood. In this paper, we use diﬀuse prior
distributions.
The conditional distribution of the parameters, given the data, θ|Y = y, is called the pos-
terior distribution of θ. According to Bayes' theorem, the posterior density is
g(θ|y) ∝ f(y|θ)pi(θ), (2.4)
where f(y|θ) is the likelihood of the data y when the true parameter vector is θ. Bayes'
theorem then allows us to update the information that we have about the parameter vector after
observing the data. The combined information is reﬂected in the joint posterior distribution of
the parameters. More details about this model are given in the Appendix 2.8.3.
2.3.3 Prior Speciﬁcation
When there is little or no available prior information about the parameters in θ, we can use
a diﬀuse prior distribution. By doing this, the joint posterior will be approximately proportional
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to the likelihood and the inﬂuence of the prior speciﬁcation will be small as long as there is
a suﬃcient amount of data. As mentioned in Section 2.3.2, we used diﬀuse prior distributions
in this paper, listed in Table 2.1. For α and β (unrestricted parameters), we used a normal
distribution with a large variance. For αL and αU , we used Uniform(0, 0.5) and Uniform(0.5, 1)
prior distributions respectively. For 1/σ2τ , 1/σ
2
γ and 1/σ
2
ρ (positive parameters), we used a
gamma distribution with a large variance.
Table 2.1 Prior distributions on the parameters.
Parameter Prior Distribution
αL Uniform(0,
1
2)
αU Uniform(
1
2 , 1)
α normal with mean 0 and variance 1000
β normal with mean 0 and variance 1000
δ normal with mean 0 and variance 1000
1/σ2τ Gamma with mean 1 and variance 1000
1/σ2γ Gamma with mean 1 and variance 1000
1/σ2ρ Gamma with mean 1 and variance 1000
2.3.4 The Joint Posterior Distribution and Bayesian Parameter Estimates
In the modern approach to Bayesian inference, one uses draws from the joint posterior
distributions of the parameters and the random eﬀects, usually obtained by using a Markov
Chain Monte Carlo (MCMC) procedure. A suﬃciently large number of these draws allows
computation of parameter estimates, estimates of functions of parameters, and credible intervals
for these quantities. For details on obtaining these draws from the posterior distribution of the
parameters, see Appendix 2.8.4.
Often, one wishes to estimate a scalar function of the parameters g(θ). In our application,
g(θ) will be either a mean POD or a quantile of the POD distribution. For a large integer M
(typically on the order of tens of thousands to keep Monte Carlo error to an acceptable level),
we denote the k = 1, ...,M draws from the joint posterior distribution of θ by θ∗1, ...,θ∗M . Then,
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{g(θ∗1), g(θ∗2), . . . , g(θ∗M )} would be a set of M draws from the posterior distribution of g(θ).
To simplify notation here, we use {g∗1, ..., g∗M} to represent these draws. An estimate of g(θ)
can be taken as the median of the marginal posterior distribution for g(θ) and we estimate the
median of the marginal posterior distribution for g(θ) by computing the median of the set of
simulated values {g∗1, ..., g∗M}.
Similarly, the lower and upper limits respectively of a 90% credible interval for the scalar
function g(θ) are the 0.05 and 0.95 quantiles of the sorted set of simulated values {g∗1, ..., g∗M}.
As mentioned in Section 2.3.1, because this analysis uses diﬀuse prior distributions and has a
reasonably large sample size, the 95% credible interval found here provides a good approximation
to a frequentist 95% conﬁdence interval for the scalar function g(θ).
2.3.5 Model Selection and Comparison
Equation (2.2) gives rise to four possible models for the POD:
• Model A: Assumes that αL = 0 and αU = 1 are given
• Model B: Assumes that αL = 0 is given and αU is an unknown parameter
• Model C: Assumes that αU = 1 is given and αL is an unknown parameter
• Model D: Assumes that αL and αU are both unknown parameters with 0 ≤ αL < αU ≤ 1.
For any model, we deﬁne the marginal likelihood of the data y by
fk(y) =
ˆ
fk(y|θ)pi(θ)dθ, (2.5)
where k = A,B,C, orD. Here, fk(y|θ) is the likelihood function for the data y under model
k.
In a Bayesian framework, model comparison can be performed by computing ratios known
as Bayes Factors. For two competing models i and j, the Bayes Factor for comparing model i
to model j is
BFij =
fi(y)
fj(y)
, (2.6)
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where fk(y) is the marginal likelihood deﬁned by (2.5). Large values of the Bayes Factor would
provide evidence against model j, relative to model i. As has been mentioned in Section 2.3.4,
the Bayesian framework allows us to obtain draws from the joint posterior distributions of the
parameters θ(k) in model k. We denote these draws by θ(k)1,θ
(k)
2, . . . ,θ
(k)
M . The Weak
Law of Large Numbers ensures that for large M , ΣMl=1fk(y|θ(k)l)/M converges in probability
to fk(y). Thus (2.6) can be approximated by
BFij =
ΣMl=1fi(y|θ(i)l)
ΣMl=1fj(y|θ(j)l)
. (2.7)
Rules of thumb for choosing one model over another based on Bayes Factors are provided
in Kass and Raftery (1995) and are summarized in Table 2.2 below.
Table 2.2 Rules of thumb for using Bayes Factors in model selection
Bayes Factor BFij Strength of evidence against model j
< 1 None
1 to 3.2 Weak
3.2 to 10 Substantial
10 to 100 Strong
> 100 Decisive
Table 2.3 summarizes the values of the approximate Bayes Factor values obtained for various
model comparisons for the eddy current surface scan data and the corresponding conclusions.
From the results in Table 2.3, we conclude that Model D (the model suggested by Knopp and
Zeng (2013) for their hit-miss dataset) would be a reasonable model for our hit-miss data. We
will use this model in subsequent analyses.
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Table 2.3 Values of approximate Bayes Factors obtained for various model comparisons and
conclusions
Model Approximate Bayes Factor Conclusion
B vs A 0.904 Do not reject model A in favor of model B
C vs A 27.34 Strong evidence to reject model A in favor of model C
C vs D 0.596 Do not reject model D in favor of model C
2.4 Estimating the Conditional Probability of Detection for a Given
Crack, Operator and Setup
For a particular crack-operator-setup combination with log(crack length) x and crack loca-
tion z, the probability of detection is given by
POD(x) = αL + (αU − αL)Φlogis (α+ βx+ δz + τ + γ + ρ) . (2.8)
To obtain a Bayesian estimate of the POD at a particular size x as well as credible bounds for
the POD at a speciﬁed crack size x and location z, the values of
POD∗(x) = α∗Lk + (α
∗
Uk − α∗Lk)Φlogis
(
α∗k + β
∗
kx+ δ
∗
kz + τ
∗
ik + γ
∗
jk + ρ
∗
l(j)k
)
are computed for k = 1, ...,M , where the α∗Lk, α
∗
Uk, α
∗
k, β
∗
k, δ
∗
k, τ
∗
ik,γ
∗
jk and ρ
∗
l(j)k values are sample
draws from the marginal posterior distributions of αL, αU , α, β, δ, τi (for crack i), γj (for operator
j) and ρl(j) (for the lth setup of operator j) respectively. These M POD
∗(x) values are then
sorted from smallest to largest and the median, 5%, 95% values of the empirical distribution are
obtained. These would be, respectively, P̂OD(x), the point estimate of the POD at log (crack
length) x, and the lower 95% and the upper 95% credible bounds for the POD at log(crack
length) x for this particular crack-operator-setup combination (τi, γj , ρl(j)). The 95% lower and
95% upper credible bounds together give a 90% two-sided credible interval.
Repeating these computations over a range of values of x gives us an estimated POD curve
with credible bounds for this particular crack-operator-setup combination (τi, γj , ρl(j)). We can
then repeat this process for any other speciﬁc crack-operator-setup combination. Figure 2.3
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shows point estimates of the POD for diﬀerent operators and a particular crack with ID A4b as
a function of crack length. As we can see, the estimates for the POD in Sample A are smaller
than the estimates for the POD in Sample B for any given crack size. Henceforth, the analysis
will focus on cracks from Sample A, as there is only a small diﬀerence in the POD estimates
between the two samples. Figure 2.4 displays both point estimates and credible intervals for
the POD for particular operators 1807 and 16E2 and crack ID A4b.
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Figure 2.3 POD point estimates for diﬀerent operators and particular crack ID A4b (Sample
A and Sample B).
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Figure 2.4 Point estimates and credible intervals for the POD for operators 1807 and 16E2
and crack ID A4b (Sample A).
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2.5 Inference for Averaged POD Distributions
Section 2.4 introduced the concept of POD for speciﬁc crack-operator-setup combinations.
We note that for any randomly selected operator, log(crack length) x, and crack location z from
the population of operators and cracks, POD = αL+(αU −αL)Φlogis(α+βx+δz+τ +γ+ρ), is
a random variable because τ, γ and ρ are random. For most applications of POD, one would not
be interested in speciﬁc crack-operator-setup combinations (although we have seen applications
where there was a desire for separate POD curves for individual operators). Instead, one
would typically be interested in situations in which cracks and setups are random draws from a
population of cracks and setups and, in some cases, operators. We would like to make inferences
about the mean POD (averaging over many inspections) or perhaps some quantile of the POD
distribution. Usually, this would be a lower-tail quantile to indicate the chance of having an
operator-crack combination that might result in a poor POD for a crack of a given size.
2.5.1 Estimating the Conditional Probability of Detection for a Given Operator,
Averaged Over Cracks and Setups
Consider the random variable deﬁned by averaging over the distributions of cracks and setup
operations, but leaving operator to be random. That is,
h(γ) =
ˆ ∞
−∞
ˆ ∞
−∞
POD(x)fτ (τ)fρ(ρ)dτdρ
=
ˆ ∞
−∞
ˆ ∞
−∞
[αL + (αU − αL)Φlogis(α+ βx+ δz + τ + γ + ρ)] fτ (τ)fρ(ρ)dτdρ,
(2.9)
where fτ (τ) and fρ(ρ) are the N(0, σ
2
τ ) and N(0, σ
2
ρ) pdfs respectively. We call this random
variable the operator-random mean POD. Thus, h(γ) is the POD averaged over the population
of cracks and setups and is a function of the operator random eﬀect γ. For a particular operator
with eﬀect γo, with log(crack length) x and crack location z, we would like to estimate h(γo),
the conditional probability of detection for operator with eﬀect γo, averaged over the population
of cracks and setups, i.e.
h(γo) =
ˆ ∞
−∞
ˆ ∞
−∞
[αL + (αU − αL)Φlogis(α+ βx+ δz + τ + γo + ρ)] fτ (τ)fρ(ρ)dτdρ. (2.10)
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We obtain a Bayesian estimate of h(γo) at a particular size x as well as credible bounds for the
POD at a speciﬁed size x and crack location z by ﬁrst computing the values of
h(γo)
∗ =
ˆ ∞
−∞
ˆ ∞
−∞
[α∗Lk + (α
∗
Uk − α∗Lk)Φlogis (α∗k + β∗kx+ δ∗kz + τ + γ∗ok + ρ)] fτ (τ)fρ(ρ)dτdρ
for k = 1, ...,M , where the α∗Lk, α
∗
Uk, α
∗
k, β
∗
k, δ
∗
k and γ
∗
ok values are sample draws from the
marginal posterior distributions of αL, αU , α, β, δ and γo (for operator o) respectively. TheseM
h(γo)
∗ values are then sorted from smallest to largest and the median, 0.05, and 0.95 quantiles
of the empirical distribution are obtained. These would be, respectively, the point estimate of
the conditional POD at log(crack length) x, and the lower 95% and the upper 95% credible
bounds for the conditional POD at log(crack length) x for this particular operator o. The 95%
lower and 95% upper credible bounds together give a 90% two-sided credible interval.
We repeat these computations over a range of values of x to obtain the conditional POD
curve for operator with eﬀect γo. Figure 2.5 displays both point estimates and credible intervals
for particular operators 1807 and 16E2.
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Figure 2.5 Point estimates and credible intervals for the conditional operator POD for opera-
tors 1807 and 16E2 (Sample A).
It should be noted that the conditional POD curves in Figure 2.5 are considerably diﬀerent
from the conditional POD curves in Figure 2.4 due to the fact that they are estimating diﬀerent
quantities. The conditional POD in Section 2.4 is the POD conditional on a speciﬁc operator,
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crack and setup. In particular, crack A4b is a crack of average length in the set of cracks,
making it easier to be detected. The conditional POD in Section 2.5.1 is the POD conditional
on a speciﬁc operator, but averaging over the population of cracks and setups.
2.5.2 Quantiles of the POD Distribution
Consider the random variable deﬁned by averaging over the distributions of cracks and setup
operations in (2.9). The p-quantile of the operator-random mean POD distribution for a given
x = log(crack length) and crack location z, denoted by gp(x), can be found by evaluating
gp(x) =
ˆ ∞
−∞
ˆ ∞
−∞
[
αL + (αU − αL)Φlogis(α+ βx+ δz + σγΦ−1nor(p) + τ + ρ)
]
fτ (τ)fρ(ρ)dτdρ,
(2.11)
where Φ−1nor(p) is the p-quantile of the N(0, 1) distribution. The derivation of this result is
given in Appendix 2.8.1. Obtaining the Bayesian estimate and credible bounds for gp(x) is
achieved by the same process described in Section 2.5.3 using the function gp(x) instead of
g(αL, α, β, δ, στ , σγ , σρ, x, z). Again, repeating the computations over a range of values of x
would give us estimates of the quantiles of the POD distribution (and credible bounds for these
quantiles) as a function of log(crack length) x. Figure 2.6 shows the logistic model Bayes'
estimates of the 0.05, 0.10 and 0.50 quantiles of the POD distribution as a function of crack
length for Sample A. For example, we estimate that in 5% of the inspections conducted in an
inspection process similar to the Have Cracks, Will Travel study, the actual POD function
would be smaller than the .05 quantile.
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Figure 2.6 Logistic model point estimates of the 0.05, 0.10 and 0.50 quantiles of the POD
distribution.
Figure 2.7 shows Bayes' estimates and 95% lower and 95% upper credible bounds for the
0.05 quantile of the POD distributions as a function of crack length for Sample A. For example,
we are approximately 95% conﬁdent that the 0.10 quantile of the POD distribution is within
the interval (0.45, 0.8) when the crack length is 1 inch.
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Figure 2.7 Bayes' estimates and 95% lower and 95% upper credible bounds for the 0.10 quantile
of the POD distribution.
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2.5.3 Mean of the POD Distribution
As shown in Appendix 2.8.1, the mean of the POD distribution (averaging over all of the
random eﬀects) for a given log(crack length) x and crack location z can be expressed as
g(αL, αU , α, β, δ, στ , σγ , σρ, x, z) = 1−
ˆ αU
αL
Φnor
Φ−1logis
(
s−αL
αU−αL
)
− α− βx− δz√
σ2τ + σ
2
γ + σ
2
ρ
 ds (2.12)
where Φnor(ζ) =
´ ζ
−∞
1√
2pi
e−
1
2
t2dt is the standard normal (Gaussian) cumulative distribution
function, used here due to the normal distribution assumption for the random eﬀects. For
given values of the parameters and log(crack length) x, (2.12) can be evaluated using numerical
integration.
To obtain a Bayesian estimate of the mean of the POD distribution at speciﬁed size x as
well as credible bounds for the mean POD at size x, the values of
g∗k = g
[
α∗Lk, α
∗
Uk, α
∗
k, β
∗
k, δ
∗
k, (σ
∗
τ )k ,
(
σ∗γ
)
k
,
(
σ∗ρ
)
k
, x, z
]
are computed for k = 1, ...,M , where the α∗Lk, α
∗
Uk, α
∗
k, β
∗
k, δ
∗
k, (σ
∗
τ )k ,
(
σ∗γ
)
k
and
(
σ∗ρ
)
k
values
are draws from their respective posterior distributions. These g∗k values are again sorted from
smallest to largest and the median, 0.05, and 0.95 quantiles of the empirical distribution are
obtained. These would be, respectively, the point estimate of the mean POD at log(crack
length) x, the lower 95% and the upper 95% credible bounds for the mean POD at size x.
Again, the 95% lower and 95% upper credible bounds together give a 90% two-sided credible
interval. Figure 2.8 shows estimates and credible bounds for the mean POD for Sample A.
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Figure 2.8 Mean of the POD distribution with credible bounds.
2.6 Conclusion
Some NDE applications report inspection data in binary (hit-miss) form. A common metric
for an inspection procedure's performance is the POD. Diﬀerent sources of variability in the
inspection process suggest that we model the POD as a random variable. That is, due to
diﬀerences in factors such as operator and crack morphology, the POD for a crack of a given
size may vary from inspection to inspection. For some applications, especially when safety
is involved, treating POD as random from operator to operator might be more appropriate.
We model the random POD using a generalised linear mixed model whose parameters can be
estimated from the binary data. Standard methods to estimate POD summarise the resulting
POD distribution by reporting an estimate of the POD mean (averaged over all sources of
variability such as operator and crack morphology). In this paper, we show how to compute
estimates of quantiles of the POD distribution. Both the mean and quantiles of the POD
distribution are relatively complicated functions of the model parameters. For this reason,
estimates and credible intervals are computed within a Bayesian framework with diﬀuse prior
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information. Figure 2.9 shows Bayes' estimates and credible limits for the mean of the POD
distribution and the 0.10 quantile of the POD distribution as a function of crack length. We
see considerable diﬀerences in these two summaries of the POD distribution. Each of these
summaries answers diﬀerent questions regarding the POD. Of course, the estimates and credible
limits for the Mean POD are higher than those for the 0.10 quantile of the POD distribution
because the 0.10 quantile is a lower quantile of the POD distribution while the Mean POD is
closer to the center of the POD distribution.
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Figure 2.9 Bayes' estimates and credible limits for the mean of the POD distribution and the
0.10 quantile of the POD distribution
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2.8 Appendix
2.8.1 Derivation of Mean of POD Distribution
As described in Section 2.2.3, the POD function is random due to the random eﬀects τ , γ
and ρ. Thus, the POD at a given log(crack length) x can be expressed as S ≡ POD(x, τ, γ, ρ).
Because αL ≤ POD ≤αU , we have
Pr(S < s) =

0
1
s < αL
s ≥ αU
.
For αL ≤ s ≤ αU , we have
Pr(POD < s) = Pr(αL + (αU − αL)Φlogis(α+ βx+ δz + τ + γ + ρ) < s)
= Pr
(
α+ βx+ δz + τ + γ + ρ < Φ−1logis
(
s− αL
αU − αL
))
= Pr
 τ + γ + ρ√
σ2τ + σ
2
γ + σ
2
ρ
<
Φ−1logis
(
s−αL
αU−αL
)
− α− βx− δz√
σ2τ + σ
2
γ + σ
2
ρ

= Φnor
Φ−1logis
(
s−αL
αU−αL
)
− α− βx− δz√
σ2τ + σ
2
γ + σ
2
ρ
 . (2.13)
Note that Φlogis and Φ
−1
logis are the generic (e.g., for either the logit or probit models) standard
cdf and standard quantile functions, respectively, corresponding to the binary regression model.
The Φnor in (2.13) arises because of the linear combination of the normally distributed random
eﬀects τ , γ and ρ. Under the assumption of mutual independence between the random eﬀects
τ , γ and ρ,
τ + γ + ρ√
σ2τ + σ
2
γ + σ
2
ρ
∼ N(0, 1). (2.14)
Thus, from (2.13),
Pr(POD < s) = FS(s) = Φnor
Φ−1logis
(
s−αL
αU−αL
)
− α− βx− δz√
σ2τ + σ
2
γ + σ
2
ρ
 (2.15)
for αL ≤ s < αU . The mean POD can be expressed as
E(S) =
ˆ αU
αL
s
d
ds
FS(s)ds = 1−
ˆ αU
αL
FS(s)ds
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= 1−
ˆ αU
αL
Φnor
Φ−1logis
(
s−αL
αU−αL
)
− α− βx− δz√
σ2τ + σ
2
γ + σ
2
ρ
 ds = g(αL, αU , α, β, δ, στ , σγ , σρ, x, z).
2.8.2 Derivation of p-quantile of Operator-Random Mean POD
From (2.9), we have the operator-random mean POD given by
h(γ) =
ˆ ∞
−∞
ˆ ∞
−∞
[αL + (αU − αL)Φlogis(α+ βx+ δz + τ + γ + ρ)] fτ (τ)fρ(ρ)dτdρ.
To obtain an expression for the p-quantile of the distribution of the random variable h(γ), we
proceed as follows. Using the fact that γ ∼ N(0, σ2γ), we know that
Pr
(
γ
σγ
≤ Φ−1nor(p)
)
= p,
where Φ−1nor(p) is the p-quantile of the N(0, 1) distribution. Thus,
Pr(h(γ) ≤ h(zpσγ)) = p,
because h(·) is a non-decreasing function. Thus, the p−quantile of the operator-random mean
POD distribution is
gp = h(zpσγ)
=
ˆ ∞
−∞
ˆ ∞
−∞
[
αL + (αU − αL)Φlogis(α+ βx+ δz + σγΦ−1nor(p) + τ + ρ)
]
fτ (τ)fρ(ρ)dτdρ,
which is a function of the parameters αL, αU , α, β, δ, σγ , στ , and σρ.
2.8.3 Likelihood and Posterior Distribution Deﬁnition
From (2.13), we have POD(x) = αL + (αU − αL)Φlogis (α+ βx+ δz + τ + γ + ρ). We note
that the hit-miss observation Yi (conditional on τi, γi and ρi) is Bernoulli(POD(xi)). Hence,
the likelihood for observation i is
Pr(Yi = yi|γi, τi, ρi) = [POD(xi)]yi [1− POD(xi)]1−yi ,
where POD(xi) is deﬁned in (2.13). We also have that τi ∼ N(0, σ2τ ) are iid, γi ∼ N(0, σ2γ) are
iid and ρi ∼ N(0, σ2ρ) are iid, with all these random variables being mutually independent. We
write y = (y1, ..., yn) with similar deﬁnitions for the random vectors τ , γ and ρ. We then have
f(y|τ ,γ,ρ) = Πni=1 Pr(Yi = yi|τi, γi, ρi).
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The Bayesian method puts a joint prior distribution on the parameter vector
θ = (αL, αU , α, β, δ, σ
2
τ , σ
2
γ , σ
2
ρ)
′. The joint pror distribution is denoted by pi(θ). It is important
to note that θ is not really random in nature but that the joint prior probability distribution
expresses our knowledge about θ before the data have been collected and observed.
From Bayes' theorem, the conditional distribution of αL, αU , α, β, δ, σ
2
τ , σ
2
γ , τ, γ, ρ given the
data y has a posterior distribution
g(α, β, δ, σ2τ , σ
2
γ , τ ,γ,ρ|y) ∝ f(y|τ ,γ,ρ, α, β, δ)f(τ |σ2τ )f(γ|σ2γ)f(ρ|σ2ρ)pi(θ). (2.16)
g(α, β, δ, σ2τ , σ
2
γ , τ ,γ,ρ|y) expresses our knowledge of θ, τ, γ and ρ after the information in pi(θ)
and the observed data have been combined.
2.8.4 MCMC Details
Modern Bayesian analysis is conducted by using a Monte Carlo method to generate samples
(or draws) from the joint posterior distribution. The Markov-Chain Monte Carlo (MCMC)
procedure provides a versatile method to obtain draws from the posterior distribution in (2.16)
without actually having to ﬁnd the normalizing constant corresponding to (2.16). See Pages
353-356 of Bernardo and Smith (2000) for details.
Consider a function h(.) that is proportional to the full conditional density
g(αL, αU , α, β, δ, σ
2
τ , σ
2
γ , σ
2
ρ, τ ,γ,ρ|y).
Writing the vector η = (αL, αU , α, β, δ, σ
2
τ , σ
2
γ , σ
2
ρ, τ ,γ,ρ)
′, we deﬁne
h(η) = f(y|τ ,γ,ρ, α, β, δ)f(τ |σ2τ )f(γ|σ2γ)f(ρ|σ2ρ)pi(θ). (2.17)
In our particular dataset, η is a vector of length 362 since there are 95 cracks, 124 operators,
135 setups and the 8 other parameters. To illustrate the MCMC procedure, we name the
components of η = (αL, αU , α, β, δ, σ
2
τ , σ
2
γ , σ
2
ρ, τ ,γ, ρ)
′ as η = (η1, η2, ..., η362)′.
We begin with a vector of starting values for η, η0 = (η01, η
0
2, ..., η
0
362)
′. For j = 1, 2, ...,
• sample ηj1 from h(·, ηj−12 , ηj−13 , ..., ηj−1362 )
• sample ηj2 from h(ηj1, ·, ηj−13 , ..., ηj−1362 )
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• sample ηj3 from h(ηj1, ηj2, ·, ηj−14 , ..., ηj−1362 )
...
• sample ηj361 from h(ηj1, ηj2, ..., ηj360, ·, ηj−1362 )
• sample ηj362 from h(ηj1, ηj2, ..., ηj361, ·)
We then update ηj−1to ηj . For some large integers B and N with B  N , we repeat this
process, thus producing the set of vectors {η0,η1, ...,ηB,ηB+1, . . . ,ηN}. Disregarding the ﬁrst
B iterations (to reduce the possible transient eﬀects of a poorly chosen starting vector), the set
{ηB+1, . . . ,ηN}is a sample of size M = N −B from the posterior distribution in (2.16).
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CHAPTER 3. BAYESIAN HIT-MISS DATA NONDESTRUCTIVE
INSPECTION TEST PLANNING
Yew-Meng Koh and William Q. Meeker
Abstract
Although some useful general guidelines exist for planning nondestructive evaluation stud-
ies, statistical tools provide more deﬁnitive guidance and to allow comparison among diﬀerent
proposed study plans. It is possible to obtain expressions for estimation precision (e.g., giving
the relative width of a conﬁdence interval), providing an objective means for assessment and
comparison of alternative test plans. One diﬃculty is that estimation precision depends on the
unknown actual underlying POD function. Engineers generally have some information about
the true POD function, based on some combination of knowledge of the physics behind the
inspection method or previous experience with the inspection method, but such information is
not precise. If such imprecise information can be described by a probability distribution, it is
natural to use a Bayesian method to do the test planning. In this paper we present Bayesian
methods to ﬁnd optimum test plans. Although the optimum plans have practical deﬁcien-
cies, they provide insight for developing statistically eﬃcient compromise plans that are also
developed in our work.
Keywords: Binary regression; Nondestructive inspection; Probability of detection; Optimum
test plan.
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3.1 Introduction
3.1.1 Background and Motivation
Nondestructive evaluation is widely used to determine the in-service state of components
and structures or the quality of raw materials and components within manufacturing processes.
Probability of detection (POD) is an important inspection-capability metric. Usually, POD is
estimated on the basis of a POD study, in which a collection of specimens containing ﬂaws (e.g.,
cracks) of varying sizes is inspected. Commonly asked questions are: How many specimens are
needed? and What size cracks should be used? The answers to these questions depend on
several factors, including sources and amounts of variability in the inspection process and the
degree of precision needed for the POD estimate.
3.1.2 Related Work
Some general guidelines for designing hit-miss POD studies are given on Page 24, Section
4.5.1.2 of MIL-HDBK-1823A (2009). Annis and Gandossi (2012) look at the eﬀect of sam-
ple size in the design of hit-miss POD studies. They use simulation studies to develop and
assess guidelines regarding sample size choice in these designs. Both of these approaches (MIL-
HDBK-1823A (2009) and Annis and Gandossi (2012)) use the classical approach which assumes
knowledge of the model parameters. Related work in the classical approach to designing binary
regression experiments can be found in Finney (1978) and Minkin (1987).
A Bayesian approach to experimental design assigns a prior distribution to the parameters
and has been studied by various authors. Freeman (1970) uses a Bayesian approach to ﬁnd op-
timal three-point designs for the one-parameter logistic distribution model. Tsutakawa (1972)
shows how a Bayesian approach can be used to ﬁnd optimal designs for one-parameter logis-
tic regression models. Tsutakawa (1980) expands on Tsutakawa (1972) and speciﬁes optimal
three-point designs for two-parameter logistic regression models. Chaloner and Larntz (1989)
proposed a Bayesian approach to optimum design of logistic regression studies, using a prior
distribution in place of parameter planning values. Sun and Tsutakawa (1997) look at Bayesian
design for dose-response curves which minimize the Bayes risk.
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In this paper, we also use a Bayesian approach in a more general binary regression model
that would also allow the use of prior information for inference. We focus particularly on the
important test-planning problem of designing a hit-miss nondestructive inspection to estimate
the probability of detection and compare such plans with more practical optimized compromise
test plans.
3.1.3 Overview
Section 2 reviews the binary regression model for hit-miss inspection data. Section 3 speciﬁes
the prior distributions that are used to quantify the uncertainty in model parameter planning
information. Section 4 gives details of how test plans which adhere to diﬀering sets of con-
straints can be found by using the Bayesian framework. Section 5 illustrates the generation and
evaluation of these diﬀerent test plans with a number of examples. In order to obtain insight
into the eﬀect of having diﬀerent amounts of precision in available planning information, we use
four examples with diﬀerent speciﬁcations. Section 6 summarizes the similarities, diﬀerences
and advantages/disadvantages of the various proposed test plans. Finally, the Appendix pro-
vides details of the derivation of certain results. It also contains numerical details of each of the
designs considered in the examples of Section 5.
3.2 Hit-Miss Response Model and Likelihood Estimation
3.2.1 Binary Regression Model
Let Y denote a binary random variable, with
Y =

1
0
for a hit
for a miss
.
We denote the probability of a hit at log ﬂaw size x by
POD(x) = Pr[Y = 1|x] = Φ(γ0 + γ1x)
where Φ(ζ) is generally taken to be the standard cumulative distribution function (cdf) of a
location-scale distribution. Note that the log transformation on ﬂaw size is often, but not
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always, used in applications. In our development, we will assume the log transformation is
being used. For example, for the commonly used logit binary regression model,
Φlogis(ζ) =
exp(ζ)
1 + exp(ζ)
. (3.1)
For the probit binary regression model,
Φnor(ζ) =
ˆ ζ
−∞
1√
2pi
exp
(
− t
2
2
)
dt
is the standard normal cumulative distribution function. The binary linear regression model
can also be expressed as a linear function of the covariate variable x (e.g., log ﬂaw size) by
h [POD(x)] = γ0 + γ1x (3.2)
where the function h(p) = Φ−1(p) is an inverse cdf and is known as a link function.
In this paper, we will use the logit link function because it is more commonly used in NDE
applications. More details can be found in Appendix G, Section G.4.1 of MIL-HDBK-1823A
(2009). One can estimate the parameters γ0 and γ1 in the generalized linear model speciﬁed by
(3.2) via maximum likelihood (ML) estimation. We use a ﬂourescent-penetrant hit-miss dataset
found in Table 1 of Olin and Meeker (1996) to obtain planning values that we will use as inputs
for planning a similar study. The following Figure 3.1 shows POD vs ﬂaw size (in inches) for
the given values of γ0 = 7.47 and γ1 = 2.19 estimated from example hit-miss data (0 ≡ miss, 1
≡ hit) from Olin and Meeker (1996).
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Figure 3.1 POD vs log ﬂaw size. Also shown are the hitmiss data (0 ≡ miss, 1 ≡ hit)
3.2.2 Data Setup and Likelihood
Suppose we have k distinct ﬂaw sizes and ni ≥ 1 ﬂaws at each size xi. Data from a POD
study in which each specimen is inspected once would provide n = n1+ ...+nk binary responses
(Yij), where i = 1, ..., k and j = 1, ..., ni. Letting θ = (γ0, γ1)
′ be the vector of parameters in
this model, we have the logistic regression model
log
[
POD(xi)
1− POD(x)
]
= γ0 + γ1xi. (3.3)
From (3.1) and (3.3), we can rewrite the probability of detection of a ﬂaw with log ﬂaw size
x as
POD(x) = Φlogis(γ0 + γ1x). (3.4)
Because the Yij values are assumed to be independent Bernoulli(POD(xi)) random variables,
the likelihood function for the data is
L(θ) = f(y|γ0, γ1) = Πki=1Πnij=1 [POD(xi)]yij [1− POD(xi)]1−yij , (3.5)
where yij is the realized value of the random variable Yij . The logit-model likelihood can also
be expressed as
L(θ) = Πki=1Π
ni
j=1
[
eγ0+γ1xi
1 + eγ0+γ1xi
]yij [ 1
1 + eγ0+γ1xi
]1−yij
. (3.6)
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The maximum likelihood estimates γ̂0 and γ̂1 are those values of the parameters that maximize
(3.6). This likelihood function is used in the computation of the Fisher Information Matrix, as
shown in Appendix 3.8.1.
We deﬁne x[p] as the log ﬂaw size that will be detected with POD p. When p = 0.90,
exp
(
x[0.90]
)
is denoted by a90, which is a commonly-used scalar metric to describe inspection
capability. The value of x[p] can be found by solving Φlogis
(
γ0 + γ1x[p]
)
= p for x[p]. From (3.4),
the log crack size that will be detected with POD p (0 < p < 1) is
x[p] =
Φ−1logis(p)− γ0
γ1
, (3.7)
where Φ−1logis(p) is the p-quantile of the standard logistic distribution.
3.3 Prior Speciﬁcation
3.3.1 Parameterization
The statistical properties of a proposed test plan will depend on the values of the model
parameters. Thus, in order to evaluate and optimize a proposed test plan, it is required to
provide planning information for the model parameters. We quantify our knowledge of the
model parameters with a joint prior probability distribution for the model parameters. We
assume that we have imprecise information (e.g., from previous experience) regarding
• The ﬂawsize at which POD is 0.5 (known as a50), and
• The slope parameter γ1 in (3.3). From (3.7), we can interpret 1/γ1 as the increase in log
ﬂawsize when POD is increased from 0.5 to 0.73.
We note from (3.7) that γ0 = −γ1log (a50) is a function of the parameters a50 and γ1.
We will place prior distributions on the parameters a50 and γ1 reﬂecting our knowledge
about the values of these parameters in a speciﬁc application where POD is of interest. We use
a50 and γ1 because
• They are parameters for which prior information can more easily be elicited, relative to
γ0 and γ1 from (3.2).
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• Information about a50 and γ1 can be assumed to be approximately independent, making
it possible to specify a joint prior distribution by simply specifying marginal distributions
for each parameter.
Consequently, we reparameterize (3.4) in terms of a50 and γ1. As a result, the expression for
the Fisher Information matrix involves the parameters a50 and γ1 [see (3.23) in Appendix 3.8.1].
Then (3.4) is expressed as follows:
POD(x) = Φlogis
[
Φ−1logis(0.5) + γ1 (x− log(a50))
]
= Φlogis [γ1 (x− log(a50))] .
(3.8)
It should be noted that because prior information is needed for both the test planning and
inference stages in our technical development, we will allow for the possibility of using two
potentially diﬀerent prior distribution speciﬁcations for these purposes (i.e. a planning prior
and an inferential prior). This is justiﬁed because those who plan and conduct the POD
experiment have diﬀerent risk functions than those who are subject to the eﬀects of inference
from the results of the study. See Section IIIC of Shi and Meeker (2012) and references provided
there for more details.
3.3.2 Inferential Prior Distributions
We denote the variance-covariance matrix of the inferential prior distribution of ψ′ =
(log (a50) , γ1)
′ by S, i.e.
S = Var
 log (a50)
γ1
 =
 Var (log (a50)) Cov (log (a50) , γ1)
Cov (γ1, log (a50)) Var(γ1)

=
 Var (log (a50)) 0
0 Var(γ1)
 . (3.9)
Because it is reasonable to assume that the inferential prior information regarding a50 and γ1
is approximately independent, the covariance terms in the S matrix are zero.
Equivalently, the precision matrix of the inferential prior distribution is given by S−1. We
note that if a diﬀuse inferential prior is desired, the matrix S−1 will be set to be the zero matrix.
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3.3.3 Eliciting Information for Planning Prior Distributions
As mentioned previously, the amount of information one has about the parameters is re-
ﬂected in the spread of the prior distributions which are assigned to the parameters. We note,
however, that the planning priors we use cannot be too diﬀuse as that can cause instabilities in
the optimization process. The lognormal distribution was chosen for the prior distributions of
a50 and γ1 because the support of a lognormal distribution respects the range of possible values
a50 and γ1 can take (all positive real numbers). Information regarding γ1 will be elicited in the
same way as for a50. Here, the parameter a50 is used as an example.
Two numbers La50 and Ua50 are elicited as the range of possible values for a50, where this
range is deﬁned such that Pr(La50 < a50 < Ua50) = 0.99. The 0.99 is somewhat arbitrary, but
we have found it to be a useful choice.
Pr(La50 < a50 < Ua50) = 0.99
Pr
[
log (La50)− E [log (a50)]
SD [log (a50)]
<
log (a50)− E [log (a50)]
SD [log (a50)]
<
log (Ua50)− E [log (a50)]
SD [log (a50)]
]
= 0.99
.
Thus, we can take
log (Ua50)− E [log (a50)]
SD [log (a50)]
= Φ−1nor(0.995)
log (La50)− E [log (a50)]
SD [log (a50)]
= Φ−1nor(0.005)
,
and solve these equations to obtain
E [log(a50)] =
[
Φ−1nor(0.995)
]
log (La50)−
[
Φ−1nor(0.005)
]
log (Ua50)
Φ−1nor(0.995)− Φ−1nor(0.005)
SD [log(a50)] =
log (Ua50)− log (La50)
Φ−1nor(0.995)− Φ−1nor(0.005)
.
Here Φ−1nor(p) is the p-quantile of the standard normal distribution.
If the interval [La50 , Ua50 ] is relatively narrow, we say that we have moderately informative
information on a50. If the interval [La50 , Ua50 ] is relatively wide, we say that we have weakly
informative information on a50. The elicited information in the form of the numbers La50 and
Ua50 make it possible for us to determine E[log(a50)] and SD[log(a50)]. Values of Lγ1 and Uγ1
are similarly obtained, leading to the values of E (log(γ1)) and SD (log(γ1)).
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3.4 Bayesian Test Plans
The objective of this section is to show how to ﬁnd good POD test plans. We would like
to determine an experimental design, D (i.e., a speciﬁcation of the number of levels k at which
specimens are placed and how many specimens are placed at each level (i.e., the ni values for
i = 1, . . . , k) which optimizes some particular estimation criterion. We start with true optimum
plans, but then present and study more practical compromise plans which optimize subject to
practical constraints.
Generally, optimum test plans are not practical. Optimum test plans, however, are valuable
because they provide a benchmark for the best plan under ideal conditions and they provide
insight into how to plan a practical compromise test plan with good statistical properties.
Optimized compromise plans can be obtained by using constraints to make a test plan practical.
Also, optimum test plans suggest useful test-planning heuristics.
3.4.1 Optimization Criterion
A reasonable criterion for a good test plan is one that minimizes the variability of the
estimator of x[p], the ﬂawsize which is detected with probability p, for some given value of p.
From (3.7), we see that x[p] is a function of the model parameters. Given the design D and the
data t, the approximate posterior variance of the ML estimator of x[p] can be expressed as
c′Varψ|t,D(ψ)c (3.10)
where c′ =
(
1, −Φ−1logis(p)/ [E (γ1)]2
)
and ψ′ = (log(a50), γ1) is the vector of parameters. Here,
Varψ|t,D(ψ) is the variance-covariance matrix of the posterior distribution of ψ, given the design
D and the data t. See Appendix 3.8.2 for a derivation of Varψ|t,D(ψ). Note that (3.10) depends
on the unobserved data t. Thus, a reasonable criterion would be to choose a design D that
minimizes the expected value of (3.10) over all possible data:
C(D) = Et|D
[
c′Varψ|t,D(ψ)c
]
. (3.11)
Berger (1985) gives an approximation for Varψ|t,D(ψ) in terms of the variance-covariance matrix
S of the inferential prior distribution of ψ (given by (3.9)) and the Fisher Information matrix
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(FIM) for a given design D:
Varψ|t,D(ψ) ≈
[
S−1 + Îψ(D)
]−1
, (3.12)
where Iψ(D) is the FIM given by
Iψ(D) =
 E
(
− ∂2L(ψ)
∂(log(a50))
2
)
E
(
− ∂2L(ψ)∂log(a50)∂γ1
)
E
(
− ∂2L(ψ)∂log(a50)∂γ1
)
E
(
−∂2L(ψ)
∂γ21
)
 , (3.13)
and Îψ(D) is Iψ(D) evaluated at the estimate of ψ. A derivation and computing formulas are
given in Appendix 3.8.1.
Furthermore, when the total number of specimens n is large, we have another approximate
result
C(D) ≈
ˆ
c′
[
S−1 + Iψ(D)
]−1
c dω(ψ), (3.14)
where ω(ψ) is the planning prior distribution of ψ (details for this approximation are found in
Zhang and Meeker (2006)). Thus, (3.11) can be approximately evaluated using (3.14), avoiding
the need for evaluating (3.11) at all possible observable data vectors t. Also, we have an
approximate expression for the variance of the posterior distribution of x[p], Var
(
x[p]|t, D
)
,
given by
Var
(
x[p]|t, D
) ≈ c′
 Var(log(a50)|t, D) Cov(log(a50), γ1|t, D)
Cov(log(a50), γ1|t, D) Var(γ1|t, D)
 c , (3.15)
where again c′ =
(
1, −Φ−1logis(p)/ [E(γ1)]2
)
. The derivation of this result is given in Appendix
3.8.2. Let
flog(a50),γ1(log(a50), γ1) = flog(a50)(log(a50))fγ1(γ1) (3.16)
denote the the joint pdf of ψ = (log(a50), γ1)
′ where flog(a50)(log(a50)) is the pdf of log(a50) and
fγ1(γ1) is the pdf of γ1. Thus, via the approximation given by (3.12) and the joint pdf (3.16),
the integral (3.14) becomes
C(D) ≈
ˆ ∞
0
ˆ ∞
−∞
a′
[
S−1 + Iψ(D)
]−1
a flog(a50),γ1(log(a50), γ1)dlog(a50)dγ1, (3.17)
where a′ =
[
1, −Φ−1logis(p)/γ21
]
, S is the variance-covariance matrix of the inferential prior
distribution for ψ given in (3.9) and Iψ(D) is given in (3.13).
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A Wald-based approximate conﬁdence interval for x[p] is given by xˆ[p] ± z1−α/2
√
Var
(
xˆ[p]
)
,
where z1−α/2 is the upper α/2 quantile of the standard normal distribution. The actual ﬂawsize
that is detected with POD p, ap, is given by ap = exp
(
x[p]
)
. Therefore, Wald-based approximate
upper and lower conﬁdence limits for a[p] are given by[
exp
(
xˆ[p]
)
exp
(
z1−α/2
√
Var
(
xˆ[p]
))
, exp
(
xˆ[p]
)
/ exp
(
z1−α/2
√
Var
(
xˆ[p]
))]
.
The R-precision factor (the ﬁgure of merit for a design) is then deﬁned as
R = exp
(
z1−α/2
√
Var
(
xˆ[p]
))
(3.18)
and is a measure of the precision with which ap is estimated. In this paper, we use the approx-
imate expected posterior variance of x[p] [from (3.14)] as an approximation for Var
(
xˆ[p]
)
in the
computation of R.
3.4.2 Optimum Test Plans
When the probabilistic model for the data is linear in the parameters and when one is
interested in an optimum design (one which optimizes a particular criterion of interest), the
number of distinct experimental levels (ﬂaw sizes in our application) in the optimum design is
equal to the number of unknown parameters in the model. However, because the model we have
in this paper is non-linear and we are not using point priors, this result does not necessarily
hold. See Section 4 of Chaloner and Larntz (1989) for further discussion of this point.
Denote the total number of specimens by n and the total number of ﬂawsizes at which
specimens will be placed by k. For each value of k ≥ 2, we determine the
• k diﬀerent log ﬂawsizes, and the
• proportion of specimens placed at each of the k log ﬂawsizes
that minimize (3.14).
The search for the optimum design [i.e., one that minimizes (3.14)] will proceed according
to the following algorithm:
1. Choose a value of n (total sample size).
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2. Begin with k = 2 levels. The log ﬂawsizes x1 and x2 and the allocation proportions pi1
and pi2 which minimize (3.14) are determined.
3. For k = 2 levels, the optimum log ﬂawsizes x
[k=2]
1 and x
[k=2]
2 and the corresponding
allocation proportion pi
[k=2]
1 and pi
[k=2]
2 = 1− pi[k=2]1 is determined. We denote the vector
of optimum log ﬂawsizes
(
x
[k=2]
1 , x
[k=2]
2
)
by x[k=2] and the vector of optimum allocations(
pi
[k=2]
1 , pi
[k=2]
2
)
by pi[k=2].
4. This process is repeated for increasing integer values of k (k = 3, 4, . . . ).
5. For a particular value k = K+ 1 (K ≥ 2), if it is found that C(D) [given by (3.14)] evalu-
ated at the vector of optimum log ﬂawsizes x[k=K+1] and optimum allocation proportions
pi[k=K+1] is larger than C(D) evaluated at the vector of optimum log ﬂawsizes x[k=K] and
optimum allocation proportions pi[k=K], the process is stopped.
6. The optimum number of levels in the design is then taken to be k∗ = K with optimum
log ﬂawsizes x[k
∗=K] and optimum allocation proportions pi[k
∗=K].
We note that the problem of ﬁnding the vectors x and pi for the design which minimizes (3.14)
is a constrained optimization problem with constraints:
x1 < x2 < · · · < xk
Σki=1pi1 = 1
0 ≤ pii ≤ 1 for i = 1, . . . , k.
(3.19)
We utilize the R package constrOptim to solve this constrained optimization problem. See the
Appendix 3.8.3 for an explicit listing of these constraints for the case where k = 3.
3.4.3 Compromise Test Plan
As mentioned at the beginning of Section 3.4, optimum plans have practical deﬁciencies so
it is necessary to ﬁnd compromise plans that meet practical constraints and that have good
statistical properties. For our compromise plans, we use the following additional constraints:
• The number of levels k is ﬁxed.
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• The specimens are allocated equally at each of the k ﬂawsizes (i.e., each ﬂawsize is assigned
a proportion 1/k of the available specimens).
• The specimens are equally spaced (with spacing ∆) on the log ﬂawsize scale.
Given these additional constraints, we would like to ﬁnd an optimized test plan, D. This test
plan will specify the log ﬂawsizes x1, x2, . . . , xk at which specimens should be placed, so that
(3.14) is minimized. Note that ﬁnding this compromise plan is a constrained optimization
problem with constraints:
x1 < x2 < · · · < xk
pii =
1
k
for i = 1, . . . , k (3.20)
xi − xi−1 = ∆ for all i = 2, 3, . . . , k.
Thus, there are two degrees of freedom in this optimization:
• The smallest log ﬂawsize x1 at which specimens should be placed
• The equal spacing ∆ between any two consecutive log ﬂawsizes.
Again, we utilize the R package constrOptim to solve this constrained optimization problem.
See the Appendix 3.8.4 for an explicit listing of these constraints for the case where k = 3.
3.5 Examples Using Diﬀerent Planning Prior Distributions
This section presents eight examples 1(a), 1(b) through 4(a), 4(b). Examples 1(a), 2(a),
3(a), and 4(a) have ﬂawsize of interest a50, while Examples 1(b), 2(b), 3(b), and 4(b) have
ﬂawsize of interest a90.
3.5.1 Prior Speciﬁcation
Each example assumes diﬀerent planning prior information on the a50 and γ1 parameters.
In all eight examples, the inferential prior information was taken to be diﬀuse for both a50 and
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γ1 parameters [i.e. using S
−1 = 0 in (3.17)] as would commonly be done in practice. This
approach is similar to that used in Chaloner and Larntz (1989).
Table 3.1 summarizes the four diﬀerent conﬁgurations of planning prior information used in
the examples.
Table 3.1 Planning priors for Examples
a50
Example Distribution La50 Ua50 E(a50) SD(a50) Description
1 Lognormal 0.01 0.05 0.0235 0.0075 Weakly informative
2 Lognormal 0.03 0.036 0.0329 0.00116 Moderately informative
3 Lognormal 0.01 0.05 0.0235 0.0075 Weakly informative
4 Lognormal 0.03 0.036 0.0329 0.00116 Moderately informative
γ1
Example Distribution Lγ1 Uγ1 E(γ1) SD(γ1) Description
1 Lognormal 1 3 1.772 0.382 Weakly informative
2 Lognormal 1 3 1.772 0.382 Weakly informative
3 Lognormal 2.1 2.3 2.198 0.0388 Moderately informative
4 Lognormal 2.1 2.3 2.198 0.0388 Moderately informative
For each example planning prior distribution, we found the true Optimum Plan and the
optimized Compromise Plan using the algorithms in Sections 3.4.2 and 3.4.3, respectively. In
each of the Examples 1(a) through 4(a) and 1(b) through 4(b), the total number of specimens
was n = 60. The range of values of x considered was wide enough that there would be no
allocations on or near the boundary under the assumed joint prior distribution. Also, the
optimized Compromise Plan was found assuming that the specimens would be allocated at
k = 60 locations. This would be in keeping with the original dataset in (Olin and Meeker
(1996)), which had n = 58 specimens.
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3.5.2 Verifying Optimality
We use the Generalized Equivalence Theorem (GET) to verify the optimality of our Opti-
mum Plans. As stated in Theorem 3.6 of Silvey (1980) (the Generalized Equivalence Theorem),
a design
D∗ =
 x
∗
1 x
∗
2 . . . x
∗
K
pi∗1 pi∗2 . . . pi∗K
which maximizes an objective function F (D) within the experimental region χ will satisfy
1. Fdd(D
∗, δx) ≤ 0 ∀ x ∈ χ
2. Fdd(D
∗, δx) = 0 ∀ x ∈ {x∗1, . . . , x∗K}.
(3.21)
Here, Fdd(D
∗, δx) is the directional derivative of F at D∗ in the direction of the degenerate
design δx (A degenerate design δx is a design which places all specimens at one ﬂaw size x).
The expression for Fdd(D
∗, δx) is given in Deﬁnition 3.5.2 of Silvey (1980).
The objective function in our context is F (D) = − ´ c′ [S−1 + Iψ(D)]−1 c p(ψ)dψ. F (D)
is the function we wish to maximize. For objective functions of this form, Shi and Meeker (2012)
give the directional derivative Fdd(D
∗, δx) as
Fdd(D
∗, δx) =
ˆ
c′
[
S−1 + Iψ(D∗)
]−1 [
S−1 + Iψ(δx)
] [
S−1 + Iψ(D∗)
]−1
c p(ψ)dψ + F (D∗)
(3.22)
and this form is also appropriate for our model. Figure 3.2 displays the directional derivatives
for all eight designs from the four examples. The plot shows that both of the conditions stated
in (3.22) are met for each design. In particular, the directional derivatives are zero at the points
of the optimal design and are less than zero at other points in the experimental region.
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Figure 3.2 Plot of directional derivatives vs log ﬂaw size
3.5.3 Display of the Optimum and Compromise Plans
Figures 3.3 through 3.6 show and compare the Optimum and Compromise Plan's POD at
their respective ﬂawsize locations and their respective allocation proportions for the case when
n = 60. In order to avoid having the speciﬁcation be scale dependent, the scale used to indicate
the location of the ﬂaws on the x-axis of Figures 3.3 through 3.6 is in units of POD at the given
level of ﬂaw size. We note that these POD values are calculated using (3.8), with E(log(a50)) and
E(γ1) taken as the values of the log(a50) and γ1 parameters. This would mean that specimens
would be placed at crack sizes with these POD values (if we assume that E(log(a50)) and E(γ1)
are the values of the log(a50) and γ1 parameters). A measure of the precision with which ap
is estimated, given by the R-precision factor in (3.18), is also computed and reported for each
design. The numerical levels of the Optimum Plan speciﬁcations are given in Table 3.2 in
Appendix 3.8.5 and the Compromise Plans are given in Table 3.3 in Appendix 3.8.6.
We recall that from (3.8), we have that POD(x) = Φlogis [γ1 (x− log(a50))]. As has been
mentioned, under the Bayesian framework, the parameters γ1 and a50 are assigned prior distri-
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butions. Hence, the POD under this framework also has a probability distribution. Figures 3.3
through 3.6 also show the lower 5% quantiles, the medians and the upper 5% quantiles of the
POD distributions as a function of the POD values for the prior distribution setups of Examples
1 through 4. These curves provide a representation of the assumed prior information for the
planning values for each example.
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Figure 3.3 Optimum and Compromise Plan POD at their respective ﬂawsize locations and
their respective allocation proportions for the case when n = 60. Also shown are
the respective R-precision factors for the corresponding design. The shaded bands
represent prior information, showing the lower 5% quantiles, the medians and the
upper 5% quantiles of the POD distributions as a function of the POD values for
the prior distribution setup of Example 1.
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Figure 3.4 Optimum and Compromise Plan POD at their respective ﬂawsize locations and
their respective allocation proportions for the case when n = 60. Also shown are
the respective R-precision factors for the corresponding design. The shaded bands
represent prior information, showing the lower 5% quantiles, the medians and the
upper 5% quantiles of the POD distributions as a function of the POD values for
the prior distribution setup of Example 2.
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Figure 3.5 Optimum and Compromise Plan POD at their respective ﬂawsize locations and
their respective allocation proportions for the case when n = 60. Also shown are
the respective R-precision factors for the corresponding design. The shaded bands
represent prior information, showing the lower 5% quantiles, the medians and the
upper 5% quantiles of the POD distributions as a function of the POD values for
the prior distribution setup of Example 3.
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Figure 3.6 Optimum and Compromise Plan POD at their respective ﬂawsize locations and
their respective allocation proportions for the case when n = 60. Also shown are
the respective R-precision factors for the corresponding design. The shaded bands
represent prior information, showing the lower 5% quantiles, the medians and the
upper 5% quantiles of the POD distributions as a function of the POD values for
the prior distribution setup of Example 4.
3.5.4 Some Observations About the Optimum Plans from Figures 3.3 through 3.6
Comparison of the diﬀerent optimum plans shows the following:
• In Example 1(b), the optimum test plan had k = 3 levels. This is due to the relatively
diﬀuse prior that was used for this example. In all the other examples, k = 2 levels was
optimum (see Appendix 3.8.5).
• The range of the optimum ﬂawsize locations decreases as the amount of information re-
garding the model parameters a50 and γ1 increases (compare Figures 3.3 through 3.6).
• For the case where estimating a50 is of interest, the optimal ﬂawsize placement locations
and their respective allocation proportions are symmetric around the POD = 0.5 location.
This is not surprising because the ﬂawsize of interest a50 is at the center of the distribution
and the logistic model is symmetric.
• For the case where estimating a90 is of interest, the optimal ﬂawsize placement locations
and their respective allocation proportions are no longer symmetric around the POD =
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0.5 location, with more ﬂawsize locations and higher allocation proportions at points with
POD closer to 0.9. This is not surprising because the ﬂawsize of interest is a90 and placing
more units in the upper part of the distribution is needed to optimize.
• For case (a), having little information about the a50 parameter results in a very wide
optimum specimen placement range. When more information about a50 is available, it
is possible to have a narrower optimal ﬂaw placement range (see Figure 3.6). This is
intuitive, because if the values of a50 and γ1 were known precisely, the optimum locations
would be at POD = 0.4 and POD = 0.6. When a50 and γ1 are not known precisely, the
levels need to be more spread out to assure that we have a mixture of hits and misses at
one or more levels.
• Conversely, for case (b), we see that the optimum ﬂaw placement range gets narrower
the more information one has about γ1 and this range is less aﬀected by the amount
of information one has about a50. This is due to the fact that for case (b), estimation
precision of a90 is the goal.
3.5.5 Some Observations About the Compromise Plans from Figures 3.3 through
3.6
Comparison of the diﬀerent compromise plans shows the following:
• The range of ﬂawsize locations decreases as the amount of information regarding the
model parameters a50 and γ1 increases. Again, when the amount of information about
a50 and γ1 is lower, the range of levels must be larger to assure that there is not complete
separation between misses and hits in the resulting data.
• For the case where estimating a50 is of interest, the ﬂawsize placement locations are
symmetric around the POD = 0.5 location. As with the optimum, this is not surprising
because the ﬂawsize of interest is a50.
• For the case where estimating a90 is of interest, the ﬂawsize placement locations are no
longer symmetric around the POD = 0.5 location; more ﬂawsize locations need to be
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allocated at points with POD closer to 0.9. This is not surprising because the ﬂawsize of
interest is a90.
Fig 3.7 shows R-precision factors for various Compromise Plans (with diﬀerent values of k). Also
shown are the R-precision factors for the Optimum Plan for each of the Examples 1 through 4.
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Figure 3.7 R-precision factors for various Compromise Plans. The points indicate the
R-precision factor for the Optimum Plan for each Example
• We see that the improvement in performance of the Compromise Plan tails oﬀ with in-
creasing levels at which specimens are placed. This shows us that it is possible to obtain
near-optimum performance having ﬂaws at a moderately small number of levels but that
having a large number of levels degrades performance very little.
3.6 Concluding Remarks and Areas for Future Research
Based on the observations above, we are able to draw the following conclusions:
• a50 is more precisely estimated than is a90.
• The optimum and compromise plans for estimating a50 (left-hand plots in Figures 3.3-3.6)
are all nearly symmetric, as expected. The optimum plans for estimating a90 (right-hand
plots in Figures 3.3-3.6) are asymmetric, suggesting that more precision can be obtained
for estimating a90 by using more large ﬂaws.
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• As the prior distributions become more diﬀuse, the optimum number of ﬂaw sizes grows
somewhat. However, as shown in Figure 3.7, precision, although decreasing slightly, re-
mains good as the number of ﬂaws grows without bound.
• The 60-point uniform allocation compromise plans perform excellently for estimating a50,
but can be sub-optimal for estimating a90, especially when the prior information is diﬀuse.
This diﬀerence is due to the uniform allocation constraint. Nevertheless, the uniform-
allocation test plans generally perform well, relative to the optimum plans.
A possible extension of this work would be experimental design for hit-miss NDE experiments
with repeated measures. The information about the model parameters could be elicited as
plausible ranges of values within a Bayesian framework.
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3.8 Appendix
3.8.1 Derivation of the Likelihood and the Fisher Information Matrix
Letting ψ = (log(a50), γ1)
′ be the vector of parameters in this model, we have, from (3.5),
the likelihood function
L(ψ) = f(y|log(a50), γ1) = Πki=1Πnij=1 [Φlogis (−wi)]yij [1− Φlogis (−wi)]1−yij ,
where wi ≡ γ1(log(a50)− xi).
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The Fisher Infomation matrix Iψ(D), is given by
Iψ(D) = E
(
−∂
2L(ψ)
∂ψ2
)
=
 E
(
− ∂2L(ψ)
∂(log(a50))
2
)
E
(
− ∂2L(ψ)∂log(a50)∂γ1
)
E
(
− ∂2L(ψ)∂log(a50)∂γ1
)
E
(
−∂2L(ψ)
∂γ21
)

=
 Σki=1niγ21φlogis(wi) Σki=1niwiφlogis(wi)
Σki=1niwiφlogis(wi) Σ
k
i=1ni (log(a50)− xi)2 φlogis(wi)

= n
 Σki=1piiγ21φlogis(wi) Σki=1piiwiφlogis(wi)
Σki=1piiwiφlogis(wi) Σ
k
i=1pii (log(a50)− xi)2 φlogis(wi)
 (3.23)
where L(ψ) ≡ log[L(ψ)], n is the total number of specimens, and pii ≡ ni/n. The elements
in (3.23) are evaluated by ﬁrst ﬁnding the relevant second-order partial derivatives of the log-
likelihood function, then, taking the expected value of the random variables in these second-
order derivative expressions.
3.8.2 Derivation of the Posterior Variance of x[p]
From (3.7), and the fact that γ0 = −γ1log (a50), we have x[p] = log (a50) + Φ−1logis(p)/γ1. A
ﬁrst-order Taylor series expansion of x[p] at the values E [log (a50)] and E(γ1) yields
x[p] ≈
∂x[p]
∂log(a50)
|(E[log(a50)],E(γ1)) [log(a50)− E (log(a50))] +
∂x[p]
∂γ1
|(E[log(a50)],E(γ1)) [γ1 − E(γ1)] .
Therefore, we can write
x[p] ≈ constant + c′ψ,
where c′ =
(
1, −Φ−1logis(p)/ [E (γ1)]2
)
. We use this c vector in the expression for the posterior
variance of x[p] and obtain the expression
Var
(
x[p]|t, D
) ≈ c′
 Var(log(a50)|t, D) Cov(log(a50), γ1|t, D)
Cov(γ1, log(a50)|t, D) Var(γ1|t, D)
 c
≈ c′Varψ|t,D(ψ)c
.
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3.8.3 Constraints on the x and pi Vectors for an Optimum Test Plan (Case k = 3)
The constraints on the x and pi vectors for an optimum test plan for the case k = 3 are
−10 < xi < 10 for i = 1, 2, 3
x1 < x2 < x3
0 ≤ pii ≤ 1 for i = 1, 2
pi3 = 1− pi1 − pi2
The R package constrOptim requires that these constraints be written in the following
manner: 
−1 0 0 0 0
1 0 0 0 0
0 −1 0 0 0
0 1 0 0 0
0 0 −1 0 0
0 0 1 0 0
−1 1 0 0 0
0 −1 1 0 0
0 0 0 1 0
0 0 0 −1 0
0 0 0 0 1
0 0 0 0 −1
0 0 0 −1 −1


x1
x2
x3
pi1
pi2

>

−10
−10
−10
−10
−10
−10
0
0
0
−1
0
−1
−1

3.8.4 Constraints on the x and pi Vectors for a Compromise Test Plan (Case k = 3)
The constraints on the x and pi vectors for a compromise test plan for the case k = 3 are
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−10 < xi < 10 for i = 1, 2, 3
x2 − x1 = x3 − x2 = ∆
∆ > 0
(k − 1)∆ < 10− x1
pi1 = pi2 = pi3 =
1
3
The R package constrOptim requires that these constraints be written in the following
manner: 
−1 0
1 0
0 1
−1 −(k − 1)

 x1
∆
 >

−10
−10
0
−10

3.8.5 Optimum Plan Speciﬁcations
Table 3.2 gives the optimum plan speciﬁcations (i.e., the optimum allocation proportions
and optimum ﬂawsize locations) for each of the examples in this paper.
3.8.6 Compromise Plan Speciﬁcations
Table 3.3 gives the compromise plan speciﬁcations (i.e., the allocation proportions and
ﬂawsize locations) for each of the examples in this paper.
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CHAPTER 4. BAYESIAN SIGNAL-RESPONSE DATA
NONDESTRUCTIVE INSPECTION TEST PLANNING
Yew-Meng Koh and William Q. Meeker
Abstract
The most common question asked of a statistician is How large should my sample be? In
NDE applications, the most common questions asked of a statistician are How many
specimens do I need and what should be the distribution of ﬂaw sizes? Although some useful
general guidelines exist (e.g., in MIK-HDBK-1823) it is possible to use statistical tools to
provide more deﬁnitive guidelines and to allow comparison among diﬀerent proposed study
plans. The Bayesian methods used in this paper allow for the speciﬁcation of needed planning
information into the design of a study. One can assess the performance of a proposed POD
study plan by obtaining computable expressions for estimation precision. This allows for a
quick and easy assessment of tradeoﬀs and comparison of various alternative plans. We use a
signal-response dataset obtained from MIK-HDBK-1823 to illustrate the methods.
Keywords: Linear regression; Nondestructive evaluation; Probability of detection; Optimum
test plan; Compromise test plan
4.1 Introduction
4.1.1 Background and Motivation
Probability of detection (POD) is an important metric when assessing a nondestructive
evaluation (NDE) method. Section G.1.2 of MIL-HDBK-1823A (2009) describes the two kinds
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of data which arise from NDE methods: signal-response (continuous) data and hit-miss (binary)
data. A commonly-used scalar metric for inspection capability is a90, the ﬂaw size that will
be detected with probability 0.90. For either type of data, it is generally necessary to quantify
the precision with which a90 is estimated. An optimal test plan is one that maximises this
precision. The purpose of this paper is to provide analytical tools that can be to ﬁnd optimal
test planning designs for signal-response data. The tools also provide a means for comparing
alternative plans. Conclusions from our examples also provide some useful, general guidelines
for planning signal-response NDE tests.
4.1.2 Related Work
Page 24, Section 4.5.1.1 of MIL-HDBK-1823A (2009) provides some practical guidelines
for designing test plans for signal-response data. General methods of optimum experimental
design are given in, for example, Fedorov (1972), Finney (1978), Silvey (1980) and Atkinson
and Donev (1992). Estimation precision and, in general, optimum experimental plans, depend
on the values of unknown model parameters. Thus, there is a need to have planning values for
these parameters. The approach used in these general references assumes that such planning
information is speciﬁed in terms of ﬁxed parameter values. In practice, information about
model parameters is not known precisely but can be elicited as within some range of values.
A Bayesian approach allows for the incorporation of such information into the model for the
POD and enables us to search for optimal plans in a Bayesian framework. Chaloner and Larntz
(1989) use this approach in planning designs for experiments which yield binary regression data.
Pilz (1991) describes Bayesian experimental design methods for linear regression models.
4.1.3 Overview
Section 4.2 of this paper introduces the statistical model for the signal-response data and
derives an expression (as a function of the model parameters) for the ﬂaw size detected with
a speciﬁed probability. Section 4.3 describes the incorporation of prior information about the
parameters into the statistical model. Section 4.4 gives a derivation of the estimation precision.
Section 4.5 introduces examples for which optimal test plans are determined. It also describes
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alternative test plans and compares them to the optimal plans. A summary of the results and
areas of future research are given in Section 4.7.
4.2 Signal-Response Model and Likelihood
4.2.1 Signal-Response Model
The (possibly transformed) signal response y is assumed to be related to the (possibly
transformed) ﬂaw size x by the simple linear regression model
y = β0 + β1x+  (4.1)
where  is a normally (Gaussian) distributed random variable with mean 0 and variance σ2. We
note that there are three unknown parameters in this simple linear regression model, namely
β0, β1 and σ
2. It is common to use log-transformed data in NDE applications although other
transformations are also used. See, for example, equation (3) of Olin and Meeker (1996).
Page 87, Appendix G of MIL-HDBK-1823A (2009) contains an aˆ vs a dataset, with aˆ, the
signal response, in millivolts (mV) and the ﬂaw size, a, in mils (1/1000 of an inch). To illustrate
the concept of POD, we use the simple linear regression model in Section 4.2 with y = log(aˆ) and
x = log(a). Figure 4.1 shows the simple linear regression line ﬁt to the log-transformed data.
The horizontal line is at ath = 200, the detection threshold given in the MIL-HDBK-1823A
(2009) example.
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Figure 4.1 Simple linear regression line ﬁt to aˆ vs a data on log-log scales
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We deﬁne the Probability of Detection (POD) of a ﬂaw with size x, by
POD(x) = Pr(Y > yth|x),
where yth is a known, possibly transformed (in the same way as y), threshold value for the
signal response. That is, we say that a ﬂaw has been detected if the observed y is greater than
yth.
From our model assumptions,
Pr(y > yth|x) = Pr(β0 + β1x+  > yth) = Pr
(

σ
>
yth − β0 − β1x
σ
)
.
We note that /σ ∼ N(0, 1). Hence,
POD(x) = Φ
(
β0 + β1x− yth
σ
)
, (4.2)
where Φ(·) is the standard normal cumulative distribution function (cdf).
We denote by a50 the ﬂaw size that is detected with probability 0.5 and deﬁne the parameter
α ≡ log(a50). Hence, from (4.2), Φ [(β0 + β1α− yth) /σ] = 0.5 leads to
β0 = yth − β1α. (4.3)
The simple linear regression model in (4.1) can be reparameterized as
w = β1(x− α) + , (4.4)
where w ≡ y − yth. The advantage of this reparameterization is that it is easier to elicit
planning information for a50, because, as opposed to β0, a50 has a practical interpretation. Also,
it is reasonable to assume that the available information about a50 is at least approximately
independent of the information about β1 and σ
2, making it possible to specify a joint prior
distribution by specifying individual marginal distributions.
4.2.2 Estimation of Flaw Size that is Detected with POD p
We deﬁne by x[p] the (possibly transformed) ﬂaw size detected with POD p. Following from
(4.2),
Φ
(
β0 + β1x[p] − yth
σ
)
= p,
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and solving for x[p] gives
x[p] = α+
√
σ2Φ−1(p)
β1
, (4.5)
where Φ−1(p) is the p-quantile of the standard normal distribution.
4.2.3 Specifying a Test Plan
If a test plan has I distinct ﬂaw sizes and ni ﬂaws at ﬂaw size i, then, from (4.4),
yij − yth = β1(xi − α) + ij (4.6)
is the threshold-adjusted response (i.e. the diﬀerence between the actual response and the
threshold), where j = 1, . . . , ni indexes the responses within a ﬂaw size.
The proportion allocated to ﬂaw size i is pii = ni/n, where n is the total number of specimens.
We will use the following notation for a design D which allocates pii specimens at ﬂaw size xi:
D =
 x1 x2 . . . xIpi1 pi2 . . . piI .
For any design D, x1 < x2 < · · · < xI , 0 ≤ pii ≤ 1 ∀i = 1, . . . , I and ΣIi=1pi1 = 1.
Denote by w the vector (w11, . . . , w1n1 , w21, . . . , w2n2 , . . . , wI1, . . . , wInI )
′. The likelihood for
the data is
L(w|α, β1, σ2) = ΠIi=1Πnij=1φ
(
wij − β1(xi − α)
σ
)
,
where φ(·) is the standard normal probability density function (pdf).
Let ψ = (ψ1, ψ2, ψ3)
′ = (α, β1, σ2)′ denote the vector of unknown parameters. We denote
the log-likelihood for the data by L(w|α, β1, σ2) = log
[
L(w|α, β1, σ2)
]
. The Fisher Information
Matrix (FIM) for a particular design D is deﬁned by the symmetric matrix
Iψ(D) ≡ −E
(
∂2L
∂ψ2
)
.
In this case, because there are three parameters, the FIM is a symmetric, 3 × 3 matrix with
(i, j) entries −E (∂2L/∂ψi∂ψj), where i, j ∈ {1, 2, 3}. In Appendix 4.8.1, we show that, for
design D,
Iψ(D) =

nβ21
σ2
−nβ1
σ2
ΣIi=1pii(xi − α) 0
n
σ2
ΣIi=1pii(xi − α)2 0
symmetric n
2σ4
 . (4.7)
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4.3 Prior Distribution Speciﬁcation
In Bayesian experimental planning, it is generally important to specify separate prior dis-
tributions for planning and for inference. The rationale for having two diﬀerent joint prior
distributions is that the risks of those subject to planning the experiment are diﬀerent from the
risks arising from the use of the results of the study. A detailed description of this can be found
in Tsutakawa (1972). Indeed, in most NDE applications, it will be desired, if not required, to
use diﬀuse prior information for the inference prior distribution.
4.3.1 Planning Prior Distribution
The properties of a POD study plan depend on the true parameter values. Of course, these
parameters are unknown. Previous experience and other engineering information will generally
provide prior information regarding the ranges of values within which each of the components
of the parameters in ψ lie. A Bayesian framework allows us to specify this information proba-
bilistically, via statements like
Pr(Li < ψi < Ui) = 0.99 (4.8)
for some elicited values Li and Ui (i = 1, 2, 3) for parameter ψi. See Page 18 of Pilz (1991) for
a description of specifying parameter information probabilistically. The value 0.99 is arbitrary,
but we have found it to be useful. For a given distribution shape or form, the amount of
information available about a parameter depends on Li and Ui. The more information one has
about ψi, the narrower is the interval [Li, Ui]. Probabilistic statements like (4.8) allow us to
assign probability distributions to each parameter ψi. The joint probability distribution for the
parameters is known as the prior distribution for ψ. This joint prior distribution is denoted by
p(ψ).
We note that the parameter ψ1 = α = log(a50) has a parameter space which is the real line,
while the parameters ψ2 = β1 and ψ3 = σ
2 are positive. Also, the information regarding each
of these parameters can be reasonably assumed to be approximately independent. Thus, in
this paper, we assign independent, distinct, probability distributions for each parameter. This
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enables us to write
p(ψ) = Π3i=1fi(ψi),
where fi(ψi) is the pdf of the distribution assigned to the parameter ψi.
We choose probability distributions f1(·), f2(·) and f3(·) which take into account the infor-
mation provided in (4.8) and also reﬂect the parameter space for each parameter. Thus, we
choose a normal probability distribution for f1(·), while f2(·) and f3(·) are assigned lognormal
probability distributions.
Because the logarithm of a lognormal random variable has a normal distribution, we can
specify a lognormal distribution for each parameter. From (4.8), we have
Pr [L1 < a50 < U1] = 0.99
Pr [log(L1) < ψ1 < log(U1)] = 0.99
Pr
(
log(L1)− E(ψ1)√
Var(ψ1)
< Z <
log(U1)− E(ψ1)√
Var(ψ1)
)
= 0.99,
where Z ∼ N(0, 1), E(ψ1) and Var(ψ1) are respectively the mean and variance of the normal
distribution of ψ1. Hence, we can take
log(U1)− E(ψ1)√
Var(ψ1)
= Φ−1(0.995)
log(L1)− E(ψ1)√
Var(ψ1)
= Φ−1(0.005)
,
from which we get
E(ψ1) =
[
Φ−1(0.995)
]
log(L1)−
[
Φ−1(0.005)
]
log(U1)
Φ−1(0.995)− Φ−1(0.005)
Var(ψ1) =
[
log(U1)− log(L1)
Φ−1(0.995)− Φ−1(0.005)
]2 .
Here, Φ−1(p) is the p-quantile of the N(0, 1) distribution.
From (4.8), we have for i = 2, 3,
Pr [log(Li) < log(ψi) < log(Ui)] = 0.99
Pr
(
log(Li)− E [log(ψi)]√
Var [log(ψi)]
< Z <
log(Ui)− E [log(ψi)]√
Var [log(ψi)]
)
= 0.99,
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where Z ∼ N(0, 1), E [log(ψi)] and Var [log(ψi)] are respectively the mean and variance of the
normal distribution of log(ψi). Hence, we can take
log(Ui)− E [log(ψi)]√
Var [log(ψi)]
= Φ−1(0.995)
log(Li)− E [log(ψi)]√
Var [log(ψi)]
= Φ−1(0.005)
and obtain
E [log(ψi)] =
[
Φ−1(0.995)
]
log(L1)−
[
Φ−1(0.005)
]
log(U1)
Φ−1(0.995)− Φ−1(0.005)
Var [log(ψi)] =
[
log(U1)− log(L1)
Φ−1(0.995)− Φ−1(0.005)
]2
.
4.3.2 Prior Distributions for Inference
Inferential prior distributions are prior distributions which reﬂect information regarding the
parameters that will be combined with data for purposes of statistical inference. The prior for
inference may possibly (and usually will) be diﬀerent from planning prior distributions which
reﬂect information regarding the parameters used for ﬁnding a suitable experimental design.
The form of the inferential joint prior would have to be speciﬁed and might be similar to the
form of the planning joint prior distribution in Section 4.3.1. As was described in Section 4.3.1,
we would elicit inferential prior information about the parameters via probabilistic statements
like (4.8). The mean and variance of the inferential prior distribution for the parameter would
then be determined.
We denote by S the variance-covariance matrix of the inferential prior distribution of the
parameters in ψ′ =
(
α, β1, σ
2
)′
. Because the information about the parameters α, β1 and σ
2
can be regarded as approximately independent, the oﬀ-diagonal terms in the S matrix (which
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are the covariances between these parameters) are zero. We have
S = Var

α
β1
σ2
 =

Var(α) Cov(α, β1) Cov(α, σ
2)
Var(β1) Cov(β1, σ
2)
Symmetric Var(σ2)

=

Var(α) 0 0
0 Var(β1) 0
0 0 Var(σ2)
 . (4.9)
S−1 is known as the precision matrix of the inferential prior distribution. We note that if no
inferential prior information is to be used, the matrix S−1 will be set to be the zero matrix.
4.4 Precision of the Estimation of x[p]
In many applications, one is interested in the precision with which x[p] is estimated for a
speciﬁc POD value p. In this paper, we use p = 0.5 and p = 0.9 in our examples. We recall
from (4.5) that x[p] is some non-linear function h of the parameters; that is,
x[p] = h(α, β1, σ
2) = α+
√
σ2Φ−1nor(p)
β1
.
The ﬁrst-order Taylor series expansion of x[p] about the prior mean values of α, β1 and σ
2
(signiﬁed by E(α),E(β1) and E(σ
2) respectively) is
x[p] ≈ constant + c′ψ (4.10)
where c =
(
1,−√E(σ2)Φ−1(p)/ [E(β1)]2 ,Φ−1(p)/ [2√E(σ2)E(β1)])′. Then from (4.10), we
have Var(x[p]) ≈ c′Var(ψ)c.
Bayes' Theorem states that g(ψ|w), the distribution of the parameter vector ψ given the
observed data w (called the posterior distribution of ψ given the observed data w) is related
to the likelihood and prior distribution of ψ via
g(ψ|w) ∝ L(w|ψ)p(ψ).
Thus, we can determine the variance of this posterior distribution of ψ, Var(ψ|w). From
(4.10), we know that Var(x[p]|w) ≈ c′Var(ψ|w)c because c is a constant (i.e., not random)
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vector. Because we are interested in the precision with which x[p] will be estimated, a reasonable
criterion would be to ﬁnd a design that minimizes the posterior variance of x[p] averaged over
all possible observable data w. That is, we can ﬁnd a design that minimizes E[Var(x[p]|w, D)].
Clyde et al. (1995) and Drovandi and Pettitt (2013) give an approximation
E[Var(x[p]|w, D)] ≈
ˆ
c′
[
S−1 + Iψ(D)
]−1
c p(ψ)dψ. (4.11)
See Proposition 5.14 of Bernardo and Smith (2000) for more details on this. We used simulation
(details not given here) to check that the approximate expected posterior variance of x[p] in
(4.11) is a good approximation to Var(xˆ[p]), the variance of the maximum likelihood estimator
of x[p].
Thus, the problem of optimizing the precision of the estimate of x[p] can be accomplished
by ﬁnding the design D that maximises the objective function
F (D) = −
ˆ
c′
[
S−1 + Iψ(D)
]−1
c p(ψ)dψ. (4.12)
A given design D can be checked to make sure that it is optimal by using the Generalized
Equivalence Theorem (details will be given in Section 4.5.3).
A Wald-like conﬁdence interval for x[p] can be expressed as xˆ[p] ± z1−α/2
√
V̂ar
(
xˆ[p]
)
, where
z1−α/2 is the 1− α/2 quantile of the standard normal distribution. In this paper, x is the log-
transformed ﬂaw size. Hence, the actual ﬂawsize detected with POD p, ap, is ap = exp
(
x[p]
)
.
Wald-like upper and lower limits of a 100(1−α)% conﬁdence interval for a[p] can be expressed as
exp
(
xˆ[p]
)
Rˆ and exp
(
xˆ[p]
)
/Rˆ respectively, where the Rˆ-factor is Rˆ = exp
(
z1−α/2
√
V̂ar
(
xˆ[p]
))
and is a measure of the precision with which ap is estimated. Here, V̂ar
(
xˆ[p]
)
is obtained by
evaluating Var
(
xˆ[p]
)
at the estimates of α, β1 and σ
2. For this reason, we use
R = exp
(
z1−α/2Var
(
xˆ[p]
))
(4.13)
as an easy-to-interpret ﬁgure of merit for test planning evaluation. In this paper, the approx-
imate expected posterior variance of x[p] from (4.11) is used to approximate Var
(
xˆ[p]
)
in the
computation of the R-precision factor in (4.13). We observe that as Var
(
xˆ[p]
) ↓ 0, R ↓ 1. The
closer R is to 1, the higher the precision.
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4.5 Finding Optimum Bayesian Test Plans
In this section, we present examples using three diﬀerent planning prior distributions for the
parameters. For each example, the values of POD considered are p = 0.5 [Case (a)] and p = 0.9
[Case (b)]. As mentioned in Section 4.3.2, in all examples, the inferential prior information was
taken to be diﬀuse for all the parameters, (i.e. S−1 was taken to be the zero matrix). This
approach is similar to that used in Chaloner and Larntz (1989) for binary regression experimental
design. Table 4.1 summarizes the diﬀerent conﬁgurations of planning prior information used in
the examples.
Table 4.1 Planning priors used in examples
Prior 1
Parameter L U Mean SD Description of prior
a50 4 10 6.425 1.152 Weakly informative
β1 0.3 1.8 0.781 0.280 Weakly informative
σ2 0.02 0.4 0.106 0.067 Weakly informative
Prior 2
Parameter L U Mean SD Description of prior
a50 4 10 6.425 1.152 Weakly informative
β1 0.95 1.15 1.046 0.039 Informative
σ2 0.2 0.25 0.224 0.010 Informative
Prior 3
Parameter L U Mean SD Description of prior
a50 7 8 7.486 0.194 Informative
β1 0.95 1.15 1.046 0.039 Informative
σ2 0.2 0.25 0.224 0.010 Informative
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4.5.1 Finding the Optimal Test Plans
The experimental region χ was chosen to be the interval −1 ≤ x ≤ 5. This interval is
somewhat wider but approximately the same as the range of values of log ﬂaw sizes in our
example dataset. In the original scale, the experimental region is exp(−1) = 0.37 mils ≤
flaw size ≤ exp(5) = 148 mils (Figure 4.1 shows us that the ﬂaw size range is from 6 to 65 mils).
Corresponding to the example dataset, a total number of specimens n = 92 was used.
The following algorithm is used to ﬁnd optimal designs:
• For I = 2, ﬁnd the design D∗I=2 =
 x
∗
1 x
∗
2
pi∗1 pi∗2
which maximizes the objective function F
in (4.12).
• The design D∗I=2 is checked to see if it is optimal as described in Section 4.5.3.
• If D∗I=2 is optimal, this process is stopped. If D∗I=2 is not optimal, the entire process is
repeated for I = 3.
Table 4.2 gives the Optimal Plans for each combination of prior and p = 0.5 and p = 0.9.
Table 4.2 Optimal plans for prior distributions 1, 2 and 3, Cases (a) and (b)
Case (a) p = 0.5
Prior Optimal plan R-precision
factor
1 D =

−1 5
0.526 0.474
1.1048
2 D =

−1 5
0.526 0.474
1.0962
3 D =

−1 5
0.498 0.502
1.0960
Case (b) p = 0.9
Prior Optimal plan R-precision
factor
1 D =

−1 5
0.455 0.545
1.1424
2 D =

−1 5
0.430 0.570
1.1318
3 D =

−1 5
0.402 0.598
1.1316
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4.5.2 Some Comments About the Optimal Plans
The optimal plans for all three prior distributions were two-point plans, placing specimens
at the lower and upper boundaries of the experimental region. This is consistent with results
from the theory of optimal experimental design for linear statistical models. Optimal plans,
however, generally will not be useful in practice. They serve as a benchmark for comparison
against other, more practical, alternative plans and provide insight for developing optimized
compromise test plans.
The quantity a50 is more precisely estimated than is a90 in each example. This is expected
because a50 is closer to the center of the data.
A higher proportion of specimens is allocated at the upper boundary of the experimental
region in optimal plans for estimating a90 than in optimal plans for estimating a50. This is
expected because more units should be allocated close to the ﬂaw size which is to be estimated.
4.5.3 Verifying the Optimality of a Test Plan
The Generalized Equivalence Theorem given in Whittle (1973) states that a design
D∗ =
 x
∗
1 x
∗
2 . . . x
∗
K
pi∗1 pi∗2 . . . pi∗K
maximizes an objective function F (D) within the experimental region χ if
1. Fdd(D
∗, δx) ≤ 0 ∀ x ∈ χ
2. Fdd(D
∗, δx) = 0 ∀ x ∈ {x∗1, . . . , x∗K}.
Here, Fdd(D
∗, δx) is the directional derivative of F at D∗ in the direction of the degenerate
plan δx. For our objective function F (D) = −
´
c′
[
S−1 + Iψ(D)
]−1
c p(ψ)dψ, Shi and Meeker
(2012) give the form of the directional derivative of Fdd(D
∗, δx) as
Fdd(D
∗, δx) =
ˆ
c′
[
S−1 + Iψ(D∗)
]−1 [
S−1 + Iψ(δx)
] [
S−1 + Iψ(D∗)
]−1
c p(ψ)dψ + F (D∗)
(4.14)
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and this same form applies to our model and experimental setup. Here, for a degenerate plan
δx that places all specimens at one ﬂaw size x, the FIM has the form
Iψ(δx) =

nβ21
σ2
−nβ1
σ2
(x− α) 0
n
σ2
(x− α)2 0
symmetric n
2σ4
 . (4.15)
Figure 4.2 shows a plot of the directional derivatives for all the six plans from the three prior
distributions. We can see that both the conditions stipulated by the Generalized Equivalence
Theorem are met for each plan. This shows that the designs given in Table 4.2 are optimal
plans.
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Figure 4.2 Plot of directional derivatives vs x for the optimal plans from prior distributions 1,
2 and 3, cases (a) and (b) from Section 4.5.
4.6 Compromise Test Plans
The optimal test plans detailed in Section 4.5.1 serve as a guide and benchmark for compar-
isons with other test plans. As we have seen, the optimal test plans require all specimens to be
placed at the boundaries of the experimental region and have unequal allocation. For practical
reasons, one may wish to use alternative plans that
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• Have more than two distinct ﬂawsizes at which specimens are allocated
• Have ﬂaw sizes placed at equally spaced intervals in the experimental region
• Have an equal proportion of specimens placed at each ﬂaw size in the plan.
In this section, we show that alternative, sub-optimal test plans which allow for these additional
constraints perform well in terms of the precision with which ap is estimated. We use the R-
precision factor as a benchmark for comparison with the optimal plans. We continue to use
prior distributions 1, 2 and 3 and the same values p = 0.5 and p = 0.9 to be of interest to the
experimenter.
4.6.1 Equal-Spaced and Equal-Allocation Compromise Plan
For a compromise f -point plan, we use the following additional constraints:
−1 ≤ x1 < x2 < · · · < xf ≤ 5
x2 − x1 = x3 − x2 = · · · = xf − xf−1 = ∆ > 0
x1 + (f − 1)∆ ≤ 5
pi1 = pi2 = · · · = pif = 1f .
Table 4.3 gives details of the equal-allocation compromise plans.
4.6.2 Equal-Spaced and Ramp-Allocation Compromise Plan
This alternative plan is motivated by the optimal plan that was found in Section 4.5.1.
Because it is often desirable in practice to allocate specimens at more than 2 levels, this subsec-
tion looks at another method of extending the allocation of specimens to more than two levels
while maintaining the specimen allocation ratio at the high and low levels of the optimal 2-level
test plan. The motivation for this method of allocation is to provide some improvement to
the equal-allocation compromise plan while keeping an allocation that is similar to the optimal
plan.
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We denote the optimum plan's allocation at x = −1 and x = 5 by pi∗1 and pi∗2 respectively.
Let the ratio m = pi∗2/pi∗1. We deﬁne the I-level ramp-allocation plan with linearly increasing
allocations pi1, . . . , piI at x1, . . . , xI in the following way for any I ≥ 2:
piI
pi1
= m
piI−1 =
piI + piI−2
2
...
pi2 =
pi1 + pi3
2
pi1 + pi2 + · · ·+ piI = 1.
This yields a system of I linear equations which can be represented by the matrix equation

1 −2 1 0 0 ... 0 0 0
0 1 −2 1 0 ... 0 0 0
: : : : : : : : :
0 0 0 0 0 ... 1 −2 1
m 0 0 0 0 ... 0 0 −1
1 1 1 1 1 ... 1 1 1


pi1
pi2
pi3
pi4
:
piI−2
piI−1
piI

=

0
0
:
0
0
1

, (4.16)
that can be solved uniquely for pi1, . . . , piI . This ramp-allocation plan assumes specimens are
allocated at equally spaced intervals in the experimental region, i.e.
−1 = x1 < x2 < · · · < xI = 5
x2 − x1 = x3 − x2 = · · · = xI − xI−1 = 5− (−1)
I
.
Figure 4.3 shows the allocations under this ramp-allocation plan for I = 2, . . . , 5 for the case
where m = 0.598/0.402 = 1.49. Recall that pi∗1 = 0.402 and pi∗2 = 0.598 are the optimal
allocations for the optimal plan under the third prior distribution, case (b) (p = 0.9). The
allocation proportions are computed for each value of I by solving (4.16).
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Figure 4.3 Allocations (pii) for various values of I
Figure 4.4 shows the R-precision factors associated with approximate 95% conﬁdence inter-
vals for estimating ap. The R-precision factors for the optimal plan, equal-allocation compromise
plan and ramp-allocation compromise plan in each case are marked with crosses, dots, and tri-
angles respectively. Note that the R-precision factors for the optimal plans using priors 2 and
3 for estimating a90 are very close and coincide in the ﬁgure.
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R−Precision Factors for various Compromise Plans for the Examples (p=0.5)
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R−Precision Factors for various Compromise Plans for the Examples (p=0.9)
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Figure 4.4 R-precision factors for various plans using prior distributions 1, 2 and 3 for case (a)
(p = 0.5) on the left and case (b) (p = 0.9) on the right. R-precision factors for the
optimal plan, equal-allocation compromise plan and ramp-allocation compromise
plan in each case are marked with crosses, dots, and triangles respectively.
Figure 4.5 shows the optimal plans from Section 4.5.1, the equal-allocation compromise
plans (for f = 4) from Section 4.6.1 and the ramp-allocation compromise plans (for I = 23)
from Section 4.6.2 for prior distributions 1, 2 and 3 and cases (a) and (b) respectively. We chose
to display the four-point equal-allocation compromise plan and the twenty-three-point ramp-
allocation compromise plan here to demonstrate the fact that plans which allocate specimens
at a larger number of ﬂaw sizes than the Optimum plan still perform well with regards to the
R-precision factor.
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Figure 4.5 Optimal plans, equal-allocation compromise plans (for f = 4), and ramp-allocation
compromise plans (for I = 23) for prior distributions 1, 2 and 3 and case (a)
(p = 0.5) and case (b) (p = 0.9) from Section 4.5 respectively.
76
4.6.3 Some Comments About the Compromise Plans
When the R-precision factors for the compromise plans are compared to those from the
Optimal Plans, we ﬁnd that there is very little loss of precision when these more practical
(though sub-optimal) plans are used. This is a useful result because compromise plans are more
in line with what is commonly practised in industry.
In general, precision decreases slightly as more levels of ﬂaw sizes are used in the plan. This
is not surprising because the optimal plans are all two-point plans. As has been mentioned in
Section 4.5.2, a50 is again more precisely estimated than is a90. This is because a50 is closer to
the center of the data.
For the equal-allocation compromise plan, the ﬂaw sizes at which specimens are allocated
when estimation of a90 is of interest are generally larger than the ﬂaw sizes at which specimens
are allocated when estimation of a50 is of interest. This is not surprising because more ﬂaws
would be placed near to the ﬂaw size to be estimated.
4.7 Summary of Results and Areas for Further Research
A Bayesian framework allows us to conveniently specify needed planning information on
parameter values for designing a test plan in a realistic manner. Using a Bayesian framework
also allows us to use the estimated expected posterior variance of x[p] as a good approximation
for the precision with which x[p] will be estimated.
In all examples, the optimal plans require that specimens be placed at the boundaries of
the experimental region. When the POD of interest is 0.9, the optimal plans require a higher
proportion of specimens to be placed at the upper boundary of the experimental region. This
is an intuitive observation because the precision of larger ﬂaw sizes is of interest. Also, a50 is
more precisely estimated than is a90 in all plans.
In our sample evaluations we ﬁxed the width of the experimental region to be between −1
and 5. We have seen that both compromise plans tend to provide precision that is almost as
good as the true optimum plan. That is, precision does not depend strongly on the allocation of
points as long as they span the entire experimental region. On the other hand if the experimental
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region were to be more tightly constrained (e.g., between 0 and 4), there would be considerably
worse precision and if the range were to be increased (e.g. between −2 and 6) precision would
be increased. In practical situations, however, the range is generally chosen in a purposeful
manner to cover the range of ﬂaw sizes of interest and so that a simple (usually, but not always
linear) model can be used to describe the relationship between signal and ﬂaw size.
Optimal test plans are rarely implemented in practice but serve as a benchmark for compar-
ing alternative, sub-optimal plans. These alternative plans are more appealing in applications
because they provide information over a range of ﬂaw sizes and are similar to plans that have
been used traditionally. Equal allocation alternative plans with equidistant ﬂaw sizes as well as
ramp-allocation plans perform well when compared to their optimal counterparts.
A possible area of future research would be to use the Bayesian approach for planning signal-
response experiments which take into account other sources of variability (e.g., when we have
repeated measures of ﬂaws).
4.8 Appendix
4.8.1 Derivation of the Likelihood and the Fisher Information Matrix
Letting ψ = (α, β1, σ
2)′ be the vector of parameters in this model, we have, from (4.4), the
likelihood function
L(ψ) = ΠIi=1Π
ni
j=1
1√
2pi
exp
[
− 1
2σ2
[wij − β1(xi − α)]2
]
.
The Fisher Infomation matrix Iψ(D), is given by
Iψ(D) = E
(
−∂
2L(ψ)
∂ψ2
)
=

E
(
−∂2L(ψ)
∂α2
)
E
(
−∂2L(ψ)∂α∂β1
)
E
(
−∂2L(ψ)
∂α∂σ2
)
E
(
−∂2L(ψ)
∂β21
)
E
(
−∂2L(ψ)
∂β1∂σ2
)
symmetric E
(
−∂2L(ψ)
∂(σ2)2
)
 ,
where L(ψ) ≡ log[L(ψ)].
∂2L(ψ)
∂α2
= −nβ21
σ2
∂2L(ψ)
∂α∂β1
= − 1
σ2
ΣIi=1Σ
ni
j=1wij +
2β1
σ2
ΣIi=1ni(xi − α)
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∂2L(ψ)
∂α∂σ2
= β1
(σ2)2
ΣIi=1Σ
ni
j=1 [wij − β1(xi − α)]
∂2L(ψ)
∂β21
= − 1
σ2
ΣIi=1ni(xi − α)2
∂2L(ψ)
∂β1∂σ2
= − 1
(σ2)2
ΣIi=1Σ
ni
j=1(xi − α) [wij − β1(xi − α)]
∂2L(ψ)
∂(σ2)2
= n
2(σ2)2
− 1
(σ2)3
ΣIi=1Σ
ni
j=1 [wij − β1(xi − α)]2 Note, that because wij−β1(xi−α) ∼
N(0, σ2), E [wij − β1(xi − α)] = 0 and E [wij − β1(xi − α)]2 = σ2. Hence,
Iψ(D) =

E
(
−∂2L(ψ)
∂α2
)
E
(
−∂2L(ψ)∂α∂β1
)
E
(
−∂2L(ψ)
∂α∂σ2
)
E
(
−∂2L(ψ)
∂β21
)
E
(
−∂2L(ψ)
∂β1∂σ2
)
symmetric E
(
−∂2L(ψ)
∂(σ2)2
)

= n

β21
σ2
−β1
σ2
ΣIi=1pii(xi − α) 0
1
σ2
ΣIi=1pii(xi − α)2 0
symmetric 1
2(σ2)2
 , (4.17)
where n is the total number of specimens and pii ≡ ni/n.
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CHAPTER 5. PLANNING A PROBABILITY OF DETECTION STUDY
INVOLVING REPEATED INSPECTION OF A SPECIMEN SET
Yew-Meng Koh and William Q. Meeker
Abstract
Non-destructive evaluation is widely used to detect defects, ﬂaws, or other anomalies in
physical parts or structures. A POD study is often conducted to quantify inspection
capability. In order to obtain a realistic estimate of actual Probability of Detection (POD)
involving important sources of variability, a set of specimens containing well-characterized
ﬂaws (e.g., cracks in ﬂat plates) will be inspected multiple times by diﬀerent inspectors under
actual or realistic inspection conditions. For a given specimen set, an important question is
how many diﬀerent operators should be used and how many inspections should be done. In
this paper we provide statistical tools for evaluating and comparing diﬀerent alternatives.
5.1 Introduction
5.1.1 Background and Motivation
Non-destructive evaluation is widely used to determine the status of in-service components
or the quality of raw materials and components within manufacturing processes. Probability of
detection (POD) is an important inspection-capability metric. Usually, POD is estimated on
the basis of a POD study, in which a collection of specimens containing ﬂaws (e.g., cracks) of
varying sizes is inspected. The purpose of this paper is to provide a means to make comparisons
among various designs implemented under diﬀerent inspection situations (for example, when
ﬂaws are inspected multiple times and by diﬀerent operators).
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5.1.2 Setup
In this paper, we assume that a set of specimens containing ﬂaws (e.g., cracks in ﬂat plates)
exists. We then look at the eﬀect changing the number of operators/number of inspections per
operator has on estimation precision. We note that the number of operators is assumed to be
at least two and each operator inspects each ﬂaw at least once. For the sake of simplicity we
assume that experiments will be balanced in the sense that all operators look completely at the
entire specimen set the same number of times, preferably using randomization on the order of
inspections and ﬂaws within an inspection.
5.1.3 Related Work
Optimal experimental design for mixed models with random eﬀects have been studied by
various authors. Goos and Vandebroek (2001) look at D-optimal designs which incorporate
random block eﬀects. In Han and Chaloner (2004), Bayesian experimental designs in mixed-
eﬀect models are considered. Jones and Goos (2012) provide a comparison between I-optimal
and D-optimal designs for split-plot experiments. This paper looks at implementing a given
experimental design within a mixed-model framework where diﬀerent sources of variability are
present and provides a means of comparison between designs where the criterion is estimation
precision of the ﬂaw size that will be detected with speciﬁed probability p (see Section 5.2.5).
5.1.4 Overview
Section 5.2 describes the statistical model ﬁt to the signal response dataset and also develops
an expression for the variance of the estimate of the ﬂaw size detected with POD p. Section
5.3 presents an implementation of the theory developed in Section 5.2 via an example based on
a signal-response dataset. Finally, some observations from the example are provided in Section
5.3.1 through Section 5.3.5 and a conclusion is given in Section 5.4.
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5.2 Signal-Response Model and Estimation
5.2.1 Signal-Response Model and Maximum Likelihood Estimation
The standard statistical model for signal-response NDE data (also known as aˆ versus a data)
assumes that the continuous response Y is related to the ﬂaw size x by the statistical model
Y = β0 + β1x+ , (5.1)
where  is a normally (Gaussian) distributed random variable with mean 0 and variance σ2. In
many applications, Y and/or x are possibly transformed values of signal response and ﬂaw size,
respectively. It is common to perform a log transformation on both the signal response and the
ﬂaw size (as is the case in this paper), although we note that other transformations are also
possible. We deﬁne yth as the given threshold value of the response Y and deﬁne the probability
of detection for ﬂaw size x, POD(x)≡ Pr(Y > yth|x). We denote by a50 the untransformed ﬂaw
size where Pr(Y > yth|a50) = 0.5.
Because it is often easier to elicit information about the values of the parameters β1 and
a50, it is useful to reparameterize the model in (5.1) in terms of the slope β1 and α = log(a50).
The reparameterized model is
Y = yth + β1(x− α) + .
Deﬁning w ≡ Y − yth , we have the model
w = β1(x− α) + . (5.2)
In this context, if we have I distinct ﬂaw sizes and ni responses at ﬂaw size i, data from a POD
study in which each specimen is inspected once would provide F = n1 + ...+ni responses (wij)
in total, where i = 1, ..., I and j = 1, ..., ni.
5.2.2 Signal-Response Model with Random Eﬀects
The model in (5.2) assumes that all responses obtained from examining all ﬂaws are statisti-
cally independent. In some actual POD studies, the same ﬂaw may be inspected multiple times
by various diﬀerent operators. There will also be ﬂaw-to-ﬂaw variability due to diﬀerences in
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ﬂaw morphology, operators, and other variables and the multiple observations on a ﬂaw will
not be independent. Data from such an experiment should be modeled by introducing random
eﬀects into the model in (5.2). For example,
wijkl = β1(xi − α) + τij + γk + ρijkl. (5.3)
Here, we assume that the specimen set has i = 1, . . . I distinct ﬂaw sizes (xi) and that there are
ni ﬂaws of size xi. τij would be the eﬀect of ﬂaw j with ﬂawsize xi. We assume the design is
implemented within an inspection framework with K operators. Assuming that operators are
chosen from some population of operators, the eﬀect of operator k is modeled by the random
eﬀect γk. We also assume that each ﬂaw is inspected L times by each operator (i.e., the
experiment is balanced). Thus, wijkl is the response obtained from inspection l of ﬂaw j that
has size xi by operator k. Under this implementation, i = 1, . . . , I, j = 1, . . . , ni, k = 1, . . . ,K
and l = 1, . . . , L. We note that it is possible that ni = 1 for all i = 1, . . . , I so that there are n
distinct ﬂaw sizes.
We will let w represent the vector of responses wijkl and deﬁne the vector wOk by
wOk = (w11k1, . . . , w11kL, w12k1, . . . , w12kL, . . . , w1n1k1, . . . , w1n1kL, . . . ,
wI1k1, . . . , wI1kL, wI2k1, . . . , wI2kL, . . . , wInIk1, . . . , wInIkL)
′,
for k = 1, . . . ,K. Then, the vector w = (w′O1, . . . ,w
′
OK)
′ contains all the responses. We
denote the total number of responses by N , and note that N = FKL, where F = ΣIi=1ni.
We assume that the F τij random eﬀects (one for each ﬂaw) are independently and identically
distributed (iid) N(0, σ2τ ) random variables, the K γk random eﬀects (one for each operator) are
iid N(0, σ2γ) random variables, and the N ρijkl error terms are iid N(0, σ
2
ρ) random variables.
We also assume that all the random eﬀects are mutually independent. This will be a reasonable
assumption if appropriate randomization is used in ordering the ﬂaws being inspected and
the order in which the operators do their inspections. The importance of randomization is
emphasized, for example, by Finney (1978). Thus, with these model assumptions, the vector w
has an N -dimensional multivariate normal distribution with mean
µ = β1x− β1α1N (5.4)
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and variance-covariance matrix V. Details about the form of the matrix V are given in Section
5.2.3. The x vector is deﬁned as
x = 1K ⊗ (x11n1L, x21n2L, . . . , xI1nIL)′,
where ⊗ is the Kronecker matrix product and 1m is the m× 1 vector of ones. We write
w ∼ MVNN (µ,V).
We use ψ = (α, β1, σ
2
τ , σ
2
γ , σ
2
ρ)
′ to denote the vector of parameters in the model.
The likelihood function for the responses is the function L(ψ) = f(w|ψ), where f(w|ψ) is
the density of the MVNN (µ,V) distribution. That is,
L(ψ) = f(w|ψ) = (2pi)−N2 [det(V)]− 12 exp
[
−1
2
(w − µ)′V−1(w − µ)
]
forw ∈ RN . (5.5)
The maximum likelihood (ML) estimator of ψ is the vector ψ̂ that maximizes L(ψ) for an
observed vector of responses w. We write ψ̂ = (α̂, β̂1, σˆ
2
τ , σˆ
2
γ , σˆ
2
ρ)
′.
5.2.3 The Variance-Covariance Matrix of w
From (5.3), we can write the entire vector of responses w as
w = µ+ Z1τ + Z2γ + Z3ρ,
where τ = (τ11, . . . , τ1n1 , τ21, . . . , τ2n2 , . . . , τI1, . . . , τInI )
′, γ = (γ1, . . . , γk)′, and ρ is a vector of
error terms having the same form as w but with the w's changed to ρ's.
Let Im be the m×m identity matrix and Jm be the m×m matrix of ones. Then deﬁne the
following matrices
Z1 = 1K ⊗ (IF ⊗ 1L)
Z2 = IK ⊗1FL
Z3 = IFKL
.
It can be shown that Z1Z
′
1 = JK ⊗ (IF ⊗ JL) and Z2Z′2 = IK ⊗ JFL. By previously stated
assumptions, the random vectors τ ,γ and ρ are mutually independent and that the components
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of each random vector are themselves mutually independent. These leads to Var(τ ) = σ2τIF ,
Var(γ) = σ2γIK and Var(ρ) = σ
2
ρIFKL. Then, we have
V = Var(w) = Z1Var(τ )Z
′
1 +Z2Var(γ)Z
′
2 +Z3Var(ρ)Z
′
3
= σ2τZ1Z
′
1 + σ
2
γZ2Z
′
2 + σ
2
ρZ3Z
′
3.
(5.6)
5.2.4 POD Function and Estimation
The probability of detection at (possibly transformed) ﬂawsize x is
POD(x) = Pr(Y > yth|x) = Pr (Y − yth > 0)
= Pr (β1(x− α) + τ + γ + ρ > 0) = Pr (τ + γ + ρ > −β1(x− α))
= Φ
 β1(x− α)√
σ2τ + σ
2
γ + σ
2
ρ
 ,
(5.7)
because τ, γ and ρ are mutually independent and τ + γ + ρ ∼ N(0, σ2τ + σ2γ + σ2ρ). Here, Φ(·) is
the cumulative distribution function (cdf) of the standard normal distribution.
5.2.5 Estimation of the Flaw Size that is Detected with POD p
We deﬁne x[p] as the (possibly transformed) ﬂaw size that will be detected with POD p.
The value of x[p] can be found by solving
Φ
 β1(x[p] − α)√
σ2τ + σ
2
γ + σ
2
ρ
 = p (5.8)
for x[p]. Thus, the crack size that will be detected with POD p (0 < p < 1) is
x[p] = α+
Φ−1(p)
√
σ2τ + σ
2
γ + σ
2
ρ
β1
, (5.9)
where Φ−1(p) is the p-quantile of the standard normal distribution. The maximum likelihood
(ML) estimator of x[p] is given by evaluating (5.9) at the ML estimates of the parameters.
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5.2.6 The Fisher Information Matrix
The Fisher Information matrix for a particular design D is given by
Iψ(D) = −E

∂2L
∂α2
∂2L
∂α∂β1
∂2L
∂α∂(σ2τ )
∂2L
∂α∂(σ2γ)
∂2L
∂α∂(σ2ρ)
∂2L
∂β21
∂2L
∂β1∂(σ2τ )
∂2L
∂β1∂(σ2γ)
∂2L
∂β1∂(σ2ρ)
∂2L
∂(σ2τ )
2
∂2L
∂(σ2τ )∂(σ2γ)
∂2L
∂(σ2τ )∂(σ2ρ)
∂2L
∂(σ2γ)
2
∂2L
∂(σ2γ)∂(σ2ρ)
symmetric ∂
2L
∂(σ2ρ)
2

, (5.10)
where L ≡ log(L) with L given by (5.5). Appendix 6.12 of McCulloch and Searle (2001) gives
a result that allows us to compute the Fisher Information matrix for the likelihood in (5.5) as
Iψ(D) =
 A2×2 02×3
03×2 B3×3
 ,
where the submatrix A2×2 has elements given in (5.11), the submatrix B3×3 has elements given
in (5.12) and 0m×p is an m× p matrix of zeroes.
Deﬁne ψ[1] = (α, β1)
′ . Partition the parameter vector ψ′ = (ψ[1]′,ψ[2]′). and and write
ψ = (ψ
[1]
1 , ψ
[1]
2 , ψ
[2]
1 , ψ
[2]
2 , ψ
[2]
3 )
′. From (5.4), we have
∂µ
∂α
= −β11N , ∂µ
∂β1
= x− α1N .
Deﬁne the 2× 2 matrix
A2×2 =
 ∂2L∂α2 ∂2L∂α∂β1
symmetric ∂
2L
∂β21
 = ∂µ′
∂ψ[1]
V−1
∂µ
∂ψ[1]
. (5.11)
The 3× 3 matrix B3×3 = (bk,s) for k, s ∈ {1, 2, 3} has elements given by
bk,s =
1
2
tr
(
V−1ZkZ′kV
−1ZsZ′s
)
, (5.12)
where V = Σ3l=1ψ
[2]
l ZlZ
′
l for k = 1, 2, 3. The large-sample approximate variance of ψ̂, denoted
by Avar(ψ̂), is then given by the inverse Fisher Information matrix:
Avar(ψ̂) = [Iψ(D)]
−1 =
 A2×2 02×3
03×2 B3×3

−1
. (5.13)
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5.2.7 Estimation Precision of Functions of the Parameters
Consider a function f(ψ) = f(ψ1, ψ2, ψ3, ψ4, ψ5) of the parameters. The ML estimator of
f(ψ) would be given by f(ψ̂). The delta method enables us to obtain an approximate expression
for Var
(
f(ψ̂)
)
, which is
Var
(
x̂[p]
) ≈ ( ∂f
∂ψ
)′
Avar(ψ̂)
(
∂f
∂ψ
)
≈ Σ5i=1
(
∂f
∂ψi
)2
Var
(
ψ̂i
)
+ 2Σ5i=1Σ
5
j=i+1
(
∂f
∂ψi
)(
∂f
∂ψj
)
Cov
(
ψ̂i, ψ̂j
)
,
(5.14)
where (
∂f
∂ψ
)′
≡
(
∂f
∂ψ1
,
∂f
∂ψ2
,
∂f
∂ψ3
,
∂f
∂ψ4
,
∂f
∂ψ5
)
.
We note from (5.9) that x[p] is a function of the parameters. Let log (ap) = x[p] = f1(ψ) =
f1(ψ1, ψ2, ψ3, ψ4, ψ5). In this paper, x is the log transformed ﬂaw size. Thus, a Wald-based
approximate 100(1−α)% conﬁdence interval for ap, the ﬂaw size detected with probability p is
given by [
exp
(
x̂[p] − z1−α/2
√
Var
(
x̂[p]
))
, exp
(
x̂[p] + z1−α/2
√
Var
(
x̂[p]
))]
.
This interval can also be written as[
exp
(
x̂[p]
)
/R, exp
(
x̂[p]
)
R
]
,
where R ≡ z1−α/2
√
Var
(
x̂[p]
)
is called the R-precision factor. We note from the deﬁnition of
the R-precision factor that R ≥ 1. The closer R is to 1, the narrower the conﬁdence interval
for ap and the more precise is the estimate of ap.
Other functions of the parameters that would be of interest to the experimenter would be
στ = f2(ψ), σγ = f3(ψ), and σρ = f4(ψ). Because these στ , σγ , and σρ parameters have the
same units as the log transformed ﬂaw size, an R-precision factor can also be deﬁned for the
estimators of these functions f2(ψ), f3(ψ), and f4(ψ) in the same way an R-precision factor
was deﬁned for x̂[p].
5.3 Implementation of Test Plan with Random Eﬀects
The test plan we use in our examples follows the design given in Appendix G (Page 87) of
MIL-HDBK-1823A (2009). Figure 5.1 shows the 92 ﬂaws in the design. When model (5.2) is
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ﬁt to the log transformed signal response and log transformed ﬂaw size obtained from this aˆ
vs a dataset, the maximum likelihood estimates for the parameters in model (5.2) are used as
planning values. These parameter estimates are, α̂ = 2.04, β̂1 = 1.07, σ̂
2
ρ = 0.226.
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Figure 5.1 92-ﬂaw design as speciﬁed in Appendix G (Page 87) of MIL-HDBK-1823A (2009)
The precision with which certain functions of the parameters are estimated is the focus of
this paper. The particular functions that we consider in this paper are f1(ψ) = x[p] , f2(ψ) = στ
, f3(ψ) = σγ and f4(ψ) = σρ. We look at how this estimation precision changes as a function
of the number of targets, F , the number of operators performing the tests, K, and the number
of inspections each operator makes on each ﬂaw, L.
We give two cases for this example. Case 1 has F = 92 ﬂaws with sizes as speciﬁed by the
design in Appendix G (Page 87) of MIL-HDBK-1823A (2009). Case 2 is a modiﬁcation of the
Case 1 design and has F = 46 ﬂaws. This Case 2 design is a subset of the Case 1 design and
is obtained by sorting the ﬂaw sizes in the Case 1 design from smallest to largest and selecting
every other ﬂaw size. Within each case, Case (a) refers to the condition that σ2τ = 4σ
2
ρ and
σ2γ = 2σ
2
ρ (ﬂaw-to-ﬂaw variability is double of operator-to-operator variability) while Case (b)
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refers to the condition that σ2τ = 2σ
2
ρ and σ
2
γ = 4σ
2
ρ (ﬂaw-to-ﬂaw variability is half of operator-
to-operator variability). Figures 5.2 through 5.5 provide a summary of the changes in precision
for the functions f1(ψ) = x[p], f2(ψ) = στ , f3(ψ) = σγ , and f4(ψ) = σρ when K , F , and L
take diﬀerent values for the diﬀerent cases.
5.3.1 Some Observations on Estimation Precision of the Functions f1, f2, f3 and f4.
The results from our numerical examples can be summarized as follows.
1. For all functions f1, f2, f3 and f4, there is increased precision when using the F = 92
design compared to when the F = 46 design is used. This is to be expected because, for
any (L,K) combination, the total number of responses N = LKF is twice as large when
using the F = 92 design compared to when the F = 46 design is used. However, this
increase in precision is small compared to the increase in precision resulting from adding
more operators to the design. This can be seen by comparing the plots on the left and
the right for each of the Figures 5.2 through 5.5.
2. In all cases, increasing the number of operators, K and the number of inspections per
operator, L increases precision. Increasing the number of inspections does improve esti-
mation precisions of the other functions f1, f2 and f3 but the eﬀect is very small. Also,
we can see that for Case (b), increasing the number of operators improves on precision
more dramatically than for Case (a). This comes as no surprise since the component of
variance attributed to operators in Case (b) is twice what it is in Case (a). We also see
that the biggest gains in precision occur when the number of operators is increased from
2 to 3. Thus, we have diminishing returns of precision as the number of operators is
increased. This shows us that not very much is to be gained by having more operators.
Improvement in precision is more attributed to having better training of operators (i.e.
less operator-to-operator variability.)
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5.3.2 Some Observations on Estimation Precision of x[p], the Flaw Size Detected
with POD p
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Figure 5.2 R-precision factors for estimation of x[p], the ﬂaw size detected with POD p versus
number of operators for the case where F = 92 (Case 1) (left) and F = 46 (Case
2) (right).
a50 is estimated with higher precision than a90 for any given (L,K) combination of values.
(See Figure 5.2.) This is to be expected because log(a50) is a parameter in model (5.3) for which
we assumed planning values are available. For the other functions of the parameters f2, f3 and
f4, the expressions of their respective variances do not involve the parameter p and as such, the
precision of estimates of the functions of the parameters f2, f3 and f4 is unaﬀected by choice of
p.
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5.3.3 Some Observations on Estimation Precision of Flaw Variability στ
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Figure 5.3 R-precision factors for ﬂaw variability στ versus number of operators for the case
where F = 92 (Case 1) (left) and F = 46 (Case 2) (right).
στ is more accurately estimated in Case (b) because ﬂaw-to-ﬂaw variability is half of
operator-to-operator variability for Case (b). (See Figure 5.3.) Estimation precision is im-
proved very slightly by increasing the number of inspections. This is because of the structure
of the variance expression given in (5.14) for f2 = στ .
5.3.4 Some Observations on Estimation Precision of Operator Variability σγ
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Figure 5.4 R-precision factors for operator variability σγ versus number of operators for the
case where F = 92 (Case 1) (left) and F = 46 (Case 2) (right).
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σγ is more accurately estimated in Case (a) because operator-to-operator variability is half
of ﬂaw-to-ﬂaw variability for Case (a). (See Figure 5.3.) This is clearly displayed in Figures 5.2
and 5.4, where we can see that, in each of those cases, the R-precision factors for F = 92 and
F = 46 coincide in the plots. Increasing the number of inspections does improve estimation
precision but the eﬀect is very small. This is due to the structure of the variance expression
given in (5.14) for f3 = σγ where σρ has very little eﬀect on the magnitude of the variance.
5.3.5 Some Observations on Estimation Precision of Setup Variability σρ
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Figure 5.5 R-precision factors for setup variability σρ versus number of operators for the case
where F = 92 (Case 1) (left) and F = 46 (Case 2) (right).
In contrast to the other functions, the precision estimation of σρ is not aﬀected by whether
case (a) or case (b) is under consideration. This is not surprising because in all the cases, the
planning value of σρ was held constant. See Figure 5.5. The only function whose estimation
precision is aﬀected appreciably by increasing the number, L, of repeated measures made by each
operator on each ﬂaw is σρ. This is intuitive, because σ
2
ρ is the variance component associated
with repeated measures of the same ﬂaw by the same operator.
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5.4 Conclusion and Areas for Further Research
This paper provides a tool for experimenters who wish to look at the eﬀects and tradeoﬀs of
using a particular number of operators and inspections per operator when implementing a given
test plan under a multiple inspection, multiple operator setting. We have seen that estimation
precision depends on the function of interest to the experimenter and that a given design may
more accurately estimate a particular value of ap. The tools in this paper will enable the
experimenter to look at the eﬀects of each variance component on estimation precision, as we
have demonstrated in Cases (a) and (b). A possible extension of this work would be examining
the eﬀects of repeated measures, ﬂaw variability, and operator variability on a given hit-miss
NDE design.
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CHAPTER 6. GENERAL CONCLUSIONS
POD is an important metric for quantifying NDE inspection capability and various models
for NDE data can be used, depending on the application. A Bayesian framework was found to
be extremely useful in
• allowing the incorporation of information about model parameters that is needed in the
test-planning process
• providing a convenient method to estimate model parameters
• providing a convenient method to estimate and obtain credible intervals for complicated
functions of the parameters.
Diﬀerent metrics for assessing an NDE procedure's performance exist  examples are overall
mean POD, operator-random mean POD, and quantile POD. Which one we utilize depends
on the question we wish to answer because all these metrics address diﬀerent aspects of an
inspection procedure and this makes the interpretation of each metric extremely important. In
test planning, we use the R-precision factor to quantify and control estimation precision
In general, binary data models result in lower estimation precision. This is observed when
optimum test plan R-precision factors from binary data models are compared to the R-precision
factors from signal-response models. This comes as no surprise when we realize that the amount
of information in a binary dataset is less than the amount of information from a signal-response
dataset. However, in this thesis, we have also studied the analysis and design of hit-miss datasets
due to their prevalence in certain NDE applications where quantitative data are not available.
In many cases, sub-optimal compromise plans perform almost as well in terms of estimation
precision as their optimal counterparts. This is an important result because compromise plans
tend to be favored in practice due to historical reasons or simplicity of implementation.
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Finally, some possibilities for future research are:
• Bayesian hit-miss test planning with random eﬀects included in the statistical model. This
would be an extension of the model in Chapter 4.
• Bayesian test planning for signal-response NDE experiments with random eﬀects included
in the statistical model; this would be an extension of the model in Chapter 3.
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