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A B S T R A C T
Photons travelling through free space do not interact with each
other. This characteristic makes them perfect candidates to carry
quantum information over long distances. On the other hand,
processing the information they encode requires interaction mech-
anisms. In recent years, there have been growing efforts to re-
alize strong, controlled interactions between photons, and to
understand the underlying laws that describe the phenomena
that can emerge, thus spawning the new field of “quantum non-
linear optics."
While bulk materials have extremely weak nonlinear coeffi-
cients, interactions between photons can be obtained by mak-
ing them interact with individual atoms, which are intrinsically
nonlinear objects, having the capability of absorbing only a sin-
gle photon at a time. Realizing deterministic interactions be-
tween photons and atoms is one of the main challenges of quan-
tum nonlinear optics. To circumvent the limitations due to the
small optical cross-section of the atoms and the diffraction limit
in free space, different strategies have been pursed, including
the use of cavities (CQED), of atomic ensembles, and more re-
cently of dielectric nanostructures able to confine light without
defocusing, thus enabling the interaction with atoms trapped
in the proximity of the structures. While for the CQED case
powerful theoretical tools have been developed to treat the in-
teractions of photons, in the case of atomic ensembles, either in
free space or coupled to nanophotonic structures, there is a gen-
eral lack of theoretical methods beyond the linear regime. This
relative lack of understanding also implies that there could be
rich new physical phenomena that have thus far not been iden-
tified. The overall goal of this thesis is to explore these themes
in greater detail.
In Chapter 2 of this thesis we develop a new formalism to
calculate the properties of quantum light when interfaced with
atomic ensembles. The method consists of using a “spin model"
that maps a quasi one-dimensional (1D) light propagation prob-
lem to the dynamics of an open 1D interacting spin system,
where all of the photon correlations are obtained from those
of the spins. The spin dynamics can be numerically solved us-
ing the toolbox of matrix product states (MPS), thus providing
a technique to study strongly interacting photons in the true
many-body limit. In the chapter, we show the power of this new
approach first studying the propagation of a weak probe field
in a Rydberg-EIT system, and then applying the MPS-based al-
v
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gorithm to investigate light propagation under conditions of
vacuum induced transparency, where the velocity of a pulse
propagating through an ensemble becomes proportional to its
photon number.
In Chapter 3 we investigate the possibility of creating exotic
phases of matter using the recently realized photonic crystal
waveguide (PCW)-atoms interface. In such a system the band
gap modes of the PCW are used to mediate long-range interac-
tions between atoms trapped nearby, making feasible the sim-
ulation of condensed matter models. We describe and investi-
gate a realistic configuration in which these interactions cou-
ple strongly the motion of the atoms and their internal state
(“spins"). This form of coupling raises the intriguing question
of whether a novel “quantum crystal" can emerge, in which
the spatial order of the atoms is stabilized by spin entangle-
ment. Analysing in detail the Hamiltonian for different cou-
pling strengths and external field magnitudes, we find a rich
phase diagram of emergent orders, including spatially dimer-
ized spin-entangled pairs, a fluid of composite particles com-
prised of joint spin-phonon excitations, phonon-induced Néel
ordering, and a fractional magnetization plateau associated with
trimer formation.
In Chapter 4 we investigate the possibility of implementing
second-order nonlinear quantum optical processes with graphene
nanostructures, as a more robust alternative to the use of atomic
systems. Graphene is a two-dimensional material discovered in
2004 with peculiar optical and electronic properties. One inter-
esting feature is that graphene can support surface plasmons
(SP), collective charge-field oscillations that can be spatially con-
fined several orders of magnitude tighter than free-space pho-
tons. We quantify the second-order nonlinear properties, show-
ing that the tight confinement gives rise to extraordinary inter-
action strengths at the single-photon level. Finally, we predict
that opportunely engineered arrays of graphene nanostructures
can provide a second harmonic generation efficiency compara-
ble with that of state-of-the-art nonlinear crystals, with the high
Ohmic losses of graphene serving as the fundamental limita-
tion for deterministic processes.
In Chapter 5 we investigate how cooperative emission in
quantum memories realized with atomic arrays, i.e. spatially
ordered atomic ensembles, affects their efficiency. After devel-
oping a compact formalism for quantifying the retrieval effi-
ciency for an arbitrary detection mode, we study the case of
a 2D atomic array where we find a significant improvement in
the scaling with the number of atoms with respect to the case of
a disordered three-dimensional ensemble. In particular we find
vi
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the impressive result that a memory realized with 16 atoms can
have the same efficiency of an ensemble of optical depth larger
that 100.
R E S U M E N
Los fotones que viajan por el espacio libre no interactúan entre
sí. Esta característica los hace perfectos candidatos para trans-
portar la información cuántica a largas distancias. Por otro lado,
el procesamiento de la información que codifican requiere me-
canismos de interacción. En los últimos años se han realizado
esfuerzos crecientes para realizar interacciones fuertes y contro-
ladas entre los fotones y para comprender las leyes subyacentes
que describen los fenómenos que pueden surgir, generando así
el nuevo campo de la “óptica cuántica no lineal".
Mientras que los materiales tridimensionales tienen coeficien-
tes no lineales extremadamente débiles, se pueden obtener in-
teracciones entre los fotones haciéndolos interactuar con áto-
mos individuales, que son objetos intrínsecamente no lineales,
teniendo la capacidad de absorber únicamente un solo fotón a
la vez. La realización de interacciones determinísticas entre fo-
tones y átomos es uno de los principales retos de la óptica cuán-
tica no lineal. Para eludir las limitaciones debidas a la pequeña
sección eficaz óptica de los átomos y el límite de difracción en el
espacio libre, se han aplicado diferentes estrategias, entre ellas
el uso de cavidades (CQED), de colectividades atómicas y, más
recientemente, de nanoestructuras dieléctricas capaces de con-
finar la luz sin desenfocarse, permitiendo así la interacción con
átomos atrapados en la proximidad de esas estructuras. Mien-
tras que para el caso de la CQED se han desarrollado potentes
herramientas teóricas para tratar las interacciones de los foto-
nes, en el caso de colectividades atómicas, ya sea en el espa-
cio libre o acopladas a estructuras nanofotónicas, hay una falta
general de métodos teóricos más allá del régimen lineal. Esta
relativa falta de comprensión también implica que podría ha-
ber nuevos fenómenos físicos interesantes que hasta ahora no
se han identificado. El objetivo general de esta tesis es explorar
estos temas con mayor detalle.
En el capítulo 2 de esta tesis desarrollamos un nuevo forma-
lismo para calcular las propiedades de la luz cuántica cuando
interactúa con sistemas atómicos. El método consiste en utilizar
un “modelo de espines"que mapea un problema de propaga-
ción de luz cuasi unidimensional (1D) a la dinámica de un sis-
tema abierto unidimensional de espines que interactúan entre
sí, donde todas las correlaciones de fotones se obtienen a partir
vii
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de las de los espines. La dinámica de los espines se puede re-
solver numéricamente utilizando la caja de herramientas de los
estados producto de matrices (MPS), proporcionando así una
técnica para estudiar los fotones que interactúan fuertemente
en el regimen de la física de muchos cuerpos. En el capítulo
mostramos el poder de este nuevo enfoque estudiando primero
la propagación de un campo débil en un sistema Rydberg-EIT,
y luego aplicando el algoritmo basado en los MPS para inves-
tigar la propagación de luz bajo condiciones de transparencia
inducida por vacío (VIT), donde la velocidad de un impulso
que se propaga a través de una colectividad atómica se vuelve
proporcional a su número de fotones.
En el capítulo 3 se investiga la posibilidad de crear fases exó-
ticas de la materia utilizando la interfaz entre guía de ondas
de cristales fotónicos (PCW) y átomos recientemente realizada
experimentalmente. En un sistema de este tipo, los modos de
la banda de frecuencias prohibidas de la PCW se utilizan pa-
ra mediar las interacciones de largo alcance entre los átomos
atrapados cerca de la guía de ondas, haciendo posible la simu-
lación de modelos de materia condensada. Describimos e inves-
tigamos una configuración realista en la que estas interacciones
unen fuertemente el movimiento de los átomos y su estado in-
terno (“espín"). Esta forma de acoplamiento plantea la intrigan-
te cuestión de si un nuevo cristal cuántico puede surgir, en el
cual el orden espacial de los átomos se estabiliza por entrelaza-
miento de los espines. Analizando en detalle el Hamiltoniano
para diferentes fuerzas de acoplamiento y magnitudes del cam-
po externo, encontramos un rico diagrama de fases de órdenes
emergentes, incluyendo pares espín-entrelazados espacialmen-
te dimerizados, un fluido de partículas que corresponden a una
excitación híbrida de espín y fonón, orden de Néel inducido por
fonones, y un plateau de magnetización fraccionaria asociada a
la formación de trímeros.
En el capítulo 4 se investiga la posibilidad de implementar
procesos ópticos cuánticos no lineales de segundo orden con
nano-estructuras de grafeno, como una alternativa más robus-
ta al uso de sistemas atómicos. El grafeno es un material bi-
dimensional descubierto en 2004 con peculiares propiedades
ópticas y electrónicas. Una característica interesante es que el
grafeno puede acomodar plasmones superficiales (SP), oscila-
ciones colectivas de campo de carga que pueden ser confinadas
en regiones del espacio real varios órdenes de magnitud más
pequeñas que en el caso de fotones en el vacío. Cuantificamos
las propiedades no lineales de segundo orden, mostrando que
el estrecho confinamiento da lugar a extraordinarias fuerzas de
interacción a nivel de un solo fotón. Finalmente, se predice que
viii
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un diseño apropiado de las nano-estructuras del grafeno permi-
tiría generar el segundo armónico con una eficiencia compara-
ble a la de los cristales no lineales de última generación, siendo
las grandes pérdidas óhmicas del grafeno la única limitación
fundamental para obtener procesos determinísticos.
En el capítulo 5, investigamos cómo la emisión cooperativa
en memorias cuánticas realizadas con reticulos atómicos, es de-
cir, colectividades espacialmente ordenadas, afecta su eficiencia.
Después de desarrollar un formalismo compacto para cuantifi-
car la eficiencia de recuperación del fotón en un modo de de-
tección arbitrario, estudiamos el caso de un reticulo atómico 2D
donde encontramos una mejora significativa en la manera en la
cual la eficiencia depende del número de átomos con respecto
al caso de un gas atómico desordenado. En particular encontra-
mos el impresionante resultado de que una memoria realizada
con 16 átomos puede tener la misma eficiencia que un gas cuán-
tico atómico de profundidad óptica mayor que 100.
ix
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1
I N T R O D U C T I O N
1.1 quantum nonlinear optics (qnlo)
The optical properties of vacuum and most materials are intensity-
independent, i.e. not sensitive to the number of photons which
are propagating through them. Light propagation in these me-
dia is represented schematically in Fig. 1.1a, where photons be-
have as non interacting particles. This is the realm of linear
optics, where the dynamics of light is simply described by a
complex number, called the index of refraction of the medium,
which contains all the information about the phase modifica-
tion (dispersion) and the loss of energy (absorption) of the light
during propagation [1]. In terms of applications, if on one hand
their non interacting behaviour makes photons perfect carriers
of information over long distances, on the other hand the need
of processing the information encoded in light makes it desir-
able to have a mechanism whereby photons can interact.
Shortly after the invention of the laser, a source of coherent
high-intensity light, it was realized that at large light intensities
some materials also present weak intensity-dependent optical
properties [2]. This important discovery signalled the birth of
classical nonlinear optics. Since then, one of the major goals of
this field has been to create the conditions for which optical
nonlinearities could be observed at progressively lower inten-
sity, ideally down to the limiting case of quantum nonlinear
optics (QNLO) [3], where few photons, or even a single one,
can change the optical properties of a medium, as represented
in Fig. 1.1b. Reaching this ideal limit would open the door to
the realization of both classical devices, such as optical transis-
tors and switches, operating at their ultimate limit, and devices
to generate and manipulate non-classical states of light, such as
for quantum information processing [4].
However, conventional bulk materials have nonlinear coeffi-
cients which are too small, orders of magnitude far away from
the QNLO regime [3]. The fundamental constituent of matter,
the individual atom, on the contrary is an extremely nonlin-
ear object, as a consequence of the anharmonicity of the atomic
spectrum resulting from the Coulomb potential. For this rea-
son, when light is nearly monochromatic and close to resonance
with a given atomic transition, the atom is often described as a
3
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4 introduction
(a) (b)
Figure 1.1: Linear optics vs. quantum nonlinear optics (QNLO). (a)
When propagating through a linear medium photons ex-
perience dispersion and absorption, but these effects are
independent of the number of photons propagating inside
the medium. (b) On the contrary, in a nonlinear medium




Figure 1.2: Schematic representation of a Gaussian beam focused
onto a single atom. The probability of interacting with the
atom for a (resonant) photon in the beam mode is given by
P ∼ σλ/Ab, where σλ ∼ λ2 is the atomic optical cross sec-
tion and Ab is the beam cross-sectional area at the atomic
position.
two-level system, an object which is thus capable of absorbing
and emitting only one photon at time.
At the same time, the daily-life experience of the transparency
of gaseous media such as air indicates that light interacts only
very weakly with atoms. If we imagine the atom as a solid disk,
it would have an area σλ ∼ λ2 as far as how it interacts with light
(the optical cross section), where λ is the resonant wavelength
squared. The probability P to interact with a resonant photon
in a laser beam is then equal to σλ/Ab (see Fig. 1.2), where Ab
is the cross-sectional area of the beam [5]. σλ is many orders of
magnitude larger than the physical dimension of the atom but
nevertheless, because of the diffraction limit which prevents fo-
cusing of light down to areas smaller than λ2, achieving P ∼ 1 is
extremely challenging. Up to now, experimental efforts to cou-
ple individual emitters to strongly focused beams have led to
record values of P ∼ 0.05 for neutral atoms [6, 7], ∼ 0.01 for ions
[8], and ∼ 0.1 for molecules confined in a surface [9].
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1.1 quantum nonlinear optics (qnlo) 5
Different and more sophisticated schemes have been explored
to increase the interaction probability P. In the following we
briefly review the main approaches: cavity quantum electro-
dynamics and atomic ensembles. The basic concepts underly-
ing these approaches will serve as a point of comparison later,
when we introduce new paradigms for atom-light interactions
and theoretical techniques to solve for the dynamics of strongly
interacting photons.
1.1.1 Cavity quantum electrodynamics (CQED)
One way to increase P consists of making the photon pass
through the atom more than once. In this way naively P gets
multiplied by the number of passages N (when NP  1). The
strategy adopted to achieve these multiple passages is to trap
the atom between two mirrors separated by a certain distance
L, a system known as an optical cavity (see Fig. 1.3a) [10, 11].
In such a system, heuristically the photon bounces back and
forth between the mirrors until it exits the cavity by tunnelling
through one of the mirrors, or being absorbed or scattered by
mirror imperfections. Intuitively, N is given by the ratio be-
tween the average time the photon spends in the cavity, equal
to 1/κ, with κ being the decay rate of the cavity mode, and
the time spent to go from a mirror to the another one, equal to
L/c = 2πL/(λωc), with ωc being the cavity frequency. The ratio
ωc/κ is called the quality factor of the cavity in the jargon of
cavity quantum electrodynamics (CQED), and is denoted by Q.
We then have that the probability of interaction in the CQED
approach is P ∼ Qλ3/Vc ≡ C, where Vc = AcL is the cavity
effective mode volume. The factor C is called “cooperativity"
and is a figure of merit for how well the atom and photons in
the cavity mode interact. While the meaning of cooperativity as
probability holds strictly only for P . 1, the significance of the
cooperativity goes beyond that limit, as we will see later in the
discussion of CQED systems.
By quantizing the cavity mode one can obtain a Hamilto-
nian for the atom-cavity system, which is known as the Jaynes-
Cummings (JC) model [12]:
HJC =  hδJCσ
ee +  hgJC(r)(σega+ σgea†), (1.1)
in a frame rotating at the cavity frequency. Here δJC = ωeg−ωc
is the atomic resonance-cavity resonance detuning, gJC(r) is
the position-dependent atom-cavity field coupling (gJC(r) ≈
g0 coskx along the cavity axis, reflecting the standing wave
structure), σge = |g〉 〈e| is the atomic lowering operator and a is
the annihilation operator of the cavity mode. The first term in


















Figure 1.3: (a) Schematic representation of a cavity QED system. A
two-level atom is coupled to a mode of the cavity with
coupling strength gJC. The atom can also decay outside of
the cavity at a rate Γ ′. κ is the cavity decay rate, due to
imperfect mirrors. (b) Spectrum of the Jaynes-Cummings
model for zero, one and two excitations. Red and blue ar-
rows are represented to show the anharmonicity of the
spectrum. In particular, the frequency needed to produce
a resonant transition from zero to either one of the single-
excitation eigenstates is then non-resonant when going
from the single- to two-excitation manifold.
the Hamiltonian corresponds to the detuning of the atomic tran-
sition from the cavity frequency, while the second term, arising
from the dipole interaction of the atom with the cavity mode,
describes the coherent exchange of excitations from the atomic
excited state to the cavity mode and vice versa. The coupling
strength gJC ∼ ℘
√
ωc/ε0 hVeff is proportional to the atom dipole
matrix element ℘ = 〈e|d |g〉 and inversely proportional to the
square root of the cavity effective volume.
The total number of excitations N̂ = σee + a†a is a conserved
quantity, since it commutes with Hamiltonian (1.1), which can
thus be block-diagonalized. Each block, denoted by the number
of total excitations n, has dimension two and is spanned by the
basis {|g,n〉 , |e,n− 1〉}, a notation indicating the atomic state
and the number of photons in the cavity mode. The eigenvec-
tors |n,±〉 of each block are a superposition of these two states





The lowest states of this spectrum are shown in Fig. 1.3b (for
δJC = 0). One can immediately notice that the dependence on√
n of the separation between each pair of eigenvalues makes
the spectrum highly nonlinear. This fact is represented by the
blue and red arrows in the figure, which show that when a
photon is resonant with an eigenstate of the system, a second
photon with the same frequency in general is not. The transmis-
sion properties of a CQED system are thus expected to be pho-
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1.1 quantum nonlinear optics (qnlo) 7
ton number-dependent [13], as for the ideal nonlinear medium
of Fig. 1.1.
In the introduction and short discussion of the JC model we
have ignored the fact that the system is in general not closed,
since excitations can be lost through the non-perfect reflectance
of the mirrors and through atomic spontaneous emission into
free space (with this latter decay characterized by the decay rate
Γ ′). To account properly for these dissipative mechanisms one
has to adopt the open system formalism, where the state of the
system is described by a density matrix, whose dynamics satis-
fies a master equation [14]. One can account for the losses by in-
troducing imaginary terms in the Hamiltonian. In this way the
spectrum becomes complex, and the energy levels (the lines in
Fig. 1.3b) acquire a width equal to the imaginary part of their
eigenvalues. The practical consequence of this fact is that the
nonlinearity of the spectrum will only have significant observ-
able consequences if the magnitude of that nonlinearity exceeds
the linewidths of the involved states.
The JC model is a powerful tool to describe the dynamics of
the atom-cavity system at a given number of excitations, but
not sufficient to describe how the system connects with the
outside world, and the quantum properties of the light exit-
ing the cavity. The necessary bridge between the internal and
the external dynamics is provided by a tool of quantum optics
called the “input-output formalism" [15]. Within this formalism
the external light is modelled as a one-dimensional continuum





with ωk = c|k|. The interaction between these external modes




†bk +H.c.), with the coupling constant assumed
to be frequency-independent (at least over the range of frequen-
cies of interest).
From H = HJC +Hext +He−c one can then obtain the equa-
tions of motion of the external and cavity mode operators. The








where the first term on the r.h.s. is the initial boundary condi-
tion at an initial time ti, physically corresponding to the free
propagating field before the interaction with the cavity. The
second term consists instead of the field emitted by the cav-
ity mode into the external continuum. An equivalent formal
integration can be done in terms of the boundary condition at
a final time tf. In this case the first term on the r.h.s. will corre-
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spond to the free propagating field after the interaction with the






and, in a similar way, but involving bk(tf), an output mode op-
erator. Finally, if 1/ωk is much shorter than the time over which
the cavity mode operator a(t) changes significantly, one can
perform the so-called Markov approximation and replace a(t ′)
with a(t) in Eq. (1.2). Combining these ingredients one gets a
fundamental relation between the input and output modes:
bout(t) = bin(t) +
√
κa(t), (1.4)
with κ = 2πη2. Eq. (1.4) is called the “input-output" equation of
the system, and shows that the quantum field leaving the cavity
is a sum of that which enters, and part of the cavity field leaking
out. This equation enables the properties of the field exiting the
system to be calculated, given knowledge of the input field and
system dynamics. Its importance cannot be underestimated; in
fact equations of this form will be recurrent in this thesis.
Applying the same mathematical manipulations to the equa-
tion of motion of the cavity mode operator, one finds that this











which is the equation of motion of an effective Hamiltonian
containing only the system degrees of freedom and the input
mode:





κ(a†bin(t) + H.c). (1.6)
This result is extremely important since it shows that we can
couple a CQED system with a continuum of external modes
without having to deal with these modes explicitly. It is indeed
enough to add an imaginary term to the energy of the cavity
photons accounting for the decay of cavity excitations, as men-
tioned above, and to drive the cavity mode with a single input
mode.
After having presented all the tools required to study the op-
tics of a CQED system, we consider briefly the case in which
more than one atom is trapped inside the cavity, a situation
which is interesting because the cavity mode can facilitate the
exchange of excitations between the atoms, thus realizing an
effective atom-atom interaction. A particularly relevant case is
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when the detuning |δJC| gJC. In this regime one of the single-
excitation eigenstates consists of an excited atom weakly dressed
by a cavity photon. For multiple atoms this virtual photon gen-












This effective Hamiltonian, which can be obtained rigorously
by integrating out the photonic degrees of freedom, describes
the process whereby one atom loses an excitation (σgej ) and an-
other gains it (σegl ), mediated by a virtual photon. It is worth
to note that, since the virtual photon occupies all the cavity, the
coupling constant for a given pair of atoms depends only on
the positions of the atoms with respect to the cavity mode, and
not on the relative positions. In other words we can say that
this cavity-mediated effective interaction is infinite-range.
If one considers Eq. (1.7) with just two atoms and equal cou-
pling, it is possible to calculate the error probability in the
exchange of an excitation, i.e. the probability that the photon
gets lost during the transfer process instead of being absorbed
by the second atom. The exchange time is simply given by
τ ∼ δJC/g
2
JC. The loss rate is given by the sum of the spontaneous
emission into free space and of the cavity decay (weighted by
the populations in each degree of freedom), and is equal to
Γtot ≈ Γ ′ + κ(δJC/gJC)2, where (δJC/gJC)2 is the cavity mode oc-
cupation. The total error probability is thus E = τΓtot. It can
be minimized with respect to the detuning obtaining a lower
bound for the error equal to Emin = 1/
√
C, where C is the
single atom cooperativity introduced previously. We thus see
again that the cooperativity is an important figure of merit in
CQED.
1.1.2 Atomic ensembles
A second way to enhance the atom-light interaction consists
of using an atomic ensemble [17], as schematically represented
in Fig. 1.4a. The obvious effect is to multiply the single-atom
interaction probability P ∼ σλ/Ab by a factor proportional to the
number of atoms in the ensemble Na. Here the figure of merit
is thus given by the factor OD = Naσλ/Ab, called the “optical
depth" of the system [17]. This quantity enters, for instance, in
Beer’s law, which describes the exponential attenuation of the
intensity of a beam when crossing a gas of two-level atoms,
i.e. I = I0 exp(−OD).
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Historically, the propagation of a field through an atomic en-
semble that it interacts with is modelled using the Maxwell-
Bloch equations [18, 19]. First, the propagation equation for the
quantum electric field E, taken to be one-dimensional for sim-
plicity, is coupled to a smoothed-out atomic polarization den-
sity (i.e. the granular nature of atoms or density fluctuations are
ignored),
(∂t + c∂z)E = igNzPge (1.8)




i are atomic operators averaged over
all the atoms with the same z coordinate (the dependence on z
and t of E and P is implied), and g is the field-atom coupling
strength.
Here, we have assumed two-level atoms, but the equations
can be suitably generalized to multi-level structure. The atomic
polarization density, on the other hand, is driven by the field,
and obeys an optical Bloch equation
∂tPge = −i(∆− iΓ/2)Pge − igE(Pee − Pgg) + F, (1.9)
where ∆ = ωeg −ωp is the detuning of the probe field, Γ is the
free-space decay rate of the atoms and F is a noise term.
In general, the equations above represent an open interact-
ing quantum field theory, which is in general unknown how
to solve for exactly. The complexity can be reduced by noting
that typically, the level of nonlinearities in atomic ensembles is
quite weak, since the number of atoms is typically larger than
the number of photons absorbed. Thus, one common approx-
imation is to treat the electric field at a mean-field level. For
weak light intensities, the linearized Maxwell-Bloch equations
can be solved, obtaining the above mentioned Beer’s law. For
larger intensities, this gives rise to a classical nonlinear prop-
agation problem. This limit, for example, can be used to de-
scribe the phenomenon of self-induced transparency [19]. Al-
ternatively, one can linearize the atomic system, such that the
resulting joint quantum state of matter and light is Gaussian
[17]. This regime itself covers important applications such as
quantum memories for light [20–23] or spin squeezing [24].
In recent years, a remarkable approach has been developed
that enables single-photon-level nonlinearities in atomic ensem-
bles. Qualitatively, the idea is that with large optical depth, an
incident photon can be efficiently absorbed and converted to
an atomic excited state. In turn, if these atomic excited states
can be made to interact strongly, such as in Rydberg states,
this atomic interaction effectively manifests itself as a photon-
photon interaction as photons exit the medium. Here we review
briefly the most successful approach in this direction, the EIT-
Rydberg scheme [25–28].
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Figure 1.4: (a) Schematic representation of an atomic ensemble in-
teracting with a laser beam. (b) Representation of the
Rydberg-EIT scheme. The red and blue arrow are the
probe and control field, here taken to be perfectly resonant
with the |g〉− |e〉 and |e〉− |r〉 transitions, respectively. On
the right, the energy of the Rydberg state is modified by
the dipole-dipole interaction, with consequent destruction
of the EIT resonant condition.
The key ideas of this scheme are represented in Fig. 1.4. First
of all, three-level atoms are used, with the probe field resonant
with the transition |g〉− |e〉, and the transition |e〉− |r〉 driven by
the classical control field Ωc. In this way, when the sum of the
probe and control frequency is resonant with ωrg, the “electro-
magnetically induced transparency" (EIT) scheme is realized
[29]. In EIT (a topic which will be treated in greater detail in
Chapter 2) the linear response of the atomic ensemble changes
from absorptive to dispersive as a consequence of interference
between the probe and the control field, which suppresses the
excited state |e〉 population, while mapping the probe photons
into |r〉 state excitations that are assumed to be long-lived.
The second ingredient of the scheme, as anticipated, is that
|r〉 is a Rydberg state, i.e. a state with a high principal number
n ≈ 100 [28], and thus very large lifetime and dipole moment.
Such a large dipole moment results in strong van der Waals in-
teractions when two atoms are both in a Rydberg state. In par-
ticular, once a single photon is converted into an atomic excited
state |r〉 via EIT, this atom shifts the energy of Rydberg levels of
nearby atoms by a large amount (see Fig. 1.4b). This destroys
the two-photon resonance condition for EIT within a certain dis-
tance rb, called the Rydberg radius, and leads to strong multi-
photon absorption. It has been observed that this nonlinearity
is strong enough to preclude the existence of two overlapping
photons upon exit from the medium, resulting in a significant
non-classical “anti-bunching" signature [30–32]. Such schemes
can also be modified to produce dispersive nonlinearities [33].
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The Maxwell-Bloch equations can be easily modified to de-
scribe three-level atoms. However, the fact that these experi-
ments can produce strongly non-classical states of light clearly
indicates that the typical approximations made to solve the
Maxwell-Bloch equations are no longer applicable. Solving the
Maxwell-Bloch equations with this added complexity is a highly
non trivial task but of fundamental importance to understand
whether interesting many-body states of light, which can have
applications in quantum computing and metrology, can be gen-
erated by atomic ensembles. This problem will be dealt with in
Chapter 2 of the thesis.
1.2 atoms and nanophotonics
In the previous section we have introduced the concept of quan-
tum nonlinear optics, observing that while an individual atom
looks like a highly nonlinear system, making single photons in-
teract with them is in general very challenging. We have then
reviewed the two main approaches adopted to increase the
atom-light interaction probability: CQED and atomic ensem-
bles. These schemes have the common characteristic to be free
space approaches, in the sense that the atoms, cooled and trapped,
interact with certain free space modes of the electromagnetic
field.
In this section we describe the advantages that can be ob-
tained by confining instead the light in dielectric structures,
giving an overview of such systems. We will see that atoms
coupled to these nanophotonic structures do not obviously fall
into the previous categories of cavity QED or atomic ensembles.
An interesting question is how to theoretically model such sys-
tems, and what similar or different paradigms for light-matter
interactions are possible. This question will be addressed fur-
ther in later sections of the thesis.
We have seen in Sec. 1.1 that the strong focusing of laser
beams permits one to reach atom-photon interaction probabili-
ties up to 10%. Such high values cannot be extended to atomic
ensembles, because strongly focused beams diverge quickly along
the propagation direction. The optical depth per atom in atomic
ensemble is indeed much lower, with typical ensembles con-
taining 105 − 107 atoms and having an optical depth smaller
than 100 [17]. A way to circumvent the problem of defocusing
and thus to keep constant the single atom-single photon inter-
action probability over a long propagation distance is to con-
fine light in guided modes of nanophotonic structures, such as
nanofibers and photonic crystal waveguides.
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Figure 1.5: (a) Schematic representation of experimental setup of
Ref. [34]. The inset shows the nanofiber with atoms peri-
odically trapped in its proximity. The diameter of the fiber
is 500 nm, while the atoms are trapped at approximately
200 nm from the surface. Red- and blue-detuned optical
fields guided by the nanofiber create the potentials plot-
ted in (b), where the black line is the overall potential felt
by the atoms in the transversal direction. The red-detuned
field is sent from both directions in order to create a longi-
tudinal periodic potential.
1.2.1 Optical nanofibers
The simplest dielectric structure able to confine propagating
light in one dimension is the optical nanofiber. It typically con-
sists of a high refractive index core surrounded by a lower index
cladding, or vacuum in our case of interest. In the ray optics
picture one can say that total internal reflection prevents the
light to leak out of the fiber, confining its propagation in the
longitudinal direction. More generally, a fiber mode must sat-
isfy the relation (ω/c)2 = k2‖ + k
2
⊥, where k‖ is the component
of wavevector parallel to the structure, k2⊥ the component or-
thogonal to it, and ω is the mode frequency. Since the index of
refraction of the fiber is larger than 1, one can have k2‖ > (ω/c)
2.
Then, to satisfy the previous relation, the corresponding value
of k⊥ is forced to be imaginary. Physically this means that the
field is evanescent in the transversal direction, i.e. it decays ex-
ponentially with distance from the surface of the fiber, while
propagating along the fiber. For this reason such modes are
called “guided modes". For a sufficiently small radius, the fiber
becomes single-mode, in that only a single transverse mode
shape is allowed at a given frequency. The evanescent tail of a
guided mode can extend for some wavelengths out of the core,
enabling an interaction between guided light and atoms located
nearby the nanofiber.
The first experiments with atoms and fibers were realized
with atomic clouds surrounding the fiber [35]. Later on, it was
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realized that a trapping potential in the transversal direction
could be realized by sending in the fiber a combination of red-
and blue-detuned fields with respect to the atomic resonant fre-
quency [34] (see Fig. 1.5a). Indeed, the dipole force associated
with the red-detuned light, as well as van der Waals forces, at-
tract the atoms to the fiber surface; vice versa the blue-detuned
light pushes the atoms away from the fiber. Because of the dif-
ferent transverse extent of the two fields, the combination of
the two potentials creates a minimum at a fixed distance from
the surface (see Fig. 1.5b). A counter-propagating red-detuned
field is also used to create a standing wave which serves as a
trapping potential in the longitudinal direction.
In such waveguide-atom systems the interaction probability
of a single atom with a photon propagating in the guided mode
is related to the ratio between the decay rate into the fiber Γ1D
and the decay rate in free space Γ ′, as P ≈ 2Γ1D/Γ ′. This for-
mula is strictly valid only for Γ1D  Γ ′, a condition that is al-
ways satisfied for the case of optical nanofibers coupled to real
atoms, but that can be violated in other systems. Initial proof-
of-principle experiments have reported optical depths per atom
of 0.0064 [34] and 0.08 [36] with about 4000 and 800 atoms re-
spectively.
1.2.2 Photonic crystal waveguides (PCW)
Nanophotonic devices are not useful only for confining light
and guiding it, but also because they can modify its dispersion
relation. In the case of the nanofiber described above, the dis-
persion relation is approximately linear over very large band-
widths, i.e. ω(k) ≈ (c/nf)k with nf being the index of refraction
of the fiber core. However, a periodic modulation of the dielec-
tric properties of the fiber can change qualitatively the form
of the dispersion relation. If a single defect in the fiber sim-
ply generates back-scattering and emission out of the guided
mode, a periodic array of defects open gaps in the dispersion
relation with the formation of photonic bands, realizing what
is called a photonic crystal waveguide (PCW) [37] (see Fig. 1.6).
The origin of the band gaps lies in the multiple scattering due
to the modulation, which creates destructive interference at
certain frequencies and thus prevents light propagation. The
physics is analogous to that of electrons in metals, where the
periodic potential due to the ions produces energy bands. Sim-
ilarly, in a PCW light is subjected to a periodic potential and
thus Bloch’s theorem applies for photonic modes. The theorem
states that normal modes must have electric fields of the form
En,k(x) = e
ikxun,k(x), where u is a periodic function with a pe-
[ August 4, 2017 at 12:00 – classicthesis version 4.2 ]
1.2 atoms and nanophotonics 15
(a)
(b)
Figure 1.6: (a) Cartoon picture of a PCW with holes inserted periodi-
cally in a dielectric waveguide. (b) Typical band structure,
of guided mode frequency ω versus Bloch wavevector k
(both rescaled by the lattice constant a), in a 1D PCW. In
yellow are represented frequency regions corresponding
to band gaps [37]. “Dielectric" and “air" bands refer to
where the electric field intensity is concentrated for each
of these modes.
riodicity given by the lattice constant of the structure, and k is
the Bloch momentum along the direction of propagation x.
As one might expect, the most interesting effects for light
propagating in a PCW are realized in proximity of the band
edges, where the PCW dispersion relation differs most from
the fiber one. At the band edges indeed the slope of the dis-
persion relation decreases to zero. This corresponds to a great
reduction of the group velocity of light vg(k) = ∂ω/∂k [39].
This slowdown of the group velocity increases the time of inter-
action of the atom and photon by a factor of ng = c/vg, so that
the atom-photon interaction probability P gets an enhancement
of the same factor [40]. Such enhancement can permit one to
go beyond the regime in which Γ ′  Γ1D of a nanofiber, where
emission out of the guided mode dominates.
The first experimental demonstration of the interaction be-
tween light propagating in a PCW and quantum systems has
been realized with quantum dots by the authors of Ref. [41],
which reported a value of about 0.9 for the ratio Γ1D/Γtot, where
Γtot = Γ1D + Γ
′ is the total decay rate of the atoms. Implementa-
tions with real atoms are much more recent. A Caltech group
has demonstrated atom-light coupling using a so-called “alli-
gator" photonic crystal waveguide (APCW) [38, 42–44]. This
device, schematically pictured in Fig. 1.7, consists of a pair
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Figure 1.7: (a) The “alligator" PCW. Side illumination (SI) is used to
trap the atoms in the red area between the waveguides
[38]. Inset: SEM image of the APCW and corresponding
single-atom coupling rate Γ1D along the x axis at the center
of the gap (y = 0). (b) The APCW dispersion relation. The
structure is designed in such a way that the D1 and D2
transition frequencies of Caesium, the atomic species used
in the experiments, align closely with the band edges.
Figure 1.8: Band gap-mediated interaction between two atoms. When
ωeg is inside a band gap, as shown in the inset, an excited
atom dresses itself with a photonic cloud that decays expo-
nentially from the atomic position (red shade). This virtual
photon can facilitate an exchange of spin excitation with a
second atom.
of parallel dielectric waveguides whose modes hybridize. The
alternation between dielectric and air is obtained by shaping
these waveguides in a sinusoidal form. Atoms can be trapped
between the two rails by using the reflected field from side illu-
mination, which creates a potential minimum above the plane
of the guides, or using far-detuned fields in another guided
band, analogously to the fiber case. In the experiment described
in Ref. [38], where up to three atoms are trapped and superra-
diant emission is observed, a value of Γ1D/Γ ′ ≈ 1 is reported.
The potential of PCW’s goes beyond the enhancement of
atom-photon interactions due to the confinement and slowdown
of light. They also permit one to obtain finite-range interactions
between atoms using the evanescent modes associated with
band gaps, as discussed in greater detail in Chapter 3. When
the transition frequency of the atoms lies in a band gap of the
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PCW the excited state cannot decay by emitting a propagating
photon. Instead, similarly to what happens in CQED, the atom
dresses itself with a photon cloud, as illustrated in Fig. 1.8. The
main difference from the CQED case is that there the photon
component is occupying all the cavity, while here it decays ex-
ponentially with the distance from the atom, since it is associ-
ated with the evanescent band gap modes [45]. For this reason,
it can also be said that an atom-photon “bound state" forms [45,
46]. As it is natural to expect, the spatial extent L of the bound
photon depends on the detuning between the band edge and
the atomic frequency: the deeper inside the band gap is ωeg,
the shorter is L. Similarly to the far-detuned regime of CQED
described in the previous section, where virtual cavity photons
mediate the interaction between atoms described by Eq. (1.6),
here virtual band gap photons create the effective interaction
[45–48]









where fbg(x1, x2) = Jbg exp(−|x1 − x2|/L)uk(x1)uk(x2). Here Jbg
is a coupling constant depending on the atomic and photonic
crystal properties, while uk is the Bloch function of the band
edge mode [46]. The fundamental difference between the effec-
tive atom-atom interaction mediated by the cavity mode, de-
scribed by Eq. (1.6), and that one mediated by the PCW band
gap modes, described by Eq. (1.10), is that the latter has a finite
range (see Fig. 1.8). Long-but finite-range spin interactions have
begun to attract interest recently, for example, in the context of
the propagation of correlations through the system [49–51].
Similarly to the case of CQED, there are two main mecha-
nisms of dissipation which affect the coherent exchange of exci-
tations between atoms in the band gap regime. The first source
of dissipation comes from the possibility of losing a band gap
mode photon due to imperfections of the PCW. This dissipa-
tion mechanism is characterized by the decay rate κc. The sec-
ond source of dissipation comes from the decay rate Γ ′ of the
atoms in non guided modes. In Ref. [46] it is shown rigorously
that the minimum error in exchanging an excitation between
two atoms under (1.10) scales as 1/
√
Cc, where Cc = g2c/κcΓ ′ is
an effective cooperativity factor of the PCW. Here, gc is equal
to the strength of interaction that an atom would have with
a real cavity of the same size. Recalling that in cavity QED,
Cc ∝ λ3Q/Veff, one sees that the combination of strong trans-
verse confinement of photons in PCW’s and the high achievable
quality factors (of up to Q ∼ 107 [52]) enables highly coherent
interactions to be realized.
A first experimental observation of this atom-atom interac-
tion using the APCW in the band gap regime is reported in
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Ref. [44], where the authors observed a maximum ratio between
the coherent coupling Jbg and the dissipation rate associated
with guided modes Γbg of 20.
1.3 overview of the thesis results
In the first two sections of this chapter we have reviewed the
fields of quantum nonlinear optics using atoms and of nanopho-
tonic systems interfaced with atoms. Here we present an overview
of the contributions of the thesis to these fields, introducing its
main results.
1.3.1 Propagating light interacting with atomic ensembles: a new
formalism
In discussing the different approaches for making photons to in-
teract with individual atoms we have seen that in CQED there is
a well established input-output formalism [15], which permits
one to calculate the quantum properties of the field leaving the
cavity, in terms of the input field and the intra-cavity dynamics.
This formalism provides two tools: 1) the effective Hamiltonian
(1.6) which extends the Jaynes-Cummings model to the case of
an open system, i.e. a cavity with driving and dissipation, and
2) the input-output relation (1.4), which connects the state of
the system, governed by the effective Hamiltonian, and the ini-
tial and final states of the external electromagnetic field, which
are expressed through the input and output modes.
On the contrary, such an elegant formalism previously had
not existed for the case of light interacting with atomic ensem-
bles, neither for free space ensembles, where one has to de-
scribe the propagation of light using the Maxwell-Bloch equa-
tions under strict approximations, nor for atoms coupled to
nanophotonic structures, where a theoretical model was largely
missing altogether. Given already the experimental observation
of strong photon interactions in Rydberg ensembles, and rapid
progress in atom-nanophotonics interfaces, it is highly desir-
able and important to develop a suitable formalism.
As discussed in Sec. 1.1.2, the problem of atoms interacting
with a continuum of propagating field modes constitutes an
open, interacting quantum field theory, which is generally dif-
ficult to solve. In Chapter 2 of this thesis, we provide a novel
approach to this problem. In particular, we show that the field
is not an independent degree of freedom and in fact can be in-
tegrated out. Thus, analogous to cavity QED, an input-output
formalism encodes the correlations of the outgoing propagating
field in terms of the incoming field and correlations between
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Figure 1.9: Schematic representation of an array of atoms interacting
with a 1D waveguide. The atoms emit in the guided mode
at a rate Γ1D and into free space modes at a rate Γ ′.
the atoms. The atomic dynamics, in turn, reduce to an effective
spin model, where “spins" representing the atomic ground and
excited states interact through an effective Hamiltonian that
physically describes photon-mediated exchange. The reduction
to a spin model is appealing, as it potentially enables a variety
of condensed matter techniques to be applied, such as a matrix
product state ansatz that we explore in detail.
The simplest system where this idea can be applied is the
nanofiber with atoms coupled at a fixed distance from its sur-
face, described in Sec. 1.2.1 (see Fig. 1.5a). In such a system
atoms interact with a continuum of guided modes, denoted by
their wavevector and direction of propagation. The photons in
these modes can excite the atoms, and vice versa excited atoms
can decay into these modes. Thus the atom-photon interaction
Hamiltonian of the system is very similar to Eq. (1.1), summed
over the continuum of modes and over all the atoms. The linear-
ity of the atom-guided mode coupling permits one to integrate
out the guided modes degrees of freedom, obtaining an input-
output relation of the form








which is the analogy of Eq. (1.4) for the waveguide-atom system.
As in CQED, absent any atoms the quantum output field af-
ter some propagation distance directly corresponds to the field
sent into the system. With atoms, the output field also acquires
a component emitted from these atoms, which can interfere
with the incoming field. Intuitively, the strength of the emit-
ted field should depend on the emission rate into the guided
modes Γ1D (see Fig. 1.9), while the term eik0(zend−zj) denotes the
propagation phase that the emitted field from atom j picks up
as it propagates to the end point of observation.
In order to use the input-output equation, one then needs to
understand how the atoms evolve. Indeed, the dynamics of the
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atoms are driven by the fields, but according to Eq. (1.11) these
in turn just depend on the input field and on the other atoms.
One thus finds an effective Hamiltonian of the form


























′/2)σeej for the case of two-level atoms
(see Fig. 1.9). Hat generally describes all atomic processes ex-
cept those mediated by the waveguide (in the two-level case, Γ ′
captures the decay rate of atoms into non-guided modes). The
second term of Heff consists of a long-range spin flip interaction
between the atoms. It describes the coherent and incoherent ex-
change of excitation between two atoms mediated by a photon,
with the prefactor exp(ik0|zj − zl|) being the phase acquired by
the photon in travelling between the two atoms. Finally the last
term describes the driving of the atoms by the input field (sim-
ilarly to the term describing the driving of the cavity mode in
Eq. (1.6)).
While the case of two-level atoms is intuitive, the model can
be easily generalized to multi-level structure and extra types of
interactions (e.g. Rydberg systems). Furthermore, although de-
rived literally for a 1D system, under certain conditions (such
as choice of atomic positions) the dynamics ruled by (1.12) can
match well the continuum Maxwell-Bloch equations, and thus
the 1D effective model can be employed to describe light prop-
agation in 3D ensembles.
This generalization of the input-output formalism of CQED
to systems where many atoms interact with propagating light
provides an extremely useful theoretical tool for quantum op-
tics. Indeed, the apparently “hard" problem of solving an out-
of-equilibrium, open field theory contained in the Maxwell-Bloch
equations is now reduced to solving the spin dynamics prob-
lem of Eq. (1.12). The field propagation is no longer treated as
an independent equation as in Eq. (1.8), but all of its proper-
ties are encoded in the input and spins through Eq. (1.11). It
is worth to remark the fact that the formalism keeps the same
structure as the elegant input-output equations for cavity QED
introduced in Sec. 1.1.1.
The Hilbert space associated with the spins has dimension
dN, where d is the local dimension of the atoms. The expo-
nential growth of the Hilbert space with the number of atoms,
characteristic of quantum many-body systems, prevents the ex-
act diagonalization of (1.12) for N & 20. Nevertheless, it is
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possible to study the quantum nonlinear dynamics of photons
using a weak pulse and limiting the Hilbert space to the sub-
spaces with at most two or three excitations, whose dimensions
scale quadratically and cubically with the number of atoms. In
Chapter 2 we will apply this formalism to the case of the 1D
EIT-Rydberg system discussed in Sec. 1.1.2, recovering the ex-
pected results for the transmission of single- and two-photon
pulses.
Another important result of the thesis is the formulation of
an algorithm to simulate numerically the dynamics generated
by (1.12) beyond the weak pulse regime which makes use of
the matrix product states (MPS) ansatz, widely used for one-
dimensional problems in condensed matter. The MPS ansatz
takes advantage of the fact that the dynamics of a typical sys-
tem might only explore a limited part of the Hilbert space,
and adapts to find such a space, making feasible numerical
time evolution. This simulation technique thus constitutes the
first within quantum optics that can deal exactly with fully
quantum light-matter interactions in ensembles, beyond previ-
ously explored techniques for two photons [31–33]. The impor-
tance of this result is to open the possibility of simulating the
many-body regime of quantum nonlinear optics, where phe-
nomena such as quantum phase transitions of light [53–55] or
photon crystallization [56, 57] have been speculated to occur,
but where the physics still remains very poorly understood. To
show the effectiveness of the algorithm developed, we simu-
late the propagation of a pulse under conditions of vacuum
induced transparency (VIT) [58, 59], a nonlinear variation of
EIT, whose physics is qualitatively understood and can thus
serve to benchmark our method. In particular, one of the spec-
tacular predictions of the theory of VIT, which we can analyze
in quantitative detail, is the emergence of a photon number-
dependent group velocity. Such an effect is interesting, for ex-
ample, as it enables photon number-resolving detection, simply
based upon the propagation delay time.
1.3.2 Exotic many-body states of spin and motion in atoms coupled
to PCW
In Sec. 1.2.2 we have described photonic crystal waveguides,
nanophotonic structures where the periodic modulation of the
dielectric properties can make the propagation of light differ
significantly with respect to uniform media. In particular, PCW’s
enable band gaps, frequency regions where light cannot propa-
gate. We showed that when atoms are coupled to PCW’s with
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transition frequencies situated within photonic band gaps, strong
coherent atomic interactions of tunable range can emerge, Eq. (1.10).
A possibility offered by this platform of atoms coupled to a
PCW is that one of simulating long-range interacting spin mod-
els [46]. Many atoms interacting with the spin flip interaction
σ+j σ
−
l naturally realize an important model of quantum mag-
netism, the isotropic XY (or XX) spin chain (where the name






l that the spin flip interaction
assumes in the Cartesian basis of the Pauli operators). Using
more complex schemes, Ising interactions of the form σzjσ
z
l can
also be engineered [46].
While long-range spin models are generally considered inter-
esting [49–51, 60, 61], in Chapter 3 we go a step further and
investigate the possibility offered by Hamiltonian (1.10) when
the positions of the atoms themselves are treated as dynam-
ical degrees of freedom. The Hamiltonian should then be re-
garded as a spin-dependent potential, with the atoms feeling
forces that depend on the spin correlations with nearby atoms.
Note that these forces originate from photons confined to the
nanoscale and can thus have a magnitude much larger than
that associated to conventional optical trapping. The study of
atomic motion driven by spin interactions is inspired by pre-
vious investigations into classical self-organization of atoms in
cavities or coupled to waveguides, where the atoms have been
treated as classical dipoles, with no internal degrees of freedom
[62–67]. Here, our goal will be to investigate whether such a
system is capable of producing strongly correlated many-body
states of atomic spin and motion, where, for example, the spin
correlations are crucial to the emergent spatial order. Or more
roughly speaking, we are inspired by the question of whether
one can create a “quantum crystal," where spin entanglement
is responsible for holding the material together.
The PCW-atoms interface enables the realization of many dif-
ferent Hamiltonians, depending on the form of the spin-spin
interaction, on the length of the interactions compared with
the average atomic distance and on the presence or not of a
longitudinal trapping potential. To show the potential of the
platform we have focused our investigation on one particu-
lar model where atoms are weakly trapped in separated wells,
whose potential minima align with nodes of the band gap in-
teraction (see Fig. 1.10). Absent the spin-motion coupling in-
duced by the PCW, clearly the global ground state consists of
the atoms being in their individual spin ground states, while
the motional states are in the ground states of their respec-
tive trapping sites and thus centred at the bottom of each well
(see Fig. 1.10a). Our goal is then to investigate the many-body
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(a) (b)
Figure 1.10: Atoms coupled to an APCW. The red shaded curve repre-
sents the modulation of the band gap atom-atom interac-
tion, while the blue dashed line is a longitudinal trapping
potential. In (a) the spin-spin coupling is too weak and
the atoms remain at the bottom of the trapping potential
in an uncorrelated state. On the contrary, in (b) the spin-
spin interaction overcomes the trapping potential, so that
the atoms dimerize, moving from the trap bottom and
creating entangled spin correlations (red ellipses).
ground state of spin and motion in the presence of the band
gap-mediated interaction. For our specific choice of Hamilto-
nian (detailed in Chapter 3), we find that one of the non-trivial
emergent states resembles a spin-Peierls transition [68–71]. In
particular, the spin-spin interaction leads to a spatial dimeriza-
tion of the atoms in the lattice, causing them to displace away
from the bottom of each external well, due to the spin entangle-
ment between the atoms in each pair (see Fig. 1.10b). A variety
of other exotic phases are possible as well, such as a fluid of
composite particles comprised of joint spin-phonon excitations,
phonon-induced Néel ordering, and a fractional magnetization
plateau associated with trimer formation.
1.3.3 Graphene as a platform for QNLO
We have seen at the beginning of this chapter that bulk mate-
rials have nonlinear coefficients which are by far too small to
realize nonlinear optical processes at the level of single photons.
Efforts to implement quantum optical nonlinearities have thus
focused on the use of individual atoms, seen as the natural plat-
form for QNLO. Here, we explore the question of whether it is
possible for a robust “real-life" material to attain nonlinearities
at the single-photon level. Intuitively, one expects that the re-
quirement would be that photons live for a long enough time
to accumulate interactions (i.e. high Q in a cavity), small mode
volume (so that photons are forced to see each other), and some
unique mechanism for interaction (beyond a simple saturation
effect). Here we argue that graphene favorably satisfies the last
two requirements.
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Graphene is two-dimensional material, consisting of a honey-
comb lattice of carbon atoms, with peculiar electronic, optical
and mechanical properties [72]. Its band structure consists of
two cones (Dirac cones) touching at their vertexes, with the
Fermi energy EF lying at the contact point, such that the lower
band is fully occupied and the upper band empty. Peculiarly,
the Fermi level can be shifted electrostatically (doped) from
that position, transforming graphene from a zero-gap semicon-
ductor into a metal [72]. For sufficiently high doping EF & ω
graphene has the capability of supporting surface plasmons
(SP’s) [73–76]. These are electromagnetic waves coupled to charge
excitations at the surface of a metal. Compared to conventional
plasmonic materials such as noble metals, graphene SP’s are
much more strongly spatially confined [73]. The ratio between
their wavelength and the wavelength of light with the same
frequency propagating in free space is λsp/λ0 ≈ 2αEF/( hω),
where α ≈ 1/137 is the fine structure constant. In the out-of-
plane direction the electric field associated with the plasmon
decays exponentially as E ∼ e−ksp|z| (with ksp = 2π/λsp), so that
the ratio between the volume of a photon at the diffraction limit
and that one of a standing wave plasmon with the same energy
on a graphene nanostructure is (λ0/λsp)3, a factor which can be
as large as 106. On the other hand graphene SP’s have lifetimes
which are comparable with those of noble metals (nanostruc-
tures with quality factors of 10-100 have been observed experi-
mentally [77]).
Since the carriers in a SP feel the electromagnetic potential
created by the plasmon itself, nonlinear interactions between
SP’s can be relevant for large enough plasmonic oscillations.
Thus one can in principle obtain a nonlinearity where the prop-
agation properties of the light, in this case in the form of SP’s,
depends on its intensity. This is a very similar to the nonlinear-
ity produced by atoms that we have encountered previously in
this chapter and takes the name of third-order nonlinearity. An-
other kind of nonlinearity, of second-order, describes the mix-
ing of two waves in a medium to produce a third wave whose
frequency is a sum or difference of the first two. A simple sym-
metry argument (explained in detail in Chapter 4) restricts the
possibility to have second-order nonlinearities only to materials
which are non-centrosymmetric, i.e. which have a lattice struc-
ture that is non-symmetric under spatial inversion.
We find that graphene, despite being a centro-symmetric ma-
terial, exhibits second-order nonlinearities. The violation of the
no-go theorem is a consequence of the nonlocal character of the
interactions between SP’s. Indeed, the range of interaction is
proportional to the average separation between carriers, given
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Figure 1.11: (a) An array of triangular graphene nanoislands of the
kind described in the text is illuminated with light at
frequency ωp. The nonlinear dynamics of the SP modes
in the structures generate emission of light at frequency
2ωp. (b) Schematic representation of the second har-
monic generation of (a). The two plasmonic modes are
coupled at a rate g. When the first resonance is driven,
the nonlinear interaction between the two modes enables
the conversion of two quantized plasmons in the first
mode to a single plasmon of frequency 2ωp in the sec-
ond mode. Radiative emission from this mode realizes
SHG.
roughly by the Fermi wavelength λF. In noble metals this sep-
aration is on the order of an angstrom (0.1 nm), and thus the
plasmon-plasmon interaction is local. On the contrary, in graphene
the possibility to tune EF makes it possible to have a density of
carriers so low that the interaction range is comparable to λsp.
The resulting nonlocality of the plasmon-plasmon interaction
enables second-order nonlinearities.
Having described how graphene exhibits some desirable char-
acteristics to possibly reach the single-photon limit, we then
quantitatively analyze the efficiency of down conversion of a
single photon into a frequency entangled photon pair (or con-
versely, second harmonic generation involving just two incident
photons). This analysis consists of two separate parts, (i) the
strengths of the same processes involving plasmons, and (ii)
an analysis of techniques via which plasmons and propagating
photons can be reversibly converted.
We identify a simple design for a graphene nanostructure (a
triangle with a certain aspect ratio) supporting two plasmonic
modes at frequenciesωp and 2ωp, coupled by the second-order
nonlinear interaction between plasmons. We find that, apart
from a coefficient depending only on the geometry of the two
modes, the rate g at which two quantized plasmons in the
lower-order mode and one quantized plasmon in the higher-
order mode convert between each other scales as (g/ωp) ∼
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(λF/λpl)
7/4, verifying the importance of the plasmon wavelength
vs. scale of nonlocality.
The strong nonlinearities at the level of plasmons do not
convert directly into optical nonlinearities. Indeed, the short
lifetime of plasmons causes them to decay through dissipative
channels before they can be emitted radiatively as photons. For
the modes described above the radiative decay rate κ associ-
ated the dipole moment of the modes is of the order of 10−7ωp,
with the non-radiative decay Γ ′ being at least five orders of
magnitude larger. A convenient way to increase the coupling
of SP’s to radiation is to use an array of identical nanostruc-
tures. In this way the probability of light-plasmon interaction
gets multiplied by the number of structures (for Nκ  Γ ′), as
represented in Fig. 1.11a. It is then possible to realize a scheme
where incoming light resonant with the fundamental plasmonic
resonance produces the emission of light at frequency 2ωp, via
the intermediate processes of plasmon excitation, conversion,
and re-emission (see Fig. 1.11b). A detailed calculation of the
efficiency of this second harmonic generation (SHG) scheme is
presented in Chapter 4, where it is shown that a two-photon
conversion efficiency of the order of 10−8, comparable to state-
of-the-art experiments with crystals [78], can be achieved. In
the same Chapter the efficiencies of other processes are also
considered for classical and quantum input light.
1.3.4 Quantum memories with atomic arrays
In Sec. 1.1.2 we have discussed the possibility of employing
atomic ensembles as a tool to create optical quantum nonlinear-
ities, that serve to process the quantum information encoded
into photons [20, 22, 79, 80]. Atomic ensembles find a natural
application also as quantum memories, systems in which quan-
tum states can be “stored" and then retrieved on demand.
Quantum memories with atomic ensembles are typically real-
ized using three-level atoms [29, 81, 82], where a classical con-
trol field maps photonic excitations, resonant on the |g〉 − |e〉
transition onto a metastable state |s〉. The same control field
can then be applied to retrieve the stored excitation. The natu-
rally arising figure of merit for the storage process is then the
storage efficiency, defined as the ratio between the incoming
energy and stored energy. Similarly one can define the retrieval
efficiency as the ratio between the energy emitted into the desir-
able detection channel, i.e. a given mode of the electromagnetic
field, and the energy that must be emitted during the process. A
time reversal symmetry argument shows that these efficiencies
share the same upper bound.
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Figure 1.12: The field emitted by a 30× 30 atomic array in the x− y
plane, when a stored excitation is retrieved. The figure
shows a cut of the field in the y = 0 plane. (Figure cour-
tesy of Mariona Moreno-Cardoner.)
A systematic study of this bound has lead to the conclusion
that the minimum error, i.e. the difference between one and
the maximum efficiency, scales as the inverse of the ensemble
optical depth OD [83] (see Sec. 1.1.2 for its definition). This
analysis is however built on the assumption that the emission
into modes other than the detection mode is independent of
the atomic correlations (independent emission model). This as-
sumption is generally valid for the case of disordered three-
dimensional ensembles but breaks down for the case of ordered
atomic arrays, i.e. systems in which the atoms are regularly posi-
tioned [84, 85] (see Fig. 1.12), when the distances between neigh-
bouring atoms are comparable to the resonant wavelength [86].
In Chapter 5 we use the spin model formalism for light propa-
gation in atomic ensembles developed in Chapter 2 to calculate
the retrieval efficiency of an atomic array taking into account
the exact positions and emissions pattern of all the atoms. We
find an elegant expression for the efficiency, where the optimal
configuration for the initial distribution of the stored excitation
is given by an eigenvalue problem on an Na ×Na matrix.
Applying this result to the case of a two-dimensional array
with a (non paraxial) Gaussian-like detection mode, we find
that the minimum error for optimized initial conditions and




proportionality constant of about one. This result reveals the
enormous potential of ordered arrays of atoms as a platform
for quantum memories. An array with as few as 4× 4 atoms is
predicted to have the same efficiency of a disordered ensem-
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ble having optical depth OD > 100. In the chapter we also
study the effect of the presence of imperfections, such as miss-
ing atoms or classical disorder in the positions of the atoms, on
the efficiency of the memory.
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Q U A N T U M D Y N A M I C S O F P R O PA G AT I N G
P H O T O N S W I T H S T R O N G I N T E R A C T I O N S
2.1 introduction
In the first chapter of the thesis we have reviewed how the non-
linearity associated with the anharmonicity of the atomic spec-
trum can be exploited to create interactions between photons,
a crucial ingredient for quantum information processesing and
the creation of quantum networks [4]. Different approaches are
adopted to make the photons interact strongly with the atoms.
In free space one can place the atom between two mirrors, mak-
ing the photon to bounce back and forth between them and
thus increasing the interaction probability with the atom (cav-
ity QED, see Sec. 1.1.1). Alternatively, one can use an atomic
ensemble to increase the interaction probability (see Sec. 1.1.2).
The use of nanophotonic systems opens new possibilities. For
instance, one can confine photons into a one-dimensional di-
electric medium, such as a nanofiber with atoms trapped nearby,
and take advantage of both the confinement of the light to a
small cross-sectional area and of the possibility to couple the
optical modes with a large number of atoms at a constant cou-
pling strength (see Sec. 1.2).
We have also seen that to describe the dynamics of photons
interacting with a CQED system one has at disposal a powerful
theoretical tool, the “input-output" formalism [15]. Within this
formalism the continuum of modes of the light degrees of free-
dom external to the cavity is integrated out. By consequence
the internal dynamics is governed by an effective Hamiltonian
of the form of Eq. (1.6), where the external field enters only as
a single mode, the “input mode", which contains all the infor-
mation on the free-propagating field before the interaction with
the cavity. The field leaving the cavity, the “output mode", can
then be expressed through Eq. (1.4) as a sum of the input field
and of the cavity field leaking out.
On the contrary, such a simple and elegant tool to describe
the dynamics of photons propagating in free space or in a di-
electric of reduced dimensionality and interacting with an en-
semble of atoms has not existed. For the case of free space
atomic ensembles a set of coupled field equations for the (con-
tinuous) atomic and field degrees of freedom, the Maxwell-
Bloch equations (1.8)-(1.9) [18, 19], is widely used to describe
31
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the light propagation. Unfortunately such equations can only
be solved analytically or numerically in a very limited number
of cases, typically when the probe field is weak and the atoms
respond linearly. The more interesting situations in which non-
linearities produce non-classical states of light, such as in the
Rydberg-EIT scheme reviewed in Sec. 1.1.2, lie out of the range
of validity of the approximations which make Maxwell-Bloch
equations exactly solvable.
In the present chapter we show that the input-output formal-
ism of CQED can be readily generalized to the case of atomic
ensembles for both light in free-space and guided light. As com-
pared to the Maxwell-Bloch equations, the main advantage pro-
vided by the formalism consists of the full elimination of the
continuous degrees of freedom associated with the field. Using
this method one can reconstruct the dynamics of the photons
by solving a driven-dissipative model for the atoms, the “spin
model", followed by using a generalized input-output equation
to connect the output field with the state of the atomic ensem-
ble.
In Sec. 2.2 we first introduce the generalized input-output for-
malism for a one-dimensional waveguide coupled with an ar-
ray of atoms, and then we argue that the simpler 1D waveguide
model can be used to describe most of the experiments with
three-dimensional ensembles in free space provided that the
optical depths of the two systems are matched. In Sec. 2.3 we
present the connection between the generalized input-output
formalism and the S-matrix formalism for photonic Fock states.
In Sec. 2.4 we apply the introduced formalism to a Rydberg-EIT
system, studying the transmission properties for a weak probe.
Here, the low number of excited atoms enables a truncation of
the Hilbert space that makes numerical computation feasible.
In the second part of the chapter we deal with the problem of
having high intensity input fields, in which case the number of
excitations poses strong limitations to the number of atoms that
can be simulated numerically with the spin model. In Sec. 2.5
we show that this limitation can be circumvented by adopting
the matrix product state (MPS) ansatz. In particular, this ansatz
is based upon the observation that physical systems might only
explore a small part of the exponentially large Hilbert space. A
time evolution algorithm based upon MPS enables this reduced
space to be found in an adaptive way. We test the power of our
algorithm in Sec. 2.6, where we simulate the propagation of
light in a vacuum induced transparency (VIT) medium.
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Figure 2.1: Schematic representation of a system of many atoms cou-
pled to a common waveguide. The nonlinearity of an atom
enables the generation of a continuum of new frequen-
cies upon scattering of an incoming state. This property,
combined with multiple scattering from other atoms, ap-
pears to make this system more complicated than the cav-
ity QED case.
2.2 generalized input-output formalism
2.2.1 Light propagation in a one-dimensional waveguide
The problem of the propagation of light in a waveguide coupled
with an array of atoms, the system introduced in Sec. 1.2.1, has
been the subject of intense investigation. In the weak excitation
limit, atoms can be treated as linear scatterers and the power-
ful transfer matrix method of linear optics can be employed
to solve the problem exactly [87, 88]. The full quantum case
on the other hand has been solved exactly in a limited num-
ber of situations in which nonlinear systems are coupled to 1D
waveguides [89–99]. The challenge compared to the cavity case
arises from the fact that a two-level system is a nonlinear fre-
quency mixer, which is capable of generating a continuum of
new frequencies from an initial pulse [100], as schematically de-
picted in Fig. 2.1. A priori, keeping track of this continuum as
it propagates and re-scatters from other emitters appears to be
a difficult task. Here we show that the elegant input-output for-
malism of CQED can be generalized and applied successfully
to describe light propagation in the atom-waveguide case.
We consider a generic system composed of many atoms lo-
cated at positions zj along a bidirectional waveguide. We as-
sume that there is an optical transition between ground and
excited-state levels |g〉 and |e〉 to which the waveguide couples,
but otherwise we leave unspecified the atomic internal struc-
ture and the possible interactions between them (e.g., Rydberg
interactions), as such terms do not affect the derivation pre-
sented here. The bare Hamiltonian of the system is composed
of a term describing the energy levels of the atoms Hat, and
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v,kbv,k, where k is the
wavevector and v = ± is an index for the direction of propaga-
tion, with the plus (minus) denoting propagation towards the
right (left) direction. We assume that within the bandwidth of
modes to which the atoms significantly couple, the dispersion
relation for the guided modes can be linearized as ωk = c|k|.
The interaction between atoms and photons is given in the ro-















which describes the process where excited atoms can emit pho-
tons into the waveguide, or ground-state atoms can become ex-
cited by absorbing a photon. The coupling amplitude g is as-
sumed to be identical for all atoms, while the coupling phase
depends on the atomic position (eivkzj). Here, we will explicitly
treat the more complicated bidirectional case, although all of
the results readily generalize to the case of a single direction of
propagation (chiral waveguide).
In analogy with the input-output formalism of cavity QED [15],
we will eliminate the photonic degrees of freedom by formal in-
tegration, obtaining that the output field exiting the collection
of atoms is completely describable in terms of the input field
and atomic properties alone. This formal integration also pro-
vides a set of generalized Heisenberg-Langevin equations that
governs the atomic evolution. We will then introduce an effec-
tive Hamiltonian from which these equations can be derived
directly.
The Heisenberg equations of motion for σgej and bv,k can be
readily obtained by calculating the commutators with H:





















Eq. (2.2) can be formally integrated and Fourier transformed to





the real-space wave equation














j (t− v(z− zj)/c). (2.4)
Here we have introduced the input mode Ev,in, mathematically
corresponding to the homogeneous solution and physically to
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the freely propagating field in the waveguide. The second term
on the right consists of the part of the field emitted by the atoms.























l (t− |zj − zl|/c)). (2.5)
Importantly, in realistic systems time retardation can be ne-
glected, resulting in the Markov approximation Ev,in(t−vzj/c) ≈
Ev,in(t)e




k0 = ω0/c is the wavevector corresponding to the central fre-
quency around which the atomic dynamics is centered (typi-
cally the atomic resonance frequency ωeg). This approximation
is valid when the difference in free-space propagation phases
∆ωL/c 1 is small across the characteristic system size L and
over the bandwidth of photons ∆ω involved in the dynam-
ics. As a simple example, the characteristic bandwidth of an
atomic system is given by its spontaneous emission rate, cor-
responding to a few MHz, which results in a significant free-
space phase difference only over lengths L & 1 m much longer
than realistic atomic ensembles. A complementary viewpoint
of the Markov approximation is that the dispersion of fields in
the empty waveguide is negligible compared to the large dis-
persion introduced by atoms driven near resonance.



























l exp(ik0|zj − zl|), (2.6)
where we have identified Γ1D = 4πg2/c as the single-atom spon-
taneous emission rate into the waveguide modes. If we keep
separated the terms proportional to σgel coming from the right
and left-going photonic fields, we can find easily that the Lind-
blad jump operators corresponding to the decay of the atoms







∓ik0zj , in terms of
which we can write the master equation for the atomic density









We also see that we can derive Eq. (2.6) from a non-Hermitian
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In particular, in the following sections we will be concerned
with coherent state driving from a single direction (v = +),
in which case E−,in = 0 and E+,in ≡ Ein is the incoming co-
herent state amplitude. The resulting infinite-range interaction
between a pair of atoms j,l in (2.7) intuitively results from the
propagation of a mediating photon between that pair, with a
phase factor proportional to the separation distance. In the fol-
lowing we will refer to the effective Hamiltonian Hsm, and the
corresponding jumps O± associated with dissipation, as the
“1D spin model".
Within the same approximations employed above to derive
the Heisenberg-Langevin equations we can obtain a general-
ized input-output relation










where the output field is defined for z > zR ≡ max[zj] (z <
zL ≡ min[zj]) for right(left)-going fields. However, since the
right-going output field propagates freely after zR, it is conve-
nient to simply define E+,out(t) = E+,out(zR + ε, t) as the field
immediately past the right-most atom (where ε is an infinites-
imal positive number), and similarly for the left-going output.
The derived relation shows that the out-going field properties
are obtainable from those of the atoms alone.
The emergence of infinite-range interactions between emit-
ters mediated by guided photons, and input-output relation-
ships between these emitters and the outgoing field, have been
discussed before in a number of contexts [88, 90, 101], but the
idea that such concepts could be used to study quantum in-
teractions of photons in extended systems has not been fully
appreciated. In Secs. 2.4 and 2.6, we will give concrete exam-
ples of the effectiveness of this approach to quantum nonlinear
optics. In particular, the infinite-dimensional continuum of the








where n is the maximum number of atomic
excitations (for n = N we have dim[H] = 2N). The atomic
dynamics, on the other hand, having been reduced to stan-
dard Heisenberg-Langevin equations, quantum jump, or mas-
ter equations, are solvable by conventional prescriptions [14].
More generally, the statement that quantum optics with atoms
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apparently reduces to a spin model (something much more
commonly seen in condensed matter) is quite intriguing, and
its consequences will be explored from multiple viewpoints
throughout this thesis.
In the derivation of the 1D spin model we have thus far ig-
nored the possibility of atomic decay with the emission of a
photon into a non-guided mode, i.e. into free space. We can
account for this decay mechanism by adding a phenomenolog-
ical independent decay rate Γ ′ for the excited atoms. This is

















Our 1D model quantitatively captures the microscopic details
of experiments where atoms or other quantum emitters are cou-
pled to 1D channels. This includes atoms coupled to nano-fibers
(Γ1D/Γ ′ ∼ 0.05) [34] or photonic crystals (Γ1D/Γ ′ ∼ 1) [38], or “ar-
tificial” atoms such as superconducting qubits or quantum dots
coupled to waveguides (Γ1D/Γ ′  1) [102–105].
2.2.2 The 1D spin model for 3D atomic ensembles
The descriptive power of the 1D spin model extends beyond
purely one-dimensional systems; in fact, here we will discuss
how it can be used to reproduce the macroscopic observables
of light propagation in a conventional atomic ensemble. While
there are some phenomena in atomic ensembles that are truly
three-dimensional, such as radiation trapping [106] and collec-
tive emission at high densities [107–109], within the context
of generating many-body states of light, the problems of inter-
est largely involve quasi one-dimensional propagation [57, 110–
115]. Indeed a typical experimental design is to input light in a
single transverse mode and detect the light in the same mode
after it traverses the ensemble (see Fig. 2.2).
The standard approach to describe light propagation in such
a system is to use Maxwell-Bloch equations [18, 19] in their
one-dimensional, paraxial form [17, 31, 33, 83, 110, 116, 117],
introduced in Sec. 1.1.2, and that we report here in a slightly
different form:











[Pgg(z, t) − Pee(z, t)]E(z, t) + F(t). (2.12)
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Figure 2.2: Schematic representation of a quantum optics experiment
with a three-dimensional atomic ensemble trapped in free
space. Both the input and output modes consist of the
same transverse Gaussian mode.
Again, here Pge denotes a continuous atomic polarization den-
sity operator, where the discreteness of atoms has been smoothed
out. The difference with respect to the equations presented in
the first chapter is that here we have introduced the coupling
rate Γ1D of an individual atom to the one-dimensional input
mode. In principle, this rate can vary with z depending on
the details of this mode, but for notational simplicity we as-
sume here that it is constant. In this standard formulation of
the Maxwell-Bloch equations, it should be noted that the in-
teraction of the atoms with the remaining continuum of three-
dimensional modes is reduced to an independent emission rate
Γ ′, meant to approximately capture scattering of photons out
of the transverse mode of interest. The question of when this
approximation breaks down is quite complicated and rich [86,
110, 118] and will not be discussed here; in any case, Eqs. (2.11)-
(2.12) are widely accepted as the standard model for quasi-1D
light propagation through atomic ensembles [17].
It should be noted that Eqs. (2.11) and (2.12) have nearly the
same form as the Heisenberg equations of motion of the 1D
waveguide, Eqs. (2.2) and (2.3). The independent emission Γ ′ is
also captured by the phenomenological Lindblad term added to
the 1D evolution, Eq. (2.10). It can be seen that the only differ-
ence between the Maxwell-Bloch equations and the 1D model
is that in the latter, the discreteness of the atoms is explicitly
retained through their positions zj. These can in fact be chosen
in a way to reproduce phenomena associated with free-space
ensembles. In particular, as we discuss below, our numerical
calculations are facilitated by choosing ratios of Γ1D/Γ ′ ∼ 1. It is
known that for a weak resonant input field, a single two-level
atom in a waveguide can produce an appreciable reflectance
of Γ2
1D/(Γ1D + Γ
′)2 [119, 120]. The reflectance can be further en-
hanced if multiple atoms are placed on a lattice with lattice
constant defined by k0a = π, in which case the reflectance from
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individual atoms constructively interferes [88, 121, 122]. While
it is possible to observe similar effects in atomic ensembles [123,
124], this situation is atypical and will not be discussed fur-
ther here. To reproduce the typical case in atomic ensembles
where reflection is negligible, we thus always choose a spac-
ing k0a = π/2, in which reflection from different atoms in the
lattice destructively interferes.
In this configuration, the 1D waveguide model reproduces
one of the key features of an atomic ensemble, that of decay
of the transmitted field with increasing optical depth. If we
consider the transmittance T = 〈E†outEout〉 /|Ein|2, then for a res-
onant weak coherent state input we find in the 1D waveguide
model T = exp(−OD), where the optical depth is OD = 2NΓ1D/Γ ′
for Γ1D . Γ ′[125]. Since OD . 102 in realistic atomic ensem-
bles, by artificially choosing Γ1D ∼ Γ , the same optical depth is
achieved with just tens or hundreds of atoms. This exponen-
tial decay of a resonant incoming field in a two-level atomic
gas takes the name of Beer’s law and is the solution of the
Maxwell-Bloch equations in the linear regime given a resonant
input field.
One can get an intuition of how Beer’s law can be obtained
from the spin-model by considering a single atom coupled to
the waveguide. For a weak probe one can ignore saturation,




δ+ i(Γ1D + Γ ′)/2
, (2.13)
where δ = ω−ωeg is the detuning of the input field frequency
from the atomic resonance. Using this result in the input-output
relation (2.9) one can get the output state and the single atom
transmittance
T1(δ) =
∣∣∣∣ δ+ iΓ ′/2δ+ i(Γ1D + Γ ′)/2
∣∣∣∣2. (2.14)
For Γ1D  Γ ′ and on resonance one can expand the transmit-
tance as T1(0) ≈ 1 − 2Γ1D/Γ ′. For N atoms in the spatial con-
figuration k0a = π/2 where atomic reflection destructively in-
terferes, the linear response is then approximately given by the
product of the single-atom transmittance. Then TN ≈ exp(−2NΓ1D/Γ ′),
from which we get the expression for the optical depth reported
above. More rigorously one can solve the spin model for N
atoms under weak driving and use the input-output equation
to reconstruct the output field and the transmittance. In Fig. 2.3
we plot the transmittance spectrum obtained in this way for dif-
ferent values of the ratio Γ1D/Γ and of the number of atoms N
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Figure 2.3: Transmittance spectrum obtained by solving the spin
model with a constant optical depth OD = 5 but differ-
ent values for the number of atoms N and the waveguide
decay rate Γ1D. The three (undistinguishable) lines corre-
sponds to N = 50, Γ1D = 0.1Γ ′ (continuous blue line),
N = 20, Γ1D = 0.25Γ ′ (red dashed line) and N = 10,
Γ1D = 0.5Γ ′ (yellow dotted line).
but having the same optical depth OD = 2NΓ1D/Γ . One can ap-
preciate from the figure that, as anticipated, the transmittance
depends only on the optical depth.
2.3 relation to s-matrix elements
In the previous section we have presented an extended input-
output formalism to describe light propagation in one-dimensional
systems. We have seen that the formalism can be readily used
to calculate the transmitted and reflected fields when the in-
put field is a coherent state, by solving for the dynamics of a
particular driven spin Hamiltonian and constructing the out-
put field in terms of the atomic solution by means of an input-
output relation. The dynamics of few-photon states can also be
approached from the point of view of scattering theory. Within
this formalism the dynamics of photons is provided by the scat-
tering matrix (S-matrix). Physically, the S-matrix provides, for
a given input field consisting of a number of monochromatic
(plane-wave) photons, the output field decomposed as a sum
of monochromatic photon states. As the set of plane waves
forms a complete basis, the full S-matrix associated with a given
system enables the problem of photon propagation to be com-
pletely solved.
The connection between the S-matrix formalism and the stan-
dard input-output formalism of quantum optics has been first
presented in Ref. [90], where the asymptotic incoming and out-
going photonic states, which provide the basis over which the
S-matrix is defined, have been associated with the Fock states
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created by the (Fourier transformed) input and output field op-
erators. This connection for an n-photon process takes the form
S
(n)








n) |0〉 , (2.15)
where the input and output creation operators respectively cre-
ate freely propagating incoming and outgoing photonic states.
The n-dimensional vectors p and k denote the outgoing and
incoming frequencies of the n photons. The input and output
operators can be any combination of + and - propagation di-
rections (we have omitted this index here for simplicity). In the








iki), to express the S-matrix in terms
of time correlations of the input and output fields. In Eq. (2.15)
we have assumed implicitly that the number of photons is con-
served for simplicity but the theory can be easily extended to
the more general case of non-conservation of the number of ex-
citations (we will give examples in Chapter 4 in the context of
second harmonic generation). While Eq. (2.15) has been used
to calculate the S-matrix elements in a limited number of cases
in Ref. [90], here we go a step further showing that the input-
output relation can be used to express all the matrix elements in
terms of atomic operators only. A similar conclusion has been
derived simultaneously and independently in Ref. [126].
For notational simplicity, we give here a derivation for a sin-
gle spin and a monodirectional waveguide, but its generaliza-
tion to the bidirectional waveguide and many atoms is straight-
forward. For our purpose it is enough to have an input-output
relation of the form
bout = bin − i
√
γσge. (2.16)
We begin by noting that Eq. (2.16) enables one to replace output
operators by a combination of system and input operators, or
input operators by system and output operators. Selectively us-
ing these substitutions, one can exploit favorable properties of
either the input or output field, in order to gradually time order
all of the system operators (where operators at later times ap-
pear to the left of those at earlier times), while removing input
and output operators from the correlation.
Since the output operators commute between themselves be-
cause of the indistinguishability of photons, they can be freely
ordered by decreasing times. Introducing the time ordering op-
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This expression can be expanded as a sum and each of its
terms can be labelled by the number m of system operators
σge present. Also, thanks to the fact that [σge(t),bin(t ′)] = 0 for
t ′ > t, all the input operators can be moved to the right of the
spin operators in each term. Thus, the generic term of order m















which can be immediately simplified using the commutation re-
lations between input operators [bin(t),b
†
in(t
′)] = δ(t− t ′). This
manipulation results in a sum of (n!)2/(m!)2(n−m)! terms for
each original term of order m. Each term of the sum consists














m) |0〉 . (2.19)
Since the σge operators commute with the b†in operators at later
times, the time ordering operator can be extended to all the
operators in the correlation function. Using again Eq. (2.16) to


























However, since the operators b†out commute with all the opera-







remains, which proves that the S-matrix elements can be ex-
pressed as a sum of (time-ordered) atomic correlation functions.
Note that in Eq. (2.21) the operators are in the Heisenberg pic-
ture, i.e. σge(t) = eiHtσgee−iHt, where H is the Hamiltonian
of the whole system without the driving field, and the vac-
uum state |0〉 stands for |0〉b |g〉⊗N, i.e. the vacuum state of field
modes and the ground state of all the atoms.
Moreover, using the general expression for the Heisenberg-
Langevin equation and the quantum regression theorem, it can
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be proven that when any auxiliary fields driving the system
do not generate waveguide photons, the correlation function of
Eq. (2.21) can be evaluated by evolving σge(t) as eiHefft σge e−iHefft
where Heff = Hat +Hdd,eff is the effective Hamiltonian of the
atom, with Hdd,eff described in the previous section. Although
such a form for σge(t) is not true in general due to quantum
noise, these noise terms have no influence on the correlation.







m as an example (our argument holds for
any time ordering). The quantum regression theorem is applied
here to eliminate the bath or photonic degrees of freedom, and
results in
〈0|b 〈0|σge(t1)...σge(tm)σeg(t ′1)..σeg(t ′m) |0〉b |0〉 =
Tr[σgeeL(t1−t2)σge...σegeL(tm−1−tm)σegρ(0)], (2.22)
where ρ(0) = |g〉 〈g| ⊗ |0〉b 〈0| and L is the Lindblad super-
operator corresponding to the effective spin model. L contains
a deterministic part, which generates an evolution driven by
Heff and which conserves the number of excitations, and a jump
part, which reduces the number of atomic excitations. Because
of the form of the correlators, which contain an equal number
of atomic creation and annihilation operators, the jump part of
the evolution of the operators gives a vanishing contribution to
the correlation function, proving what was stated above.
While the discussion has thus far been completely general,
the case of S-matrix elements involving only one or two pho-
tons can be formally reduced to particularly simple expres-
sions. For example, it can be shown easily that the weak probe
transmission coefficient T(k) for the many-atom, bi-directional
waveguide case introduced in the previous section is related to
the S-matrix by S(1)p+;k+ ≡ 〈0|b+,out(p)b
†
+,in(k) |0〉 ≡ T(k)δ(p− k).
Furthermore, it can be expressed in terms of a known ∼ N×N
matrix corresponding to the single-excitation Green’s function




















WijTij;i ′j ′Wi ′j ′ + (p1 ↔ p2), (2.24)
where the first and second terms on the right describe the lin-
ear and nonlinear contributions, respectively. The latter term
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can be expressed in terms of matrices W related to the single-
excitation Green’s function, and a known ∼ N2 ×N2 matrix T
characterizing atomic nonlinearities and interactions.
2.4 light propagation in a rydberg-eit medium
(a) (b)
Figure 2.4: (a) EIT level scheme. The atomic ground (|g〉) and excited
states (|e〉) interact with the quantum propagating field b
of the waveguide. An additional classical field with Rabi
frequency Ω couples state |e〉 to a metastable state |s〉. The
total single-atom linewidth of the excited state is given by
Γ . (b) The real (χ ′) and imaginary (χ ′′) parts of the lin-
ear susceptibility for a two-level atom (upper panel) and
three-level atom (lower panel), as a function of the dimen-
sionless detuning δ/Γ of the field b from the resonance
frequency of the |g〉-|e〉 transition. For the three-level atom,
the parameters used are δL = 0 and Ω/Γ = 1/3.
In this section, we apply the formalism presented in Sec. 2.2
to a specific example involving three-level atoms under con-
ditions of electromagnetically induced transparency (EIT) and
with Rydberg-like interactions between atoms [28, 31–33, 127].
This scheme was briefly introduced in Sec. 1.1.2, and we re-
view it in greater detail here. The linear susceptibility for a
two-level atom with states |g〉 and |e〉, in response to a weak
probe field with detuning δ = ωp −ωeg from the atomic res-
onance, is shown in Fig. 2.4b. It can be seen that the response
on resonance is primarily absorptive, as characterized by the
imaginary part of the susceptibility (χ ′′, red curve). In contrast,
the response can become primarily dispersive near resonance
if a third level |s〉 is added, and if the transition |e〉 − |s〉 is
driven by a control field (characterized by Rabi frequency Ω
and single photon detuning δL = ωL −ωes). Specifically, via
interference between the probe and control fields, the medium
can become transparent to the probe field (χ ′′ = 0) when two-
photon resonance is achieved, δ − δL = 0, realizing EIT [21,
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29]. In this process, the incoming probe field strongly mixes
with spin wave excitations σsg to create “dark-state polaritons".
The medium remains highly transparent within a characteristic
bandwidth ∆EIT around the two-photon resonance, which re-
duces to ∆EIT ∼ 2Ω2/(Γ
√
OD), when δL = 0. Here Γ = Γ ′+ Γ1D is
the total single-atom linewidth, and OD is the optical depth of
the atomic ensemble. These polaritons propagate at a strongly
reduced group velocity vg  c, as indicated by the steep slope
of the real part of the susceptibility χ ′ in Fig. 2.4b, which is
proportional to the control field intensity [21, 29].
Taking σsej to be the lowering operator from |ej〉 to |sj〉, EIT is

























where the first line represents the explicit form of Hat for the
EIT three-level atomic structure. In addition to waveguide cou-
pling, here we have added an independent atomic decay rate
Γ ′ into other channels (e.g., unguided modes), yielding a total
single-atom linewidth of Γ = Γ ′ + Γ1D.
The spin model of EIT, i.e. Eq. (2.25), can be exactly solved
in the linear regime using the transfer matrix formalism [88],
which correctly reproduces the free-space result and depen-
dence on optical depth of the group velocity vg = 2Ω2n/Γ1D
and transparency window ∆EIT, where n is the (linear) atomic
density. The corresponding minimum spatial extent of a pulse
that can propagate inside the medium with high transparency
is given by σEIT = vg/∆EIT.
A single photon propagating inside an ensemble of atoms
under EIT conditions is coherently mapped onto a single dark
polariton, corresponding to a delocalized spin wave populating
the single excitation subspace of the atomic ensemble. The po-
lariton dynamics can be therefore visualized directly by mon-
itoring the excitation probability 〈σssj 〉 of the atoms in the en-
semble. In Fig. 2.5, we initialize a single polariton inside the
medium with an atomic wave function of the form |ψ〉 =∑j fjσsgj |g〉⊗N,
and we determine numerically the time evolution under HEIT
in Eq. 2.25 up to a final time tf. Choosing an initially Gaus-
sian spin wave, fj = exp(ikindj) exp(−(jd−µ)2/4σ2p)/(2πσ2p)1/4,
with spatial extent σp (blue line), one sees that the wavepacket
propagates a distance vgtf, and with little loss provided that
σp > σEIT. Numerics (green line) show perfect agreement with
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(a)
(b)
Figure 2.5: EIT: single polariton propagation for σp < σEIT (a) and
σp > σEIT (b). Plotted is the population Pj = 〈σssj 〉 of atom
j in the state |s〉. The blue line corresponds to the initial
state, the green line to the state numerically evolved over
a time tf, and the red dots to the theoretically predicted
evolution. Other parameters: tfvg = Nd/6, Γ ′ = 5, Γ1D =
10, Ω = 1, N = 500 and σEIT ∼ 22d, where d is the lattice
constant.
theoretical predictions (red lines) obtained via the transfer ma-
trix formalism [88].
The spin model formalism can be easily extended to include
arbitrary atomic interactions, providing a powerful tool to study
quantum nonlinear optical effects. As a concrete example, we
consider a system in which atoms can interact directly over a
long range, such as via Rydberg states [57, 111, 128] or photonic
crystal bandgaps [46]. The total Hamiltonian is given by










in which Ujl represents a dispersive interaction between atoms
j and l when they are simultaneously in state |s〉. As we are
primarily interested in demonstrating the use of our technique,
we take here a “toy model” where atoms experience a constant
infinite-range interaction,Ujl/2 ≡ C. Such a case enables the nu-
merical results to be intuitively understood, although we note
that other choices of Ujl do not increase the numerical complex-
ity. In particular we are interested in studying the propagation
of a constant weak coherent input field through the atomic en-







−ikinzjei∆t), where E Γ is the ampli-
tude of the constant driving field, ∆ = δ− δL the detuning from
two photon resonance condition, and the initial state is given
by the global atomic ground state |ψi〉 = |g〉⊗N [119, 129]. With
infinite-range interaction, one spin flip to state |s〉j̃ shifts the
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energies of all other states |s〉j by an amount C. A second pho-
ton should then be able to propagate with perfect transparency,
provided it has a detuning compensating for the energy shift C,
thus ensuring the two-photon resonance condition is satisfied.
As we result, we expect to see a transparency window for two
photons, whose central frequency shifts linearly with C.
(a) (b)
Figure 2.6: (a) Single-photon (circles) and two-photon (triangles)
transmission spectrum for a weak probe field, for selected
values C/2 = 0 and C/2 = 0.2 of the infinite-range in-
teraction strength. The linear transmission is independent
of C, while the two-photon spectrum exhibits a shift in
the maximum transmission by an amount C/2. Other pa-
rameters: N = 200, Γ1D = 1, Γ ′ = 3, Ω = 2, δL = 0,
E = 10−6. (b) Contour plot of the two-photon transmission
spectrum T2 = 〈E†+,out(t)E†+,out(t)E+,out(t)E+,out(t)〉/E4, as
functions of interaction strength C/2 and two photon de-
tuning ∆ = δ (δL = 0). Cuts of the contour plot (illustrated
by the dashed lines) are plotted in (a).
This predicted behavior can be confirmed by plotting the
transmitted intensity fraction
T1 = I/Iin = 〈E†+,out(t)E+,out(t)〉/E2, (2.27)
and also the second-order correlation function
T2 = 〈E†+,out(t)E†+,out(t)E+,out(t)E+,out(t)〉/E4, (2.28)
which corresponds roughly to the two-photon transmission. Fig. 2.6
shows the single-photon transmission T1 and two-photon trans-
mission T2 as a function of the interaction strength C and de-
tuning from two photon resonance ∆. To generate these plots,
we have taken a weak coherent state input, and truncated the
Hilbert space to two maximum atomic excitations (such that
the Hilbert space size is proportional to N2), which makes a
numerical solution tractable even for relatively large numbers
of atoms (N = 200 for Fig. 2.6). As expected, T1 shows a peak
at ∆ = 0 independently of the interaction intensity C; instead
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Figure 2.7: Comparison of g(2)(τ) evaluated by numerical simula-
tions (red dashed line) and S-matrix theory (black line).
For constant infinite range interactions C = 1 and ∆ = 0,
the interactions induce photon antibunching. Other pa-
rameters: N = 20, Γ1D = 2, Γ ′ = 2, Ω = 1, δL = 0, E = 10−6.
the peak in T2 shifts towards ∆ = C/2 with increasing C. The
decay of T2 for increasing C can be intuitively understood by
noting that we have a constant coherent state input, in which
photons are randomly spaced, causing two photons to enter the
medium at different times. Thus, until the second photon en-
ters, the first photon propagates as a single polariton detuned
by ∆ from the single-photon transparency condition, getting
partially absorbed in the process. By increasing the interaction
we increase the detuning for this single polariton and conse-
quently its absorption, explaining the trend observed for T2 in
Fig. 2.6b.
Field correlation functions like intensity I = 〈E†+,out(t)E+,out(t)〉
or g2(τ) = 〈E†+,out(t)E†+,out(t+ τ)E+,out(t+ τ)E+,out(t)〉/I2 can be
computed according to the following strategy. First we switch
from Heisenberg representation to Schrödinger representation,
so that for the intensity we get
I = 〈E†+,out(t)E+,out(t)〉 = 〈ψ(t)|E†+,outE+,out|ψ(t)〉. (2.29)
The time evolved wave function, |ψ(t)〉, is determined by nu-
merically evolving the initial spin state |ψi〉 under H for a time
t. Then, the state immediately after detection of one photon,
E+,out|ψ(t)〉 = |φ〉, is evaluated by expressing b+,out in terms




ikin(zR−zj). Finally we obtain the inten-
sity by computing the probability of the one-photon detected
state, I = 〈φ|φ〉. For g2(τ) an extra step is needed. Its numerator
describes the process of detecting two photons, the first at time
t and the second at time t + τ: f(t + τ) = 〈E†+,out(t)E†+,out(t +
τ)E+,out(t+τ)E+,out(t)〉. As before we can switch to the Schrödinger
picture, f(t+ τ) = 〈ψ(t)|E†+,outeiHτE†+,outE+,oute−iHτE+,out|ψ(t)〉,
and evaluate the state after dectection of the first photon, E+,out|ψ(t)〉 =
[ August 4, 2017 at 12:00 – classicthesis version 4.2 ]
2.4 simulating the spin model with matrix product states 49
|φ〉. Then detection of a second photon after a time τ entails
performing an extra evolution under H and annihilating a pho-
ton, that is: E+,oute−iHτ|φ〉 = E+,out|φ(τ)〉. Finally, we evalu-
ate the quantity f(t + τ) = 〈φ(τ)|E†+,outE+,out|φ(τ)〉, by again
expressing E+,out in terms of spin operators. In Fig. 2.7, we
plot the numerically obtained result for g(2)(τ), for the case
where infinite-range interactions are turned on (C = 1) and
for a weak coherent input state with detuning ∆ = 0. In such
a situation, one expects for the single-photon component of
the coherent state to transmit perfectly, while the two-photon
component is detuned from its transparency window and be-
comes absorbed. This nonlinear absorption intuitively yields
the strong anti-bunching dip g(2)(τ = 0) < 1. We also evalu-
ate this second-order correlation function using the analytical
result for the two-photon S-matrix in Eq. (2.24), which shows
perfect agreement as expected.
2.5 high intensity input field : simulating the spin
model with matrix product states
In the first part of this chapter we have seen that using the 1D
spin model significantly reduces the size of the Hilbert space
required to simulate the light propagation problem, but the
dimension still grows exponentially with atom number. This
growth can be avoided in the case where the input field is
sufficiently weak that the Hilbert space can be truncated to
a maximum number of total excitations likely to be found in
the system [125], as we have seen in Sec. 2.4 where we ap-
plied the spin model formalism to the case of a Rydberg-EIT
system under weak driving. In the more general case, where
many-photon effects are important, the full Hilbert space may
be treated numerically for around 10 to 20 atoms depending on
the size of the single-atom Hilbert space dimension d. Going
beyond this requires some reduction of the Hilbert space and
here we choose to use matrix product states (MPS), which have
been successfully used in condensed matter to model a wide
variety of 1D interacting spin systems [130, 131] (see Appendix
A.1 for a more detailed introduction).
The key idea behind MPS is to write the quantum state of
the spin chain in a local representation where only a tractable
number of basis states from the full Hilbert space is retained.
In the case of time evolution, these basis states are updated dy-
namically in order to have optimum overlap with the true state
wave function. In particular, the wave function of a many-body
system |ψ〉 = ψσ1,σ2,...,σN |σ1,σ2, . . . ,σN〉 can be represented by
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Figure 2.8: Schematic of MPS operations. (a) Deterministic time evo-
lution of MPS. The initial state |ψ(t)〉 in MPS form is pre-
sented pictorially as a tensor network, where the circles
represent the set of local matrices Aσj on each site j. The
lines or bonds joining the circles represent the contrac-
tion of these local tensors to give the state |ψ(t)〉, where
the bonds have dimension Dj. The open ended lines cor-
respond to the local d-dimensional Hilbert space of the
atoms σj. The deterministic evolution is then found by
contracting these open connectors with those of the MPO
representing e−iHeffδt ≈ 1− iHeffδt, shown as a tensor net-
work of red squares. (b) Quantum jumps. After each de-
terministic evolution a random number generator is used
to decide whether quantum jumps should be applied to
the wave function. This is achieved by applying the MPO
corresponding to a quantum jump Ol, shown as a ten-
sor network of green squares. (c) After the application of
the time evolution or jump MPOs the resulting MPS has
larger bond dimension, e.g., D ′1 = DW ×D1, and is com-
pressed, typically back to the original bond dimension, al-
though this can be increased if the compression produces
a large error. (d) Measurement of observables. At any time
we may measure an observable by sandwiching the corre-
sponding MPO, here for example E†outEout, between the
MPS representing |ψ〉 and 〈ψ|, so that the corresponding
tensor contraction yields 〈ψ|E†outEout |ψ〉.
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reshaping the N-dimensional tensor ψσ1,σ2,...,σN into a matrix




Aσ1Aσ2 . . . AσN |σ1,σ2, . . . ,σN〉 , (2.30)
where σj represent the local d-dimensional Hilbert space of the
atoms, e.g., σj ∈ {|e〉 , |g〉} for two-level atoms. Each site j in the
spin chain has a corresponding set of d matrices, Aσj , and by
taking the product of these matrices for some combination of
σj’s we then recover the coefficient ψσ1,σ2,...,σN . The matrices
have dimensions Dj−1 ×Dj for the jth site (D0 = DN+1 = 1),
which are referred to as the bond dimensions of each matrix.
We also define D = maxjDj as the maximum bond dimension
of the state |ψ〉MPS. This representation is completely general,
and as such the bond dimensions grow exponentially in size for
arbitrary quantum states. In certain circumstances, however, the
bond dimension D needed to approximate a state well might
grow more slowly with N due to limited entanglement entropy,
which enables MPS to serve as an efficient representation.
For example, this forms the underlying reason for the effi-
ciency of density-matrix renormalization group algorithms for
computing ground states of 1D systems with short-range inter-
actions [132]. A priori, for our system involving the dynamics
of an open system with long-range interactions, we know of
no previous work that makes definitive statements about the
scaling of D. We can provide some intuitive arguments, how-
ever, that MPS should work well (at least without additional
interactions added to the system). First, we note that although
the dipole-dipole interaction term in Eq. (2.7) appears pecu-
liar, being infinite-range and non-uniform, it conserves excita-
tion number. For a single excitation, it simply encodes a (well-
behaved) linear optical dispersion relation that propagates a
pulse from one end of the atomic system to the other [125],
and thus does not add entanglement to the system. While the
spin nature in principle makes the atoms nonlinear, thus far in
atomic ensemble experiments the strength of nonlinearity aris-
ing purely from atomic saturation remains very small at the
level of single photons, and thus one can hypothesize that only
a small portion of the Hilbert space is explored. Once extra
interactions are added, at the moment the scaling of D must
be investigated on a case-by-case basis. However, generically
one expects that the system has a memory time correspond-
ing roughly to the propagation time of a pulse through the
length of the system. Thus, if the system is driven continuously,
it should generally reach a steady state over this time and there
will not be an indefinite growth of entanglement in time.
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In our MPS treatment of the spin model we adopt a quan-
tum jump approach to model the time dynamics of the master
equation [133], which has been successfully applied to many-
body dissipative systems [134, 135]. We write the master equa-





l , where Ol are the “jump" operators associated with
the dissipation resulting from emission into the waveguide and
into free space, and Heff is a non-Hermitian effective Hamilto-
nian. This division of the master equation into jump terms and
an effective Hamiltonian Heff is not unique and we attempt to
do so here in a way that the jump operators have a physical sig-
nificance. In particular, the emission of a photon into the foward
going mode of the waveguide may interfere with the input light
that is also travelling in the positive z direction (see Eq. (2.9)), an
interference that would be present in real detection of photons
output from the waveguide. This interference can be taken into
account in our jump operator, and as such we take the forward















j as in Sec. 2.2.1).
The backward going jump operator is simpler given the lack







j . In ad-
dition, we have N local jump operators Oj =
√
Γ ′σgej corre-
sponding to the free space decay, giving a set of possible jumps
Ol ∈ {O+,O−,O1, . . . ,ON}.
With the jumps formulated in this way the effective Hamilto-
nian becomes
























In general Hat can describe any additional atomic evolution;
in the specific case of two level atoms coupled to a probe of
frequency ωp we can write, in the frame rotating with in the
input frequency, Hat =
∑
j(−∆ − iΓ
′/2)σeej , where ∆ = ωp −
ωeg.
The quantum jump approach uses the above decomposition
of the master equation to restate the evolution of the density
operator as a sum of pure state evolutions called trajectories
[133], where the wave function evolution is divided into (a)
deterministic evolution under Heff and (b) stochastic quantum
jumps made by applying jump operators Ol. Starting from a
pure state |ψ(t)〉 at time t, the deterministic evolution over a
time step δt gives |ψ(t+ δt)〉 = e−iHeffδt |ψ(t)〉. However, dur-
ing this evolution the norm of the state decreases to δp =
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1 − 〈ψ(t)| eiH
†
effδte−iHeffδt |ψ(t)〉, as the effect of the jump oper-
ators is neglected. The effect of these operators is instead ac-
counted for stochastically, where after each deterministic evo-
lution we generate a random number r between 0 and 1. If
r > δp the system remains in state |ψ(t+ δt)〉. Otherwise, the
state makes a random quantum jump to |ψ(t+ δt)〉 = Ol |ψ(t)〉
with probability δpl = δt 〈ψ(t)|O†lOl |ψ(t)〉. The state is then
normalized and the process repeats for the next time step and
each sequence of evolutions gives a quantum trajectory. Any
observable can be obtained by averaging its value over many
trajectories. Furthermore, as we choose our quantum jumps to
relate to physical processes, the distribution of the jumps can be
thought of as corresponding to actual photon detection in an ex-
periment. As an aside, we note that MPS-based techniques for
evolution of density matrices have also been developed [136–
139]. Whether and when such techniques out-perform quan-
tum jump methods for our problem is likely a subtle question,
which will be explored in more detail in future work.
There are then four essential manipulations of the MPS as
illustrated in Fig. 2.8. We first describe how to implement (a)
deterministic evolution over a small discrete time step δt and
(b) stochastic quantum jumps that account for dissipation. Ad-
ditional steps specific to MPS are (c) state compression, to con-
strain the growth of the MPS representation of the state in time,
and (d) calculation of observables such as the output field given
an MPS representation of a state.
(a) Time evolution. To evolve the state |ψ(t)〉 in time we need
to apply the operator e−iHeffδt to the MPS representation. This
is achieved by applying a matrix product operator (MPO) to
the state, where just as a state can be decomposed into an MPS,










2,σ2 . . .Wσ
′
N,σN
× |σ ′1,σ ′2, . . . ,σ ′N〉 〈σ1,σ2, . . . ,σN| . (2.32)
Here Wσ
′
j,σj are a set of matrices at site j, where the matrices
now have two physical indices σ ′j ,σj due to W being an oper-
ator. An MPO may be “applied” to an MPS via a tensor con-
traction over the physical indices σj of the MPS and MPO, as
shown in Fig. 2.8a. This generates a new MPS with higher bond
dimension, as the bond dimension of the MPO, DW , multiplies
the bond dimension of the original MPS, and for the calcula-
tion to be tractable DW must be small. Such a compact form
is not known for the operator e−iHeffδt; however, the first order
approximation e−iHefft = I− iHeffδt has a compact MPO form
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if Heff does. This is the case for the 1D spin model where the
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 , (2.33)




























where λ = eik0d, Ij is the spin identity operator for atom j, and
Hloc contains all the local terms in Heff. Using a small time step
δt we can then advance the wave function in time.
(b) Quantum jumps. After evolving a time δt, the state is ei-
ther kept and renormalized, or a jump is applied. To apply the
quantum jump formalism we then just require an MPO form of
the jump operators that can be applied to the MPS at each time
step, see Fig. 2.8b. The jump operators of the 1D spin model
can be written in compact MPO form, where the loss into free
space is a local matrix operation, and loss into the waveguide

































The MPO of O− is analogous, but without the external field
term in Z1 and with k0 replaced by −k0.
(c) State compression. After applying the time evolution op-
erator or jump operators the size of the MPS increases as the
bond dimension of the operator multiplies the bond dimension
of the original state. Over time this would lead to exponen-
tial growth in the MPS size if not constrained. This increase
in bond dimension can correspond to the true build up of en-
tanglement, but may also correspond to the new state being
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expressed inefficiently in the MPS form. In the second case, a
more efficient representation can be found and the bond dimen-
sion compressed to a smaller value, as in Fig. 2.8c. This can be
done using singular value decompositions (SVD) to find low
rank approximations of the matrices Aσj in the MPS represen-
tation, or by variationally exploring the space of MPS states
with a fixed bond dimension that are closest to the original
state [130, 131]. The validity of such a compression can be
evaluated by checking how strongly the parts of the state dis-
carded in the compression contribute to the description. This
can be calculated easily using the SVD compression algorithm.
We denote by λt,j,l the set of singular values at bond site j
and time t, with 1 6 l 6 D ′ (with the singular values or-
dered to monotonically decrease with increasing l), then we
may reduce the bond dimension by only keeping the singu-
lar values with l 6 D. One measure of this compression error
is the norm of the difference of the original state and the com-
pressed state εt = || |ψ(t)〉D− |ψ(t)〉D ′ ||, which can be expressed
as εt = 1−
∏N−1




t,j,l. The error accu-
mulated during the whole time evolution is εT = 1−
∏
t(1−εt).
Since all the terms are small one can approximate the products









εT is a figure of merit for the quality of the time evolution. By
monitoring this quantity the bond dimension in the compres-
sion can be adjusted so that the error remains small.
(d) Calculating observables. At any point in time observables
such as the spin populations or output field may be calculated
for a particular quantum trajectory by applying the appropriate
operator associated with that observable in MPO form to the
state. For example, to find the output intensity, 〈ψ(t)|E†out(t)Eout(t) |ψ(t)〉,
one can express the individual elements as matrix product states
or operators. The intensity for that trajectory can then be eval-
uated through a tensor contraction, as shown in Fig. 2.8d. This
intensity is then averaged over all the quantum trajectories to
find the expectation value Iout(t) = 〈E†out(t)Eout(t)〉. Multi-time
correlation functions such as I(2)out(t, t + τ) = 〈E†out(t)E†out(t +
τ)Eout(t + τ)Eout(t)〉 can also be found. This is done by prop-
agating the state in time until time t and then applying the
operator Eout to the state. The state is evolved a further time
τ and the operator applied again. The norm of the resulting
states are then averaged over many such evolutions to find the
two-time correlation.
[ August 4, 2017 at 12:00 – classicthesis version 4.2 ]
56 quantum dynamics of propagating photons
(a) (b)
Figure 2.9: (a) VIT three-level scheme, where the transition |s〉 − |e〉
is coupled to a cavity field with frequency ωc, allowing
for transparent propagation of probe photons (ωp). (b) In
VIT, an atomic ensemble is trapped inside an optical cavity
where the atoms couple both to the probe field Ein and to
a cavity mode which is initially in its vacuum state. Pho-
tons in the cavity have an associated decay rate κ from
transmission through the mirrors.
2.6 vacuum induced transparency
The model introduced above gives a powerful and flexible al-
gorithm for simulating the interaction of light with atomic en-
sembles in the multi-photon limit. To demonstrate the utility of
this approach we now investigate the phenomenon of vacuum
induced transparency (VIT) [58]. This example also serves to
benchmark our method, as exact solutions for non-trivial mul-
tiphoton behavior are not available, while in the case of VIT
at least the qualitative nature of the system dynamics is under-
stood.
VIT is closely related to the effect of EIT, presented in Sec. 2.6,
which occurs in three-level atomic media. The only difference
is that the control field is replaced by strong coupling of the
atoms to a resonant cavity mode as shown in Fig. 2.9a,b [58,





h.c.)/2 in the case of uniform coupling g to a cavity mode with
annihilation operator a. Here even when the cavity is empty
the atomic medium can become transparent as vacuum Rabi
oscillations transfer population from state |e〉 to |s〉 [59]. The
propagation of light in the system then takes on the nature of
the non-linear coupling of the atoms to the cavity. Specifically,
the formation of a spin wave from n probe photons is accom-
panied by the excitation of the same number of cavity photons,
which produce an effective control field strength of
√
ng. Since
in EIT the group velocity of the light is determined by the con-
[ August 4, 2017 at 12:00 – classicthesis version 4.2 ]
2.6 vacuum induced transparency 57
Figure 2.10: Idealized time-dependent transmission of a coherent
pulse with average number of photons equal to one
through a VIT medium. In the case where all loss mecha-
nisms are ignored, as well as the effect of pulse distortion
on entry and exit from the atomic ensemble, the individ-
ual Fock number state components |n〉 of the input pulse
(blue) propagate through the medium with group veloc-
ity vn ∝ n. This leads to separation of the one- (red), two-
(yellow) and three-photon (violet) components of the out-
put field, and a total output intensity shown by the green
dashed line. We have taken v1 = 4dΓ ′ and the medium
has a length L = 100d.
trol field, where vg ∝ |Ω|2, the group velocity in VIT becomes
number dependent vn ∝ n [141, 142]. Fock states |n〉 input into
the system are then expected to propagate at vn.
On the other hand, a coherent state |α〉 that has average num-
ber of photons |α|2 is a superposition of Fock states, where n
photons are present with probability e−|α|
2
|α|2n/n!. Input into
the VIT medium, these components are then expected to spa-
tially separate due to their different propagation velocities, given
sufficient optical depth. The output intensity can then be calcu-
lated naively by simply delaying the input Fock components by
a time τn = L/vn, where L is the length of the atomic medium.
The output intensity in time resulting from such a toy model is
shown in Fig. 2.10, for a coherent state input pulse with aver-
age number 〈npulse〉 = 1. We have taken the system length to
be L = 100d (d being the distance between the atoms, equal to
3λ/4) and the single photon velocity v1 = 4dΓ ′, which results
for example from taking g = 4Γ ′ and Γ1D = 2Γ ′ in which case
the system’s optical depth is OD = 400. We note that the exper-
imental conditions needed to observe photon number separa-
tion in VIT are difficult to achieve [59], and thus our parameters
are chosen to observe the desired effect, rather than correspond
to a given experiment. Such an effect would be interesting in a
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number of contexts; for example, it would allow for photon
number resolving detection simply through timing.
A plot similar to Fig. 2.10 was given in the original theory of
VIT [141], as at that time it was unknown how to calculate ob-
servables in the presence of losses and spatio-temporal effects,
such as occurring from pulse entry and exit from the atomic
medium. More recently, VIT has also been studied numerically
in the weak-field limit using the space discretization technique
[142]. In the weak field limit, only the single photon manifold
contributes to the output intensity and the higher number com-
ponents are only visible in higher order correlation functions
like g(2). This also means that quantum jumps have a negligible
effect on the system dynamics, and they were neglected in the
calculations. In more general circumstances, using MPS simula-
tions, we will show that the effects of quantum jumps and pulse
distortion can have a significant effect on the output field.
For concreteness, we take input pulses with central frequency
ωp and Gaussian envelope Ein(t) = α(πσ2t/2)
−1/4 exp(−(t −
T)2/σ2t)), which have an average photon number of 〈npulse〉 =
|α|2 ∼ 1. The average photon number chosen is not due to any
intrinsic limitation coming from the MPS method itself, but
rather because in VIT the spatial separation is largest for the
Fock components with low photon number (see Fig. 2.10) and
with |α|2 = 1 the single photon and two photon components
of the coherent state give an equal contribution to intensity em-
phasizing this effect. In this case, number states with three or
more photons make up 8% of the input state and constitute 26%
of the input intensity due to their high photon number.
To treat VIT, we include in the spin model formalism the





















(σesj a+ h.c). (2.40)
Here ∆ = ωp −ωeg is the detuning of the probe light from the
|e〉-|g〉 transition frequency, δc = ωp −ωc −ωsg is the VIT two-
photon detuning and κ is the decay rate of the cavity mode. The
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Figure 2.11: (a) Pulse propagation in a VIT medium with optical
depth OD = 400, simulated using N = 100 atoms cou-
pled to a 1D-waveguide, and averaged over 20000 quan-
tum trajectories. Input of a coherent pulse with |α|2 = 1
(blue) results in an output intensity Iout(t) (red) with
two main peaks. Also plotted is the second-order corre-
lation function I(2)out (t, t) (yellow). (b) Zoom of the plot
above, with dashed lines showing the expected posi-
tions of pulses delayed by τn, for n = 1, . . . , 5. Simula-
tion parameters are Γ1D = 2Γ ′, ∆ = δc = 0, g = 4Γ ′,
κ = 0.03Γ ′, σt = 3/Γ ′ and T = 10/Γ ′. We chose D = 50
and δt = 0.01/Γ ′ where convergence was observed for all
observables of interest.
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, (2.41)




Hloc,cav 0 0 a a† Icav
)T
. (2.42)
In what follows we assume both the probe and cavity are reso-
nant with their respective transitions, so that ∆ = δc = 0. Dis-
sipation via the various loss channels is then included through
quantum jump operators. The jump operator corresponding to
cavity decay is Oc =
√
κa and we assume that the atomic ex-
cited state can decay via free-space spontaneous emission into
either state |g〉 or |s〉 (taking these decay rates to be equal for





Γ ′/2σsej . The cavity mode is represented in our
MPS treatment by an additional site in our spin chain, which
can support up to nc bosonic excitations. In the simulations we
present here we have taken nc = 10 and observe no difference
in observables if nc is increased.
In Fig. 2.11a,b we show the time-dependent output pulse in-
tensity Iout(t) = 〈E†out(t)Eout(t)〉 calculated from an MPS simu-
lation of 100 atoms and an input pulse with |α|2 = 1. We also
show the zero-delay second order correlation function I(2)out(t, t) =
〈E†out(t)E†out(t)Eout(t)Eout(t)〉. In the output intensity two main
peaks are observed, where the first peak in time (tΓ ′ ∼ 23) is
due to photon number components with two or more photons,
while the last peak (tΓ ′ ∼ 36) is associated with the slow propa-
gation and exit of the single-photon component. That the most
delayed part contains only single photons can be seen by look-
ing at the second order correlation function which is only non-
zero in the first part of the pulse. In Fig. 2.11b we see good
agreement between the features of the numerical pulse shape
and the expected group velocity for each part of the pulse (com-
pare with Fig. 2.10), where the vertical black dashed lines rep-
resent the expected times for the peaks of the Fock state com-
ponents, that is, with delays τn.
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Compared with the ideal picture in Fig. 2.10, where a clean
separation is seen between one and two photons, one can see
that the full simulation produces a much larger intensity be-
tween the one- and two-photon peaks. We now show how the
trajectories from the MPS simulations can be further filtered
and analyzed, to gain insight about the underlying physics. In
particular, we find that quantum jumps play a key role in blur-
ring the separation between the different number components
in the output, even for the very good system parameters that
we have chosen (OD = 400, g/κ ∼ 130). An intuitive picture
of how the blurring occurs can be gained by considering two
photons that enter the medium, and initially propagate at a
velocity v2 = 2v1. During evolution, this state may decay via
spontaneous emission into free space and leave behind a single
photon propagating in the medium, at which point the group
velocity is slowed to v1. This change in group velocity can hap-
pen at any point in the system and leads to single photons that
arrive at the output earlier than expected if just a single-photon
Fock state was input into the system, destroying the perfect
separation of the single photon output from the two photon
component.
We can quantify this behavior by analyzing the quantum
jumps that happen in our simulations, where due to the choice
of physical jump operators discussed above, the total number of
jumps in a given trajectory corresponds to the number of pho-
tons emitted from the system. Furthermore, the type of jumps
(and thus the emission channel) can be explicitly tracked, be-
tween free-space loss, cavity loss, or detection in the waveg-
uide output. In Fig. 2.12a, we create a histogram of jumps cor-
responding to output into the waveguide versus time for the
20000 trajectories used to produce Fig. 2.11. The count of the
jumps in the output channel provides an alternative way (com-
pare to Fig. 2.11) to calculate the intensity, as would be done in
an experiment where detector counts are averaged over many
identical realizations. In Fig. 2.12a, the vertical axis is re-scaled
in units of intensity rather than total number of events, to yield
a more direct comparison with the previously calculated out-
put intensity (black dotted line).
Furthermore, we can classify the jumps according to whether
they come from trajectories where 1, 2 or 3+ photons are emit-
ted into the waveguide (as indicated by the different bar colors
in Fig. 2.12a). As we see in the plot, the higher the number de-
tected in the waveguide, the earlier in time the jumps happen,
in agreement with the the simple theoretical model and with
the calculations of Iout(t) and I
(2)
out(t, t), discussed above. We
can also select only the trajectories where a single photon is de-
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Figure 2.12: (a) Stacked bar graph of quantum jumps into the out-
put channel over the 20000 quantum trajectories used
in Fig. 2.11. The height of each bar is the proportion P
of trajectories that have an output channel jump occur-
ring in the time bin defined by the bar’s width. The bars
are then divided into three categories by classifying each
jump according to how many jumps into the output chan-
nel occur for a particular trajectory (1, 2, or 3 or more).
Jumps from trajectories where there are a higher number
of photons emitted into the output channel are seen to oc-
cur earlier. For comparison the dashed black line shows
the output intensity from Fig. 2.11. (b) Stacked bar graph
for quantum jumps from trajectories where only a single
photon is detected in the output of the waveguide. These
jumps are then divided into jumps that are not accompa-
nied by any other jump into other channels, and those
that are. We see that the tail of photons detected earlier
are due to trajectories where 2 or more photons entered
the medium but all but one were lost into other channels.
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Figure 2.13: Post-selection of trajectories to find evolution for Fock
state input. By selecting only trajectories where there
were a total of 1 (blue), 2 (red), or 3 (yellow) jumps into
any channel we can reconstruct the intensity output for
the corresponding input Fock state.
tected at the waveguide output, and further separate those tra-
jectories into two distinct cases: (i) when that is the only jump
event (indicating a single photon was input and successfully
propagated through the system), and (ii) where a multi-photon
state was input, and all but one photon decayed into other chan-
nels. The histogram according to this classification in time is
shown in Fig. 2.12b, where we see that the tail of faster arriving
single photons, seen to the left of the main peak, results from
the decay of number states with two of more photons, and the
resulting mixing of propagation velocities.
Alternatively, we can use the jump statistics from a coherent
state input to identify the intensity resulting from a Fock state
input. Since the VIT system does not support any long lived
excitations (compared with the simulated time scale), the total
number of photon jumps (into any channel) out of the system
for any one trajectory is equal to the number of the photons
that entered the system for that trajectory. By post-selection on
the total number of jumps we can then find the intensity that
results from a Fock state input as shown in Fig. 2.13. Here we
see the same effect of jumps as noted above but observed in a
different way. In particular, while we categorized the trajecto-
ries in Fig. 2.12a,b by the number of photons that survive and
are output, in Fig. 2.13 we classify them by the number that are
input. For Fock state inputs of two or more photons, the out-
put intensities show tails of longer than expected delay times,
again as a result of photon loss and the mixing of propagation
speeds.
These longer than expected delay times are not only due to
quantum jumps however, they can also result from distortion
of the multi-photon wavepacket as it enters the medium [142].
This distortion happens as the input pulse crosses the boundary
of the atomic ensemble, as we illustrate for a two-photon wave
function in Fig. 2.14a. There, the initial Gaussian distribution
of the photon positions z1 and z2 is shown as a circle. The two-
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Figure 2.14: (a) Illustration of distortion as a two-photon wave-
function ψ(z1, z2) enters the atomic medium. (b) Two-
time correlation function for the output field, I(2)out (t1, t2),
of the VIT system, after excitation with a coherent Gaus-
sian input pulse for various average input photon num-
ber, |α|2 = 0.01, 0.25, 1.0 and 2.0. The system parame-
ters were for an optical depth of OD = 60, with N = 30,
Γ1D = Γ
′, ∆ = δc = 0, g = 4Γ ′, κ = 0.03Γ ′, σt = 4/Γ ′
and T = 6/Γ ′. We chose a bond dimension of D = 30
and a time step of δt = 0.01/Γ ′ where convergence was
observed for all observables of interest.
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dimensional space of the photon pair is divided into regions
where only one photon is inside the medium and has group
velocity v1, indicated by the dashed lines, and when both pho-
tons are inside the medium having velocity v2 = 2v1, the square
box. Photon pairs with greater separation spend more time in
the regions where only one photon is inside the medium, de-
laying them compared to pairs with z1 = z2, leading to a char-
acteristic heart shaped pattern. In Fig. 2.14b we show how this
behavior can be observed in the two time correlation measure-
ment of the output photons for an input coherent pulse at low
input photon number. At weak input field the two-time cor-
relation function is purely due to the two photon component
and shows a clean heart shape. As the number of input pho-
tons increases, higher photon number components contribute,
which travel faster through the medium distorting the pattern
and pulling it forward in time.
2.7 conclusions
In summary, in this chapter we have first introduced a power-
ful theoretical model to describe light propagation in atomic
ensembles by means of purely atomic one-dimensional effec-
tive Hamiltonian, and then we have presented a technique to
numerically simulate this effective model, which is based on
the powerful toolbox of matrix product states. This technique
appears quite versatile, and adaptable to many cases of theoret-
ical and experimental interest (e.g., with regard to level struc-
ture, types of interactions, additional degrees of freedom, etc.).
Similar to the important role that DMRG and MPS played in
one-dimensional condensed matter systems, we envision that
results gained from our numerical techniques could be used to
push forward the development of effective theories of strongly
interacting systems of light [57, 112–114, 125, 143, 144], and
conversely that such analytical work could be used to improve
numerical algorithms.
Beyond that, it would be also interesting to investigate fur-
ther why MPS apparently works well in the context of our open,
long-range interacting system, and under what conditions MPS
might fail. This could help to provide insight into the growth
of entanglement, which naively seems like a potentially useful
resource, but which has not been explored for such systems to
our knowledge. Finally, the ability to formally map atom-light
interactions to a quantum spin model appears rather intrigu-
ing in general, and it would be interesting to explore whether
other techniques for solving spin systems could be applied here
as well.
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D E S I G N I N G E X O T I C M A N Y- B O D Y S TAT E S O F
S P I N A N D M O T I O N
3.1 introduction
In Sec. 1.2.2 we have briefly introduced photonic crystal waveg-
uides (PCW) [37], periodic dielectric structures in which the
propagation of light can differ significantly from uniform me-
dia. An important feature of photonic crystals is the appear-
ance of photonic band gaps, where strong interference in scat-
tering from the periodic dielectric yields a complete absence
of propagating modes within some bandwidth. We have also
seen that an excited atom whose transition frequency resides in
the gap would not be able to spontaneously emit, but that an
atom-photon bound state can form, in which the atom becomes
dressed by a localized photonic cloud [40, 45–48]. This pho-
tonic cloud can mediate exchange of excitations between atoms,
realizing long-range atom-atom interactions. Furthermore, the
tight spatial confinement associated with the band gap photon
yields large dispersive forces on proximal atoms that depend
on the atomic internal “spin” states, thus realizing a coupling
between the internal degrees of freedom of the atoms and their
position in space.
In condensed matter rich phenomena arise when quantum
spin systems couple to phonons or orbital degrees of freedom
of the underlying crystal lattice. Perhaps the most famous ex-
ample is the spin-Peierls model [68–71], wherein the spin inter-
action leads to a lattice instability resulting in a ground state of
singlet pairs and a bond-ordered density wave. Motivated by
this emergence of new physics, we investigate if the interplay
between internal and motional degrees of freedom that is real-
ized in the atoms-PCW interface can realize exotic many-body
states, where the spin-dependent forces dictate the properties
of the emergent spatial order. In such a case we would be in
presence of a novel “quantum crystal” that has not existed be-
fore, in which the emergent spatial patterns and spin properties
are intricately locked together, and where driving one would
automatically affect the properties of the other.
In this chapter we first review more in detail the physics
of atoms coupled to PCW’s, using a generalization of the for-
malism introduced in Chapter 2 for the case of atoms cou-
pled to a 1D waveguide. Then we focus our investigation on
67
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one of the many models that can be realized with the atoms-
PCW platform. In the case considered atoms are trapped in
a weak one-dimensional external potential, and a short-range
spin-dependent force can be made sufficiently strong to ex-
ceed the external potential. To understand the emergent orders
of this system we begin by treating the motion of the atoms
classically and their spins quantum mechanically. We find an
effect reminiscent of the spin-Peierls transition, in which the
atoms spatially dimerize and realize a high degree of entangle-
ment within each dimer. We then proceed to a fully quantum
model. Using density matrix renormalization group (DMRG),
we find a rich variety of quantum phases beyond the spin-
Peierls state, such as a state where spin and phonon excitations
form composite particles, phonon-induced Néel ordering, and
spatial trimers associated with magnetization plateaus.
While a specific model is studied, the results obtained sug-
gest that spin-orbital coupling can be a dominant phenomenon
in all hybrid systems of atoms and photonic crystals. Similar
considerations could also apply to a number of other atomic
systems where spatially-dependent spin interactions can be re-
alized, including polar molecules [145–147], Rydberg atoms [148],
ion chains [50, 51, 149], and atoms in high-finesse cavities [150].
3.2 atom-atom interactions in dielectric surround-
ings
In Sec. 2.2.1 we have derived an effective theory for atoms inter-
acting through the guided modes of a 1D waveguide to which
they are coupled. Here, we present the extension of that formal-
ism to the case of a generic atomic ensemble in a dielectric sur-
rounding, which we will later apply to the case of an ensemble
of atoms interacting via the process of photon exchange near a
photonic crystal. We generally begin by considering an ensem-
ble of two-level atoms with ground state |g〉 and excited state
|e〉, with corresponding transition frequency ωeg. The atoms
can be in the vicinity of any linear, isotropic dielectric materi-
als, characterized by dimensionless electric permittivity ε(r,ω).
Here r denotes the spatial coordinate, and ε in general is al-
lowed to be dependent on frequencyω and absorbing (i.e., have
an imaginary component). A quantum theory of atom-light in-
teractions in the presence of such dielectric media has been pi-
oneered in a number of works by Welsch and co-workers [151,
152]. Here we will not go through the derivation again, but will
present the main results and qualitatively argue why the results
are physically reasonable.
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Intuitively, two-level atoms can interact via the electromag-
netic field through the exchange of photons. Microscopically,
one atom would be able to de-excite by emitting a photon (as
characterized by the atomic lowering operator σge ≡ |g〉 〈e| and
another atom would be able to absorb the photon and become
excited (as characterized by the raising operator σeg ≡ |e〉 〈g|).
By integrating out the field, one obtains an effective atom-atom









where Jjl = µ0ω2eg d∗ ·Re{G(rj, rl,ωeg)} · d. Here d is the dipole
matrix element of the transition, and G is the classical electro-
magnetic Green’s function, defined as the solution to the wave
equation with a point source,[
(∇×∇×) −ω2ε(r,ω)/c2
]
G(r, r ′,ω) = δ(r − r ′)⊗ I. (3.2)
The Green’s function G is in fact a 3×3 matrix, whose elements
Gab have the meaning of being the field at r projected along a
(a = x,y, z), due to an oscillating source of frequency ω at r ′,
whose dipole moment is oriented along b. For simplicity, from
here forward we will not explicitly indicate the tensor nature
of G, e.g., by considering a transition that is linearly polarized
along x, d = ℘x̂, such that only the Gxx component is rele-
vant (and thus dropping the subscripts). Physically, although
a two-level system produces non-classical light, classical and
quantum fields propagate the same way, and thus the coherent
interaction strength between the atoms can be characterized by
the classical Green’s function. Moreover, the dependence ofHdd
on the real part of G has a classical analogy, in that a field in
phase with an oscillating dipole stores time-averaged energy.
Likewise, an ensemble of atoms should experience dissipa-
tion in the form of spontaneous emission. Eliminating the fields
results in a corresponding master equation for the density ma-

















where Γjl = 2µ0ω2egd∗ · Im{G(rj, rl,ωeg)} · d. This equation also
has a classical analogy, in that the field out of phase with an
oscillating dipole performs time-averaged work. As a simple
limit, one can consider the case of a single atom in vacuum,
for which ε(r,ω) = 1. The corresponding Green’s function G0
has the property that ImG(r, r,ωeg) = ωeg/(6πc). Substituting
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this into L[ρ] one finds that L[ρ] = Γ0(2σgeρσeg − σeeρ− ρσee),
where Γ0 = ω3eg℘2/(3πε0 hc3) correctly identifies as the single-
atom free-space spontaneous emission rate.
Eqs. (3.1) and (3.3) are quite general and completely dictate
the atomic dynamics given knowledge of the Green’s function
G. For an actual photonic crystal structure such as the “alliga-
tor" PCW used in experiments [42, 44], the Green’s function G
can be numerically calculated using standard electromagnetic
simulation software, as has been done in Ref. [46].G contains in-
formation about fundamental dissipation rates such as atomic
spontaneous emission into free space, and in principle numer-
ical simulations could also incorporate any kind of imperfec-
tions stemming from structure disorder (that can be captured
in some imperfect dielectric profile ε(r,ω)) to infer its effect on
atom-atom interactions. However, in Ref. [46] it was shown that
the predictions from numerical simulations of G for a realistic
photonic crystal waveguide agree quantitatively with a simpler
theoretical model of atom-atom interactions at a band edge. We
thus present the simple model below, which provides excellent
intuition about the strengths of the coherent interactions and
dissipation, and the effect of certain imperfections.
3.3 model of atom-atom interactions at a pcw band
edge
In this section we present the model for the interaction between
atoms mediated by guided photons of a PCW, whose effects at
the many-body level will be investigated in the remaining of
this chapter.
3.3.1 Band-gap mediated interactions
We consider an idealized 1D model of atoms interacting via a
band edge of a photonic crystal structure. The two-level atoms
are assumed to predominantly couple to a single band, whose
dispersion relation can be expanded quadratically around the
band edge, ω(q) = ωb(1− α(q− k)2/k2) (see Fig. 3.1a). Here,
ωb is the frequency at the band edge, q is the Bloch wavevector
of the guided mode, k = π/a is the edge of the Brillouin zone
determined by the structure periodicity a, and α > 0 is a di-
mensionless parameter characterizing the band curvature. The
atomic transition frequency ωeg > ωb is assumed to lie within
the band gap and couple to an upper band edge, as shown in
Fig. 3.1a. The conclusions below would also hold if the atoms
were coupled to a lower band edge, but with a change in the
sign of the resulting atom-atom interaction.
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Figure 3.1: (a) Energy level structure for a two-level atom coupled
to a photonic crystal. The transition frequency ωeg has
a detuning ∆b above the band-edge frequency ωb. δc =
2∆b is the detuning of the atom from the effective “cav-
ity" mode frequency. (b) Schematic representation of the
Jaynes-Cummings model: a two-level atom is coupled to
a cavity mode with coupling strength gJC. The atom can
decay to free space at a rate Γ ′ (green arrow), while the
cavity mode decays at a rate κ (red arrow).
The Hamiltonian describing the coupled atom-photonic crys-














iqxj + h.c.). (3.5)
Here aq is the annihilation operator associated with guided
mode q, and uq(x) is a dimensionless periodic Bloch function
associated with the electric field profile of the guided mode.
The interaction strength g is given by g = ℘
√
ωb/(4πε0 hA),
where A is the effective mode cross-sectional area.
Before deriving the atom-atom interactions, we first note that
while the dispersion relation ω(q) provides the frequency of
the guided modes q, it also has physical meaning for frequen-
cies in the band gap. In particular, defining ∆b = ωeg −ωb > 0
as the detuning of the atomic frequency from the band edge
and substituting it in forω(q), one finds an imaginary wavevec-
tor q as the solution, q − k = i
√
k2∆b/αωb. This describes
an evanescently decaying field, with a corresponding attenu-
ation length of L = 1/Im (q − k) =
√
αωb/k
2∆b. This is the
length over which the field from a dipole source would atten-
uate if its frequency were within the band gap. We now pro-
ceed to eliminate the photonic modes to arrive at an effective
atom-atom interaction, as formally described in the previous
section. Beginning with the manifold of states consisting of any
number of atomic ground and excited states and zero photons,
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{|g〉 , |e〉}⊗N ⊗ |0〉, the interaction Hamiltonian V couples these
states to a manifold with one fewer excited atom and one pho-
ton in mode q, |1q〉. The goal is to treat the fluctuations to the
manifold containing one photon within second-order pertur-
bation theory and project the effective system dynamics back
to the zero-photon manifold (e.g., by Schrieffer-Wolff transfor-
mation), resulting in a purely atomic interaction. The derived














2π/Lg (note that g is a coupling strength to a
continuum and has units s−1
√
m, so gc has units of s−1). Here,
we have assumed that the spatial Bloch modes uq ≈ uk can be
treated as nearly constant near the band edge. For realistic PhC
structures they appear sinusoidal uk(x) = cosπx/a along the
axis of the waveguide, i.e. at the band edge, the modes form a
standing wave exactly as in a Fabry-Perot cavity. The mode area
A (which enters in g) and the band curvature α can be calcu-
lated independently from numerical simulations for a realistic
structure, and upon doing so one finds that the simple model
of Eq. (3.6) quantitatively agrees with full Green’s function sim-
ulations without any free fitting parameters [46].
Hamiltonian (3.6) describes spin-spin interactions between
the atoms whose coupling strengths depend on the relative and
absolute positions of the atoms. The position-dependent cou-
pling naturally creates correlations between the motional and
the internal degrees of freedom of the atoms, which will be sys-
tematically investigated, at the level of ground state physics, in
Secs. 3.4 and 3.5.
3.3.2 Dissipative mechanisms
Writing the effective Hamiltonian in the form of (3.6) suggests
an elegant interpretation. Aside from the exponential spatial de-
pendence e−|xj−xl|/L, the interaction is exactly what one would
find for atoms coupled to an off-resonant cavity within the
Jaynes-Cummings model [16, 46, 153] described in Sec. 1.1.1










j a+ h.c.), (3.7)
where gJC is the single-atom vacuum Rabi splitting of the cav-
ity, a is the annihilation operator of the cavity mode, and δJC is
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the atom-cavity detuning. In the far-detuned regime |δJC| > gJC
the off-resonant photons can be eliminated to yield an effective







(see Eq. (1.7)). Compared to Eq. (3.6), this suggests that the PhC
interaction can be understood as arising from an effective cavity,
with the mapping gJC = gc and δJC = δc = 2∆b (i.e., the “cavity”
mode for the PhC sits ∆b below the band edge, see Fig. 3.1a).
The photon associated with this “cavity” mode is simply that
exponentially localized around an excited atom, unable to prop-
agate in the waveguide due to the band gap.
This analogy can in fact be made more formal [46]. In par-
ticular, in a real cavity the vacuum Rabi splitting scales with
mode volume as gJC ∝ 1/
√
V , and it can be shown that the in-
teraction strength gc ∝ 1/
√
AL in the PhC is exactly the same
as a real cavity of the same size. Within the Jaynes-Cummings
model, the role of losses is well understood, and one can ex-
ploit this mapping to predict the effect of dissipation in the
PhC. As discussed in Sec. 1.1.1, within the Jaynes-Cummings
model, two fundamental dissipation channels are the sponta-
neous emission rate of an excited state atom into free space (at
a rate Γ ′ typically comparable to the vacuum emission rate Γ0),
and the decay of the cavity photon at a rate κ (see Fig. 3.1b).
We have seen that the probability of losing a photon during the
exchange process between two atoms optimized with respect
to the detuning δJC is Emin = 1/
√
C, where C = g2JC/(κΓ
′) is the
single-atom cooperativity factor. In a PhC, the same loss mecha-
nisms occur. An atom trapped near a PhC emits into free space
at a rate ∼ Γ0, and the photon localized around an excited atom
sees the absorption and scattering imperfections of the dielec-
tric to decay at a rate κ. This rate κ should be similar to PhC
cavities made from the same material and fabrication processes,
for which quality factors of Q > 105 [154] have been achieved.
Assuming an interaction length of L ∼ λ, this translates into an
effective vacuum Rabi splitting of gc/(2π) ∼ 10 GHz (for a Cs
transition) and a cooperativity of Cλ ∼ 104.
3.3.3 Raman scheme
In Secs. 3.3.1 and 3.3.2 we have presented the possible achiev-
able strengths of interactions in photonic crystals and the rele-
vant dissipation mechanisms. We now apply these results specif-
ically to the case of observing spin-motion coupling. First, it
should be noted that while the photon-mediated interactions
in PhC’s occur via the excited state, it is generally not con-
venient to directly work with excited states. In particular, we
are interested in observing the influence of spin-motion cou-
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Figure 3.2: Schematic rendering of the “alligator" photonic crystal
waveguide [43] with two atoms trapped. The atomic tran-
sition |↑〉− |e〉 is globally driven by an external laser with
Rabi frequency ΩL. In principle, an atom originally in
|↑〉 can Raman scatter a laser photon and flip to state |↓〉.
However, when the frequency of the scattered photon ωsc
lies within a bandgap (see Fig. 3.1a), this photon becomes
bound around the atom (illustrated by the pink cloud). It
can be subsequently absorbed by another atom initially in
state |↓〉, resulting in a flip to state |↑〉.
pling in competition with an external trapping potential for the
atoms. Typical external trap frequencies are below ωm/2π .
1 MHz, which is much smaller than the achievable bare in-
teraction strengths in PhC structures (e.g., gc/(2π) ∼ 10 GHz),
and the excited state decay rate (Γ0 ∼ 2π× 5 MHz for Cs). Ide-
ally one would like the interaction strength to be comparable
to trapping energies, while making dissipation much smaller.
To achieve this, one can work within a hyperfine ground-state
manifold, employing an additional state |s〉 within the mani-
fold as illustrated in Fig. 3.2 (here the states |g〉 and |s〉 are rep-
resented by the “spin" states |↓〉 , |↑〉, respectively). A classical
control beam ΩL facilitates Raman transitions between |g〉 , |s〉
via the excited state |e〉. For a control beam detuning ∆L, the ex-
cited state |e〉 can be eliminated [46], resulting in a Hamiltonian















but with state |e〉 replaced with state |s〉 and the interaction
strength reduced by a factor (ΩL/∆L)2.
Using a Raman process also decreases the optimized dis-
sipation rates by the same factor of (ΩL/∆L)2, such that the
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square root of cooperativity
√
C still describes the ratio between
the rates of coherent interactions and dissipation [46]. Thus,
the general strategy to observe coherent spin-motion coupling
is to choose (ΩL/∆L)2 such that the characteristic magnitude
J = (g2c/∆b)(ΩL/∆L)
2 of the spin-dependent potential becomes
comparable to the energy scale of external trapping, which en-
sures that dissipation is highly suppressed compared to the en-
ergy scales in the ideal Hamiltonian. It should also be noted
that the Raman process enables the Hamiltonian Hint(t) to be-
come time-dependent, if the control field amplitude ΩL(t) is
varied in time.
From here we will denote the states |g〉 and |s〉 as the “spin"
states |↓〉 , |↑〉, respectively. We can thus rewrite Eq. (3.8) in the








l + h.c), (3.9)
with f(xj, xl) = e−|xj−xl|/L coskxj coskxl, approximating the Bloch
function associated with the electric field at the atomic position
with a cosine. σ− = |↓〉 〈↑| denotes the spin lowering operator
from |↑〉 to |↓〉, and conversely for σ+. We will assume that the
atoms are tightly trapped in the transverse direction, such that
the position along x is the only dynamical variable. Note that
absent any motional effects (i.e., if f is constant), Eq. (3.9) corre-
sponds to the “XX” spin model in 1D [155].
3.4 many-body model of interacting atoms : classi-
cal motion
We propose in this section a realistic experimental setup, which
highlights the interplay of spin and motion, and we investigate
it treating the atomic motion classically. Within this scheme,
illustrated in Fig. 3.3, atoms interact via the Hamiltonian of
Eq. (3.9), and are separately trapped by an external, spin-independent
optical lattice Htrap = VL
∑
j sin
2 ktrxj (this could originate from
optical fields in another guided band far from the atomic res-
onance). Peculiarly, this lattice traps atoms at the nodes of the
Bloch function, and thus nominally hides the atoms from the
PCW interaction. Despite not being a fundamental requirement
to see spin-motion coupling, we assume that the trapping wave-
length is such that atoms are localized around even nodes of
the Bloch wave functions, i.e. ktr = k/2 = π/(2a), where a is
the length of the unit cell of the PCW. It can be readily shown
that within our model, trapping atoms at every site would yield
a phase transition with discontinuous change in the atomic po-
sitions.
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Figure 3.3: Schematic 1D representation of the model, with atoms
(green) trapped in an external potential (blue). The
photonic-crystal mediated interaction is modulated by the
standing wave of the Bloch modes (red), while the external
potential creates trapping sites centred around the nodes.
The arrows represent the displacement from the trapping
sites to a dimerized configuration.
We consider the Hamiltonian in the case of one atom per
trapping site and an external magnetic field that can polarize
the atoms with energy h along z:


















where δj denotes the displacement of atom j from the bottom
of its external well. In the present section we treat the atomic
position classically, while investigating the case of quantum mo-
tion in the next section. We assume that the coupling strength
J is positive. For simplicity, in Eq. (3.10) we also ignore the self-
interaction term (j = l), which can be compensated by an exter-
nal potential.
To study the many-body ground state of Hamiltonian (3.10)
without any assumption about the spatial configuration is very
difficult. Furthermore, for L/a  1 the long-range character of
the interaction makes the spin model relatively difficult, even
for fixed positions. As a consequence, we restrict our attention
to the case L ∼ a, for which we can make a nearest-neighbor
approximation.
We can get an intuition of the possible ground state config-
uration of a system of many atoms by considering how just
two atoms in neighboring sites interact. If the atoms remain at
the bottom of their trapping wells, the function f(x1, x2) = 0
as these positions coincide with nodes of the Bloch functions.
However, the PCW interaction energy would become negative,
if the two atoms were to form a triplet state, |T〉 = (|↑↓〉 +
|↓↑〉)/
√
2 (or a singlet for J < 0), and simultaneously displace to-
ward each other to form a spatial dimer. Such a process would
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become energetically favourable overall for a certain ratio of
J/VL. Motivated by this simple case we make an ansatz that the
spatial configuration of the many-body ground state consists of
dimerized pairs. In particular, we assume that xj = 2ia+(−1)jδ,
where δ represents the displacement from the trap center, as pic-
tured in Fig. 3.3. This is reminiscent of the lattice instability that
creates spatial entangled dimers in the spin-Peierls model [68],
but with the substantial difference that our system becomes
non-interacting in the absence of dimerization (as the atoms
are at the nodes). In the following, we treat δ as a variational
parameter and proceed to solve the spin ground state exactly.
The nearest-neighbor spin Hamiltonian can be mapped to
a chain of spinless fermions through standard Jordan-Wigner
transformation [156], with the presence/absence of a fermion
on a site corresponding to spin up/down, respectively. Because
of the staggered spatial configuration, it is natural to define a
unit cell j consisting of a pair of dimerized atoms (labelled L,R).
Two different spin couplings JS,W(δ) = J sin2 kδ e−(2a∓2δ)/L then
characterize the interaction between atoms within the same
dimer, and between consecutive atoms R,L in neighboring dimers,












L,jcR,j + h.c) + JW(δ) (c
†
R,jcL,j+1 + h.c), (3.11)
where c(L,R),j are fermion annihilation operators for site j. It is
convenient then to introduce the fermionic singlet and triplet
































j tj+1 + h.c).
(3.12)
This Hamiltonian can be exactly diagonalized going to Fourier
space, obtaining
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Figure 3.4: (a) Spatial dimerization δ (in units of the lattice constant
a), as a function of the interaction strength J and the mag-
netic field energy h (in units of the external trap depth
VL). (b) Triplet fraction of the reduced density matrix for
two atoms within a dimer (TS, blue solid curve), and con-
secutive atoms in different dimers (TW, red dashed), as a
function of dimerization δ, at zero magnetic field (h = 0).





W(δ) + 2JS(δ)JW(δ) cosq
)1/2
= J e−2a/L sin2 kδ
(






(εq + aq)2 + b2q
(





(εq − aq)2 + b2q
(
− i(εq − aq)tq + bqsq
)
,(3.16)
with aq = JS(δ) + JW(δ) cosq and bq = JW(δ) sinq. Since εq is
positive for every q and J has been assumed to be positive, the







By minimizing the ground-state energy with respect to δ we
find the optimal spatial configuration (within the ansatz). In
Fig. 3.4a we plot the resulting value of δ as function of the
interaction strength J and of the magnetic field h (in units of
VL). In the J−h plane one can clearly distinguish a critical value
of the spin interaction strength, Jcrit(h), above which a phase
transition occurs from a non-interacting to a dimerized state.
The increase in spin entanglement with dimerization can be
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quantified by taking the two-particle reduced density matrix
ρ2S of atoms within a dimer, and calculating its overlap with
the triplet state, TS(δ) = 〈T |ρ2S|T〉 = (1/N)
∑
j 〈t†j tj(1− s
†
jsj)〉.
We plot TS(δ) in Fig. 3.4b for zero magnetic field. For δ = 0 this
quantity tends to the value in the conventional XX spin model,
TS(0) = (1/2 + 1/π)
2 ≈ 0.67, while for large values of δ and
small L it tends to 1. Similarly, defining an analogous quantity
TW(δ) between consecutive atoms in neighboring dimers, we
find a decrease in correlation with increasing dimerization.
3.5 many-body model of interacting atoms : quan-
tum motion
In the previous section we have introduced an experimental
scheme which produces correlations between the motional and
spin state of the atoms interfaced with the PCW, and we have
studied these correlations treating the positions of the atoms as
classical variables. In this section we consider a quantum de-
scription of both motion and spins for the same model, which
is relevant, e.g., if the motion is initially cooled to its ground
state.
3.5.1 Derivation of the Hamiltonian
As for the classical case, we assume a tight trapping of the
atoms around the minima of the external potential, such that
tunneling of atoms between sites can be neglected. We then pro-
ceed by projecting the Hamiltonian of Eq. (3.10) onto the lowest
two motional bands, and denote by |a〉i and |b〉i the associated
Wannier functions localized around site i, as shown in Fig. 3.5.
In particular, the projection of the interaction Hamiltonian onto


















l + h.c.), (3.18)
where we have introduced the operators σ̃αβ = |α〉 〈β|, acting
on the motional basis. Because of the periodicity of the system,
the Wannier wavefunction centered on site j, wj,α(x), is equal to
w0,α(x− xj). Thus the matrix elements appearing in Eq. (3.18)
can be written as
V
jl
αβα ′β ′ =
∫
dxdx ′ sinkx sinkx ′ e−|xj−xl−x+x
′|/L×
× wα(x)wβ(x)wα ′(x ′)wβ ′(x ′), (3.19)
with the site dependence now only appearing in the exponen-
tial.
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Figure 3.5: Representation of the truncated basis states for few sites.
The blue arrow indicates the spin, while the two levels
the motional states |a〉 and |b〉, separated by an energy
difference 2∆.
To simplify further the matrix elements we can use the ini-
tial assumption that the functions are tightly confined around
the lattice sites and that the overlap between functions at dif-
ferent sites is negligible. Indeed, |x− x ′| < L in the region over
which the wavefunctions will have appreciable weight, motivat-
ing an expansion of the coefficients in powers of 1/L. As in the
previous section we will assume that L ∼ a, such that we can
make the nearest-neighbor approximation for interactions. By
exploiting the parity of the functions wa and wb and the sine
function, we readily obtain that the zero order expansion of the














































In these expressions we have introduced a set of pseudo-spin
operators on each site, σ̃zj = |bj〉 〈bj| − |aj〉 〈aj|, etc., to repre-
sent the motional degree of freedom, and we have defined the
scaled coupling constant g = Je−2a/L η20/2 and the factors η0 =∫
dx sink0xwa(x)wb(x) and ηa,b = (1/2a)
∫
dx x sink0xw2a,b(x),
whose values depend on the details of the trapping. For con-
creteness, in the following we take L = 2a and the ratio be-
tween the trapping lattice depth VL and the recoil energy ER to
be 20, for which numerical evaluation of the Wannier functions
yields η0 ≈ 0.54, ηa ≈ 0.06 and ηb ≈ 0.16.
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Eq. (3.20) has largest expectation value when atoms sit in an
equal superposition of states |a〉 and |b〉 such that σ̃x = ±1
(i.e., the wave-function is maximally displaced from the cen-
ter), which reflects that the atoms are trapped at nodes of the
PCW. At lowest order in 1/L, that is, ignoring the exponential
in Eq. (3.8) completely, the atoms clearly have no sense of rel-
ative spacing, and thus Eq. (3.20) is equally maximized when
each atom moves in any direction away from the node. The first
order correction in 1/L, given by Eq. (3.21) is then responsible
for spatial dimerization. Adding to the interaction Hamiltonian
terms for the energy arising from the band and from the exter-



































This represents the minimal model in which spin and motion
can couple, since superpositions of states |a〉 and |b〉 yield spa-
tial wave-functions that are displaced from the site centers, but
at the same time constitutes an extreme case of spin-orbit cou-
pled systems, as neither an orbital kinetic energy nor a motion-
independent spin interaction appear. While in the following we
present results for this specific Hamiltonian, we have also per-
formed calculations involving a third band to verify that the
conclusions made from the two-band approximation do not
qualitatively change.
3.5.2 Phase diagram
We study here the phase diagram of Hamiltonian (3.22) in the
g− h plane by means of a finite-size density matrix renormal-
ization group (DMRG) algorithm [131] (see Appendix A.2). The
resulting phase diagram for 0 6 g,h 6 2∆ is shown in Fig. 3.6
for N = 62 atoms, where we can clearly distinguish at least six
phases. First, for sufficiently large magnetic fields h > hcrit(g),
with hcrit(0) = 0, the spins are fully polarized and thus the spin-
motion coupling has no effect. The many-body state is thus sep-
arable, with each atom residing in the lowest motional band,
|ψ〉 = |a, ↓〉⊗N (“P” phase in Fig. 3.6).
Along the g-axis up to gcrit we have a Néel ordered phase
“N”, where the magnetization per atom Mz = 1/(2N)
∑
j 〈σzj 〉




has a finite value, as shown in Fig. 3.7. This phase also extends
to finite values of h with a lobe-like shape. The existence of
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Figure 3.6: Ground state phase diagram obtained studying a system
of 62 atoms with open boundary conditions with a DMRG
algorithm. We identify unambiguously five phases: a para-
magnetic phase (P), a Néel ordered phase (N), a dimerized
phase of triplets (D), a spin-motion fluid phase (SMF) and
a phase of trimers (T). There is an additional phase corre-
sponding to a charge density wave with quasi-long-range
order, labeled as SMF(CDW), and whose boundary with a
set of still unknown phases U is not well understood. The
continuous line is the border of the paramagnetic phase
obtained analytically in the weak coupling regime (see
text), the dashed line corresponds to h = −∆ + 2g. The
10 red stars indicate parameters (g,h) where the correla-
tions in Fig. 3.10c are evaluated.
this phase can be predicted analytically in the weak coupling
regime, i.e. for g/2∆ small, such that the high-energy excitations
associated with populating the upper band can be effectively
integrated out. In particular, through a Schrieffer-Wolff trans-
formation [157] on Eq. (3.22) one obtains the following effective





















Here J1 = g2(1 + 4χ2)/2∆, J2 = g2χ2/∆ and χ = ηa/(η0L).
Hamiltonian (3.23) describes a nearest neighbor anti-ferromagnetic
(AF) Ising model with an additional XX term coupling next-
nearest neighbors, with all such terms mediated by virtual phonons.
For example, the spin-motion term in Eq. (3.22) proportional
to σ̃xi σ̃
x
i+1 enables a fluctuation where two consecutive atoms,
anti-aligned in their spins, jump to the higher band and ex-
change their spins, before returning to the original state (see
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Figure 3.7: Surface plot of the magnetization per atom Mz, with the
phases of Fig. 3.6 indicated. Inset: contour plot of the order
parameters |Φ| and |DT | in a unique color scale.
Fig. 3.8a). This process results in a lower energy for the anti-
aligned configuration and produces the longitudinal (σzjσ
z
j+1 −
1) term in (3.23). For zero magnetic field, given that J1  J2
the ground state exhibits AF ordering along z (Φ ≈ 1). On
the other hand, for h > hcrit(g) all spins are in state |↓〉. In-
tuitively, one can expect that the transition from Néel order-
ing to polarized occurs with all |↓〉 spins in the Néel phase
remaining fixed (subchain “A”), while the |↑〉 spins (subchain
“B”) “melt” and then re-configure pointing downward. One
can thus make an ansatz where subchain A acts as an effective
magnetic field for B. Thus, subchain B satisfies an XX model
with Heff,wcB =
∑
j (h − 2J1)σ
z









has two phase transitions to polarized phases (for subchain B)
at h = 2(J1 ± J2). It follows that for h < 2(J1 − J2) the total sys-
tem (A and B) is in the Néel phase, while for h > 2(J1 + J2)
it is in the P phase, as illustrated in Fig. 3.8b . In between the
two phases the subchain melts under the effective XX model.
Since J2  J1, in the g − h plane this transition region is too
narrow to quantitatively match the DMRG results to the XX
model predictions, although the effective theory gives correctly
the boundary between N and P at hcrit(g) ≈ g2/∆ for g  ∆
(solid line in Fig. 3.6).
The Néel order extends to values of g/∆ & 1 where the low-
energy description of (3.23) is no longer accurate, and decreases
discontinuously to zero with the onset of a new phase of dimer-
ized triplets (labelled “D” in Fig. 3.6). This phase is character-
ized by zero magnetization and a non-zero spin triplet dimer
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Figure 3.8: (a) The virtual process (for g ∆) of two atoms exchang-
ing the spin excitation by jumping to the motional state |b〉
and returning to the original state, which gives rise to the
effective Ising interaction term of Hamiltonian (3.23). (b)
Schematic representation of the ground state spin configu-
ration in the weak coupling regime. For h < 2(J1− J2) the
system is in a Néel ordered phase, while for h > 2(J1+ J2)
the spin are all aligned (paramagnetic phase). For interme-
diate values of h subchains A (in red in the figure) remains
completely polarized, while subchain B “melts" under an
effective XX model.
order parameter, defined as DT = (1/N)
∑
j(−1)
j 〈T | ρj,j+1 |T〉
with |T〉 being the spin triplet state and ρj,j+1 the two-site spin
reduced density matrix (Fig. 3.7). It also has a non-zero spatial




The entangled dimerized structure is evident in Fig. 3.9a, where
we plot the triplet fraction in the two-particle density matrix,
〈T | ρj,j+1 |T〉 and the displacement 〈σ̃xj 〉 in a part of the chain for
(g,h) = (1.7, 0.2)∆. Also, we can observe that | 〈σ̃xj 〉 | ∼ 1. Thus,
the two-band approximation for the atomic motion is techni-
cally violated since the displacement from the trap center is sat-
urated. However, calculations involving a third motional band,
which allows for a greater maximum displacement of atoms,
exhibit a slower onset of saturation with increasing g but no
appearance of new phases (at least within the range of param-
eters considered). Together, this suggests that an exact calcu-
lation involving all bands, although directly unfeasible, would
produce a result similar to the previously discussed case of clas-
sical motion, with a steadily increasing degree of dimerization
and triplet fraction with increasing g.
For simultaneously large values of g and h, there is a spin-
motion fluid phase (“SMF”) where the system is gapless and
the magnetic field strongly polarizes the spins, such that Mz is
close to -1/2. This phase corresponds with good approximation







i+1 + h.c.). Here τ
z
i is the Pauli matrix with eigenstates
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Figure 3.9: (a) Spin triplet fraction 〈T |ρi,i+1|T〉 (red dashed line with
dots between i and i + 1) and displacement 〈σ̃xi 〉 (black
solid line) of the ground state for (g,h) = (1.7, 0.2)∆,
belonging to the dimerized (“D”) phase. Only atoms 24-
36 are shown for clarity. (b) 〈σzi 〉 (black solid line), 〈σ̃zi 〉
(red dashed line) along the chain for the ground state
at (g,h) = (1.18, 1.4)∆ belonging to the spin-motion
fluid (“SMF”) phase. The state contains 4 atoms flipped
to |↑〉 along the direction of the magnetic field. The blue
dotted line is 〈τzi 〉 on the ground state of H+. (c) Magne-
tization curve for g = 1.6∆ as a function of h. The red
dashed line is the magnetization predicted by H+ for the
SMF phase.
|⇓〉 = |a, ↓〉 and |⇑〉 = |b, ↑〉, while τ± are associated raising
and lowering operators. Thus, this phase corresponds to a di-
lute fluid of composite flips of spin and motion. The existence of
this phase can be understood by noting that for large magnetic
field, the system is only dilutely populated by spins pointing
up. Thus the terms in Eq. (3.22) proportional to ηa,b that are
responsible for dimerization can be neglected. The structure of
the remaining Hamiltonian connects naturally the states |⇓〉 di-
rectly to |⇑〉, in the form of H+. The locking between spin and
motional correlations can be observed in Fig. 3.9b, where the ex-
pectations values of σzi and σ̃
z
i obtained with DMRG are plotted
for a representative point in the phase. The oscillations of 〈σzi 〉
and 〈σ̃zi 〉 are due to the open boundary conditions in a finite
system and are observable also in a pure XX model. In Fig. 3.9c
the magnetization curve predicted by H+ is compared with the
numerical result from the DMRG study of the full Hamiltonian
for g = 1.6∆, showing good agreement, while in Fig. 3.6 the
predicted boundary with the “P” phase hcrit(g) ≈ −∆+ 2g is
represented by a dashed line.
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Figure 3.10: (a) Correlation functions CXij ≡ 〈X+i X−j 〉− 〈X+i 〉 〈X−j 〉 with
X equal to τ (black solid line), σ̃ (red dashed line) and
σ (blue dotted line) at (g,h) = (1.74, 1.38)∆, in the
SMF(CDW) region of the phase diagram. The value of
i = 29 is taken fixed in the bulk of the chain and j is
ranging from 30 to 44. Inset: |Cτij| plotted on a log-log
scale (black curve), as is the best fit to a Luttinger liquid
power-law decay for the points |i − j| > 4 (red dashed
line). (b) As in (a) but for the density correlation func-
tions 〈XziXzj 〉 − 〈Xzi 〉 〈Xzj 〉. (c) In blue: value of the fitted
Luttinger parameter K as a function of the magnetiza-
tion, obtained by fitting the long-range part of the Cτij
correlation function for the (g,h) values marked by stars
in Fig. 3.6b. In red: sum of the squares of the residuals
ξ of the fit. (d) 〈σzi 〉 (black solid line), 〈σ̃zi 〉 (red dashed
line) and 〈σxi 〉 (blue dotted line) along the chain for the
ground state at (g,h) = (1.7, 1.1)∆, where the ground
state belongs to the trimer (“T”) phase.
For −1/4 . Mz < 0, H+ no longer serves as a good de-
scription for the ground state. Most of this region consists of
a set of phases “U" whose origin is not completely understood
yet. However, for strong interactions g/∆ & 1, the system qual-
itatively appears to behave as an interacting Luttinger liquid
for the τ particles. Numerical evidence is shown in Fig. 3.10a,
where the two-point correlation functions CXij ≡ 〈X+i X−j 〉− 〈X+i 〉 〈X−j 〉
are plotted for various X = τ,σ, σ̃, for a representative set of
values (g,h) = (1.74, 1.38)∆. In particular, if τ behaves as a Lut-
tinger liquid, then the long-range decay of interactions is pre-
dicted to have a power law form of Cτij ∼ (−1)
|j−i||j− i|−1/2K [158].
The inset of Fig. 3.10a plots the absolute value |Cτij| on a log-log
scale, which confirms an approximate power law decay. On the
other hand, correlations of the other degrees of freedom exhibit
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more erratic behavior. Similar observations hold for the density
correlation functions (Fig. 3.10b). We fit the Luttinger parame-
ter K [158] from the numerical data, taking the ten (g,h) values
indicated by red stars in Fig. 3.6b across the SMF to U boundary.
These fits are performed on the points |i− j| > 4 of Cτij, in order
to reduce the influence of short-range corrections, which exist
even for an ideal Luttinger liquid [158]. The inset of Fig. 3.10a
shows the best fit (red dashed line) for (g,h) = (1.74, 1.38)∆,
while the fitted values of K for all ten chosen (g,h) points are
plotted in Fig. 3.10c. We have also simultaneously plotted ξ, the
sum of the squares of the residuals between the best linear fit
on a log-log scale and the numerical data. We note that while
the choice of region of exclusion of |i− j| 6 4 in taking the fit
is somewhat arbitrary, modifying this region (or excluding no
points at all) does not change the qualitative conclusions. The
decrease below K = 1 is indicative of the formation of a charge
density wave phase with quasi-long-range order, i.e. algebraic
decay of the correlation functions. We thus denote this part of
the phase diagram as SMF(CDW). The precise boundary of this
phase and the nature of the transition to neighboring phases is
still not completely understood.
Approaching Mz → −1/6 we notice that not only the fitted
value of K tends to zero but also the quality of the fit decreases
rapidly, as indicated by the increase in the residual error ξ. This
indicates a change of the decay of the correlation function from
polynomial to exponential. This is in agreement with the fact
that the decrease in K is also known to facilitate the possibil-
ity of phases with spontaneously broken symmetry, which is
observed in our system as well. At Mz = −1/6 (one third of
the maximum magnetization), we observe indeed the presence
of a plateau in the magnetization curve (Figs. 3.7 and 3.9c), for
values of g sufficiently large. In this region the ground state as-
sumes a trimerized configuration, as shown in Fig. 3.10d, where
〈σzi 〉 , 〈σ̃zi 〉 and the displacement 〈σ̃xi 〉 are plotted. While we are
not able to predict the appearance of such a plateau in our
model from first principles, we note that all of its features are
consistent with the conditions of Ref. [159]. In particular, our
Hamiltonian allows for a gapped phase with spontaneously
broken symmetry in the ground state with spatial periodicity
n = 3, provided that the quantization condition n(S−Mz) = in-
teger is satisfied (here S = 1/2 is the total spin). Such a gapped
phase should be accompanied by a magnetization plateau.
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3.6 conclusions
The platform of cold atoms coupled to photonic crystals offers
fascinating opportunities to create quantum materials in which
spin and motion interact strongly with one another. We have
analysed in detail the ground state properties of one experi-
mentally feasible setup, but there exist many exciting avenues
for future research. The field of interfacing atoms and photonic
crystals is still new and rapidly developing, which makes it dif-
ficult to say precisely how the ground state or nearby states can
be probed and prepared, but we briefly describe some of the
possibilities here. First, it has already been demonstrated that
tightly focused optical tweezers can be used to controllably po-
sition single atoms nearby nanophotonic structures and couple
the atom to the optical mode [154]. Separately, there have been
spectacular experiments to create arrays of up to ∼ 102 atoms
in individual optical tweezers [84, 85, 160], and demonstrated
capabilities in such systems for motional ground-state cooling
and spin readout [160]. An optical tweezer array applied to
nanophotonic systems could then be a promising route toward
both deterministic positioning of atoms and single-site resolu-
tion. Absent single-site measurements, there are a number of
global measurements that could be applied to yield signatures
of the various phases. For example, it has also been theoreti-
cally and experimentally shown [62, 88, 121, 122] that different
atomic spatial patterns can give rise to very different global
reflection and transmission spectra for a weak guided probe
field. Similar to free space, a guided mode could also be used
to efficiently read out global spin properties [17]. In terms of
preparation of the ground state, one likely possibility would
be through adiabatic evolution (given that the atomic “spin"
states are internal states that do not readily thermalize). Here,
the atoms would be initially optically pumped to a separable
state (such as |↓〉⊗N), which corresponds to the ground state of
a single-particle Hamiltonian Hs. The system could then adia-
batically evolve through a Hamiltonian H(t) = Hs(t) +Hint(t),
where the single-particle Hamiltonian is gradually turned off
while the PCW interactions are turned on. Understanding the fi-
delity of this process requires a more thorough investigation of
the excitation spectrum, which itself should exhibit non-trivial
properties, including the possibility of signatures of fractional
spin [161].
The strong coupling between spin and motion more broadly
invites a number of other intriguing questions. For example,
it would be interesting to understand the transport properties
when spin and motion strongly hybridize. Moreover, it would
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be highly interesting to consider models without an external
lattice potential, and investigate whether the spin interaction
alone can produce full spin-entangled crystallization. One might
also consider models where the spin part of the interaction al-
ready exhibits non-trivial character, such as frustration or topol-
ogy. Finally, in terms of applications, it would be interesting
to explore whether specially engineered spin-motion Hamilto-
nians can give rise to useful many-body spin states (such as
squeezed states for metrology), when the spin interaction alone
is incapable of producing such states.
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S E C O N D - O R D E R Q U A N T U M N O N L I N E A R
O P T I C A L P R O C E S S E S I N G R A P H E N E
N A N O S T R U C T U R E S A N D A R R AY S
4.1 introduction
In Section 1.1 and 1.2 we have reviewed the main approaches
to obtain optical nonlinearities at the level of single photons
by exploiting the nonlinearity of the individual atom. The use
of bulk materials for the same task is typically prevented by
the extremely low nonlinear coefficients of conventional non-
linear crystals. An open question is if recently discovered low-
dimensional materials such as graphene can instead provide a
useful platform for quantum nonlinear optics.
In this chapter, we show that graphene is a promising second-
order nonlinear material at the single-photon level due to its
extraordinary electronic and optical properties [72]. This ap-
proach makes use of the fact that a conductor enables a non-
linear optical interaction that is spatially nonlocal over a dis-
tance comparable to the inverse of the Fermi momentum kF. In
graphene, this length can be electrostatically tuned to be sig-
nificantly larger than in typical conductors. At the same time,
graphene can support tightly confined surface plasmons (SPs)
–combined excitations of electromagnetic field and charge den-
sity waves– whose wavelength is reduced well below the free-
space diffraction limit [73] and whose momentum qp is conse-
quently enlarged. We show that the ability to achieve ratios
qp/kF approaching unity enables giant second-order interac-
tions between graphene plasmons.
We first study the implications of such nonlinearities in a
finite-size nanostructure, obtaining a general scaling law for
the nonlinearity as a function of the linear dimension of the
structure and the doping. To give an explicit example, we com-
pute numerically the nonlinearities associated with a structure
designed to support plasmon resonances at frequenciesωp and
2ωp, which enables second harmonic generation (SHG) or down
conversion (DC). Under realistic conditions, we find that the
rate of internal conversion between a single quantized plasmon
in the upper mode and two in the lower mode can be roughly
1% of the bare frequency, indicating a remarkable interaction
strength.
91
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It is not straightforward to directly observe plasmons, and
instead they are typically excited and coupled out to propa-
gating photons with low efficiencies. Thus, we then investigate
how the extremely strong internal nonlinearities can manifest
themselves given free-space input and output fields. First, we
show that the collectively enhanced coupling of an array of
nanostructures to free-space fields enables an extremely low-
intensity input beam to be converted to an outgoing beam at
the second harmonic, via interaction with plasmons. Next, we
derive an important fundamental result, that while such an ar-
ray can collectively increase the linear coupling between free
fields and plasmons, it ultimately dilutes the effect that the in-
trinsic nonlinearities of plasmons can have on these free fields.
Motivated by this, we finally argue that it is crucial to develop
techniques to couple efficiently to single nanostructures. We
show that efficient coupling would enable SHG or DC with
inputs at the single-photon level, and predict a set of experi-
mental signatures in the output fields that would verify that
strong quantum nonlinear interactions are occurring between
graphene plasmons.
4.2 second-order nonlinear conductivity of graphene
Graphene has attracted tremendous interest due to its ability
to support tightly confined, electrostatically tunable SPs [73–77,
162–164]. More recently, the nonlinear properties have gained
attention [165–169]. For example, four-wave mixing produced
by single-pass transmission through a single graphene layer has
been observed [166], while a second-order response at oblique
incidence angles has been predicted [167], and intrinsic second-
order nonlinearities have been used to excite graphene plas-
mons from free-space beams via difference frequency genera-
tion [168]. It has also been proposed that graphene nanostruc-
tures could enable quantum third-order nonlinearities [169].
We use a unified approach to determine the linear and non-
linear properties within the single-band approximation based
upon the semi-classical Boltzmann transport equation [165, 169–
171]. This approach is semi-classical in the sense that the quantum-
mechanical band dispersion relation of the carriers is included
in the theory, but the position and momentum of the carriers
obey classical equations of motion. In particular, within this
theory the carriers are described by means of a distribution
function fk(r, t), which is defined so that
dN = fk(r, t)d2k d2r (4.1)
is the number of carriers with positions lying within a sur-
face element d2r about r and momenta lying within a momen-
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tum space element d2k about k, at time t. The position and
momentum k and r obey the classical equations of motion:
ṙ = vk = (1/ h)∂εk/∂k, and  hk̇ = −eE. εk is the dispersion re-
lation of graphene, and since we are interested in energy scales
. 1 eV, we linearize it around the Dirac points, i.e. εk = ± hvF|k|,
where +(-) denotes doping to positive (negative) Fermi energies
EF. The single-band approximation, and thus most of the re-
sults presented here, holds provided that the optical frequency
is less than ∼ 2EF, such that absorption arising from interband
electron-hole transitions is suppressed [162]. When collisions
between the carriers are neglected, the conservation equation






fk(r, t)+ ṙ · ∇rfk(r, t)+ k̇ · ∇kfk(r, t) = 0. (4.2)
Inserting in Eq. (4.2) the equations of motion for r and momen-
tum k, we obtain the Boltzmann equation, which describes the
dynamics of the distribution function,
∂
∂t
fk(r, t)± vFk̂ · ∇rfk(r, t) =
e
 h
E(r, t) · ∇kfk(r, t), (4.3)
where here E is the sum of the external field Eext and the in-
duced field Eind generated by the carrier distribution.
The macroscopic quantities such as the density of charge and
the surface current can be related to the microscopic dynamics
of the carriers. For instance, the surface current depends on the
microscopic carrier velocities as





where gs =gv = 2 are the spin and valley degeneracies of graphene.
The set of Eqs. (4.3) and (4.4) is nonlinear, since the electric
field on the right-hand side of Eq. (4.3) depends on the carrier
distribution. The strategy we adopt to solve the nonlinear sys-
tem is to solve perturbatively Eq. (4.3) and then use Eq. (4.4)
to get the relation between the surface current and the electric
field (i.e. the conductivity) at the different orders. In particular,
in Fourier space Eq. (4.3) can be written as
fk(q,ω) =
ie












At lowest order, one assumes that fk is slightly displaced from
its equilibrium (zero temperature) Fermi distribution, f(0)k (r, t) =
[ August 4, 2017 at 12:00 – classicthesis version 4.2 ]
94 second-order quantum optical processes with graphene
θ(kF − k). Thus, one can substitute f
(0)
k into the r.h.s. term of
equation (4.5), obtaining the first order contribution to f:
f
(1)
k (q,ω) = −
iek̂ · E(q,ω)
 h(ω∓ vFk̂ · q)
δ(k− kF). (4.6)
Inserting Eq. (4.6) yields a linear relationship between the cur-












k2(ω∓ vFk̂ · q)
δ(k− kF). (4.7)
In the long-wavelength limit (vFq/ω  1) one can expand the
denominator in q to the zero order obtaining the well-known





Before calculating the second order conductivity we observe
that graphene is a centro-symmetric material, which is typically
associated with a vanishing second-order nonlinearity [1]. In-
deed, if the nonlinear response is spatially local, J(2)(2ω, r) =
σ(2)(ω)E(ω, r)2, spatial inversion symmetry implies that −J =
σ(2)(−E)2, which enforces that σ(2) = 0. This argument breaks
down if the conductivity is nonlocal [172], for example if σ(ω,q) ∝
q, such that the current depends on the electric field gradient,
J(2) = σ(2)(ω)E∂rE.
In principle, nonlocal effects are present in any material. For
a given electric field strength, the size of this nonlinear effect
depends on a dimensionless parameter k/knl [173]. Here k is
the wavevector of the light that dictates how rapidly the field
changes in space, and k−1nl is a characteristic length scale over
which carriers in the material become sensitive to field gradi-
ents. In materials where the charges are tightly bound to their
atoms, the relevant length scale k−1nl is given by the atomic size
of Angstroms, which is thus negligible compared to optical
wavelengths. In conducting materials, the length scale is set by
the typical distance between carriers, which is proportional to
the inverse of the Fermi wavevector. In a typical metal like sil-
ver, the high carrier density also yields a negligible length scale
of k−1nl ∼ k
−1
F ∼ 1 Angstrom. In contrast, in graphene we can si-
multaneously exploit two effects to increase significantly k/knl.
First, graphene can be electrostatically tuned to have very low
carrier densities to increase k−1F . Second, one can use tightly
confined plasmon excitations in graphene, which have been
shown to yield a reduction in the wavelength (or equivalently
enhancement in wavevector qp) compared to free-space light by
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two orders of magnitude. Indeed, below we show specifically
that k/knl ∼ qp/kF . 1 emerges as the relevant quantity to char-
acterize the strength of nonlocal nonlinearities in graphene.
After these considerations, we calculate the second-order con-
ductivity using the same procedure adopted for the calculation
of the linear conductivity. In particular we first insert f(1) into
the r.h.s. of (4.5) to obtain f(2), and then use the result in Eq. (4.4)
to obtain the second-order conductivity. As with the linear con-
ductivity we expand it in powers of qp, in order to have an an-
alytical expression in the long-wavelength limit. As expected,
the zeroth-order term, which corresponds to the local contribu-
tion, vanishes, while the term linear in qp provides a relation
(in real space) between the electric fields at frequency ωp and













Here ijkl denote in-plane vector indices and summation over










5δijδkl − 3δikδjl + δilδjk
)
. (4.10)
This result can be converted into a relation between the electro-
static potential and the induced charge, which reproduces pre-
viously obtained results for the nonlinear polarizability [167].
4.3 quantum model of interacting graphene plas-
mons
The Drude conductivity for infinite graphene given by equa-
tion (4.8) provides a valid description of the carrier dynamics
of graphene when  hω . EF [74, 75], where the interband tran-
sitions can be neglected. Like any conductor in contact with a
dielectric (or vacuum, as we assume here), graphene supports






where q0 = ω/c is the free-space wavevector at the same fre-
quency and α ≈ 1/137 is the fine structure constant. As EF &
 hωp, equation (4.11) indicates a reduction in the plasmon wave-
length compared to free space by up to two orders of magni-
tude, which should significantly drive up the effects of spatially
nonlocal interactions.
We have seen that at fixed field strength, the nonlinear in-
teractions between plasmons in graphene should be increased
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due to a large ratio of qp/kF. However, what is most impor-
tant for nonlinear optics is how to maximize the interaction
strength per photon (i.e. per quantized plasmon). A simple ar-
gument, made more precise below, is that because the energy
of a single plasmon is fixed at  hωp, confining it to as small
volumes V as possible maximizes its intensity or electric field,
E0 ∼
√
 hωp/ε0V . This motivates the study of nonlinear optical
interactions between plasmons in nano-structures, which we
now present in detail. As a specific example, we will focus on
nanostructures that have plasmon resonances at frequenciesωp
and 2ωp. This particular choice of structure is to facilitate DC
or SHG.
The derivation of the quantum Hamiltonian of the system
starts from the expression of the electrostatic energy (a valid
approach provided that the linear dimension of the structure
D is small compared to the free-space wavelength λ0 so that













where ρ is the charge density and φ the electrostatic potential.
The charge density can be replaced by the current density using
the continuity equation. The potential can be expressed as well

























After expressing the current at frequency ωp in terms of the









2 =  hωp a
†a, (4.14)









i (r)a. Here, f
ωp(r) is a vectorial function which describes








)1/2 is the maximum single-photon elec-
tric field amplitude, and µ = S
ωp









being the ratio between the effective mode area and the phys-
ical area of the structure. Similarly we can use the result of
the previous section to express the current at frequency 2ωp in
terms of the electric field and quantize the second mode.
We obtain in this way the quantum Hamiltonian of the struc-
ture
H =  h(ωp − iΓa/2)a
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(4.15)
where a and b are the annihilation operators of the two SP
modes, and g is an oscillation rate between a single plasmon
with frequency 2ωp and two plasmons with frequencyωp [174].
Adopting a quantum jump approach we have added to the
frequencies an imaginary part accounting for the total decay
rates Γa and Γb of the two modes. The quantization associates






)1/2, where S is the structure area, confirming the
large per-plasmon field associated with tight confinement.
The quantum coupling constant g is rigorously given by the
classical interaction energy between the nonlinear current at
2ωp and the fields at ωp, but with the classical field values














Eq. (4.16) shows that g is directly proportional to the second-
order conductivity σ(2)ijkl calculated in the previous section, and
its dependence on the particular geometric configuration of the
modes is confined to the overlap integral [175]. It should be
noted that for extended graphene, the mode functions are sim-
ply propagating plane waves E(r) ∼ eikz. Thus the integral in
Eq. (4.16) produces a delta function, g ∝ δ(2k1 − k2), which re-
flects momentum conservation. In contrast, in small structures
the spatially complex modes can be thought of as a superpo-
sition of many different wavevectors, and a large interaction
strength is ensured by engineering the modes such that they
have good spatial overlap [176].







)1/2, that the nonlinear
conductivity has an amplitude σ(2) ∼ e3v2F/ h
2ω3p, and that the
field gradients occur over a length scale q−1p , one can readily
verify that equation (4.16) predicts a general scaling of g/ωp =
β/(kFD)
7/4. The dimensionless coefficient of proportionality, which
we call β, depends only on the geometric overlap of the modes
(e.g., β = 0 if the modes have the wrong symmetries, or β ∼ 1
for modes with good overlap). As the minimum dimension of
the structure should be comparable to the plasmon wavelength,
D ∼ 1/qp, the maximum ratio of g/ωp scales like (qp/kF)7/4,
confirming the enhanced nonlinearities as qp become compara-
ble to kF. Note that this relation is valid only for qp . kF, where
the conductivity of graphene is Drude-like, as discussed above.
In this derivation, we have assumed that a finite-size structure
has the same conductivity as infinite graphene. Although this is
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Figure 4.1: Plasmon modes in the graphene triangular nanoisland. (a),
(b) Induced electric field distribution associated with the
first (a) and second (b) harmonic modes, respectively. The
graphene structure consists of an isosceles triangle with
side lengths D = 22nm and d = 16.9nm, and a doping
level EF = 0.2 eV with an intrinsic decay rate  hΓ = 3meV
(decay time ∼ 220 fs). (c) Extinction cross section normal-
ized to the area (S = 169.6nm2) of the triangles depicted
in panels (a) and (b) with a strong fundamental dipolar
mode and a secondary weaker dipolar mode.
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not true for arbitrarily small structures, where quantum finite-
size effects play a significant role, this approximation is already
qualitatively correct for structures with D & 10nm [177].
To show that a high overlap factor of β ∼ 1 can be reached in
typical structures, we consider one specific example of a doped
graphene isosceles triangle embedded in vacuum. This choice
enables a simple optimization to obtain the desired ratio of 2
between the SP mode frequencies. Indeed, we find that an as-
pect ratio r = 1.3 produces plasmons at frequenciesωp and 2ωp
(see Fig. 4.1). The modes shown in Fig. 4.1 are numerically com-
puted using a commercial finite-difference code (COMSOL®)
by driving the system with a plane wave whose associated ex-
ternal field Eext is polarized along the axis of symmetry of the
triangle. We model the structure as a thin slab with rounded
edges and a dielectric function ε = 1+ 4iπσ(1)/ωt. The thick-
ness t is chosen to be t = 0.5nm (this value is sufficiently small
that the in-plane current has converged, and the results do not
depend on the specific value), and the expression of σ(1) is
given by the equation (4.8). Since the characteristic length of
the structure is much smaller than the free-space wavelength,
the response can be determined electrostatically, where the re-
tardation and the response to the magnetic field are neglected.
Furthermore, the ratio 1 : 2 between the first and second plas-
mon resonances is preserved independently of the actual size
of the triangle and the doping [178]. While the remaining pa-
rameters are somewhat arbitrary, as a numerical example, we
consider the realistically achievable length and doping level
of D = 22nm and EF = 0.2 eV. For this choice, we observe
a pronounced first harmonic mode (Fig. 4.1a,c) with energy
 hωp ' 0.20 eV, and a second harmonic resonance (Fig. 4.1b,c)
twice as energetic. Once we obtain the mode profiles, their
nonlinear coupling is evaluated using the equations (4.10) and
(4.16). Numerical calculations for this structure yield a value
of β = 0.34, hence the quantum oscillation rate g reaches a
remarkable 1.25% value of the dipolar frequency ωp.
Surface plasmons in realistic graphene structures generally
decay by non-radiative mechanisms, whose precise nature is
still under active investigation [77, 179, 180]. We thus use a phe-
nomenological description associating an intrinsic decay rate Γ ′
to the modes. For our numerical calculations we will assume a
mode quality factor ofQ = ωp/Γ , where Γ is the total decay rate
defined below, ranging from some tens to one hundred, close to
what has been experimentally observed in nanostructures [77],
although in our analytical results we will explicit keep track of
the scaling with Γ .
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In addition to intrinsic decay channels, graphene SPs can also
be excited and detected through desirable channels, i.e. via ra-
diative decay. We will use the notation κa,b to indicate such
decay rates. The total decay rate introduced in Hamiltonian
(4.15) is thus Γa,b = Γ ′a,b + κa,b. We will also introduce the no-
tation ηa,b to indicate the external coupling efficiencies of the
modes, defined as κa,b/Γa,b. For example, in our structure, the
first and second harmonic modes radiate into free space at rates
κa ≈ 2× 10−7ωp and κb ≈ 5.4× 10−8ωp, as numerically cal-
culated through the extinction cross sections of the incident
field. The external coupling efficiency can be increased by using
more sophisticated techniques, such as SNOM [76] or graphene
nanoribbons [169].
4.4 observing and utilizing this nonlinearity : clas-
sical light
The rate of oscillation or internal conversion between a single
quantized plasmon and two lower-frequency plasmons is re-
markable, particularly considering that the state-of-the-art down-
conversion efficiency in conventional nonlinear crystals is ∼
10−8 [78, 181]. It should be pointed out that the internal con-
version rate holds independently of how the plasmons are gen-
erated. Of course, for both practical observation and for tech-
nological relevance, it would be ideal if the plasmons could be
efficiently excited and subsequently converted back into propa-
gating photons (such as from free space, fiber, or other evanes-
cent modes). Motivated by this, we now examine the coupling
problem to propagating photons in more detail and investigate
how their intermediate conversion and interaction as plasmons
manifests itself as strong, effective nonlinearities between prop-
agating photons.
Remarkably, the extinction cross section σext = (3/2π)λ20κ/Γ
of a single nano-structure, as that one of a single atom, can ex-
ceed its physical size. However, the low values of κ/Γ still imply
that σext is much smaller than the diffraction limited area λ20 for
free-space beams, indicating that such sources cannot be used
to excite plasmons efficiently. In particular, it can be shown
using time-reversal symmetry that the best in-coupling (exci-
tation) efficiency that can be achieved is the same as the out-
coupling efficiency, η [83]. The situation is illustrated schemat-
ically in Fig. 4.2. This raises an important conceptual question.
On one hand, graphene plasmons seem to represent the “ul-
timate" quantum nonlinear optical device, capable of internal
conversion at the single-photon level. However, very little in-
coming light enters the structure and turns into a plasmon, and
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pln phn η= pln phn pln η= phn
(a) (b)
Figure 4.2: (a) A given plasmon mode radiates into free space (or
more generally, into any desirable channel) with an effi-
ciency characterized by η. (b) By time-reversal symmetry,
incoming photons in the same spatial mode excite plas-
mons with the same efficiency. The efficiency η is related
to the extinction cross section and free-space wavelength
by η = (2π/3)σext/λ20.
vice versa, a small percentage of plasmons are radiated back
into light. We now discuss various ways in which the strong
quantum-level internal nonlinearities of graphene can be ob-
served and utilized, given these limitations.
One way of increasing the coupling to radiation, which has
already been discussed in the linear optical regime, is to ex-
ploit an array of nano-structures [77, 182]. Intuitively, since the
extinction cross section of a single element can exceed its phys-
ical size, having a dense array extending over an area larger
than λ20 guarantees efficient interaction with an incoming beam.
We thus proceed to consider the nonlinear interaction between
an incoming radiation field with frequency ωp resonant with
the fundamental mode and an array of nano-structures, as il-
lustrated in Fig. 5.1. We expect that the efficient coupling with
an array will enable the incoming photons to excite plasmons at
ωp, internally convert to plasmons at 2ωp, and then re-radiate
into free-space as a second harmonic signal. We consider here
a hexagonal lattice of nanostructures with lattice period l =
50nm. The array is illuminated at normal incidence with a field
of frequency ω, and polarized along x̂ to maximally drive the
plasmon resonance (see Fig. 5.1).
From Hamiltonian (4.15) extended to include the coupling
between the structures, we get the equations of motion of the
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Figure 4.3: A hexagonal array of triangular nanostructures illumi-
nated by laser light at normal incidence and frequencyωp,
resonant with the first plasmonic mode of the structures.
The nonlinear coupling between this mode and the mode
at frequency 2ωp generates an outgoing radiation field at
this second harmonic, which is in a direction normal to
the array.
operators for the first and second harmonic modes of structure





































where the last term in both equations accounts for the dipole-
dipole interaction with other nanostructures l in the array.Gjl =
G(rj, rl) is the electromagnetic Green’s function describing the
field produced at position rj by a dimensionless dipole oscil-
lating at rl assuming that all the dipoles have the same polar-
ization (see Sec. 3.2 for a more detailed discussion of the elec-
tromagnetic Green’s function), while pa =
√
3πε0 hκac3/ω3p is
the modulus of the electric dipole moment of a single plasmon
in the first mode (an equivalent expression holds for pb at fre-
quency 2ωp). We have also included the possibility of driving
either mode with classical free-space external fields, denoted
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Figure 4.4: Back-scattered spectrum around 2ωp. Reflectance curves
for a weak driving field as a function of the detuning δ
(in units of the total decay rate Γ ) from the second mode
of frequency 2ωp, plotted for different values of the ratio
g/Γ . The value of the solid curve corresponds to the ratio
g/Γ = 1.25 that we have predicted theoretically for the
structure presented in Fig. 4.1.
Before considering the generation of a second harmonic, it is
already interesting to point out that the strong internal interac-
tions between plasmons can manifest itself in the linear optical
response to an incoming laser with frequency near the second
mode 2ωp. We proceed by solving the coupled system of equa-
tions (4.17) for a weak external driving field of frequency ω
around 2ωp. We consider specifically an approximation where
edge effects are ignored (which becomes exact in the plane-
wave limit and an infinite array), which makes the sum
∑
lGjl
identical for each element. The effect of the Green function is to
renormalize both the resonance frequencies and the losses, so
that ωp → ω̃p, Γa → Γ̃a, etc. We find that the linear reflection











where δ̃a = ω − 2ω̃p is the detuning of the input field with
respect to two times the renormalized first harmonic SP fre-
quency, and similarly for δ̃b. The quantityNλ20 = (3/2π)(λ0/2)
2/A
is proportional to the number of structures in a diffraction lim-
ited area λ20, as A is the area of a unit cell in the array. In Fig. 4.4,
we plot |rb(ω)|2 as a function of the detuning for different val-
ues of the ratio Γ/g. Here we have ignored the renormalized de-
tunings, δ̃a,b → δa,b, as the structure dimensions can be slightly
altered to compensate for these shifts. We also take Q = 100
and Q = 50 for modes a and b, respectively. Note that if the
nonlinear interaction between plasmons is negligible (g  Γ ),
the spectrum exhibits the typical Lorentzian peak associated
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with a resonant scatterer. We observe a qualitative difference
in the reflection curve passing from the regime g < Γ/2 to the
regime in which g > Γ/2, which is characterized by the appear-
ance of a splitting in the reflection curve. Importantly, while
an efficient external coupling increases the peak reflection of
the structure, the magnitude of the mode splitting 2
√
2g does
not depend on the coupling efficiency and represents a robust
signature of quantum strong coupling between the SPs modes.
We also emphasize that Eq. (4.19) is only obtained by solving
fully the Eqs. (4.17), including quantum correlations between
the two plasmon modes. Solving the classical limit, in which
all quantum operators are replaced with numbers, would pro-
duce a Lorentzian spectrum for any value of g, which reinforces
the appearance of a mode splitting as a quantum signature.
In a similar way, we can calculate the intensity emitted at
frequency 2ωp, when the system is driven at frequency ωp by
a classical external field. We find that the SHG signal intensity












where σexta,b are the extinction cross sections of the two modes.
This expression is valid in the undepleted pump approxima-
tion, where the converted intensity is a small fraction of the
incident. Using the previously quoted parameters for the tri-
angular nanostructure, we find that a 1% conversion efficiency
can be observed for the low driving intensity of roughly 108
Wm−2.
While we have presented here a semi-classical calculation, in
which the input fields are treated as classical numbers, it would
be interesting to find what is the conversion efficiency at the
single-photon level. In particular, it would be interesting to see
how graphene compares to the state-of-the-art efficiencies of
∼ 10−8 in bulk crystals for SHG of just a two-photon input. For
this purpose, in the next section we use an approach based on
the S-matrix formalism.
4.5 quantum frequency conversion
In general, for a given few-photon input state, we wish to de-
termine the effect of nonlinear interactions on the output. All
of this information is contained in the S-matrix [90], which
specifically describes the overlap amplitude between a set of
monochromatic incoming and outgoing freely propagating pho-
tons. Because monochromatic photons form a complete basis,
the S-matrix thus contains all information about photon dy-
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namics. In particular, it can be used to determine how a wave
packet consisting of a superposition of monochromatic photons
(i.e. decomposed into frequency components) interacts with the
graphene nanostructure.
A simple example of an S-matrix element consists of the lin-
ear reflection amplitude rb(k) of a single photon of frequency
kb, which interacts with the higher-frequency SP mode (mode
b), which we have calculated in the previous section by solving
the Heisenberg equations of motion. In the S-matrix language
the reflection coefficient corresponds to the matrix element be-
tween an incoming photon propagating in one direction (say
to the right) and a photon of the same frequency pb = kb scat-
tered in the other direction (to the left). More compactly, this
relation is formally written as 〈pLb|S |kRb〉 ≡ rb(k)δ(k−p), where
δ(k− p) denotes the Dirac delta function. Such an S-matrix el-
ement can be calculated by using standard input-output tech-
niques [15, 90], which enable one to relate the outgoing field (af-
ter interaction) to the incoming field and internal dynamics of
the nanostructure (governed by the Hamiltonian of Eq. (4.15)).
We assume that the incoming photon is focused at the diffrac-
tion limit, S ∼ λ20, and interacts with N ≡ Nλ20 structures. In par-
ticular, adopting the generalized input-output formalism pre-
sented in Chapter 2 we can show that the resulting reflection
coefficient gives a result of the form of Eq. (4.19) [183].
Analogously, we can express the amplitude for the DC pro-
cess as the S-matrix element between an incoming photon of fre-
quency kb near 2ωp and two outgoing photons of frequencies
pa,qa near ωp. For simplicity we study the case in which the
incoming photon is a superposition of a photon coming from
the right and one coming from the left so that we can avoid
directional labels. We thus find for an array of N structures
〈pa,qa|S |kb〉 = C rb(k) ra(p) ra(q) δ(k− p− q), (4.21)
where ra, rb are respectively the reflection coefficients for pho-
tons in mode a and b, and C = 2Ng/
√
2πκ2aκb.
The S-matrix also enables one to calculate the dynamics of an
incoming pulse. In particular, assuming a single-photon input
wavepacket with a Fourier transform given by f(k), we find
that the total DC efficiency is given by PDC = 1/2
∫
dpdq |f(p+
q) rb(p + q) ra(p)ra(q)|
2. For a near monochromatic resonant
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where in this case Γ = Γ ′ + Nκ. The value of the coupling
constant that maximizes the probability of conversion is g =√











In general, we expect g to exceed the plasmon linewidth in
the graphene nanostructure considered, so that the condition
g =
√
ΓaΓb/2 is satisfiable, in contrast to conventional materials
with weak nonlinear coefficients. For what concerns the opti-
mal number of nanostructures, we identify two limits, one of
low external coupling efficiency in which the array-enhanced
external coupling does not overcome the losses, i.e. κ Γ ′, and
the opposite case in which κ & Γ ′. In the first limit, which is
satisfied for the system parameters presented earlier, the total
decay rate Γ is roughly independent of the number of structures
N and PmaxDC ≈ N2η2a ηb (we recall again that ηa,b = κa,b/Γa,b). It
is clear that in this limit the use of an array of nanostructures
is an efficient way to increase the conversion (which anyway
remains much smaller than 1). For our system parameters, we
find that PmaxDC ≈ 10−7, which compares favorably with state-
of-the-art numbers ∼ 10−8, a surprising result considering that
graphene is not a bulk nonlinear crystal. In the opposite limit
of good external coupling we find that PmaxDC = N
−1η2a ηb. This
remarkable result indicates that ultimately, there is a fundamen-
tal inequivalence between using many structures to increase the
(linear) response, and working to improve the coupling to just a
single structure. In particular, in the limit of efficient coupling,
the strong nonlinear interaction between plasmons becomes di-
luted by having multiple structures. Intuitively, thisN−1 scaling
can be understood from the complementary process of SHG
(whose S-matrix is identical to DC, as shown later). Clearly, in
order for two incoming photons to create a second harmonic,
they must excite two plasmons in the same structure. How-
ever, with many structures, the probability that this occurs (i.e.,
compared to exciting single plasmons in two different struc-
tures) falls like N−1. We thus argue that the development of
techniques [76, 169] to efficiently couple to single structures is
of fundamental importance to take maximal advantage of the
strong intrinsic nonlinear interactions between graphene plas-
mons.
It should further be noted that the created photon pairs are
frequency-entangled (see Eq. (4.21)), as energy conservation re-
quires that the sum of their frequencies equals that of the incom-
ing single photon. Intuitively, one expects that the DC process
remains efficient as long as the incoming pulse bandwidth σ is
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Figure 4.5: (a) Probability of DC for a photon in a Gaussian
wavepacket of center frequency 2ωp and bandwidth σ.
PDC is plotted as function of σ and g (in units of Γ ), and
normalized with respect to PmaxDC . (b) Probability of SHG
for a pair of uncorrelated photons in Gaussian wavepack-
ets of center frequency ωp and bandwidth σ, normalized
as in (a).
smaller than the cavity linewidth Γ . This can be seen quantita-
tively in Fig. 4.5a, where Gaussian single-photon inputs with
bandwidth σ are considered, i.e. f(k) ∝ e−(k−ωp)2/4σ2 .
In SHG two photons with frequencies centered around ωp
are (partially) converted in a single photon of frequency 2ωp.
By the time reversal symmetry of the scattering matrix the re-
lation 〈pa,qa|S |kb〉 = 〈kb|S |pa,qa〉∗ holds. This implies that in
principle, a maximum up-conversion efficiency of PmaxSHG = P
max
DC
can be achieved, but only if the two-photon input itself is an
entangled state. In Fig. 4.5a, we consider the more realistic case
of two identical, separate photons, each represented as a Gaus-
sian pulse of width σ. It can be noticed the qualitatively differ-
ent functional behavior of PDC and PSHG. The latter saturates
at a lower value than the former and exhibits a maximum for
a finite value of σ, going to zero for both the limits σ → 0 and
σ → ∞. The inability to deterministically up-convert two sepa-
rate photons (PSHG = 1), even for perfect coupling efficiencies,
notably deviates from the semiclassical prediction that perfect
conversion can be achieved [176].
We conclude showing that a single graphene nanostructure
can generate nonclassical light when irradiated with weak clas-
sical light at the lower frequency. We have seen above that in
the strong quantum coupling regime, g > Γ/2, a mode split-
ting at the second resonance appears. Physically, this splitting
arises because the nonlinear interaction given in the Hamilto-
nian of equation (4.15) strongly mixes a single photon |0; 1〉
in mode 2ωp with two photons |2; 0〉 in mode ωp, as shown
in Fig. 4.6b. The resulting eigenstates of the Hamiltonian are
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Figure 4.6: (a) Schematic showing the creation of non-classical light.
A coherent state beam (yellow) of frequency ωp incident
on the graphene is scattered and produces anti-bunched
light (red). (b) Energy level structure of the system, where
the notation |m,n〉 indicates the occupation of m (n) plas-
mons in mode ωp (2ωp). The dressed states generated by
the coupling between |2; 0〉 and |0; 1〉 are also represented.
Red arrows illustrate the origin of photon blockade. Due
to the nonlinear coupling, the nominally degenerate states
|2; 0〉 and |0; 1〉 hybridize into two dressed states with fre-
quencies 2ωp± g/
√
2. When the fundamental mode is res-
onantly driven, the population of that mode by a single
photon (solid red arrow) blocks the excitation of a second
photon (dashed red arrow), as the mode hybridization re-
sults in the absence of a state at 2ωp.
symmetric and antisymmetric combinations |0; 1〉 ± |2; 0〉 with
frequencies 2ωp ±
√
2g. The mode splitting creates an effec-
tive nonlinearity: once a single plasmon of frequency ωp en-
ters the system, the absence of a resonant state at 2ωp pre-
vents a second plasmon from entering, creating a blockade ef-
fect [174]. This is a complementary signature of strong coupling
observable in the lower mode. It can be quantified by consider-
ing the second-order correlation function of back-scattered pho-
tons (for instance left-propagating photons when the system is










The output field itself is related to the input field and plasmon
mode by the equation aL,out = aL,in +
√
κa/2 a. However, as the
left-going input field is in the vacuum state, the corresponding
input operator has no effect. Thus the second-order correlation
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For t = 0 this function indicates the relative probability to de-
tect two photons at the same time. Values of g(2)(0) < 1 indicate
the presence of nonclassical light. In the limit of weak driving







For g = 0 it acquires a value of g(2)a (0) = 1, reflecting the co-
herent state statistics of the laser, while exhibiting strong anti-
bunching (g(2)a (0) < 1) when g & Γ/2. It is particularly impor-
tant that g(2)a (0) is independent of the external coupling effi-
ciency κ/Γ , thus making this effect a robust signature of strong
quantum coupling between plasmon modes.
4.6 conclusions
We have shown that second-order nonlinear optical interactions
between plasmons in graphene nanostructures can be remark-
ably strong. Signatures of such nonlinearities should be imme-
diately observable in experiments involving arrays of nanos-
tructures, where incident free-space light can undergo frequency
mixing at very low input powers via interaction with plasmons.
We further show that single nanostructures should exhibit
the capability to generate non-classical states of light, observ-
able even with low coupling efficiencies, which opens up a
novel route to quantum optics as compared to the conventional
approach of using atom-like emitters. With improved coupling
efficiencies to the modes of these nanostructures, it would be-
come possible to realize efficient second-harmonic generation
or down-conversion at the level of a few quanta, which would
exceed the capabilities of current systems by several orders of
magnitude. While we focused on one concrete example con-
sisting of a graphene nanotriangle, our conclusions are quite
adaptable. Thus, it would be interesting to explore further the
potential of this unique “nonlinear crystal" in a wide variety of
classical and quantum nonlinear optical devices. It would also
be interesting to investigate the nonlinear optical response of
even smaller structures [184, 185], which is expected to deviate
significantly from large-scale graphene due to quantum finite-
size effects. Finally, we anticipate that our work will open up
the intriguing possibility of a search for new materials that are
capable of attaining the quantum nonlinear regime.
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5
Q U A N T U M M E M O R I E S W I T H AT O M I C A R R AY S
5.1 introduction
One of the most highly explored potential applications for en-
sembles of atoms consists of a quantum memory of light, in
which a quantum state of light can be “stored" and then re-
trieved on demand at a later time [20, 22, 79, 80]. Quantum
memories form an important component of various protocols
within quantum information processing, including quantum re-
peaters [186], single-photon sources [187, 188], and quantum
logic operations between photons [189].
Different schemes have been proposed theoretically and demon-
strated experimentally to realize quantum memories with atomic
ensembles. The common idea is to reversibly convert a pho-
ton into a long-lived atomic excitation. For instance, EIT (see
Sec. 2.4) can be used to convert a propagating photon into a
slow-propagating dark-state polariton and then a completely
stationary one [29], by changing dynamically the control field
Ω(t). In a similar approach the photonic excitations are mapped
into the metastable state of the atoms by stimulated Raman
transitions keeping a large detuning of both the probe and
control field in order to suppress the population of the fast-
decaying excited state [81]. In the photon-echo approach the
map to the metastable state is instead realized by mean of a
fast resonant π pulse on the |e〉− |s〉 transition [82].
An important figure of merit is the storage (retrieval) effi-
ciency, the probability that a photon can be mapped to an atomic
excitation (or vice versa). A time reversal symmetry argument
shows that the maximum efficiencies of these two processes
are equal [83]. The approaches described above have several
sources of error. For instance, in all of them the pulse is re-
quired to fit within the medium to get high-fidelity mapping
of the photonic excitations into the atomic degrees of freedom.
On the other hand, a pulse that is too short does not fit fully
into the transparency window of EIT, and similarly cannot be
absorbed by the atoms with the photon-echo technique [83]. An
analysis of the efficiencies of these approaches has been done in
Ref. [83] by Gorshkov and coauthors within a unified physical
picture. There the storage and retrieval processes of the atomic
ensemble have been studied using the Maxwell-Bloch equations
(see Secs. 1.1.2 and 2.2.2), where the atomic distribution is mod-
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elled by a continuous field. The propagation and interaction of
a single transverse mode of light with the atoms is modelled by
a quasi-1D wave equation, while the interaction of the atoms
with the remaining free-space modes is accounted for heuristi-
cally via an effective, independent decay rate Γ ′ of the atomic
population. Within this model it is predicted that the minimum
error in the retrieval efficiency is ε ∼ 5.8/OD, where OD is the
optical depth of the atomic ensemble.
While the previous analysis serves as a faithful empirical
model of free-space atomic ensembles with disordered atomic
positions, recently it has become possible to realize atomic ar-
rays of ordered positions with high fidelity [84, 85]. Much like
how a phased antenna array can be used to achieve highly di-
rected emission of radio waves, one might expect that in or-
dered atomic arrays the absorption and emission of light is
highly affected by interference and the specific atomic posi-
tions. A spectacular example has been described theoretically
in Ref. [190], where it has been predicted that an infinite 2D
square lattice of atoms can act as a perfect mirror for resonant
light at normal incidence, when the lattice constant of the ar-
ray is smaller than the resonant wavelength, d < λ0. This oc-
curs because for such a lattice constant, all potential diffraction
orders of light supported by the lattice become evanescent, en-
abling all of the incoming optical energy to be returned along
the original propagation direction. Naively, this result seems to
suggest that a 100% interaction probability between light and
an atomic array is possible. Motivated by this observation, we
are interested to functionalize this system, turning it from a
passive mirror into a quantum memory, and to investigate the
ultimate performance limits.
In this chapter we begin by presenting a formalism to cal-
culate the retrieval efficiency of a single photon stored in an
arbitrary atomic array, given only the spatial mode into which
the photon is collected and the Green’s function of the system.
Our formalism builds upon the general spin model for atom-
light interactions introduced in Sec. 3.2, which is an exact for-
mulation that accounts for the discreteness of the atoms and
interference in emission to all orders [86, 153]. We will show
that when a specific mode for the detection is fixed, the initial
conditions that maximize the retrieval efficiency, i.e. the initial
distribution of the atomic excitation in the array, are given by an
Hermitian matrix eigenvalue problem, in analogy with the con-
tinuum case [83]. We then apply the formalism to the case of a
finite 2D square array of N×N atoms with a Gaussian-like de-
tection mode (without assuming the paraxial approximation),
finding that for an optimized beam waist the retrieval error
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Figure 5.1: Schematic representation of a quantum memory realized
with an atomic array. An excitation initially stored in the
|s〉-manifold is retrieved as a photon by turning on the
classical control field Ωc (blue arrows), which then creates
a Raman scattered photon from the |g〉− |e〉 transition. The
photon is then detected in some given mode, illustrated
here as a Gaussian beam.
scales as ε ∼ (log
√
Na)
2/N2a. While there is no straightforward
way to compare a single ordered layer of atoms with a contin-
uous 3D atomic ensemble, it is nonetheless interesting to note
that the error in the array decreases faster with atom number
than the 3D ensemble case, ε ∼ 5.8/OD ∝ 1/Na, indicating the
power that lies in exploiting strong interference.
5.2 the spin model re-visited
In this section we describe how the dynamics of an arbitrary
collection of atoms in free space, specified only by their dis-
crete, fixed positions rj (see Fig 5.1), can be related to the spin
model described in Sec. 3.2. We consider three-level atoms with
two ground states |g〉 and |s〉 and an excited state |e〉. We as-
sume that the transition |g〉− |e〉 is coupled with a continuum
of free space modes which includes the detection mode, while
the transition |s〉− |e〉 is driven by a classical control field Ωc(t)
with frequency ωc, which we assume to be homogeneous over
the array. The formalism can be extended with little effort to the
case of a modulated control field. We will focus our attention
on the single excitation retrieval process in which an excitation
is stored in the |s〉manifold and then retrieved as a Raman scat-
tered photon on the |g〉− |e〉 transition when the control field is
turned on.
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As we have seen in Secs. 2.2 and 3.2 the interaction of the
|g〉− |e〉 transition with light (including re-scattering from other



















where degd̂j is the dipole moment of atom j, and Γ0 = µ0ω3egd2eg/3π hc
is the single-atom spontaneous emission rate in vacuum. G0(rj, rl,ωeg)
is the electromagnetic Green’s function tensor in free space,
which is the solution of the equation[
(∇×∇×) −ω2eg/c2
]
G0(r, r ′,ωeg) = δ(r − r ′)⊗ I. (5.2)























where R = |ri − rj| and k0 is the wavevector associated with the
resonant frequency ωeg. In Eq. (5.1) we have defined for conve-
nience the dimensionless matrix Mjl = k−10 d̂
∗
j ·G(rj, rl,ωeg) · d̂l.
The Hamiltonian of Eq. (5.1) is non Hermitian, describing an
open system where the excitations can be lost with the emis-
sion of photons into free space.
We want to study the dynamics of the atomic ensemble, when
it initially contains a single metastable spin excitation |ψ(t = 0)〉 =∑
j cj(t = 0)σ
sg
j |g〉
⊗Na . Formally, the dynamics of the retrieval
process, where the spin flip |s〉 eventually gets mapped to a
Raman scattered photon, is encoded in the dynamics of the
wave function under the Hamiltonian H = Heff + Hc, where




j + H.c.). In or-
der to calculate the efficiency of retrieval, we also need to be
able to re-construct the spatio-temporal properties of the field
Eout emitted by the array as the atoms evolve. Within the input-
output formalism the emitted field can be reconstructed by the
knowledge of the atomic states:







G0(r, rj,ωeg) · d̂jσgej . (5.4)
In the retrieval case the input field is vacuum, and can be
dropped from Eq. (5.4) for our observables of interest.
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Figure 5.2: The total field produced by a 30× 30 atomic array in the
x− y plane, when illuminated by a weak Gaussian beam
normal to the array. The figure shows a cut of the field in
the y = 0 plane. A nearly 100% reflectance of the Gaussian
beam can be observed (with visible interference fringes
between the incident and reflected fields), while transmis-
sion is highly suppressed. (Figure courtesy of Mariona
Moreno-Cardoner.)
The input-output equation above enables the field to be calcu-
lated at any point r, based upon the evaluation of an atomic cor-
relation function ∼ G0(r, rj,ωeg) · d̂jσgej weighted by the Green’s
function. It is certainly possible to build up the field every-
where in space, by re-evaluating the Green’s function at each
r and the corresponding atomic correlation function. An exam-
ple is illustrated in Fig. 5.2. Here, a weak Gaussian beam drives
a finite 30× 30 array of two-level atoms on resonance, and the
field is calculated in space to show the highly efficient reflec-
tion of the array (here the atomic wave function is calculated in
the Schrödinger picture, truncated to a single excitation). This
approach to field construction can be quite tedious, however,
if many spatial points are taken. On the other hand, in exper-
iments one often cares about the efficiency that the field can
be collected into a specific spatial mode, such as a Gaussian.
In the following section, we will show that the input-output
equation can be projected efficiently into such a mode, so that
only a single weighted atomic correlation function needs to be
evaluated.
5.3 gaussian-like detection mode
In this section we describe a concrete example of a detection
mode, onto which the field emitted by the array is projected. A
common and natural mode to project into is a Gaussian beam
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shape. There is a technicality, however, since a Gaussian beam
is only an approximate solution to Maxwell’s equations (i.e. in
the paraxial limit). While such an approximation suffices for
most purposes, it is anticipated in our case that one can achieve
nearly perfect storage and retrieval efficiencies. Thus, it is not
obvious a priori that the small (actual) retrieval errors are not
overwhelmed by the analysis error of the paraxial approxima-
tion itself. Thus, we first present an exact solution for Maxwell’s
equations, which approaches the Gaussian solution in the limit
of large beam waist.
We choose a solution where the x-component of the electric
field has a Gaussian distribution in wavevector space, while the
y-component is identically zero. The value of the z-component
is then determined by Maxwell’s equations [191]. It is conve-
nient to define the detection mode in the angular spectrum rep-
resentation (ASR), which consists of an expansion in propagat-
ing and evanescent plane waves with fixed wavevector length
k0 and defined by p = kx/k0 and q = ky/k0 [192]. In this repre-







0/4Θ(1− p2 − q2), (5.5)
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1− p2 − q2 if p2+ q2 6 1 or m = i
√
p2 + q2 − 1 if
p2 + q2 > 1.
The real space profile of this mode is immediately obtained
by Fourier transforming Eqs. (5.5)-(5.7):
Exdet(r) =
∫+∞































where (ρ, z) are the cylindrical coordinates for r, while J0 and J1
are Bessel’s functions. Without the step function in Eq. (5.5), the
corresponding field in real space would identically consist of a
Gaussian in the focal plane with beam waist w0. The step func-
tion removes evanescent field components, which in real space
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enforces a diffraction limit, and distorts the beam to prevent
a waist w0 . λ0. For large w0 the mode tends to the paraxial
solution, i.e. Ezdet vanishes and E
x
det assumes the form of a fun-
damental Laguerre-Gauss mode [192]. For this reason in the
following we will loosely refer to w0 as the beam waist of the
mode. One can also expand the modes into the set of plane
waves defined on the sphere of radius k0 in wavevector space,
with each of these plane waves having two possible orthogo-
nal polarizations. Within this representation the detection mode









cos θ sinφ, cosφ
)
, (5.10)
where the vector denotes the two components of the polariza-
tions, which are orthogonal to k and between them.
This last representation is particularly convenient to calculate
the normalization factor of the mode
Fdet ≡ 〈Edet|Edet〉 =
∫
z=const





























where β = k0w0, D+(z) is the Dawson’s integral and we have
defined the dimensionless function F̃det(β). The flux of energy
of this mode, calculated for instance considering the surface
integral of the z-component of the Poynting vector across the
plane z = 0 [192], is given by
Φdet = 2ε0cFdet. (5.12)
Finally, we calculate the overlap between the field emitted
by a collection of atoms and the detection mode. This can be
done quite straightforwardly by expanding the electromagnetic









a result that can be generalized to an arbitrary detection mode,
and shows that the overlap depends only on the values of the
electric field of the detection mode at the positions of the emit-
ters. In particular, it has the nice property that only a single
weighted atomic operator needs to be evaluated, in order to
calculate emission into the mode of interest.
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5.4 retrieval efficiency
We now turn to the question of the retrieval efficiency of a quan-
tum memory, and we derive a prescription that enables one to
find a strict upper bound for the efficiency, given a particular
atomic spatial configuration and detection mode. As mentioned
in the introduction, the retrieval efficiency is defined as the ra-
tio between the total energy emitted in the detection mode and
the energy  hωeg that must be emitted in the form of a Raman
scattered photon. The retrieved energy is the time integral of
the intensity in the detection mode during the retrieval pro-
cess Iret(t) = (Φdet/Fdet)| 〈Edet|Eout(t)〉 /
√
Fdet|
2, so that we can

















For the case of the detection mode introduced in the previous

















where we have defined the dimensionless vector Uj = E∗det(rj) ·
d̂j/E0 as the relative amplitude of the mode seen locally at each
atomic position rj.



















with δ = ωc −ωes. As discussed in detail in Ref. [153], since the
matrix M is symmetric rather than Hermitian, its eigenvalues
λξ are complex and its eigenmodes vξ are non orthogonal in
the quantum mechanics sense, but obey the orthogonality and




ξ = I. In this
basis the equations of motion decouples into Na pairs:
σ̇
ge














j . From these equations, and the as-
sumption that the control field is turned on for a time long
enough such that all the excitation leaves the system (so that all
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m vξ,mUm. While the last two equations may ap-
pear cumbersome, they have actually a simple interpretation. It
is immediate to verify indeed that K is an Na ×Na Hermitian
matrix which depends only on the positions of the atoms, the
Green’s function and the detection mode, but not on the specific
time dependence of the control field. The maximum retrieval ef-
ficiency is thus given by the initial configuration corresponding
to the eigenvector of K with the largest eigenvalue.
5.5 two-dimensional array
In this section we apply the results of the previous sections to
the case of a two-dimensional square atomic array with lattice
constant d. As said in the introduction, an infinite 2D square
array can act as a perfect mirror for incoming light at normal in-
cidence when its lattice constant is smaller than the wavelength
λ0 associated with the atomic transition frequency [190]. In-
deed, under such conditions the polarization created by the in-
coming light produces a field that is evanescent at all diffraction
orders except that perpendicular to the plane. Then, the trans-
mission is suppressed because of destructive interference with
the input field, with all the energy back-scattered, in the same
way a two-level system perfectly coupled with a 1D waveguide
reflects a resonant photon travelling in the waveguide [120]. For
light incident at an angle θwith respect to the normal, the array
provides complete reflection if θ < θcrit(d/λ0). The critical angle
reaches the value of π/2 when the lattice constant d is smaller
than λ0/2, meaning that complete reflection is achieved at ev-
ery angle of incidence [190]. It should be noted, however, that
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Figure 5.3: Minimum retrieval error as function of the lattice constant
d and the beam waist w0 for three different numbers of
atoms.
this mirror is not broadband. In particular, 100% reflectance
is only achieved at one particular incident frequency (close to
ωeg), and whose value varies with θ.
As a consequence, when an excitation is stored uniformly in
the infinite array with d < λ0, the retrieved photon is emitted
symmetrically in the two directions normal to the array with
unit efficiency. However, this is an highly idealized situation,
since in the real world no infinite atomic array nor plane wave
detectors are at one’s disposal. In the following we analyse the
retrieval efficiency of an N×N array, assuming that the detec-
tion mode is that introduced in the previous section. Through
all the section we assume that the array lies in the focus plane
of the detection mode, with its center on the axis of the mode.
To understand how the retrieval efficiency can decrease when
using a finite array it is helpful to first think to the reflectance
problem. Here, if the beam waist w0 is too large with respect to
the array dimensions, then part of the incoming light will not
see the atoms and will be transmitted or scattered in other direc-
tions by the edges of the array. If w0 is too small, the incoming
mode will contain a broad range of wavevectors with different
propagation directions. Since different angles have maximum
reflectance at different detunings, the overall reflectance for a
monochromatic photon will be reduced. For a given array there
is thus an optimal value of the input mode beam waist that max-
imizes the reflectance of an incoming photon (at optimal detun-
ing). The situation is analogous for the retrieval problem, where
the optimization over the photon frequency is replaced by an
optimization over the initial distribution of the excitation, as
discussed in the previous section. This is evident from Fig. 5.3
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(a)
(b)
Figure 5.4: Minimum retrieval error as function of (a) Sarr/w20, with
Sarr = d
2Na and (b) log10w0/λ0 for d = 0.6λ0 and N =
10, 20, 30, 40, 50 (different colors).
where the minimum retrieval error, i.e. the error of the optimal
initial spin excitation configuration, is plotted as function of d
and w0 for three different arrays 10× 10, 20× 20 and 30× 30.
There it is possible to see that, as expected, 1) for constant d
and w0 the error decreases as the array size N is increased, 2)
for constant d and N there is an optimal value of the beam
waist, and 3) for constant w0 and N there is an optimal value
of d < λ0.
Here we look more in detail at the way the minimum error
scales with the different parameters. In Fig. 5.4a we plot the
error (in linear-log scale) as a function of the ratio between the
array area d2Na (with Na = N2) and the square of the beam
waist w0. It can be shown that when this ratio is not too big
the error is ε ≈ 1 − Erf2(Nd/
√
2w0), where Erf(x) is the er-
ror function. This result is not unexpected, since it corresponds
to the fraction of the energy of the detection mode associated
with the area outside of the array. In Fig. 5.4b we plot in log-
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Figure 5.5: Minimum retrieval error optimized with respect to the
beam waist w0. The blue line is the value from numer-
ical optimization, the red dashed line the approximated
analytical value given by Eq. (5.24).
log scale the retrieval error as function of the ratio between w0
and λ0 (for values larger than one), again for different array
sizes. We can see that up to a point where the beam waist be-
comes comparable with the array dimension, the error scales as
ε ≈ (λ0/w0)4. As anticipated, this error comes from the range
of wavevector components that make up the detection mode,
which is inversely proportional to w0, as clear from Eq. (5.10).
The exact scaling behaviour can be derived more easily by con-
sidering the reflectance problem of an infinite array. There one
can expand the reflection coefficient as a function of θ, obtain-
ing the quartic scaling of the reflectance error. The same mech-
anism gives the quartic scaling of the retrieval error. Overall
we have that the minimum error can be approximated by the
expression
ε(N,d,w0) ≈ C/d)(λ0/w0)4 + 1− Erf2(dN/
√
2w0), (5.23)
where C depends on d and can be obtained by fitting the error:
we find C ≈≈ 0.0024 for d = 0.6λ0.
One can use Eq. (5.23) to find the optimal beam waist. After






In Fig. 5.5 the approximated analytical value for the optimized
minimum retrieval error is compared with the value obtained
by numerical optimization. Interestingly, the figure indicates
that even a 4× 4 array of atoms can in principle already enable
a storage/retrieval efficiency of above 99%.
One useful feature of our technique for calculating retrieval
efficiency is that it readily enables different spatial configura-
tions to be studied. Thus, we can easily include imperfections
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such as the absence of atoms (i.e., “holes") in the array, or classi-
cal disorder in the positions. We first examine the case of holes
in the array. Averaging over many configurations and (low) den-











where ηdef,{j} is the optimized retrieval efficiency for an array
with missing atoms at positions {j}, while η is the optimized re-
trieval efficiency of a perfect array. Eq. (5.25) connects the loss
of efficiency with the portion of energy of the detection mode
associated with the missing atom, establishing a direct propor-
tionality between the two quantities. Since Ui decreases expo-
nentially with the distance from the center of the beam (and
thus of the array), the magnitude of the relative retrieval error
introduced by the defect can range several orders of magnitude.
We find that the constant of proportionality α in Eq. (5.25) de-
pends only on d and is about 1.25 for d = 0.6λ0.
Classical disorder for the atomic positions consists in having
the atoms displaced by random amounts δj = (δx,j, δy,j) from
their position in the perfect lattice. It is shown in Ref. [190] for
the case of the reflectance of an infinite array that, when the δ’s
are extracted from a Gaussian distribution with standard devi-
ation σ, then the decrease in reflectance introduced by the dis-
order scales as σ2/d2. We find numerically the same result for
the retrieval error. In particular, in Fig. 5.6 the error introduced
by the disorder is plotted as function of σ for different arrays
dimensions and fixed lattice constant. This error is defined as
the difference between the optimized maximum retrieval effi-
ciency η, i.e. optimized with respect to the initial excitation dis-
tribution and with the optimal value of the beam waist, and
the mean retrieval efficiency ηdis (sampled over many config-
urations) with the same initial conditions and beam waist but
with disorder in the atomic positions. A study of the effect of
local (quantum) motion on the retrieval efficiency will be left to
future work.
5.6 conclusion
In summary, in this chapter we have introduced a compact for-
malism to calculate the efficiency of a quantum memory real-
ized with an atomic ensemble. We have considered the conven-
tional three-level atom quantum memory, and defined a real-
istic detection mode over which the emitted field is projected.
In our analysis, we explicitly account for the atomic positions,
and solve for the resulting interference in emission exactly. In
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Figure 5.6: Difference between the optimized maximum retrieval effi-
ciency η and the mean retrieval efficiency ηdis obtained
using with the same initial conditions and beam waist
but with disorder in the atomic positions (log-log scale).
The different colors correspond to N = 10, 20, 30, with
d = 0.6λ0 in all cases.
the previous studies [83], on the contrary, the emission into
modes other than the detection mode has been always treated
under the assumption of being independent of atomic correla-
tions. We show that in a 2D array, interference effects can lead
to highly efficient memories even for relatively small numbers
of atoms, and that the scaling of the efficiency significantly dif-
fers with atom number than a disordered 3D atomic ensemble.
This work should hopefully stimulate a broad examination of
the potential of atomic arrays for quantum optics applications.
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M AT R I X P R O D U C T S TAT E S ( M P S )
In the first section of the Appendix we review in greater detail
the concept of matrix product states [131], which is at the basis
of the algorithm we presented in Chapter 2 for the time evo-
lution of the spin model in the regime of high intensity input.
In the second section we present briefly the DMRG-MPS algo-
rithm that we have used in Chapter 3 to obtain the ground state
of the Hamiltonian of the photonic crystal waveguide-atoms
system studied.
a.1 matrix product states
A system ofN particles, each with d possible states, can assume
dN configurations. The generic state of the system consists of
a superposition of all these configurations, and thus requires
dN coefficients to be defined. This exponential growth of the
Hilbert space with the number of particles poses a big obstacle
to the numerical study of quantum many-body systems. Re-
cently, it has been realized that in many problems of interest
the relevant states of the system are not spread over all the
Hilbert space, but occupy a small corner of it whose dimension
is not exponential in N, as we will see below.
Here we will focus only on one-dimensional spin systems,




cσ1...σi...σN |σ1〉 ... |σi〉 ... |σN〉 , (A.1)
where c is a dN-dimensional tensor containing all the coeffi-
cients of the basis states |σ1〉 ... |σi〉 ... |σN〉. Formally, one can
reshape the tensor as a matrix Ψσ1,(σ2...σN), where rows are in-
dexed by σ1 and the columns by the collective index (σ2...σN),











where r1 6 d is the rank of the decomposition. In an SVD, U
and V take the form of unitary matrices, while S is a diagonal
matrix with real, non-negative entries (the singular values). In
127
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the last step we have multiplied S and V† and reshaped the re-
sulting matrix into a tensor. We also have reshaped the matrix
Uσ1,a1 into a collection of vectors A indexed by σ1 for reasons
that will be clearer below. Similarly, one can reshape the ten-

















where r2 6 dr1 6 d2. Going on with such operations one can




Aσ1Aσ2 ...AσN |σ1〉 |σ2〉 ... |σN〉 , (A.4)
where the Aσi ’s are matrices whose multiplication is implicit
(i.e. we have suppressed the indices a1,a2, ...).
Each state in the Hilbert space can thus be written in the
form of Eq. (A.4), i.e. as a matrix product state. It is easy to see
that the maximum dimension of the matrices A’s increases ex-
ponentially (i.e. (1×d), (d×d2), (d2×d3),...), as one can expect
from the fact that no approximation has been performed. These
matrices satisfy the orthogonality relation∑
σl
Aσl†Aσl = I, (A.5)
and are said to be left-normalized. Starting the decomposition of
the tensor c from the last spin N instead one can find an MPS




Bσ1Bσ2 ...BσN |σ1〉 |σ2〉 ... |σN〉 , (A.6)
in terms of matrices B’s satisfying the orthogonality relation∑
σl
BσlBσl† = I. (A.7)
These matrices are said to be right-normalized. Because of the dif-
ferent properties of matrices A’s and B’s, the MPS in Eq. (A.4)
is said to be in the left-canonical form, while the MPS in Eq. (A.6)
in the right-canonical form.
The most important form of an MPS is the mixed-canonical
one, where the decomposition discussed above is performed
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Figure A.1: Graphical representation of a matrix product state.





Aσ1 ...AσlSBσl+1 ...BσN |σ1〉 |σ2〉 ... |σN〉 . (A.8)
The importance of this decomposition lies in the fact that it




Sal |al〉A |al〉B , (A.9)
with the matrix S containing the Schmidt coefficients, which
reveal the degree of entanglement between the two sub-systems
A and B that the system has been divided into.
The Schmidt decomposition can be used to approximate the
state |ψ〉 with an MPS having matrices of reduced dimensions.
If it were indeed possible to really perform the SVD on the full
state, one can imagine to progressively truncate the matrices





Cσ1Cσ2 ...CσN |σ1〉 |σ2〉 ... |σN〉 , (A.10)
where the matrices Cσl have at most dimension D×D. If the
truncation error decreases exponentially when D is increased,
then the state |ψ〉 has an efficient MPS approximation. In typical
problems the state |ψ〉 (which can be a ground state, a partic-
ular excited state, or a state resulting from time evolution) is
unknown. The MPS ansatz consists then of finding the best ap-
proximation to the state in the family of MPS denoted by D,
where D is limited by the computational power and memory
at disposal. While for some problems it has been proven rig-
orously that the states of interest have an MPS representation
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Figure A.2: Graphical representation of the expectation value of an
operator in the MPO form on a state in the form of an
MPS.
[131], in many other cases the validity of the ansatz has to be
justified a posteriori, such as by explicitly monitoring the trunca-
tion error.
Matrix product states can be represented graphically by asso-
ciating each site with a box. Each box, except the first one and
the last one have three legs, one denoting the physical index σi
and the other two denoting the virtual (or bond) indices. The
contraction over virtual indices, i.e. the multiplication between
the matrices, is denoted by linking the legs for neighbouring
sites, as represented in Fig. A.1. This representation does not
distinguish between left- and right-canonical MPS, but this in-
formation can be easily included by changing the shapes or the
color of the boxes for each tensor according to its normaliza-
tion.
The concept of matrix product states can be generalized to
operators. An operator acting on the N-site system, for instance












where the O’s are sets of matrices indexed by the physical in-
dices σl and σ ′l, or equivalently tensors of rank four. An oper-
ator decomposed in this form is called a matrix product oper-
ator (MPO). The graphical representation of an MPO is simi-
lar to that of an MPS but with four legs for each tensor corre-
sponding to the two physical indices and the two virtual ones.
The graphical representation is quite insightful when it comes
to multiplying operators and states in the form of MPO’s and
MPS’s. For instance, in Fig. A.2 we pictorially represent the ex-
pectation value of the energy, 〈ψ|H|ψ〉, as a tensor contraction
of the MPS of the state and the MPO of the Hamiltonian. Here,
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the vertical lines represent the contractions of the physical in-
dices.
a.2 ground state search : mps-dmrg
A revolution in the study of quantum many-body one-dimensional
systems occurred with the invention of the density matrix renor-
malization group (DMRG) algorithm in 1992 [193, 194]. This
algorithm permits one to calculate the ground state of many
relevant 1D models with extremely high precision and low com-
putational effort.
About ten years after the introduction of DMRG, it was re-
alized that the algorithm can be reformulated completely in
terms of MPS [131]. For finite systems the MPS formulation
consists of an optimization problem over a given family of MPS
(denoted by the maximum virtual dimension D of its tensors),
that means to find |ψ〉 = |ψ〉DMPS which minimizes the Hamil-
tonian expectation value 〈ψ|H|ψ〉. The simplest version of the
algorithm does the optimization in the following way. First H
is expressed as an MPO, and an MPS of the decided dimensions
is initialized (randomly or to some educated guess), i.e. an ob-
ject like that of Fig. A.2 is built. All the tensors of the MPS
except that one corresponding to the first site Aσ1 are fixed and
an optimization over the elements of this tensor is performed.
Aσ1 gets thus updated to Aσ1 ′ and the expectation value of the
energy decreases. In the second step the second tensor Aσ2 is
updated, by optimizing over it and keeping all the other ten-
sors fixed. This procedure is iterated over all the sites until the
last one, and repeated in the opposite direction. When, after
a certain number of such “sweeps", the energy has converged,
the algorithm stops and the MPS approximation of the ground
state is obtained.
In a more refined version of the algorithm two neighbouring
tensors are optimized at each step. In particular, in the first step
the tensor C = Aσ1Aσ2 is optimized. After the optimization a
SVD is performed on C to get the updated tensor for the two
sites, Aσ1 ′ and Aσ2 ′. The advantage of this two-site algorithm
is that after the SVD one can keep a number of singular values
which depends on some condition on their magnitude. In this
way the bond dimension of the tensors can change dynamically
during the algorithm, while in the one-site version it is imposed
at the beginning.
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