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Abstract
Space-time block codes based on orthogonal designs, which we refer to as orthogonal space-time block
(OSTB) codes, have recently been proposed. It has been noted that when the number of transmit antennas
is more than two, rate-one OSTB codes could only be designed for real-valued data symbols. Real-valued
symbols form pulse amplitude modulated (PAM) sequences whose bandwidth efﬁcient transmission is only
possible through single side-band (SSB) modulation. In this paper, we identify the cosine modulated ﬁlter
bank (CMFB) multicarrier modulation (MCM), CMFB-MCM, for short, as a bandwidth efﬁcient method
of implementing rate-one OSTB-coded systems over frequency selective channels. The impact of channel
distortion on the received signal is studied, and a method of designing a zero-forcing equalizer that removes
intersymbol interference (ISI) and interchannel interference (ICI) is developed. The statistical properties
of noise samples at the detector input of the proposed OSTB-coded system are studied and found to be
approximately white, thanks to the OSTB decoder spreading effect. The diversity order and signal-to-noise
ratio (SNR) gain of the proposed system, as against a conventional single transmit and receive antenna
system, are also studied and simple formulae are developed for them. Computer simulations that conﬁrm
the accuracy of the developed theoretical results are presented.
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I. INTRODUCTION
The tremendous growth of wireless communication services over the past decade has put a lot of demand
on the design of power and frequency efﬁcient portable communication devices. It is foreseeable that very
high data rates, in the order of tens of Mb/s will be required for future and futuristic applications such as
full-immersion remote video and wireless virtual reality. Development of communication systems that can
achieve such high transmission rates, in particular, given the problem of time dispersion over high-speed
wireless channels and limitation on the available bandwidth to individuals, requires novel approaches in both
communications and signal processing.
Multicarrier modulation (MCM) has been recognized as the most practically feasible and efﬁcient way of
dealing with time dispersion effects in wireless channels [1]-[3]. On the other hand, it has been shown that the
use of multiple transmit and receive antennas can increase the capacity of Rayleigh fading channels by a factor
equal to the minimum number of the transmit and receive antennas in the array [4]-[9]. The combination
of the two methods (i.e., MCM and multiple antenna) will result in systems capable of transmitting data at
very high bit rates over channels with moderate bandwidth.
There are two main approaches to realizing the capacity potential of multiple antenna channels: coordinated
space-time (ST) codes and layered ST codes. The orthogonal ST block (OSTB) codes1 [16]-[19] and ST
trellis codes [20]-[22] are two different schemes that may be classiﬁed as members of the coordinated ST
codes. In both schemes data is encoded using multi-dimensional codes that span the transmit array. Trellis
codes are typically decoded using the Viterbi algorithm. Such codes are quite efﬁcient for small arrays, but
extensions to larger arrays lead to a rapid growth of decoder complexity with the array size and data rate.
The OSTB codes, on the other hand, are more appropriate for systems with a large number of antennas since
the orthogonality of the codes allows separation of data symbols in a straightforward manner [17], [19].
However, there are some limitations to the OSTB codes. The capacity that is offered by these codes is below
the maximum capacity promised by information theory [4], [5]. Moreover, when the number of transmit
1Due to the rapid development in ST coding systems a variety of block codes have been developed in recent years. Among
them are ST block codes that are the subject of this paper and also ST block codes which exhibit some differential properties [13],
[14], [15]. Since the former codes emphasize on the orthogonality while the latter codes have been developed to exhibit differential
property, we reserve the term “orthogonal” for reference to the former codes.3
antennas are more than two, the OSTB codes suffer from some rate loss unless the transmission is limited
to real-valued data symbols [17], [19].2 This requires transmission of PAM (pulse amplitude modulated)
symbols whose bandwidth efﬁciency, compared to QAM (quadrature amplitude modulation) symbols, is
only 50%, unless transmission is established through a single-side band (SSB) channel [31]. Nevertheless,
the very simple receiver structure of such codes and the full diversity order offered by them on both ﬂat
fading, [16], [17], [19], as well as frequency selective fading channels, [27], make them attractive alternatives
to other ST codes that are much harder to implement.
Attempts to design rate-one codes with full space and/or multipath/frequency diversity that are extendable
to the cases with more than two transmit antennas have been made recently in [35], [36]. However, the price
for the improved rate is a much higher decoder/detector complexity. The simple linear processing method that
allows separation of data symbols in the OSTB-coded systems is not applicable to the ST codes proposed in
[35] and [36]. The optimum detectors proposed in [35] and XinWangGia03 follow the maximum likelihood
detection schemes whose complexity grow exponentially with the size of the underlying multidimensional
data symbols. To avoid this prohibitive growth of the detector, sub-optimum detectors based on sphere
decoding schemes which are still far more complicated than the linear processing schemes of the OSTB
codes are suggested [35], [36].
In the layered ST codes [5], [23], the channel is decomposed into parallel single-input single-output
(SISO) channels. The receiver successively decodes these layers by using antenna array techniques and
linear or non-linear cancellation methods [10], [11], [12]. This method results in a receiver structure whose
complexity does not grow exponentially with the array size. It is therefore more practical than the ST trellis
codes. However, compared to the OSTB-coded systems, the layered ST-coded systems are still signiﬁcantly
more complex to implement.
The thrust of this paper is to develop an efﬁcient and practically realizable transceiver structure for rate-
2An OSTB-coded system, at the best, can transmit one data symbol per unit of bandwidth. This is referred to as rate-one
transmission. The OSTB codes discussed in [17] and [19] can achieve rate-one only when the number of transmit antennas is two
or the transmission is limited to real-valued data symbols. For complex symbols and 3 or 4 transmit antennas the rate drops to 3/4,
and for more than 4 transmit antennas it drops to 1/2. Some recent reports have proposed quasi-orthogonal complex rate-one codes
for 4 transmit antenna case [28]-[30]. However, such codes lose in diversity order [28] and/or incur some loss in SNR [30].4
one OSTB-coded systems over frequency selective channels. In particular, we note that bandwidth efﬁcient
transmission of real-valued/PAM symbols needs to be done through single side-band (SSB) modulation. We
identify cosine modulated ﬁlter bank (CMFB) based MCM (CMFB-MCM) as a powerful signal processing
tool that achieves this goal. We also address the problem of channel equalization in such MIMO (multiple-
input multiple-output) systems and propose a solution. Moreover, we show that the proposed multicarrier
MIMO OSTB-coded channel can be modelled by an equivalent single-input single-output (SISO) channel
with PAM data symbols distributed both across time and frequency axis. This development is important as it
allows deployment of channel coding techniques that have been developed in the past for SISO channels. It
beneﬁts from the multipath diversity of frequency selective channels by coding across subcarrier channels,
in the same way as in the coded OFDM systems [1].
At this point it is worth noting that our aim in this paper is not to propose CMFB-MCM as an alternative
to OFDM for multicarrier communications. We emphasize the use of CMFB-MCM as a unique modulation
scheme that allows multicarrier transmission of PAM symbols over frequency selective channels. We note
that the conventional OFDM is not appropriate for transmission of PAM symbols, since it uses double side-
band (DSB) modulation in handling each subcarrier and this, as noted above, leads to 50% loss in bandwidth
efﬁciency. This may be understood better if we recall that in an OFDM system each subcarrier is designed
to carry a complex symbol. Transmitting PAM data effectively ignores the imaginary part of the symbols
that other wise could carry the same amount of information as their real counterpart. The use of CMFB in
the context of this paper is thus most eminent in recovering this bandwidth loss. Other advantages of the
CMFB-MCM, such as absence of cyclic preﬁx samples, are not addressed in this paper as they are minor
compared to the 50% bandwidth gain that is offered in the present case. Moreover, they are well documented
in [25].
It should be noted that in cases where the channel is ﬂat fading, the use of MCM is not necessary. In
such cases a conventional SSB scheme using the Hilbert transform technique [31] may be adopted. The
equalization technique and the subsequent results that are discussed in the later sections of this paper are
equally applicable to such SSB schemes.5
This paper is organized as follows. The MIMO systems are introduced in the next section. In Section III,
we present a review of the OSTB coding. Section IV is devoted to a reveiw of the CMFB-MCM in the
context of a SISO channel. The extension of CMFB-MCM to multiple antenna systems is presented in
Section V. In Section VI, we formulate the problem of channel equalization in CMFB-MCM OSTB-coded
systems and develop a zero-forcing (ZF) solution to it. The most eminent features of the ZF equalizer are
discussed in Section VII. In Section VIII, we put together the results of the previous sections and present
a SISO model of the CMFB-MCM OSTB-coded system. Concluding remarks are presented in Section IX.
The following notations are adhered to throughout this paper. The tilde symbol is used to differentiate
complex variables from real variables. That is, x denotes a real variable, while ~ x refers to a complex variable.
The real and imaginary parts of ~ x are denoted by ~ xR and ~ xI, respectively. Vectors are denoted by lowercase
bold letters. Matrices are denoted by uppercase bold letters. The ij-th element of a matrix, say, H is denoted
by hij. Although most variables change with time, we ignore the time index for simplicity in the cases where
no ambiguity arises.
Since data symbols are selected from a set of real numbers and also the channel, after equalization,
reduces to a MIMO channel with real gains, throughout this paper we mostly deal with real variables. In
particular, the channel model in the next section and the review of the OSTB coding in Section III are given
within this scope.
II. MIMO SYSTEMS
In a MIMO system, transmission takes place over a channel with Lt transmit antennas and Lr receive
antennas. At time k, each transmit antenna i = 1;:::;Lt selects a symbol si(k), which modulates a pulse
waveform for transmission over the channel. Taken as a vector, [s1(k);s2(k);:::;sLt(k)] is referred to as
a space-time symbol. At each receive antenna j = 1;:::;Lr, the received signal is passed through a ﬁlter
matched to the transmit pulse waveform and sampled synchronously. If the channel delay spread is negligible
and thus the channel is assumed to be time non-dispersive, the samples taken at the receive antenna j can
be modelled as xj(k) =
PLt
i=1 hijsi(k) + nj(k), where hij is the path gain from the transmit antenna i
to receive antenna j, and nj(k) is a Gaussian noise sample. The noise samples nj(k) are assumed to be6
independent and identically distributed (i.i.d.) with variance of ¾2
n.
Throughout this paper we assume that the total power transmitted from the Lt transmit antennas is
normalized to unity. We also assume that the transmit power is equally distributed among the transmit
antennas. This implies that E[s2
i(k)] = 1=Lt, for i = 1;:::;Lt. The signal-to-noise ratio (SNR) at the
receive antenna j is thus
½rj =
PLt
i=1 h2
ij
Lt¾2
n
: (1)
We also deﬁne the average SNR
½r =
PLr
j=1 ½rj
Lr
: (2)
III. OSTB CODES AND DECODER STRUCTURE
In this section, we review the OSTB codes and their decoder structure. We also review some fundamental
properties of the OSTB-coded systems that are important to the new developments in the rest of this paper.
The formulation given in this section follows that in [24].
In a OSTB-coded system, each block code is a matrix S of size Lc £ Lt, where Lc is the code length.
The orthogonality of the code implies that the columns of S are orthogonal with respect to each other, [17],
[19]. An example of a 4 £ 3 block code is
S =
2
6 6
6
4
s1 s2 s3
¡s2 s1 ¡s4
¡s3 s4 s1
¡s4 ¡s3 s2
3
7 7
7
5
(3)
where the real-valued/PAM symbols s1, s2, s3 and s4 are transmitted through three antennas in four time
slots. Note that effectively one symbol is transmitted in each time slot. The terminology rate-one refers to
this fact. When si’s are chose from a complex alphabet and Lt > 2, rate-one codes with simple decoding
do not exit [17].
The code matrix S satisﬁes
STS = KsI (4)
where ¢T denotes transpose, Ks =
PLc
i=1 s2
i is the squared norm of each column of S, and I is the identity
matrix. Moreover, the orthogonality of the columns of S implies that the condition Lc ¸ Lt must hold.7
A block of the received signal X is a matrix of size Lc £ Lr given by
X = SH + N (5)
where H is the channel gain matrix and N is an Lc £Lr matrix of i.i.d. noise samples. The j-th column of
X contains the received signal samples at the j-th antenna. Separating the columns of (5), we obtain
xj = Shj + nj; for j = 1;2;¢¢¢;Lr (6)
where xj, hj and nj are the j-th columns of X, H and N, respectively. Equation (6) may be rearranged as
xj = Gjs + nj; for j = 1;2;¢¢¢;Lr (7)
where s = [s1 s2 ¢¢¢sLc]T and Gj is an Lc £Lc matrix ﬁlled in by elements f§hij;i = 1;2;¢¢¢;Lcg or 0,
such that Shj = Gjs.
Next, we form a column vector x of length LcLr which is obtained by stacking the vectors x1;x2;¢¢¢;xLr
on top of each other. This leads to
x = Gs + n (8)
where G is obtained by stacking G1;G2;¢¢¢;GLr on top of each other, and n is obtained by stacking
n1;n2;¢¢¢;nLr on top of each other. It is straightforward to verify that
GTG = KhI (9)
where
Kh =
Lt X
i=1
Lr X
j=1
h2
ij: (10)
Equation (8) has the form of an orthogonal modulation system. Hence, premultiplication by GT and
division by Kh isolates the individual channels:
1
Kh
GTx = s + n0 (11)
where the elements of n0 are i.i.d. with variance
¾2
n0 =
1
Kh
¾2
n (12)8
since n0 is obtained by the projection of the i.i.d. elements of n on a set of orthogonal bases deﬁned by the
columns of G.
Summarizing the above results, a schematic of the receiver structure of a OSTB-coded system is depicted
in Fig. 1. The input is the received ST signal block X. Due to the similarity of the mathematical formulation
of (8) with that of a direct sequence spreading system, we call the linear matched ﬁlter and maximum ratio
combiner (11), the “despreader”. The output of the despreader, s+n0, is the input to the detector which can
be a simple slicer or a sophisticated trellis or turbo decoder.
N SH X    s ˆ
Detector Despreader
' n s
Fig. 1. The receiver structure of a OSTB-coded system. The despreader block is a processor that realizes (11).
From the above results, we see that in a OSTB-coded system the instantaneous signal power, after symbol
separation and before normalization, is determined by Kh, which is the sum of the LtLr path power gains,
h2
ij. Following the diversity deﬁnition in [17] and [19], the diversity order of the above channel is obtained
as
´ =
LtLr
2
: (13)
This formula is different from the formula given in the previous publications, e.g., [16], [17], where it is
noted that the diversity order is equal to LtLr. The difference here arises because we assume real channel
gains, hij, while other publications assume complex channel gains. This is a consequence of a change in
modulation. Here, we assume SSB modulation. Other publications have implicitly assumed DSB modulation.
From (10), (11) and (12), we observe that the SNR at the detector input of a OSTB-coded system is given
by
½d =
Kh
Lt¾2
n
(14)
where we recall that the energy of each transmit symbol, si, is 1=Lt. On the other hand, the average SNR9
at the receive antennas is given by ½r in (2). Deﬁning the SNR gain of the receiver as
°snr =
½d
½r
: (15)
and substituting (2) and (14) in (15), we obtain
°snr = Lr: (16)
IV. MULTICARRIER MODULATION USING COSINE-MODULATED FILTER BANKS: SISO CASE
In a recent work, [25], [26], it has been demonstrated that cosine-modulated ﬁlter banks may be used for
multicarrier transmission. The work presented in [25], [26] is in the context of communication channels that
use a single antenna at each of the transmitter and receiver ends. Compared to the conventional multicarrier
modulation, OFDM, the CMFB-MCM offers the advantages of higher bandwidth efﬁciency because of the
absence of cyclic preﬁx samples, and blind equalization capability. Since the details of CMFB-MCM and
the relevant literature of ﬁlter banks can be found in [25] and the references there in, here we only mention
some results of [25] that are necessary for presentation of the contributions of this paper. An interested
reader may refer to [34] for the details related to the vestigial sideband modulation property of the CMFB.
In [25] it is shown that if the number of subcarriers is selected large enough so that the channel can be
approximated by a ﬂat gain over each subchannel frequency band,3 the received signal over the l subchannel
at the time instant k is given by
~ xl(k) = (sl(k) + jrl(k))~ hl + ~ nl(k) (17)
where ~ hl is the complex channel gain at the l-th subchannel, sl(k) is the transmitted symbol, rl(k) is
determined by ISI from the symbols before and after sl(k) and ICI from other subchannels, and e nl(l) is
the ﬁltered channel noise. Obviously, ~ xl(k) can be equalized by applying the complex gain ~ wl = 1=~ hl and
3[25] has addressed the relationship between the channel duration, L, and the number of subcarrier bands, M, in CMFB that
results in fair approximation of constant gain over each subchannel. The conclusion there, which has been derived by studying the
bit-error-rate (BER) performance of CMFB-MCM over a wide range statistically selected channels, is that a choice of M ¼ 20L is
sufﬁcient for reasonable SNR values of 30 dB or smaller. It is interesting to note that this observation matches the assumption of
ﬂat fading channel which is often made when channel time spread is signiﬁcantly smaller than the symbol period; usually smaller
then 5% of the symbol period. This matches the ratio
L
M ¼
1
20 that we have observed in computer simulations.10
taking the real part, viz.,
yl(k) = <f~ xl(k) ~ wlg
= ~ wl;R~ xl;R(k) ¡ ~ wl;I~ xl;I(k): (18)
This is a ZF equalizer since it completely cancels the ISI and ICI term rl(k).
Another important and relevant to our discussion in the following sections is correlation properties of
the ﬁltered noise samples e nl(k). This also has been studied in [25] where the following results have been
derived:
E[e nl;R(k)e nl;R(k ¡ m)] = E[e nl;I(k)e nl;I(k ¡ m)] =
(
¾2
n
4M; m = 0
0; m 6= 0;
(19)
E[e nl;R(k)e nl;I(k)] = 0 (20)
and
E[e nl;R(k)e nl;I(k ¡ m)] ¼
8
> > <
> > :
(¡1)l ¾2
n
8M; m = 1
¡(¡1)l ¾2
n
8M; m = ¡1
0; m 6= 0;1;¡1
(21)
where ¾2
n is the noise variance at the analysis CMFB input. The results (19) and (20) follow from the
perfect reconstruction properties of CMFB. However, (21) is true only approximately and its accuracy has
been conﬁrmed through numerical examples.
Another relevant discussion from [25] is SSB modulation and transmission of CMFB-MCM signals. The
cosine modulated signal that is generated by a synthesis CMFB may be thought as being at an appropriate IF
(intermediate frequency) that facilitates signal demodulation in an efﬁcient manner, using an analysis CMFB.
To transmit a cosine modulated signal over an RF channel, it should be modulated ﬁrst. At the receiver
demodulation will be performed to recover the IF signal for further demodulation by the analysis CMFB.
Modulation here involves up conversion to the desired carrier frequency and ﬁltering the lower or upper
sideband of the signal spectrum, in order to achieve SSB modulation. To facilitate the ﬁltering process, the
ﬁrst few subchannels are left free of data symbols. Moreover, to facilitate interpolation and ﬁltering of the
IF signal at both the transmitter and receiver, no data symbols are transmitted over the last few subchannels.11
V. CMFB-MCM OSTB-CODED SYSTEM
In a CMFB-MCM OSTB-coded system, signals from different antennas are modulated and transmitted
through a set of identical synthesis CMFBs, one for each transmit antenna. At the receiver, the demodulation
is performed using a set of identical analysis CMFBs, one for each receive antenna. Data streams in the
same subchannel at different antennas form a set of OSTB codes. Accordingly, the demodulated/analyzed
outputs of the same subchannel from different receive antennas are taken as input to a OSTB decoder. A
generalization of (17) leads to the following equation
e X = (S + jR)e H + e N (22)
where S is a OSTB code matrix, R arises due to ISI and ICI, similar to rl(k) in (17), e H is the complex-
valued channel gain matrix at the present subchannel, and e N is the associated noise matrix. In (22), and
subsequent equations, we have ignored the subchannel index l and the time index k for simplicity.
VI. EQUALIZER DESIGN
A trivial way of designing a ZF equalizer for the MIMO channel (22) that directly follows (18), is to
post-multiply (22) by the pseudo-inverse e H
y
= e H
H
(e He H
H
)¡1, where the superscript H denotes Hermitian,
and take the real part of the result. Examination of this solution immediately reveals that it may not be a
good solution since it can result in signiﬁcantly enhanced and correlated noise samples if the matrix e He H
H
is ill conditioned. A more elegant solution is derived as follows.
We note that the goal of ISI and ICI cancellation, i.e., ZF equalization, is achieved by ﬁnding a complex-
valued equalizer matrix f W that, when multiplied from right to e H, results in a real-valued matrix H = e Hf W,
i.e., =fe Hf Wg = 0, where =f¢g denotes the imaginary part of and 0 is a zero matrix of proper size. Post-
multiplying (22) by f W and taking the real parts of both sides, gives a MIMO channel equation as in (5).
Separating the real and imaginary parts of e H, the problem of equalizer design boils down to ﬁnding a
real-valued matrix W =
"
f WR
f WI
#
that satisﬁes
AW = 0 (23)12
where A = [e HI e HR]. Note that the size of A is Lt £ (2Lr), and hence the number of rows in W has to be
2Lr to be compatible with the size of A. However, the number of columns in W are to be determined after
solving (23) and based on the criteria that are set to limit f W to a good equalizer.
To develop a general solution to (23), we begin with a study of the homogeneous system of equations
Av = 0: (24)
We are interested in the nonzero solutions v. For such solutions to exist, (23) has to be under determined.
This is the case when Lt < 2Lr. The nonzero solutions v are then obtained by multiplying (24) from left
by AT to obtain
(ATA)v = 0 (25)
and noting that ATA is a (2Lr) £ (2Lr) matrix of rank Lt < 2Lr. It thus has 2Lr ¡ Lt zero eigenvalues
[33]. Associated with these zero eigenvalues, are 2Lr ¡ Lt orthonormal eigenvectors v1, v2, ¢¢¢, v2Lr¡Lt
that satisfy (25). These vectors span the 2Lr ¡ Lt dimensional null-space of A.
One can now form a solution to (23) as
W = [v1 v2 ¢¢¢ v2Lr¡Lt]: (26)
We note that for 2Lr ¡ Lt > 1, this set is not unique, since there exist an inﬁnite number of orthogonal
eigenvectors that span the subspace associated with an eigenvalue of multiplicity greater than one [33].
Note that any set of (possibly non-orthogonal) vectors in the subspace spanned by v1, v2, ¢¢¢, v2Lr¡Lt may
also be used as columns of W that satisﬁes (23). We exclude such solutions here since they may enhance the
correlation and variance of noise samples at the equalizer output and thus result in unpredictable performance
of the receiver. The pseudo-inverse solution e H
y
= e H
H
(e He H
H
)¡1 is one such undesirable solution.
The choice of W in (26) results in a MIMO channel which is characterized by
X = SH + N (27)
where
X = <fe Xf Wg = [e XR ¡ e XI]W (28)13
H = <fe Hf Wg = [e HR ¡ e HI]W (29)
and
N = <fe Nf Wg = [e NR ¡ e NI]W (30)
are real matrices.
To summarize the developed results so far, Fig. 2 presents a modiﬁed schematic of the receiver structure
of Fig. 1, which repeats for all of the subchannels in CMFB-MCM OSTB-coded system. Here, the input is
the complex-valued received block e X. The equalizer is ﬁrst used to cancel the ISI and ICI term R. Then
follow the despreader and detector blocks as in Fig. 1.
N SH X    ' n s k s ˆ N H R S X ~ ~ ) ( ~     j
Equalizer Detector Despreader
Fig. 2. The modiﬁed receiver structure of a OSTB-coded system with equalizer included. This structure repeats for all of the
subchannels in a CMFB-MCM OSTB-coded system.
VII. PROPERTIES OF THE ZERO-FORCING EQUALIZER
The ZF equalizer in Section VI was developed without any direct consideration of the noise properties,
the diversity order and the SNR gain of the system. Ideally, one wishes to maximize SNR at the detector
input. This is equivalent of maximizing SNR gain. It is also important to maximize the diversity order of
the system. Moreover, to facilitate the deployment of an optimal detector, it is desirable if the noise samples
at the detector input could be made uncorrelated.
In the sequel, we ﬁrst study the correlation properties of the noise samples at the detector input of the
proposed OSTB-coded MCM system. We ﬁnd that these noise samples are approximately uncorrelated and
have equal variance, i.e., they are approximately i.i.d. We also show that even though any set of vectors in
the null-space of A will deﬁne a ZF equalizer, i.e., we can drop some columns from W without violating the
ZF condition, the choice of W that maximizes the diversity order of the system is the one with maximum
number of columns. Finally, we derive an approximate formula for the SNR gain of the system and explore
its accuracy through computer simulations.14
TABLE I
RMS VALUES, ·rms, OF THE PARTIAL CORRELATION COEFFICIENTS, ·, OF THE NOISE SAMPLES AT THE DETECTOR INPUT.
Lc Lt Lr ·rms Lc Lt Lr ·rms Lc Lt Lr ·rms
4 3 3 0.0330 8 5 9 0.0464 8 7 11 0.0389
4 3 4 0.0382 8 5 10 0.0485 8 7 12 0.0379
4 3 5 0.0342 8 6 6 0.0527 8 7 13 0.0378
4 3 6 0.0351 8 6 7 0.0498 8 7 14 0.0369
4 4 4 0.0337 8 6 8 0.0485 8 8 8 0.0388
4 4 5 0.0336 8 6 9 0.0475 8 8 9 0.0355
4 4 6 0.0333 8 6 10 0.0459 8 8 10 0.0368
4 4 7 0.0331 8 6 11 0.0438 8 8 11 0.0355
4 4 8 0.0319 8 6 12 0.0436 8 8 12 0.0358
8 5 5 0.0574 8 7 7 0.0433 8 8 13 0.0342
8 5 6 0.0552 8 7 8 0.0408 8 8 14 0.0341
8 5 7 0.0509 8 7 9 0.0401 8 8 15 0.0327
8 5 8 0.0498 8 7 10 0.0417 8 8 15 0.0325
A. Correlation Properties of Noise at the Detector Input
Through extensive computer simulations we have found that the noise samples at the detector input are
uncorrelated with each other. In Table I we have presented the root mean-square (RMS) values of partial
correlation coefﬁcients of the noise samples at the detector input for a wide range of choices of Lt, Lr and
Lc. Each RMS value is based on 100 random selections of the channel. For each channel the correlation
coefﬁcients are obtained by averaging over 10,000 blocks of OSTB codes. It is observed that the partial
correlation coefﬁcients of the noise at the detector input are consistently well below 0.1. More precisely,
the RMS values are in the range of 0.05 or less.
From the results of Table I, we observe that the noise samples at the detector input are close to zero, but
not exactly zero. Therefore, one cannot expect a mathematical proof to this property. However, a careful
study of the properties of the noise samples at the output of the CMFB analysis ﬁlters and the subsequent
steps that lead to the despreader output samples provide us with an explanation of the observed numerical
results.
From (19)-(21), one observes that the cross-correlation among the elements of [e NR ¡ e NI] is limited
to only a small percentage of the elements. On the other hand, the noise vector n0 at the detector input is
a byproduct of mixing the elements of [e NR ¡ e NI] in two steps: through the equalizer and through the
despreader. Recalling that the columns of the equalizer, W, are a set of orthogonal vectors, transformation15
(30) projects each row of [e NR ¡ e NI] onto a set of orthogonal basis vectors. On the other hand, using
(19)-(21), one ﬁnds that all the elements along each row of [e NR ¡ e NI] are uncorrelated with each others.
This in turn implies the elements along each row of N are also uncorrelated. However, correlation among
some elements in the successive rows of [e NR ¡ e NI] (also observed by careful study of (19)-(21)) implies
that the elements in the successive rows of N are correlated with one another. Nevertheless, these correlations
will spread over all the elements in successive rows of N, resulting in correlation coefﬁcients that are much
smaller than those in [e NR ¡ e NI]. At the next step, the despreader puts the columns of N into a long
vector and project the result onto another set of orthogonal basis vectors deﬁned by the columns of G. This
further spreads out the already small correlation among some samples of N, resulting in a set of Lc random
variables with very small correlation among them.
The correlation of noise samples at different subcarrier bands of CMFB was studied in [38]. It was shown
that these correlation are zero. Noting this, it follows that there is no correlation among the noise samples in
different OSTB code block transmitted across different subcarrier in a OSTB-coded CMFB-MCM system.
To complete our discussion, we should also address the variance of the noise samples at the detector
input. Assuming that the elements of [e NR ¡ e NI] have the same variance and recalling that the columns
of W are normalized to the length of unity, one ﬁnds that the elements of N have the same variance as
the elements of [e NR ¡ e NI]. Moreover, the equality of the variances of the elements of N and the small
correlation among them implies that the variances of the elements of n0 will be nearly equal. Numerical
examples conﬁrm the correctness of this statement.
B. Diversity Order
To derive an equation for the diversity order of the OSTB-coded CMFB-MCM system, we begin with the
assumption that the elements of the channel gain matrix e H are a set of complex-valued i.i.d. Gaussian random
variables. Accordingly, the elements of [e HR ¡ e HI] are a set of real-valued i.i.d. Gaussian random variables.
To proceed further, we note that the columns of W are related to the elements of [e HR ¡ e HI] in a non-trivial
way. This makes the evaluation of the statistical properties of the elements of H = [e HR ¡ e HI]W very
difﬁcult, if not impossible. Noting this, in our study, we proceeded with a thorough study of the statistical16
properties of the elements of H, through computer simulations. This study revealed that reasonable theoretical
results that matches simulations are obtained if one assumes that [e HR ¡ e HI] and W are independent, even
though, strictly speaking, this is not true. Making this assumption, one ﬁnds that since the columns of W
are a set of unit-length orthogonal basis vectors, the independence of the elements of [e HR ¡ e HI] implies
that the elements of H are also a set of real-valued i.i.d. Gaussian random variables. Now, applying the
result of Section III to (27) and recalling that here H is of size Lt £ (2Lr ¡ Lt), we ﬁnd that the diversity
order of each subchannel of the CMFB-MCM OSTB-coded system as
´ =
Lt(2Lr ¡ Lt)
2
: (31)
It is interesting to note that as Lr increases, the diversity order approaches LtLr which means we have
used both the real and imaginary parts of the complex-valued channel gain e H. It is also instructive to note
that if communication was to be established through a DSB modulator, e.g., through an OFDM system, the
diversity order would be equal to LtLr. The difference between this value and the diversity order given by
(31) is the price that is paid for the double spectral efﬁciency achieved by the CMFB-MCM system.
Bit-error-rate curves are often used to evaluate the accuracy of the diversity order. In in a log-log axis
scale, at high SNRs, the slope of a BER curve increases proportional to its diversity order. In Fig. 3, we have
presented the BER simulation results of the OSTB-coded CMFB-MCM system, for a number of choices of
Lt and Lr. The horizontal axis is SNR at the detector input. Also, presented in Fig. 3 is the BER curve of
a channel with one transmit and one receive antenna. This provides a basis case with diversity order one
which the results of the OSTB-coded CMFB-MCM system can be compared with. From (31), we observe
that for Lt = 4 and Lr = 3, ´ = 4, for Lt = 4 and Lr = 4, ´ = 8, for Lt = 4 and Lr = 6, ´ = 16, and for
Lt = 4 and Lr = 8, ´ = 24. The relative slopes of the curves at high SNRs matches these predictions.
C. SNR Gain
With reference to Fig. 2, the SNR gain of the receiver is given by
°snr = °e
snr ¢ °d
snr (32)
where °e
snr and °d
snr are the SNR gains of equalizer and despreader, respectively.17
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Fig. 3. BER curves for different choices of Lt and Lr. The horizontal axis is SNR at the detector input. The case Lt = Lr = 1
has a diversity order of one. For other cases the predicted diversity orders according to (31) are 4, 8, 16 and 24, respectively, for
Lr = 3, 4, 6 and 8. The relative slopes of the curves at high SNRs matches these predictions.
Similar to the diversity order, development of an accurate equation for the SNR gain of the proposed
receiver is a difﬁcult task. Hence, here also we rely on some approximations. The ﬁrst approximation that
we use is independence of [e HR ¡ e HI] and W. This, as noted above, imply that the elements of H are a
set of real-valued i.i.d. Gaussian random variables. We also ignore any correlation which may exist among
samples of N since they are negligible. By making these assumptions, the equalized channel model (28)
is similar to the channel model discussed in Section III and thus the SNR gain (16) applies. Accordingly,
noting that here H and N are of size Lc £ (2Lr ¡ Lt), the SNR gain of the despreader is given by
°d
snr = 2Lr ¡ Lt: (33)
To obtain °e
snr , we note that the total signal power in a ST block at the equalizer input is given by
tr
n
E[e H
H
(S + jR)H(S + jR)e H]
o
= tr
n
E
h
e He H
H
E[(S + jR)H(S + jR)]
io
= 2Lr¾2
htr
n
E[(S + jR)H(S + jR)]
o
(34)18
where trf¢g denotes the trace of, we assume that e H and S+jR are independent of each other, and the second
line follows from the fact that the elements of e H are a set of complex-valued i.i.d. random variables with
variance 2¾2
h (¾2
h is variance of the elements of e H per dimension). In [25] it is shown that E[s2
l ] = E[r2
l ],
where sl is a data symbol and rl is the associated ISI and ICI term. Generalizing this result to the block
matrices S and R, we obtain trfE[SHS]g = trfE[RHR]g. Moreover, from the deﬁnition of S, we get
trfE[SHS]g = Lc. Using these results in (34), we obtain
tr
n
E[e H
H
(S + jR)H(S + jR)e H]
o
= 4LrLc¾2
h: (35)
Moreover, the total power of noise samples in a ST block at the equalizer input is given by
tr
n
E[e N
He N]
o
= 2LrLc¾2
n (36)
where ¾2
n is the noise variance per dimension.
Similarly, the total signal and noise powers in a ST block at the equalizer output are obtained as
tr
n
E[XHX]
o
= (2Lr ¡ Lt)Lc¾2
h (37)
and
tr
n
E[NHN]
o
= (2Lr ¡ Lt)Lc¾2
n; (38)
respectively.
Using (35)-(38), we obtain
°e
snr =
SNR at the equalizer output
SNR at the equalizer input
=
1
2
: (39)
Finally, substituting (33) and (39) in (32), we get
°snr = Lr ¡
Lt
2
: (40)
The following comments give some conceptual understanding of the result (40). Maximum ratio combining
(MRC) is a classical method of linearly combining signals in order to optimally obtain an estimate of a
desired information [31]. In a receiver with multiple antennas, the MRC improves the SNR of the received19
signal by a factor equal to the number of the receiver antennas, Lr. In other words, the SNR gain of the
receiver is equal to Lr. In the OSTB detector, the despreader is an MRC. Hence, one would expect an
SNR gain of Lr, if no constraint had to be imposed on the received signal samples before combining. In
the OSTB-coded CMFB-MCM system, the ZF equalizer imposes some constraints on the received signals
before passing them to the combiner/despreader. The reduction in the degrees of freedom is from 2Lr (the
number of columns of [e HR ¡ e HI]) to 2Lr¡Lt (the number of columns of H) - see (29). This proportionately
decreases the SNR gain of the receiver from Lr to Lr ¡ Lt
2 .
To evaluate the accuracy of (40), Fig. 4 presents the measured SNR gain obtained through simulations
and the theoretical prediction made by (40). Each measured point in this ﬁgure is based on 100 random
selections of e H and time averaging of signal and noise powers over 10,000 blocks of OSTB codes. The full-
line plots show the theoretical predictions. The dots show the mean values of the estimates, and the vertical
lines indicate standard deviations of the estimates. These results and similar results that were obtained for
other choices of Lc, Lt and Lr were found to be consistently 5 to 15% above the theoretical predictions.
Careful examination of the results, by separately looking at °e
snr and °d
snr, show that this difference is mostly
contributed due to the inaccuracy of the theoretical SNR gain of equalizer which was predicted as being
equal to 0.5, but simulations give slightly higher values.
VIII. SISO MODEL OF THE OSTB-CODED CMFB-MCM SYSTEMS
From (11), we observe that the data symbols si are perfectly separated by a simple linear processing
due to the orthogonal design of the block codes. Accordingly, a OSTB-coded system may be viewed as
consisting of Lc parallel subchannels with outputs s1,s2, ¢¢¢, sLc. The capacity of such a system is equal
to the sum of the capacities of Lc independent subchannels. Alternatively, by concatenating the despreaded
blocks s+n0 (from one subchannel) the detector input may be viewed as an additive wight Gaussian noise
(AWGN) SISO channel, assuming that the channel noise is Gaussian. The results presented in Section III
show that this channel beneﬁts from the diversity order offered by all the available channel paths between
the transmit and receive antennas. It thus has a much lower chance of falling in a deep fade compared
to a conventional SISO channel with only one transmit and one receive antenna. Moreover, The use of20
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Fig. 4. Comparison of the theoretical SNR gain (40) and simulation results for the case where Lc = 8, Lt = 6, and Lr varies
from 6 to 16. The full-line plots are theoretical predictions. The dots are the mean values of the estimates and the vertical lines
show standard deviations.
multiple antennas at the receiver improves the SNR of the system - effectively, a maximum ratio combining
(implemented as part of the despreader) is used for this purpose. On the other hand, in a OSTB-coded CMFB-
MCM system, we may concatenate the despreaded blocks s + n0 from various subchannels in addition to
the concatenation along the time. This, obviously, beside the space and time diversity, provides us with an
additional dimension of diversity along the frequency. Combining these one can code a data sequence along
the space, time and frequency in a rather straightforward manner. A turbo code, for instance, may be used
to average out ﬂuctuating SNRs that may arise along the time and frequency axes, hence beneﬁt from both
time and frequency diversity.
In the particular case where time diversity is not allowed (e.g., in order to minimize the transmission delay),
but coding along subchannels (frequency diversity) is allowed we get a set-up similar to the coded OFDM.
The coded OFDM systems, in general, have been found to be susceptible to the occasional channel nulls that
may completely mask some of the subcarrier channels, making it very difﬁcult for the receiver to detect the
data symbols carried in these subchannels. Precoding techniques with complex optimum ML detectors (or
their suboptimum variations) have been proposed to alleviate this problem, and also to recover all or most21
of the available multi-path diversity in the system [37]. In a OSTB-MIMO system, the problem of channel
nulls is much less severe because the presence of a relatively high ST diversity order in each subchannel
reduces the chance of subchannel nulls signiﬁcantly. Therefore, we believe there is left very little to gain
from by spreading a block of data across multiple subcarrier channels, say, through precoding techniques.
Beside, if one wishes to have a simple receiver, the use of precoding techniques may be inappropriate.
IX. CONCLUSION
Implementation of rate-one OSTB-coded systems over frequency selective channels were studied. It was
noted that since in the rate-one OSTB codes symbols are real-valued, SSB modulation has to be adopted
to achieve bandwidth efﬁcient transmission. We proposed and studied CMFB-MCM as a powerful signal
processing tool that allows SSB modulation of OSTB codes in a very efﬁcient manner. The distortion caused
by frequency selective channels was studied and a ZF equalizer was proposed for combating such distortion.
We also studied the impact of the proposed ZF equalizer on the diversity order and SNR gain of the system
and derived simple formulae for them. These formulae which were based on approximations that would allow
theoretical analysis possible were conﬁrmed to be accurate by running simulation tests. We also studied the
correlation properties of noise samples at the detector input and found that they are uncorrelated. This ﬁnding
and the structure of OSTB codes allowed modelling of a MIMO OSTB-coded system as a SISO channel
with uncorrelated noise samples. Such simple modelling allows immediate application of the present SISO
coding/detection schemes to the OSTB-coded systems.
In this paper, we assumed frequency selective channels and thus used CMFB-MCM to resolve the
frequency selectivity of the channel by dividing that into a number of narrowband subchannels. When
channel is ﬂat fading, and thus MCM is not required, one may choose to use a conventional SSB scheme
using the Hilbert transform technique [31]. The results derived in this paper are equally applicable to such
a SSB scheme.
A last comment to be made here is a limitation of the proposed multicarrier OSTB coded system. As we
noted in Section VI, the proposed ZF equalizer exist only when Lr > Lt=2. This rather restrictive condition
which excludes systems with small number of receive antennas (the case of more interest to the OSTB22
coded systems [32]) seems to be the price that one should pay for transmitting rate-one OSTB codes in a
bandwidth efﬁcient manner. Nonetheless, the SSB techniques that were proposed in this paper will open an
avenue for future research that may remove the above restriction. One possible thought is to replace the ZF
equalizer by a minimum mean-square error (MMSE) detector that combines the equalizer and detector in one
block. Here, the problem will become a special case the widely linear processing schemes where real-valued
processes are to be estimated from complex-valued observations [39], [40]. Our preliminary study of this
method has revealed the followings. The MMSE equalizer reduces the noise level (ISI and ICI plus noise)
at the detector input. However, the noise samples at the detector input become more correlated compared
to the case of the ZF equalizer solution. The impact of these correlations on the detector performance is
unclear and need more thorough studies. This is a subject of further research in future.
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