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Kivonat: A beszédfolyam automatikus, szavaknak vagy néhány szóból álló 
szócsoportoknak megfelel szintaktikai egységekre való tagolásában bizonyí-
tottan fontos szerepe van a prozódiai jegyeknek, az alapfrekvenciának és az in-
tenzitásnak. A prozódiai jegyek mellett a magánhangzó minsége is alkalmaz-
ható lehet, elssorban a szótag eleji–nem szótag eleji szótagok osztályozására, 
másodsorban pedig a szóhatár meghatározására is. A jelen kutatásban azt vizs-
gáljuk, lehetséges-e a magánhangzó-minség alapján a redukálódott magán-
hangzók automatikus elkülönítése spontán beszédben, illetve magánhangzó-
minség alapján elvégezhet-e a hangsúlyos szótagok automatikus detektálása. 
1   Bevezetés 
A beszédfolyam automatikus, szavaknak vagy néhány szóból álló szócsoportoknak 
megfelel szintaktikai egységekre való tagolásában bizonyítottan fontos szerepe van a 
prozódiai jegyeknek, az alapfrekvenciának és az intenzitásnak [30]. A prozódiai je-
gyek mellett a magánhangzó minsége is alkalmazható lehet, elssorban a szótag 
eleji–nem szótag eleji szótagok osztályozására, másodsorban pedig a szóhatár megha-
tározására is [7, 22, 25, 29, 33]. Ha a magánhangzó az eredeti minségében realizáló-
dik, akkor a hangsúlyos szótag megjelenésének esélye növekszik, míg ha a magán-
hangzó redukálódott formában realizálódik, akkor a hangsúlyos szótag megjelenésé-
nek esélye csökken [17, 33]. A magánhangzó redukciójáról akkor beszélünk, amikor 
annak képzésekor az artikulációs konfiguráció a centrális irányba tolódik el, megvál-
toztatva ezzel a magánhangzó minségét. A jelenség a spontán beszéd esetében foko-
zottabban nyilvánul meg [1]. 
Az izolált szavas beszédfelismerésben a szóhatárokat egyértelmen jelzi a szünet 
jelenléte. A folyamatos felolvasásban a szünet mellett a szupraszegmentális akuszti-
kai jellemzk is hozzájárulnak a szóhatárok pontos gépi meghatározásához. A spon-
tán beszédben azonban a szavak között szinte alig jelennek meg szünetek, a beszéd 
folyamatos és megakadásokkal tarkított (1. ábra). A korábbi kutatások kimutatták, 
hogy a humán beszédpercepció szegmentálási eredménye csökken spontán beszédben 
(felolvasásban 90%-os [2], míg spontán beszédben 70%-os), és az sem egyértelm, 
hogy a kísérletben részt vevk milyen akusztikai, szemantikai, pragmatikai jellemzk 
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alapján jelölték be a megnyilatkozási egységet a szövegben [12]. Az akusztikai kuta-
tások eredményei azt mutatják, hogy a spontán beszédben az artikulációs megvalósí-
tás túlnyomórészt ösztönös, a beszél nincs feltétlenül tudatában annak, hogy mely 
szegmentális vagy szupraszegmentális tényezt alkalmazza tagoló funkcióban, illet-
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1. ábra. Egy felolvasott mondat részének és egy spontánbeszéd-megnyilatkozás részének 
akusztikai képe és annotációja. 
A gépi felismerés számára a spontán beszédben azonban nem csak a 
megnyilatkozáshatárok felismerése jelenthet nehézséget, hanem már a szóhatárok 
bejelölése is. Az egyes idegennyelv-oktatásra irányuló kutatásokban például kimutat-
ták, hogy a szavak szegmentálásának eredménye idegen nyelvben romlik az anya-
nyelvi szegmentálási eredményekhez képest. A romlás a nem ismert szavak miatt 
történt [31]. A spontán beszéd gépi felismerésében nagyon nehézkes a szemantikai, 
pragmatikai jellemzket beépítése, illetve a szegmentális és szupraszegmentális jel-
lemzk sem egyértelmek, emiatt a spontán beszédben megjelen szavak határainak 
meghatározása ezért igen nehéz feladat. 
Kutatásunkban arra is keressük a választ, hogy lehetséges-e a szótagok automati-
kus osztályozása spontán beszédben a magánhangzó minségét meghatározó spektrá-
lis jellemzk alapján. Az osztályozást rejtett Markov-modellel (HMM), valamint 
szupport vektor gépekkel (SVM) végezzük. 
2   Anyag, módszer, kísérleti személyek 
A jelen kutatásban a BEA [15] korpuszból 19 magyar beszél spontán beszédét dol-
goztuk fel (8 férfi és 11 n). Minden hangfájlnak elkészítettük a fonetikus átiratát. Az 
annotáció során a beszédhangokat kézzel szegmentáltuk a hangszínképük alapján a 
PRAAT beszédelemz szoftverben. A jelen kutatásban a következ magánhangzókat 
elemeztük: , a, , e [i], [i], [o], [o], [u], [u]. A beszédhangot akkor jelöltük 
az annotáció során svá magánhangzónak, (i) ha a beszédhang a centrálishoz közeli 
formánsstruktúrával rendelkezett (2. ábra), illetve (ii) ha a beszédhang a lehallgatás 
során svának hatott. 
















































2. ábra. Az [] magánhangzó és a svá [] magánhangzó spektrogramja (ugyanazon 
beszéltl) 
A szegmentálás során az annotációban azt is jelöltük, hogy a magánhangzó hang-
súlyos vagy hangsúlytalan szótagon realizálódott. A magyar nyelvben mindig a szó 
els szótagjára esik a hangsúly [20, 32]. Azt, hogy egy szótag valóban hangsúlyos 
vagy sem, a szótag F0- és intenzitásértékével ellenriztük [30]. 
A svát akkor jelöltük -val, ha az egységes, osztatlan beszédhangként szerepelt a 
hangfelismerésben. Nagy karakterrel jelöltük a svá variációkat: [A], [E], [O], ha a 
svát mint az eredeti magánhangzótól függ realizációt szerepeltettük a modellben. A 
kutatásban 4000 magánhangzót annotáltunk. A tanításhoz 2500, a teszteléséhez 1500 
magánhangzót használtunk. A csoportosításra használt modellek mködésének kiér-
tékelésére és összehasonlítására meghatároztuk az osztályozás pontosságát. A pontos-
ság (Acc) azt jellemzi, hogy az osztályozó algoritmus milyen mértékben azonosítja 
helyesen a beszédhangokat: 
Acc=helyesen osztályozott elfordulások / összes elfordulás száma *100% 
2.1   A rejtett Markov-modell 
A rejtett Markov-modellezéskor az akusztikai elfeldolgozás tekintetében a beszéd-
felismerésben a beszédhangok akusztikai modellezéséhez használt elfeldolgozási 
láncot meghagyjuk, és a gyakran alkalmazott MFC (mel-frekvenciás kepsztrális) 
együtthatókat számítjuk 39 elem jellemzvektorokat létrehozva. Ezek a jellemz-
vektorok delta és delta-delta együtthatókat is tartalmaznak. A modellkomplexitást 
legfeljebb 16 komponenst tartalmazó Gauss keverék (GMM) srségfüggvényig 
növeljük. Az alkalmazott modellek topológiájuk tekintetében minden esetben 3 álla-
potú balról-jobbra modellek voltak. 
A mintaillesztési megközelítést azonban kissé módosítjuk: felismeréskor nem szó-
sorozatokat illesztünk, hanem beszédhangsorozatokat, az osztályozhatóság szempont-
jából a vizsgálatunkban érdektelen beszédhangokat azonban töltelékmodellbe vonjuk 
össze. Ha tehát például egyes magánhangzók és a svá irányába tolódott realizációik 
elkülönítése (osztályozása) a cél, akkor a magánhangzókra és a svá variánsaikra kü-
lön-külön modellek készülnek, minden egyéb beszédhangot töltelékmodellbe vonunk 
össze, hasonlóan a kulcsszavas beszédfelismeréshez. 
A rejtett Markov-modell által idben dinamikus vetemítéssel végzett mintaillesz-
tést kétféle módon valósítjuk meg: az els esetben hagyományos módon a teljes be-
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szédmintára illesztünk. Ennek során problémaként jelentkezhet, hogy a töltelékmo-
dellek viszonylagos univerzalitása (általános beszédhangmodell) miatt a mintaillesz-
tés idben pontatlan, különösen hosszú beszédminták esetén. Tapasztalataink szerint 
ez jelentsen növelheti a törléses-beszúrásos hibák számát. Ha ilyet tapasztaltunk, 
akkor második mintaillesztési megközelítésként célzottan az osztályozandó magán-
hangzót tartalmazó részt vágtuk ki közvetlen környezetével együtt, mintegy 100 ms 
hosszú átmeneti részt meghagyva a magánhangzó eltt és után. Az osztályozás ezután 
következett, a nyelvi modell azonban kötelez jelleggel 3 modellbl álló illesztési 
szekvenciát engedélyezett csak, amely töltelékmodellel indít és azzal is zárul. A kö-
zépen elhelyezked magánhangzó pedig osztályozandó, az egyes variánsok egyenl 
valószínséggel szerepeltek. Ez a megközelítés kizárja a törléses hibát, és csak he-
lyettesítési hiba fordulhat el. Ha az osztályozást környezetbl kivágottan végezzük, 
akkor a modellek betanítása is ugyanezen stratégiával, tehát környezetbl kivágottan 
történik. A szerzk a magánhangzók osztályozását hangsúlyos/hangsúlytalan szem-
pontból is vizsgálták ugyanezen megközelítésben. A rejtett Markov-modell alapú 
osztályozókat HTK környezetben valósítottuk meg [35]. 
2.2   SVM (Support Vector gépek) 
Az SVM (Support Vector Machine) a felügyelt tanulási módszerek családjába tarto-
zik, célja egy olyan szeparáló hipersík keresése, amely jól választja el egymástól a két 
osztály elemeit (lehet többosztályos is). Az SVM-ek mködésének lényege, hogy az 
eredeti megfogalmazásában még komplex nemlineáris megoldást igényl feladatot, 
azaz a feladatból származó mintákat, nemlineáris transzformációk segítségével egy, a 
bemeneti mintatér dimenziójánál több dimenziós térbe transzformálja, ahol az már 
lineárisan megoldható. A módszer egyik legnagyobb elnye, hogy egy garantált fels 
korlátot ad az approximáció általánosítási hibájára. Egy másik fontos jellemzje, 
hogy a tanulási algoritmus törekszik a modell méretének minimalizálására (ritka mo-
dellt alkot), ami a hiba rovására történik, de mértéke egy paraméterrel szabályozható 
[8, 34]. A hagyományos SVM alkalmazásának legnagyobb akadálya a módszer nagy 
algoritmikus komplexitása és a nagy memóriaigény, ami tipikusan a nagy adatmeny-
nyiség kezelését teszi lehetetlenné. A probléma megoldására számos megoldás szüle-
tett. Ezek az algoritmusok többnyire iteratív megoldások, melyek a nagy optimalizá-
lási feladatot kisebb feladatok sorozatára bontják [3]. A nemlineáris osztályozáshoz a 
legelterjedtebbet, a radiális bázis (RBF – Radial Basis Function) kernelfüggvényt 
alkalmaztuk. A hangsúlyos/hangsúlytalan szótagok osztályozását elvégz algoritmus 
megvalósítása a MATLAB programban történt. Az osztályozáshoz az OSU SVM 
függvénykészletet használtuk [27]. Az SVM tanításához a magánhangzókból kinyert 
MFC-jellemzket használtuk. 
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3   Eredmények 
3.1   A magánhangzó és a redukálódott magánhangzó osztályozása 
A semleges magánhangzók akusztikai realizációi jóval változatosabbak, mint a ma-
gánhangzókéi [5, 24]. A szegmentális és szupraszegmentális modellekben fontos 
szerephez juthat a svá automatikus felismerése, hiszen a folyamatos szófelismerésben 
a magánhangzó nem redukálódott, teljes realizációja jelezheti a szó kezdetét a be-
szédben [9, 25, 26]. Kopecký [22] a beszédfelismer rendszerébe beépítette a svá 
fonémát, amely a rendszer felismerési pontosságának javulását eredményezte. 
A magánhangzókat és a svá-realizációkat 3-állapotú HMM-mel modelleztük. A ta-
nítás során “V” szimbólummal jelöltük a magánhangzókat, és “S” szimbólummal a 
svá-realizációkat. Mind a két modellt rendre 2, 4, 8, 16 Gauss kibocsátási valószín-
séget leíró függvénnyel tanítottuk. A nyelvtanban mindkét hangmodellt (“V”, “S”) 
egyenl súllyal rögzítettük (azaz egyenl valószínség mellett). A legjobb felismerési 
eredményt a 4 Gauss-os modell adta (1. táblázat). 
 
1. táblázat: A magánhangzók és a svák felismerési eredményei (4 Gauss). 
 Összesen Acc [%] 
“V” 706 79,46 
“S” 157 71,97 
 
A semleges magánhangzókra tanított HMM-modell nem veszi figyelembe az ere-
deti magánhangzót, illetve a szótag hangsúlyosságát. Az eredmények azt mutatják, 
hogy a spontán beszéden tanított HMM-modellel a svá-realizációk 71,97%-át osztá-
lyozta helyesen a rendszer. Az eredménybl arra következtethetünk, hogy a semleges 
magánhangzó rendelkezik egy jól meghatározható spektrális karakterrel, amely meg-
különbözteti a többi magánhangzótól. A svá akusztikai realizációi között azonban 
további kisebb csoportok vannak, amelyek lehetséges svá-alcsoportokra utalnak. 
Ilyen csoport lehet az, amelyik átfedésben lehet a magánhangzókkal is. 
3.2   A magánhangzók és az egységes svá modell 
Flemming [10] kimutatta, hogy a svá fonéma realizációinak lehetnek különböz al-
csoportjai: közép-centrális svá és kontextusfügg svá. A svá-realizációk variációinak 
egy része a kontextus hatására megváltozik, és egy sajátos kontextusfügg hangmin-
séget hoz létre, amely a svának egy akusztikai alcsoportja lehet [29]. A nemzetközi és 
a hazai szakirodalom sem egységes abban, hogy milyen tényleges okai vannak a svá 
variáltságának, illetve melyek a lehetséges svá-alcsoportok. Flemming szerint nyil-
vánvaló, hogy a semleges magánhangzónak két típusa létezik, azonban a levonható 
következtetések nem egyértelmek. A magánhangzó redukciója jelezheti a hangsúly-
talan és hangsúlyos szótag közötti szembenállást is, ami az angol nyelvben szabály-
szernek tekinthet. A közép-centrális svá a hangsúlytalan alacsony nyelvállású ma-
gánhangzóból jön létre kismérték redukció során, éppen ezért nem minden magán-
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hangzó-minségbl keletkezhet. A svá nem közép-centrális variánsai a magas nyelv-
állású magánhangzókból jönnek létre a redukció során. 
Annak érdekében, hogy a svá-realizációk egységességét megvizsgáljuk, illetve 
hogy meghatározzuk, melyik magánhangzó minséghez esik a legközelebb, négy 
HMM-modellt építettünk. Három modellt készítettünk a három leggyakrabban el-
forduló magánhangzóra ,  és egy egységes modellt a semleges magánhangzóra 
“S”. A három magánhangzó-minséget és a svá-realizációkat 3-állapotú HMM-mel 
modelleztük. A tanítás során [], [], [] szimbólummal jelöltük a magánhangzókat, 
és “S” szimbólummal a svá-realizációkat. Mind a négy modellt 2, 4, 8, 16 Gauss 
kibocsátási valószínséget leíró függvénnyel tanítottuk. A legjobb felismerési ered-
ményt a 4 Gauss-os modell adta (2.a. táblázat). 
 
2.a. táblázat: Az [], [] és [] magánhangzók, és az egységes svá “S”. 
 Összesen Acc [%] 
S 140 65 
[] 167 70,65 
[] 225 75,11 
[] 115 73,04 
 
Az eredmények azt mutatják, hogy a svá magánhangzók helyes osztályozásának 
eredménye 7%-kal romlott ezzel az eljárással. A 2.b. táblázatban a négy modell té-
vesztési mátrixa mutatja, hogy a svá magánhangzó az [] modellhez van a legköze-
lebb, mivel az [] hangok 18%-át téveszti össze a rendszer a svá magánhangzóval. 
 
2.b. táblázat: Az [], [] és [] magánhangzók, és az egységes svá “S” tévesztési 
mátrixa. 
Magánhang-
zók [] [] [] [] 
[] 118 9 10 16 
[] 15 91 8 18 
[] 16 13 169 19 
[] 12 7 4 84 
A nagyobb tévesztési arány oka az lehet, hogy az [] vokális artikulációs konfigu-
rációja közel esik a semleges magánhangzóéhoz, illetve az [] idtartama alacso-
nyabb, mint az [] és [] idtartama [13, 14]. Ennek igazolására kimértük a spontán 
beszédben elforduló [], [], [] és a redukálódott magánhangzók idtartamát. A svá 
idtartama szignifikánsan rövidebb, mint a magánhangzóké. A svá magánhangzó 
idtartama átlagosan 53 ms, míg a magánhangzóké 84 ms (ANOVA: F(1, 2917 ) = 
252,757;. p = 0,000**). Ez a tendencia megegyezik a nemzetközi és hazai szakiroda-
lomban leírtakkal [4, 10, 14, 33]. 
Az adatok szerint a három magánhangzó idtartama közül az [] magánhangzóé 
áll a legközelebb a svá idtartamához. Az [] magánhangzó idtartama (77 ms) szig-
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nifikánsan rövidebb, mint az [] (83 ms) vagy az [] (90 ms) idtartama (ANOVA: 
F(2, 2313) = 19,86 p = 0,000**; csoportok közötti különbség (post hoc test) p > 
0,000**). 
A magánhangzók realizációi átfedésben vannak egymással és a redukálódott magán-
hangzókkal is az els két formánsértéket tekintve. Bondarko et al. [4] kimutatta, hogy 
a magánhangzó átmeneti része minden magánhangzó esetében meghatározható mind 
az olvasott, mind a spontán beszédben, azonban a magánhangzó tisztafázisa a spontán 
beszédben sokszor eltnik a magánhangzók redukálódása miatt. A jelen kutatás adatai 
szerint az [] magánhangzó idtartama jelentsen rövidebb, mint az [] és [] magán-
hangzóé, ami utal a magánhangzó ejtésekor bekövetkezett célalulmúlásra, ez pedig a 
magánhangzó tisztafázisának redukciójához vezethet: így az [] magánhangzó redu-
kálódása olykor ersebb lehet. Eredményeinket alátámasztja Padget [28] kutatása is, 
amelyben 9 beszél beszédében a magánhangzók redukálódását vizsgálta. Azt találta, 
hogy az [] és az [] magánhangzót nehezebben lehet elkülöníteni a többi magán-
hangzótól mind felolvasásban, mind spontán beszédben. 
3.3   A magánhangzók és a magánhangzófügg svá 
A helyettesít funkcióban realizálódott svá akusztikai képe feltételezésünk szerint 
függ az eredetileg kiejteni kívánt magánhangzó artikulációs konfigurációjától is, 
amely helyett megjelenik a beszéd során. Ha a svá realizációi függenek a helyettesí-
tett magánhangzó minségétl, akkor a svá-realizációk modellezhetek a helyettesí-
tett magánhangzó minsége mentén. A svá-realizációnak a következ alcsoportjai 
léteznek: az [] magánhangzót helyettesít svá [A], az [] magánhangzót helyettesít 
svá [E], az [] magánhangzót helyettesít svá [O]. A tanítás során [], [], []-val 
jelöltük az eredeti minségben realizálódott magánhangzókat, míg [A], [E], [O]-val a 
helyettesített magánhangzó minségétl függ svá-realizációkat. Mind a hat modellt 
2, 4, 8, 16 Gauss kibocsátási valószínséget leíró függvénnyel tanítottuk. A nyelvtan-
ban mind a hat hangmodellt egyenl súllyal szerepeltettük (azaz osztályozáskor egy-
formán valószínek voltak). A legjobb felismerési eredményt ismét a 4 Gauss-os 
modell adta (3. táblázat). 
 
3. táblázat: Az [], [], [] és az [A], [E], [O] osztályozásának eredményei. 
 Összesen Acc [%] 
[] 169 65,08 
[A] 47 68,08 
[] 227 69,60 
[E] 65 63,07 
[] 116 61,20 
[O] 29 62,06 
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Az eredmények azt mutatják, hogy az osztályozó az [] magánhangzó helyett reali-
zálódó [A] svát osztályozta a legjobb arányban. Az [] magánhangzót és az [] ma-
gánhangzó helyett realizálódott svát az algoritmus nem tudta elválasztani olyan pon-
tosan a többi modelltl. Az osztályozás legnagyobb nehézsége ebben az esetben az 
[] magánhangzó és a helyette realizálódott svá minségének variabilitása és az id-
tartamának csökkenése. A véletlen találgatásnál sokszorosan jobb eredmények min-
denesetre alátámasztják, hogy a svá realizációja helyettesít funkcióban függ a he-
lyettesített magánhangzó eredeti célkonfigurációjától. 
3.4   Veláris  palatális magánhangzó és veláris  palatális svá 
A magánhangzófügg svá jobb osztályozhatóságának vizsgálata érdekében megpró-
báltunk modelleket összevonni. Korábban megjegyeztük, hogy számos nemzetközi 
tanulmány foglalkozik a svá-realizációk csoportosítási lehetségével. A tanulmányok 
többsége a magánhangzó F2 dimenziójának és idtartamának módosulását tartja a 
magánhangzó-redukálódás akusztikai paraméterének, ezért a modelleket az F2 di-
menzióban vontuk össze. Ha a svá veláris magánhangzó helyett realizálódik, akkor a 
redukálódott magánhangzóra a veláris magánhangzó-minség lesz jellemz a svá-
realizációkon belül. Ha a svá palatális magánhangzó helyett realizálódik, akkor a 
redukálódott magánhangzóra a palatális magánhangzó-minség lesz jellemz a svá-
realizációkon belül. Elssorban a svá-realizációk palatális és veláris alcsoportjainak 
elkülöníthetségét teszteltük. Jason [18] a svá lehetséges palatális  veláris alcsoport-
ját HMM modellel tanította és tesztelte fonetikailag variábilis, angol nyelv, egy 
beszéltl származó korpuszon. Eredményei alátámasztották, hogy a svá-
realizációknak létezik egy veláris és egy palatális alcsoportja. Azt is kimutatta, hogy a 
svá magánhangzók kezdeti fázisukban különíthetek el egymástól, míg a végs fázi-
sukban nem. 
A redukálódott magánhangzók realizációiban ugyanúgy létezik veláris  palatális 
különbség, ahogy a magánhangzók realizációiban. A palatális svá realizációk az 
F1/F2 térben közelebb vannak a palatális magánhangzókhoz: magasabb F2-értékkel 
realizálódnak. 
A négy magánhangzó-minséget 3-állapotú HMM-mel modelleztük. A tanítás so-
rán VV-vel jelöltük a veláris magánhangzókat, PV-vel a palatális magánhangzókat, 
VS-sel a veláris svákat és PS-sel a palatális svákat. Mind a négy modellt 2, 4, 8, 16 
Gauss kibocsátási valószínséget leíró függvénnyel tanítottuk. A legjobb felismerési 
eredményt a 4 Gauss-os modell adta (4.a táblázat). 
 
4.a. táblázat: Az osztályozás eredményei a VV, PV, VS és PS modellekre. 
 Összesen [db] Acc [%] 
Veláris mgh. 318 56,91 
Palatális mgh. 375 53,86 
Veláris svá 76 63,15 
Palatális svá 66 40,90 
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Az eredmények azt mutatják, hogy a svá-realizációk felbonthatóak veláris és pala-
tális svá-realizációkra, amely alátámasztja a formánsok alapján leírt megállapításokat. 
Az osztályozásban a veláris svá modell adta a legjobb eredményt (63,15%). A palatá-
lis svák viszonylag alacsony osztályozási képessége azzal magyarázható, hogy a 
palatális magánhangzó realizációinak artikulációs tere jóval nagyobb, mint a veláris 
magánhangzóké, ezért jóval magasabb a realizációk variációinak a száma is (azaz a 
modell nagyobb szórást enged meg, és emiatt relatíve pontatlanabb modellezést tesz 
csak lehetvé). Az eredményeinket alátámasztják Bunnel [6] eredményei is: Bunnel 
megállapította, hogy a palatális svák felismerési eredménye jobb, mint a veláris 
sváké. Az osztályozási feladatot a veláris és a palatális svá elkülönítésére egyszersít-
ve jól látható, hogy a veláris svá felismerése sokkal biztosabb (4.b táblázat). 
 
4.b. táblázat: Az osztályozás eredménye a VS és PS modellekre környezetbl  
kiragadott modellezési technikával. 
 Összesen [db] Acc [%] 
Veláris svá 89 79,77 
Palatális svá 69 66,66 
 
Ez visszavezethet arra, hogy a veláris svá sokkal egységesebb kategóriát képez, 
ami megegyezik a nemzetközi szakirodalomban leírtakkal [11]. HarmegniesPoch-
Olivé [16] kimutatták, hogy a redukálódás markánsabban jelenik meg a palatális 
magánhangzók esetében, mint a veláris magánhangzók esetében. 
A nemzetközi eredmények és a jelen kutatás eredményei azt mutatják, hogy a 
svának helyettesít funkcióban két alcsoportja különíthet el: a palatális és a veláris 
svá. 
3.5   A modellek kiértékelése 
A jelen tanulmányban használt HMM modellek közül az egységes svát és az egységes 
magánhangzót modellez 3-állapotú HMM-ek pontossága volt a legjobb (78%), 4 
Gauss kibocsátási valószínséget leíró függvénnyel, ami azt jelenti, hogy ezekkel a 
modelleken osztályozta helyesen a legtöbb hangot az algoritmus (5. táblázat). A leg-
kevesebb helyes találatot az eredeti minség magánhangzót és a helyettesített ma-
gánhangzó-minségtl függ svát modellez 3-állapotú HMM-ek adták (69,46%). A 
veláris és palatális svákat modellez 3-állapotú HMM-ek pontossága 74%. 
 
5. táblázat: A tanított modellek pontossága. 
A tanított modellek Acc [%] 
Eredeti magánhangzó-minség és 
 a helyettesített magánhangzó-minségtl függ svá 69,46 
Veláris palatális magánhangzó és veláris palatális svá 
(monofon) 70,35 
Veláris palatális magánhangzó és veláris palatális svá (környe-
zetbl kiragadva) 74,05 
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Egységes svá és magánhangzók [],[], [] 75,86 
Egységes magánhangzó és egységes svá 78,09 
3.6   Hangsúlyos  hangsúlytalan szótagok osztályozása a magánhangzó 
minségének segítségével 
A hangsúlyos és hangsúlytalan szótagok osztályozásához gondosan felszegmentált 
anyagon, 3-állapotú HMM-eket tanítottunk. A hangsúlyos szótagokat „XA”-val, a 
hangsúlytalan szótagokat „XT”-vel jelöltük. Mind a két modellt 2, 4, 8, 16 Gauss 
kibocsátási valószínséget leíró függvénnyel tanítottuk. A nyelvtanban mind a két 
hangmodellt egyenl súllyal szerepeltettük (azaz egyenl valószínség mellett). A 
legjobb felismerési eredményt a 8 Gauss-os modell adta (6.a. táblázat). 
 
6.a. táblázat: A XA és a XT osztályozásának eredményei. 
Szótagok Összesen [db] Acc [%] 
XA 309 82,80 
XT 855 70,72 
 
Az eredmények szerint a hangsúlytalan szótagok osztályozása kevésbé pontos, ami 
arra utal, hogy ez az osztály nem egységes a modellezett szótagok hangminsége 
szempontjából. 
Az SVM-mel tanított és tesztelt magánhangzó-minségen alapuló osztályozó pon-
tossága 54%. A szókezd pozícióban lév magánhangzókat mindössze 56%-ban, míg 
a nem szókezd pozícióban lév magánhangzókat 58%-ban osztályozta helyesen az 
algoritmus (6.b. táblázat). 
 
6.b. táblázat: A szókezd és nem szókezd pozícióban lév magánhangzók  
osztályozási eredménye (Acc) SVM-mel. 
 Szókezd Nem szókezd 
Szókezd 61% 39% 
Nem szókezd 42% 58% 
 
Az SVM-mel végzett osztályozásban is a szókezd pozícióban lév magánhangzók 
eredménye jobb. 
A hangsúlytalan szótag modellezésében ronthatja az osztályozási eredményeket, 
hogy a hangsúlytalan szótagban a magánhangzó minsége nem egységes. A hang-
súlytalan szótagban a magánhangzó megjelenhet redukálódott magánhangzóként, 
illetve az eredeti magánhangzó artikulációs konfigurációnak megfelel minségben 
is. Ennek igazolására három HMM-et építettünk. A kísérlet során modelleztük a 
hangsúlyos szótagban realizálódott magánhangzót (XA), a hangsúlytalan szótagban 
realizálódott eredeti magánhangzó-minséghez közeli magánhangzót (XT) és a hang-
súlytalan szótagon megjelen redukálódott magánhangzót (XS). Ezeket a magán-
hangzó-minségeket 3-állapotú HMM-ekkel modelleztük. Mind a három modellt 
ismét rendre 2, 4, 8, 16 Gauss kibocsátási valószínséget leíró függvénnyel tanítottuk. 
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Az osztályozás nyelvtanában mind a három hangmodellt egyenl súllyal rögzítettük 
(azaz egyenl valószínség mellett). A legjobb felismerési eredményt a 8 Gauss-os 
modell adta (6.c. táblázat). 
 
6.c. táblázat. A három magánhangzó-minség (XA,XT,XS)  
osztályozási eredménye. 
Magánhangzó-
minségek Összesen [db] Acc [%] 
XA 299 80,70 
XT 646 68,80 
XS 218 73,20 
 
A modellek átlagos osztályozási pontossága lényegesen nem változott az elbbi 
esethez képest, a hangsúlytalan szótagok helyes osztályozása (közösen az XT- és az 
XS-modell) ismét közel 71%-os. A hangsúlytalan modell kettéválasztása az eredeti 
hangminséghez közeli magánhangzóra és redukálódott magánhangzóra viszont azt 
mutatja, hogy ha a magánhangzó redukálódik is, akkor valamelyest kisebb eséllyel 
osztályozza az osztályozó hangsúlyosnak. Meg kell jegyeznünk, hogy a hibák na-
gyobb része törlésbl és nem tévesztésbl származott, ilyenkor az osztályozó egy-
szeren átugrik egy szótagot (vagy ha úgy tetszik, összevonja azt az eltte-mögötte 
állóval). 
4   Következtetések 
A jelen tanulmány célja az volt, hogy a helyettesít funkcióban lév svá-realizációkat 
spektrális jellemzik alapján modellezze HMM-ekkel magyar nyelv spontán be-
szédben. 
Az elemzések során bemutattuk, hogy (i) a [] és a svá-realizációk MFC-
együtthatók alapján elfeldolgozva HMM-ekkel modellezhetek a magyar nyelv 
spontán beszédben; (ii) a svá-variációk realizációi függnek az általuk helyettesített 
magánhangzó artikulációs konfigurációjától. Ezen megállapítások igazolására hat 
különböz modellt építettünk, amelyek reprezentálták a „svá” és a lehetséges svá-
alcsoportok realizációit. Jóllehet az osztályozás során globális pontosság szempontjá-
ból a legjobb eredményt az osztatlan svá, az eredeti minségben realizálódott magán-
hangzó modellhalmaz adta, a svá-realizációk közötti leghatékonyabb osztályozást a 
veláris és palatális svá-alcsoportra épített HMM-ek adták (79%). 
A vizsgálat során összehasonlítottuk az eredeti minségben realizálódott magán-
hangzók és a redukálódott magánhangzók akusztikai szerkezetét (idtartam és for-
mánsszerkezet). Az eredmények azt mutatták, hogy az [] magánhangzó artikulációs 
konfigurációjában közelebb áll a svá artikulációs konfigurációjához a spontán be-
szédben, mint a vizsgálatban szerepl többi magánhangzó. Ennek oka az, hogy az [ 
artikulációs konfigurációja és idtartama jóval nagyobb variációt mutat, mint a vizs-
gálatban szerepl többi magánhangzóé. 
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A svá realizációk lehetséges alcsoportjait HMM-ekkel modelleztük. A hipotézi-
sünk és a nemzetközi szakirodalom szerint a svá-realizációk alapveten két csoportra 
bonthatók, méghozzá palatális és veláris svá-variációkra. Az eredmények azt mutat-
ták, hogy a svá-realizációknak ez a két alcsoportja létezik: veláris és palatális svá. 
Ennek oka az, hogy a helyettesít funkcióban lév svá függ az általa helyettesített 
magánhangzó minségétl: a veláris magánhangzó redukálódása közben megrzi az 
alapvet veláris spektrális jegyeket, ahogy a palatális svá is megrzi a palatális ma-
gánhangzó spektrális jellemzit. Ez természetesen nem zárja ki azt, hogy a svá-
realizációk esetleg más dimenziókban is elválaszthatók egymástól. 
A hangsúlyos és hangsúlytalan szótagokban realizálódott különböz magánhang-
zó-minségeket HMM-ekkel modelleztük MFC-elfeldolgozás alapján. A hangsúlyos 
és a hangsúlytalan szótagok osztályozásának eredménye 73,76% volt. A hangsúlyos 
szótagok felismerése ezen belül 82,8%-kal a leghatékonyabb volt. A svá-modell be-
építése összességében javított a hangsúlyos és hangsúlytalan szótagok csoportosításá-
ban. A magánhangzó-minséggel modellezett hangsúlyos és hangsúlytalan szótagok 
felismerésének eredménye jobbnak bizonyult a hasonló nemzetközi kutatások ered-
ményeihez képest (vö.[19, 23]). 
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