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Abstract
We introduce the m-ary interval tree, a random structure that underlies interval division and simultaneous parking problems.
Certain signiﬁcant paths in the m-ary interval trees are considered. When appropriately normed, the length of these paths are
shown to converge in distribution to a normal random variable. The work extends the study of incomplete binary interval trees in
Itoh and Mahmoud (J. Appl. Probab. 40 (2003) 645). However, the extension is nontrivial, in the sense that the characterization
in the m-ary case involves high-order differential equations, which is to be contrasted with the ﬁrst-order differential equation
that underlies the binary case, and in the sense that the path lengths exhibit oscillatory behavior for m 4, that does not exist in
binary and ternary cases.
© 2004 Elsevier B.V. All rights reserved.
Keywords: Random tree; Limit distribution; Stochastic recurrence
1. Introduction
The study of certain signiﬁcant paths (also called incomplete or one-sided trees) in full trees has recently been a popular subject.
For instance, Prodinger [7] analyzes the incomplete digital tree. Itoh and Mahmoud [3] study several incomplete variants of
binary interval trees, and Mahmoud [6] studies the counterpart in binary search trees.
Our intention in this study is to investigate incomplete variants of m-ary interval trees. The random m-ary interval tree is an
m-ary tree that underlies the process of random division of a line interval and variations therein with car-parking interpretation.
We look into variants corresponding to the recursive pruning of all sides except one, leaving behind a path. We investigate
the distribution of the length of a path obtained by such pruning. We shall show Gaussian tendency of the path length under
appropriate norming, and oscillations in the behavior.
Notation. The normal random variable with mean  and variance 2 will be denoted by N(, 2). The falling factorial
y(y − 1) . . . (y − k + 1) will be denoted by Pochhammer’s symbol (y)k , and (y)0 is to be interpreted as 1. The notation [nk ]
stands for the kth signless Stirling’s number of the ﬁrst kind of order n; these numbers are deﬁned by the identity
x(x + 1) . . . (x + n− 1)=
n∑
k=1
[n
k
]
xk.
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We shall use a generalized harmonic number; the nth generalized harmonic number of order k is
H
(k)
n (x) :=
n∑
j=1
1
(x + j)k ;
it is customary to drop the superscript when it is 1. Thus,H(k)n (0) is the nth ordinary harmonic number of order k.
2. Incomplete m-ary interval trees
Them-ary interval tree arises from a process of partitioning an interval intom parts. The partitioning process has an interpre-
tation as a parking problem, where several cars appear simultaneously looking for parking.
The partition proceeds as follows. First,m− 1 random variables, uniform on [0, x], are generated. Let these random variables
beU1, . . . , Um−1, and letU(1), . . . , U(m−1) be their order statistics. Let Si =U(i)−U(i−1) be the ith spacing, for i=1, . . . , m,
with the understanding that U(0) ≡ 0, and U(m) ≡ x. A root node is associated with the given interval, and m children are
attached to represent (from left to right) the roots ofm trees corresponding to subintervals of lengths S1, . . . , Sm, respectively. The
partition process continues recursively in each subtree until intervals of length shorter than one are left. The process terminates
on such short intervals; no node is allocated when the algorithm terminates. This combinatorial construction generalizes the
binary interval tree introduced in Sibuya and Itoh [8].
Suppose at each node, all the branches are pruned, except one speciﬁed by a prescribed program.More precisely, let J0, J1, . . .
be any given pruning sequence of independent random variables, each with an arbitrary discrete distribution on the set of integers
{1, . . . , m}. At the root node, all the subtrees are pruned, except the J0th subtree. At the root of the J0th subtree, all the subtrees
are pruned, except the J1st, and so forth.We call the tree so obtained an incomplete interval tree grown from the pruning sequence
J0, J1, . . . .
For example, the deterministic sequence 1, 1, 1, ... corresponds to the consistent choice of the leftmost subtree. The pruning
process leaves behind the leftmost path in the full tree. From a parking point of view, this corresponds to left preference. That is,
each new group ofm− 1 parkers, will try to park closer to the beginning of the street than all previous parkers. Fig. 1 illustrates
Fig. 1. The division of an interval by pairs of points, the corresponding ternary tree, and the path derived from it by the pruning sequence
2, 1, 2, . . ..
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the partition of the interval [0, 5] by pairs of points, the underlying ternary tree, and the path obtained by the pruning sequence
2, 1, 2, . . . . In the ﬁgure, the empty subtrees corresponding to the termination of the algorithm are shown as external square
nodes.
The cases we are considering cover choices such as rightmost paths, zig-zag paths, and paths determined by keeping a random
subtree and pruning all the rest. We are interested in the size N˜(m)x (J0, J1, . . .) of the incomplete m-ary interval tree, grown
under the pruning sequence J0, J1, . . . . It is sufﬁcient for the purpose to study the length of the path of the leftmost incomplete
tree L(m)x = N˜(m)x (1, 1, . . .), because N˜(m)x (J0, J1, . . .) and L(m)x have the same distribution, owing to the symmetry of the order
statistics and the m subtrees. So, when we present the results, we shall refer to N(m)x , a generic random variable that stands
for the size of a path under an arbitrary pruning sequence, which is distributed like N˜(m)x (J0, J1, . . .). The path length of any
incomplete tree is the size of the tree less one. In the next section, we characterize its limiting distribution, when appropriately
normed.
3. Asymptotic distribution of the size of an incomplete tree
In this section, we show that in the incomplete tree the normed size exhibits Gaussian tendency. We start from a stochastic
recurrence for the size of the leftmost path L(m)x . For x 1, the size of the incomplete tree satisﬁes
L
(m)
x = 1+ L(m)S1 , (1)
and boundary condition L(m)x ≡ 0, for 0 x < 1, where S1 is distributed like the ﬁrst-order statistic of m − 1 independent
uniforms on [0, x]. Let (m)x (t) be the moment-generating function E[eL
(m)
x t ] of L(m)x . We shall develop a functional equation
for (m)x (t) by conditioning on S1. In the exposition, we shall repeatedly use the well-known density fS1(s) of the leftmost
spacing
fS1(s)=
(m− 1)(x − s)m−2
xm−1 ,
see David [2] or Arnold et al. [1]. Then (1) gives
(m)x (t)=
∫ x
0
E[e(1+L
(m)
S1
)t |S1 = s]fS1(s) ds
= et
∫ 1
0
fs1(s) ds + et
∫ x
1
(m)s (t)fS1(s) ds
= (m− 1)e
t
xm−1
∫ 1
0
(x − s)m−2 ds
+ (m− 1)e
t
xm−1
∫ x
1
(x − s)m−2(m)s (t) ds. (2)
The following representation will help us manipulate the integral equation.
Lemma 1. For a continuous function B(x) and a positive integer a, and j a:
dj
dxj
∫ x
1
(x − s)aB(s) ds = (a)j
∫ x
1
(x − s)a−jB(s) ds.
Consequently,
dm−1
dxm−1
∫ x
1
(x − s)m−2B(s) ds = (m− 2)!B(x).
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Proof. By induction on j (omitted). 
First, write (2) as
xm−1(m)x (t)= et (xm−1 − (x − 1)m−1)
+ (m− 1)et
∫ x
1
(x − s)m−2(m)s (t) ds. (3)
Using Lemma 1 to differentiate (3) m− 1 times with respect to x, we obtain the differential equation
m−1
xm−1 (x
m−1(m)x (t))= (m− 1)! et(m)x (t). (4)
At any ﬁxed real number t , the partial differential equation can be treated as an ordinary one, and x(t) is a solution, if and
only if (t) is a root of the characteristic equation
((t)+ 1)((t)+ 2) · · · ((t)+m− 1)− (m− 1)! et = 0. (5)
Let the m − 1 roots 1(t), . . . , m−1(t) of the characteristic equation be labeled according to decreasing real part, that is
R 1(t)R 2(t) · · ·R m−1(t).
At t = 0, the derivative of the polynomial in the left-hand side of (5) is (m− 1)!Hm−1 = 0, at any root of the characteristic
equation. And so, the roots j (0) are distinct. Moreover, the roots of the characteristic equation are continuous and inﬁnitely
differentiable as functions of t . By continuity, they remain distinct in some neighborhood of t = 0. Similar equations appear in
the analysis of m-ary search trees and 2m + 1-Quicksort (see e.g. [5]). For functions Aj (t) the general solution to the partial
differential equation (4) is
(m)x (t)=
m−1∑
j=1
Aj (t)x
j (t). (6)
The functions Aj (t) and j (t) play an important role in the exact distribution. For asymptotics we only need these functions
and their derivatives at 0, and the result will be obtained by considering small perturbations around 0. Note that at t = 0, one
of the roots is 0. All the other roots have negative real parts because, if  = a + ib is a root with a > 0, we would have the
contradiction
|(a + ib + 1)(a + ib + 2) · · · (a + ib +m− 1)|
=
√
(a + 1)2 + b2 · · ·
√
(a +m− 1)2 + b2
> 1× 2× · · · × (m− 1)
= (m− 1)!,
and the case a = 0, |b|> 0 leads to a similar contradiction. In other words, 1(0)= 0.
To specialize the general solution (6) for our speciﬁc problem, the functions Aj (t) must meet some boundary conditions.
Lemma 2.
Aj (t)= et
m−1∏
r=1
r =j
r (t)
r (t)− j (t) .
Proof. Plug solution (6) in (4).Although the function et (xm−1−(x−1)m−1) in integral equation (3) vanishes upondifferentiation
m− 1 times, it provides us with boundary conditions. At x = 1, we have the boundary condition L(m)1 = 1, giving in (6)
A1(t)+ · · · + Am−1(t)= et . (7)
Further, with the aid of Lemma 1, differentiation of (3) r times, for r = 1, . . . , m− 2, yields
m−1∑
j=1
(j (t)+m− 1)rAj (t)= (m− 1)ret . (8)
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The system of Eqs. (7) and (8) can be expressed in matrix form as

1 . . . 1
(1(t)+m− 1) . . . (m−1(t)+m− 1)
(1(t)+m− 1)2 . . . (m−1(t)+m− 1)2
...
...
...
(1(t)+m− 1)m−2 . . . (m−1(t)+m− 1)m−2




A1(t)
A2(t)
A3(t)
...
Am−1(t)


= et


1
(m− 1)1
(m− 1)2
...
(m− 1)(m−2)

 .
Via elementary matrix operations, we can simplify this system to

1 . . . 1
1(t)+m− 1 . . . m−1(t)+m− 1
(1(t)+m− 1)2 . . . (m−1(t)+m− 1)2
...
...
...
(1(t)+m− 1)m−2 . . . (m−1(t)+m− 1)m−2




A1(t)
A2(t)
A3(t)
...
Am−1(t)


= et


1
m− 1
(m− 1)2
...
(m− 1)m−2

 .
Think of this equation as
C(t)A(t)= b(t),
with C(t) := [crs(t)] = [(s (t)+m− 1)r−1], r = 1, . . . , m− 1, s = 1, . . . , m− 1, and b(t)= [(m− 1)r−1], r = 1, . . . , m− 1.
We can solve for Aj (t) using Cramer’s method
Aj (t)=
j (t)
(t)
,
where (t) := det(C(t)), and j (t) is the determinant of a matrix obtained from C(t) by replacing its j th column by b(t),
so that j := [c′rs (j, t)], with c′rs (j, t) = crs(t), if s = j , and c′rj (j, t) = (m − 1)r−1et . Both , and j are Vandermonde’s
determinants, which have a standard formula. Let
˜js(t)=
{
s (t)+m− 1 if s = j,
m− 1 if s = j.
One obtains
Aj (t)= et
∏
1 r<sm−1
˜js(t)− ˜jr (t)
s (t)− r (t)
= et
(∏
1 j<sm−1(˜js(t)− ˜jj (t))
) (∏
1 r<jm−1(˜jj (t)− ˜jr (t))
)
(∏
1 j<sm−1(s (t)− j (t))
) (∏
1 r<jm−1(j (t)− r (t))
)
= et
(∏
1 j<sm−1s (t)
)
(−1)j−1
(∏
1 r<jm−1r (t)
)
(∏
1 j<sm−1(s (t)− j (t))
)
(−1)j−1
(∏
1 r<jm−1(r (t)− j (t))
) . 
Recalling that 1(0)= 0, and R j (0)< 0, for j = 2, . . . , m− 1, it follows from Lemma 2 that
A1(0)= 1, Aj (0)= 0, for j = 2, . . . m− 1. (9)
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The asymptotic distribution requires only ′1(0) and ′′1(0). Let us consider the power series expansion of 1(t)
1(t)= 1(0)+ ′1(0)t + ′′1(0)
t2
2
+ · · · .
We have already established that 1(0)= 0; write (5) in terms of logarithms:
m−1∑
j=1
ln(1(t)+ j)= ln((m− 1)!)+ t.
In expanded form, we have
m−1∑
j=1
ln
(
j + ′1(0)t + ′′1(0)
t2
2
+ · · ·
)
= ln((m− 1)!)+ t,
which is
m−1∑
j=1
ln j +
m−1∑
j=1
ln
(
1+ 
′
1(0)
j
t + 
′′
1(0)
2j
t2 + · · ·
)
= ln((m− 1)!)+ t.
Expand the logarithm in the second sum on the left, using the well-known expansion
ln(1+ u)= u− 1
2
u2 + · · · .
This yields
m−1∑
j=1

(′1(0)
j
t + 
′′
1(0)
2j
t2 + · · ·
)
− 1
2
(
′1(0)
j
t + 
′′
1(0)
2j
t2 + · · ·
)2
+ · · ·

= t.
Equate powers of t in this equation to obtain
∑m−1
j=1
′1(0)
j
= 1, or
′1(0)=
1
Hm−1
. (10)
Similarly, equate powers of t2:
m−1∑
j=1
′′1(0)
2j
− 1
2
m−1∑
j=1
(′1(0))2
j2
= 0.
So,
′′1(0)=
H
(2)
m−1
H 3m−1
. (11)
We are poised to ﬁnd the limit distribution of a suitably normalized version of the size of an incomplete tree from local
expansions.
Theorem 1. Let N(m)x be the size of a random incomplete interval tree grown on an interval of length x under any arbitrary
pruning sequence. As x → ∞,
N
(m)
x − 1/Hm−1 ln x√
ln x
D→N

0, H(2)m−1
H 3m−1

 .
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Proof. Separate the contribution of the root 1(t) in solution (6)
(m)x (t)= A1(t)x1(t) +
m−1∑
j=2
Aj (t)x
j (t)
= A1(t)e(
′
1(0)t+′′1(0) t
2
2 +···) ln x +
m−1∑
j=2
Aj (t)x
j (t).
Take t = u/√ln x, for ﬁxed u, and eventually let x → ∞. So,
E
[
exp
{
N
(m)
x
u√
ln x
}]
= A1
(
u√
ln x
)
exp
([
′1(0)√
ln x
u+ 
′′
1(0)
2 ln x
u2 + O((ln x)−3/2)
]
ln x
)
+
m−1∑
j=2
Aj
(
u√
ln x
)
xj (u/
√
ln x).
Recall that real parts of j (0) are all negative, for j 2, and Aj (0)= 0, for j = 2, . . . , m− 1 by (9). As x → ∞,
E
[
exp
(
N
(m)
x − ′1(0) ln x√
ln x
u
)]
→ A1(0)e
′′
1(0)u2/2.
Also by (9), A1(0)= 1, and the right-hand side is the moment-generating function ofN(0, ′′1(0)). The result in its ﬁnal form
follows from (10), (11), and Lévy’s continuity theorem. 
The Gaussian law in Theorem 1 is derived in Janson [4] by results in renewal theory.
4. Oscillations
The exact distribution of the size of an incomplete tree includes a dominant component, which under the appropriate scaling
converges to the moment generating function of a normal distribution. In the limiting process, oscillating lower-order terms
whither away. Let us take a closer look at the raw random variable before scaling. We illustrate these oscillations in the mean,
but the oscillatory behavior persists in all moments.
Theorem 2. Let N(m)x be the size of a random incomplete interval tree grown on an interval of length x under any arbitrary
pruning sequence. Then,
E[N(m)x ] = 1
Hm−1
ln x + 1−
[m
3
]
Hm−1
[m
2
] + m−1∑
j=2
1
j (0)Hm−1 (j (0))
xj (0).
Proof. Differentiate the exact moment-generating function (6) with respect to t , at t = 0, to get
E[N(m)x ] =
m−1∑
j=1
Aj (0)′j (0)xj (0) ln x +
m−1∑
j=1
A′j (0)xj (0).
By (9) and (10) this simpliﬁes to
E[N(m)x ] = 1
Hm−1
ln x +
m−1∑
j=1
A′j (0)xj (0).
Let us next determine the constants A′
j
(0). Take derivatives of the exact representation of Aj (t) in Lemma 2; it expedites the
calculation to do this by taking the derivative of its logarithm. One gets
A′j (t)= Aj (t)+ Aj (t)
m−1∑
r=1
r =j
′r (t)
r (t)
− Aj (t)
m−1∑
r=1
r =j
′r (t)− ′j (t)
r (t)− j (t) . (12)
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The calculation for j 2 is different from j=1. Let us ﬁrst take up j 2. The roots of the characteristic equations are all distinct.
At t = 0, the denominator of the second sum is nonzero, but by (9), Aj (0)= 0; the product disappears for j 2
A′j (0)= lim
t→0Aj (t)
m−1∑
r=1
r =j
′r (t)
r (t)
= lim
t→0Aj (t)
′1(t)
1(t)
+ Aj (0)
m−1∑
r=2
r =j
′r (0)
r (0)
= ′1(0) lim
t→0
Aj (t)
1(t)
=
∏m−1
r=2 r (0)
j (0)Hm−1
∏m−1(
r=1
r =j
)(r (0)− j (0)) . (13)
The product in the numerator of (13) can be found from a representation of the characteristic equation in terms of signless
Stirling’s numbers. Consider the characteristic polynomial
(+ 1) . . . (+m− 1)− (m− 1)!.
The characteristic roots at t = 0 are the roots of this polynomial, and in factored form we can also write the characteristic
polynomial as
(− 1(0))(− 2(0)) . . . (− m−1(0)).
Let us write down the characteristic equation at t = 0 in the form
(+ 1) . . . (+m− 1)= (m− 1)! .
Using this latter representation, we have in expanded form
2
m∑
k=2
[m
k
]
k−2 = 0.
So,
m∑
k=2
[m
k
]
k−2 = (− 2(0)) . . . (− m−1(0)). (14)
Matching the free terms in this equation we ﬁnd
(−1)m−22(0) . . . m−1(0)=
[m
2
]
= (m− 1)!Hm−1. (15)
Interpret the product in the denominator of (13) as
m−1∏
r=1
r =j
(r (0)− j (0))= lim
→j (0)
1
j (0)− 
m−1∏
r=1
(r (0)− )
= (−1)m−2 lim
→j (0)
(+ 1) . . . (+m− 1)− (m− 1)!
− j (0)
= (−1)m−2(m− 1)!Hm−1 (j (0)).
Putting the numerator and denominator together, we get
A′j (0)=
1
j (0)Hm−1 (j (0))
.
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For j = 1, we have from Lemma 2
A1(t)= et
m−1∏
r=2
r (t)
r (t)− 1(t) .
Using (12)
A′1(0)= A1(0)+ A1(0)
m−1∑
r=2
′r (0)
r (0)
− A1(0)
m−1∑
r=2
′r (0)− ′1(0)
r (0)− 1(0) .
By (9) and (10) the latter equation simpliﬁes to
A′1(0)= 1+
1
Hm−1
m−1∑
r=2
1
r (0)
.
The required sum of the reciprocals of the nondominant roots can be found by differentiating (14) once with respect to , and
evaluating at = 0. One gets
[m
3
]
= (−1)m−12(0) . . . m−1(0)
m−1∑
j=2
1
j (0)
.
Finally, by (15) we have
A′1(0)= 1−
[m
3
]
Hm−1
[m
2
] . 
The exact average in Theorem 2 explicitly characterizes the oscillations in the mean. These oscillations do not exist form=2,
or m= 3, where we have the exact expressions
E[N(2)x ] = ln x + 1,
and
E[N(3)x ] = 23 ln x +
7
9
+ 2
9x3
.
For m 4, oscillations persist. For example,
E[N(4)x ] = 611 ln x +
85
121
+ 1
121x3
[36 cos(√2 ln x)+ 21√2 sin(√2 ln x)].
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