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СИСТЕМЫ УПРАВЛЕНИЯ С АВТОМАТИЧЕСКИ
МЕНЯЮЩИМИСЯ ЦЕЛЯМИ И НЕОПРЕДЕЛЕННОСТЬЮ
ПАРАМЕТРОВ
Развитие систем автоматического управления происходит в раз-
ных плоскостях, но это наиболее очевидно в области использования
компьютерных устройств. Компьютеризация систем автоматического
управления затронула все технические элементы: регуляторы, испол-
нительные устройства, различного рода преобразователи и устройства
измерения технологических параметров.
Наименьшая доля интеллектуализации средств автоматики, как
ни странно оказалась у регуляторов. По оценкам, в настоящее время
более 50 % систем автоматического управления технологическими
процессами реализуют типовые законы регулирования (П-, ПИ-, ПИД-
регулирование). На разных этапах протекания технологических про-
цессов проявляются свои особенности, явления, промежуточные
внутренние реакции и различные возмущающие воздействия.
Для снижения влияния этих факторов на качественные и коли-
чественные показатели выходных параметров необходимо соответ-
ственно менять цели системы управления.
При условии неопределенности параметров объектов управле-
ния возникают проблемы формирования алгоритмов адаптивного
управления, которые также целесообразно трансформировать с уче-
том соответствующих показателей качества.
На основе изложенного можно выделить несколько целей и ал-
горитмов управления сложными технологическими процессами.
При неопределенности параметров в качестве первого прибли-
жения можно выбрать эталонную модель в виде
OPQR = 2(,OQR,OF9S, K)
и сформировать адаптивное управление [1]
T(K) = #U V(OQR " O), WOQR " OP X,OF9S, Y, KZ,
где Хэт – переменные состояния эталонной модели, Хжел – задание, Х, OP
– переменные состояния объекта управления, U – управляющее воз-
действие, γ − коэффициент коррекции воздействия из условий устой-
чивости.
75
В качестве второй цели ставим задачу идентификации динами-
ческих характеристик объекта управления. В качестве алгоритма
идентификации можно принять интегральную модель
O(K) = [ \(K, ])^_ T(])`a + [ [\ (K, ], ]1)##T(])T(ξ)`]`]1^_ ,
или
O(K) = b \(K, a)T(a " ξ)`a +b b\(K, a, a1)#T(a " ξ)#T(a1 ")`a`a1
^
_
^
_
где q (t, τ), q (t, τ1, τ) – искомые весовые функции, ξ − время
запаздывания воздействия.
Регуляризацию решения выполним методом Тихонова или на
основе усеченных рядов Вольтера-Лаггера [2].
Важно решить задачу синтеза наблюдателя состояния
нелинейной системы при внешних возмущениях. Модель внешних
возмущений обычно неизвесна. Можно разделить задачу на несколько
подзадач меньшей размерности с разнотемповыми движениями.
При идентификации на основе рядов Вольтера-Лагерра
используются фильтры, которые можно использовать также для
оценки линейных комбинаций внешних возмущений. Фильтры
являются динамическим компенсатором возмущений η(t). Наличие
внешних возмущений может привести к уменьшению наблюдаесости
подпространства вектора состояния.
В качестве фильтров обычно используются апериодические
звенья первого порядка, что позволяет оценить возмущения в виде
линейных составляющих Z относительно переменных состояния S(t)
cP = d(7,e) + fη(K)
и O = dg(7,e)
Можно расщепить первое уравнение на два уравнения с помо-
щью перестановки компонент так, чтобы правая часть дифференци-
альных уравнений относительно возмущений η(t) стала независимой
от них.
В качестве третьей цели формилизуем задачу достижения
наиболее высокого показателя качества технологического процесса
при ограничении затрат на управление
h = ψ#(O,OF9S,T, K)
В качестве следующей цели выступает алгоритм нахождения
оптимального закона управления [1].
На каждом этапе управления необходимо решать задачи устой-
чивости. Как для дифференциальных уравнений без отклонений аргу-
мента, так и для систем с запаздыванием можно воспользоваться под-
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ходами на основе прямого метода Ляпунова. Одна из наиболее слож-
ных проблем для практического приложения состоит в нахождении
области притяжения невозмущенного решения.
Обычно поиск требуемой функции Ляпунова, Ляпунова-
Разумихина осуществляется среди квадратичных форм с матрицей,
удовлетворяющей неравенству Ляпунова для некоторой системы без
запаздывания. Если выбран алгоритм закона управления, то модель
системы управления можно свести к неоднородному дифференциаль-
ному уравнению [3]
OP = ψ (x(t), x(t − ξ( t)), x ∈ G ⊆ Rh
функция ξ(t) удовлетворяет условию
0 ≤ ξ(t) ≤ h при t ∈ [t0, ∞]
функция ψ(х, у) непрерывно дифференцируемая в точках х = у = 0.
В этом случае можно записать
OP(K) = 6O(K) + i3(K " ξ(K) +Φ V3(K),OWK " ξ(K)XZ,
где
6 = jψ(k,g)jk lkmgm_, i =
jψ(k,g)
jg lkmgm_,
а Φ(х, у) удовлетворяет условию
lim
(k,g)n(_,_)
Φ(k,g)
o|k|Gp|g|G = 0.
Тогда согласно [3] существует матрица L = LT > 0 и неравенство
r2L + r(LAT + AL) +AL) + BLBT < 0
из которого можно найти нижнее значение скалярного параметра r
для функции Ляпунова-Разумихина
u(x) = xTPx при P = L−1
Для реализации систем с такими целями необходимо
использовать многоядерный процессор.
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