Reinforcement learning is a method with which an agent learns an appropriate action policy for solving problems by the trial-and-error. The advantage is that reinforcement learning can be applied to unknown or uncertain problems. But instead, there is a drawback that this method needs a long time to solve the problem because of the trialand-error. If there is prior information about the environment, some of trial-and-error can be spared and the learning can take a shorter time. The prior information can be provided in the form of options by a human designer. But the options can be wrong because of uncertainties in the problems. If the wrong options are used, there can be bad effects such as failure to get the optimal policy and slowing down of reinforcement learning. This paper proposes to control use of the options to suppress the bad effects. The agent forgets the given options gradually while it learns the better policy. The proposed method is applied to three testbed environments and two types of prior information. The method shows good results in terms of both the learning speed and the quality of obtained policies.
Introduction
Reinforcement learning is a method with which an agent learns an appropriate action policy for solving problems by trial-and-error [1] . When the agent takes an action in a state and the state changes into a better state as a result of the action, the agent gets a signal called reward. Then the agent understands that it is good to take the action in the state, and updates the policy. Over this cycle, the agent finds the good policy. The advantage is that reinforcement learning can be applied to unknown or uncertain problems because it is only necessary to set up the appropriate reward to solve the problems. But instead, there is a drawback that this method needs a long time to solve the problem because of the trial-and-error.
The trial-and-error in reinforcement learning is used to understand the unknown environment. Therefore, if there is prior information about the environment, some of trial-and-error can be spared and the learning can take a shorter time. There are some methods for expression of prior information, for example, subgoals [2] - [5] , macro-actions [6] , opposite actions [7] , [8] and options [9] . An option is an extended action or a set of actions combined with the goal of those actions. Therefore it includes the notions of both subgoal and macro-action, and we use it as a general representation of prior information. When a set of options are given, the number of trial-and-error reduces and the learning is accelerated. There are two ways to get the options. One is that the human designer gives the agent the options and the other is that the agent automatically finds the options. In many cases, the latter way takes much time for finding the option. In this paper, therefore, we adopt the former way. The prior information provided by a human designer can be wrong because for unknown or uncertain problems it is difficult for the designer to have enough knowledge to give the correct prior information. If the wrong prior information is used, there can be bad effects such as failure to get the optimal policy and slowing down of reinforcement learning.
The authors propose to control use of the options given by the designer as the prior information to suppress the bad effects. Even if the given options are wrong, it is usually better to use them at the early stages of learning because reinforcement learning actually starts only after the agent has obtained the reward by random actions and the options surely help the agent obtain the reward. However, if the agent continues to use the wrong options all the time, it will not be able to obtain the optimal policy. Therefore, in the proposed method, the agent forgets the options given a priori by a forgetting factor while it learns the better policy.
The optimal value of a forgetting factor depends on the prior information, the environment, and so on. Therefore, it is difficult for us to decide the optimal forgetting factor before starting reinforcement learning. So, in this paper, we propose a mechanism that the agent updates the forgetting factor in the course of learning to find its appropriate value. The proposed method is applied to three testbed environments each of which has two types of prior information in order to verify the validity of the proposed method. The method shows the good results in terms of both the learning speed and quality of obtained policies.
The rest of the paper is organized as follows. In Section 2, Q-learning and options are described. Section 3 states the problem addressed here focusing on what kind of wrong prior information is assumed. The method for controlling use of prior information is proposed in Section 4. Simulations are given in Section 5 which is followed by conclusions and future work in Section 6. JCMSI 0004/13/0604-0252 c 2012 SICE
Q-Learning and Options
In this section, the Q-learning and the options are described. We use the following symbols:
• a t : action at time t • s t : state at time t • r t : reward at time t • π(s t , a t ) : policy (probability of selecting a t in s t ) An action is sometimes called a 'primitive-action' to make its difference clearer from an option or 'temporally extended actions'. Figure 1 is a simplified block diagram of reinforcement learning. Reinforcement learning targets the problems that are represented by Markov-decision process framework. In this framework the agent selects an action according to the policy π(s t , a t ) in a state s t at time t. When one time step passes namely in the next time t + 1, the state s t changes into s t+1 according to the state transition probability p(s t , a t ) and the agent receives reward r t+1 according to a certain probability distribution. The next state s t+1 and the reward r t+1 depend on only a t and s t . The period of time during which the agent moves from the start state to the goal state is called an episode. The state value function V π (s t ) represents the value or goodness of the state s t , namely the expected weighted sum of future rewards when actions at time t and thereafter are selected according to the policy π. Since the environment is stochastic, the same action in the same state does not necessarily give the same reward, and thus the value is defined as an expectation. The action value function Q π (s t , a t ) expresses the value of selecting an action a t in the state s t . These are defined as follows, where γ is the discount factor,
The agent selects an action in such a way as to maximize the value functions or the expectations of the sum of the future rewards. The policy that attains the maximum value is called an optimal policy, whose value functions are defined as,
where the superscript * indicates the optimal policy. The purpose of the reinforcement learning is estimating the optimal value functions in order to obtain the optimal policy. Let us denote the estimates of optimal value functions V * (s) and Q * (s, a) by V(s) and Q(s, a), respectively. Every time after the action, estimates of the optimal value functions, V(s) and Q(s, a) can be updated by
where α is the learning rate. Equation (2) expresses the updating formula of Q-learning. In Q-learning, the agent selects an action according to Q with -greedy, softmax, and so on for exploration. Based on this repetition, the reinforcement learning advances. Q-learning is slow because of the trial-and-error. Thus we introduce the option for the acceleration of learning and use the symbol o t for an option at time t. An option is temporally extended actions. It is a pack of actions and can be used as a substitute for actions. An option consists of the initiation set I o , the termination condition β o and the policy π o in the option. In a state s, the agent can select an option from those options whose initiation sets I o include the present state s, and once the option is invoked, the agent takes actions following the policy π o in the option until the option terminates according to the termination condition β o . As a result of the execution of an option o t , the state s t changes to the next state s t+n after n steps, and the agent gets the rewards during these n steps. Since an option can be used as a substitute for actions, an 'option' value function can be and should be defined as a counterpart of the action value function. Let us denote the optimal option value function by Q * (s, o) which indicates how good it is to select an option o in a state s. Also let us denote its estimate by Q(s, o), and then it can be update by
The primitive-action is also regarded as an option whose execution step length n equals 1 and is called one step option. When options are available, the agent selects an option and executes a sequence of actions following the option's policy until the termination condition holds. Hence, the agent does not need to learn the action selection policy to choose an action at each time step. In this way, the options can spare some of trial-and-error and make the overall learning faster.
The agent is given options as the prior information. Options can accelerate reinforcement learning if the prior information is perfect. But, in unknown or uncertain problems, it is difficult for a human designer to give the correct prior information. Hence, we should consider the possibility that the prior information is wrong.
Problem Statement
The problem addressed here is stated as follows. One of the merits of using reinforcement learning is that it can be also applied to stochastic problems. But, we assume that the environment does not have the stochastic structure. That is to say, if the agent selects an action a in the state s A , the state changes to s B and gives the reward deterministically. Therefore an option terminates only when the state equals to the termination state which is denoted by s T in the following. The relaxation of this deterministic environment assumption will be briefly discussed in Section 6. In the reinforcement learning, it is generally assumed that the environment is unknown. The fact that it can deal with the unknown environment is its main advantage which is not shared by other optimization techniques such as dynamic programming. Here we assume that there is a certain level of knowledge on the environment so that the designer can give prior information in the form of options. There hardly exists a completely unknown environment, and therfore the above assumption is realistic. However, the options provided as prior information can be wrong.
There are three possible types of wrong options:
• the initiation set I o is wrong, i.e. there are some states where no options are available, in other words the union of the initiation sets of all the options does not cover the entire state space.
• the terminate condition β o is wrong, i.e. the option terminates in a wrong state, in other words the termination condition is not in accordance with the optimal policy.
• the policy in the option π o is wrong, i.e. it is different from the optimal policy in that option.
We address only the last type of wrong options here because the other types can be remedied easily. The first types could cause shortage of effective options. In any state where none of the options given as prior information is executable, we treat primitive-actions as one-step options, and therefore there always exists at least one executable option. Problems that can arise from the second type are solved by adding new options with new termination conditions automatically [10] , which is briefly described in Appendix. With these remedies we can assume that there is at least one available option in any state and that any state can transit to the final goal state by following a suitable sequence of options. Regarding the last type of wrong options, we assume that the policy π o in the option o is partial, i.e. the policy indicates which action is to be taken only in a part of the initiation set I o because this incompleteness is common in the prior information given by humans. Also, we assume that these partial policies can be 'optimal' or 'wrong'. An optimal partial policy gives the optimal actions toward the termination condition while a wrong partial policy leads to the termination condition but in a non-optimal way.
Controlling Use of Options

Forgetting Factor
If the options given as prior information are wrong, the bad effects arise such as failure to get the optimal policy and slowing down of learning. In the proposed method, the agent forgets the options given as the prior information gradually in order to suppress the bad effect.
The partial policy π o in an option o provided as prior information is represented by a corresponding action value function Q o1 (o, s, a). In the following, this partial policy is sometimes referred as a prior policy. If π o dictates that, when executing an option o, an action a is to be taken in a state s, then Q o1 (o, s, a) is set to a positive constant q o0 . Otherwise it is set to zero. Q o1 (o, s, a) could be wrong and its modification based on the trial-and-error would be necessary. However, it would take a long time to erase q o0 and turn it to the optimal one. Therefore, we use Q o1 (o, s, a) only to represent the prior information and employ another action value function Q o2 (o, s, a) for partial policy improvement. The action selection in the option o is done according to the combination of Q o1 (o, s, a) and Q o2 (o, s, a). Q o2 (o, s, a) is neutrally initialized as zero and updated so that it can represent the optimal policy that optimally leads any state in the initiation set I o to the termination state in the option o. This update is carried out by the Q-learning algorithm with a vertual reward r v which is given in the termination state. To facilitate erasing the prior information, whenever Q o2 is updated, Q o1 is gradually forgotten by being multiplied by a forgetting factor τ (0 < τ ≤ 1). These value function updates are represented by (o, s, a) .
(3)
where τ is a forgetting factor (0 < τ ≤ 1), α r , α o and γ o are the learning rates and the discount factor in the option o, respectively. The virtual reward approaches the actual value at the terminating state, V(s T ), by a factor of α r . The agent selects an action in the option o that gives the softmax of Q o (o, s, a) defined by
In the option o, the agent at first follows the partial policy given by the designer which is represented by the action value function Q o1 , while it learns the optimal policy based on the virtual reward r v by updating Q o2 , and then by forgetting Q o1 the agent shifts the responsibility of action selection from Q o1 to Q o2 namely from the prior information to the information acquired by learning.
Updating the Forgetting Factor
The rate of forgetting the options depends on the value of τ. If the forgetting factor is large, the prior information is less forgotten and the reinforcement learning becomes faster. But, the agent faithfully follows the suggested policy and does not try other actions. If the forgetting factor is small, the prior information is more forgotten and reinforcement learning slows down. But, the agent tends to try new actions often enough to get the optimal policy. It is difficult to set up the optimal forgetting factor before starting reinforcement learning.
Hence the forgetting factor is updated in the course of learning to find its appropriate value. In the early phase of learning, τ is set to a large value τ 0 and the agent selects an action depending to a large extent on the prior information to speed up the reinforcement learning. As the learning advances, τ is decreased and the agent selects an action depending on what the agent has learnt to get the optimal policy. If the partial policy given as the prior policy is not optimal, the agent needs to visit new states disobeying the given partial policy in order to acquire the optimal policy. These visits are called the exploring visits. Therefore the forgetting factor is decreased in such a way as to increase the number of exploring visits. The agent observes the number of exploring visits and non-exploring visits that refer to visits to the states that are specified by the policy given a priori. We denote the number of cumulative exploring visits by N ex and the number of cumulative non-exploring visits by N ex . If the number of cumulative exploring visits is not high enough, the forgetting factor is decreased. Otherwise, the forgetting factor keeps the present value:
where c τ is a threshold value, and d τ is the forgetting factor reduction rate. The initial value of the forgetting factor τ is chosen to be close to 1. The appropriate value of the threshold c τ depends on the environment and the given partial policy. We set the value as,
Here, S given stands for the number of states where the partial policy is given, or more precisely, the number of such states s that satisfy Q o1 (o, s, a) > 0 for some a. On the other hand, S given denotes the number of states where the partial policy is not given, namely the number of such states s that satisfy Q o1 (o, s, a) = 0 for any a. Equation (8) together with Eq. (7) indicates that we drive the agent to visit the new states as frequently as the states where the prior partial policy is given in order to ensure sufficient exploration. The procedure of the reinforcement learning with proposed method is as follows:
Step1. Initialize the counters of exploring visits and nonexploring visits to 0.
Step2. Initialize the state to the start state.
Step3. Select an option o from options available in the present state s.
Step4 Step5. Update the option value function Q and the value function V. Also update r v .
Step6. If the current state is the goal state, terminate the episode. Otherwise, go back to Step 3, and the episode continues.
Step7. If the learning termination condition is satisfied, terminate the learning. Otherwise, go back to Step 2, and the learning continues.
Simulations
Simulation Settings
The proposed method was tested on three grid world environments with two types of prior information in each environment. The environments are shown in Fig. 2 . In the grid world problems, the purpose of the agent is searching for the shortest routes from the start state to the goal state. A state in this problem corresponds to a grid where the agent exists and an action is a movement to the adjacent grid. If the agent tries to move into wall, the time changes to the next time but the agent stays where it was. The reward is given when the agent reaches the goal state. Fig. 2 The three grid world environments. Two partial options o 1 and o 2 are given as prior information to each of env.1 and env.2 and three partial options are given to env3. We consider two types of prior information: PI1. the partial policies in all the options are optimal, PI2. the partial policies in all the options are wrong (nonoptimal), which are shown in Figs. 3, 4 and 5.
In each of the six cases, four ways of use of the prior information in learning are setup: method I. without using prior information, i.e. regular Qlearning, method II. using options without the forgetting factor, method III. using a fixed forgetting factor whose value is found to be the best through preliminary simulations, method IV. using a forgetting factor updated by the proposed method.
In learning method III, τ is chosen as the best value based on a series of simulations where τ is increased from 0.5 to 1.0 by 0.1. In learning method IV, the initial value of forgetting factor, τ 0 , is 1. When the agent selects an action or option, it uses the softmax action selection where the probability of selecting o t or a t is given by:
where s t is the state at time t, m and n are the numbers of options and actions that the agent can select in the state s t , and o i and a i are an option and an action that the agent can select in the state s t . T is the temperature parameter.
Next, the values of the parameters used in learning are defined. The learning rates, the discount factors and the initial value of the temperture parameter are determined as the best values through preliminary simulations. The initial value of Q o (o, s, a) , Q o0 , is set to 1. The other values are listed in Table 1 . At the end of an episode, the tempereture is updated by
where T init is the initial value of the tempereture and ep is the number of episodes. One simulation consists of 500 episodes. The results shown below are the averages over 100 simulations.
Simulation Results
Figures 6-11 show the time required to perform learning with the prior information PI1 and PI2 in each environment. The vertical axis is the number of cumulative steps that is the sum of time steps required from the first episode to the current episode. A small number of cumulative steps means fast learning. The slope of the curve corresponds to the number of steps required Table 1 The parameter value used in simulations. for the agent to move from the start to the goal, and therefore is a measure of the quality of the obtained policy. The success rates of obtaining the shortest routes are shown in Tables 2 for all types of prior information in each environment. Here the success rate is defined as the percentage of the number of successful simulations where the shortest routes were found out of the total of 100 simulations. The success rate is the clear measure of the reliability of obtaining the optimal solution. First, let us examine if the proposed method can suppress the bad effects possibly caused by wrong prior information. In prior information 2 (PI2), the all options are wrong. Figure 7 shows the results for this wrong prior information in env. 1 ure, method I which does not use the prior information took a long time for learning but acquired the shortest route. If this wrong prior information is used without forgetting (method II), the learning was accelerated at the early stages but eventually it took a long time and failed to find the shortest route. With the manually found best forgetting factor (method III), the learning was faster and the shortest route was successfully obtained. Yet, the proposed method (method IV) is the fastest and can find the shortest route. These confirm that the proposed method for controlling use of prior information can suppress the bad effects caused by wrong prior information. The forgetting factors are initialized as 1.0 and are decreased as learning advances in method IV. In Fig. 7 , in the corresponding early phase of learning, the slope of the cumulative steps curve for method IV is the smallest, which means that the learning is the fastest. Actually it is as fast as method II which trusts the prior information and never forgets it. We verify that the large initial value of the forgetting factors is useful to accelerate the learning. However the method IV finds that the number of exploring visits is not sufficient and decreases the forgetting factor. This causes increase in the slope of the cumulative steps curve for a while. But eventually the method can find the optimal policy at about the 50th episode. These facts confirm that the proposed method can find the optimal policy quickly by utilizing prior information in the early phase of learning only and afterwards suppressing its possible bad effects.
Basic parameters Option parameters Others
When correct prior information is given, it is unnecessary to forget the information. However, we can not judge whether the given information is correct or not. Hence, we still apply the forgetting. This may cause degradation of the learning results. To examine this, let us look at Fig. 6 which indicates the results for the prior information having the optimal options. As can be seen from the figure, the proposed method is not the fastest but gives the shortest route faster than the method I. As shown in the success rates in env.1 in Table 2 , the proposed method (method IV) can find the optimal routes with a high success rate regardless of the optimality/non-optimality of the given prior information. Figures 8, 9 and Table 2 show the results of simulations in the env.2. These results show the same tendency as those derived in env.1. This indicates that the good performance of the proposed method described above is not specific to the env.1. Figures 10, 11 and Table 2 show the results of simulations in the env.3. In Fig. 10 , the proposed method is much faster than method I. This result tells us that the option is important for the learning acceleration. In Fig. 10 , all the methods II, III and IV use the optimal partial policy (PI1), therefore they should show fast learning. They are actually faster than method I. However, there is a significant difference in the learning speed between method II and methods III and IV. In this setting, the value of q o0 is rather high, which gives a strong influence of the optimal policy given as prior information on the early stage of learning. This optimal policy survives longer in methods III and IV than in method II as a result of particular choices of γ o , α o and d τ , which results in faster learning by methods III and IV. It should be noted that this difference dose not always appear (see Figs. 6 and 8 ). With wrong prior information PI2, however, the proposed method takes more steps than method II as shown in Fig. 11 . Still Table 2 indicates that method II gives a very poor success rate while the proposed method attains a high success rate. This implies that the learning speed of the proposed method is influenced by the wrong prior information to some extent but that it yet can derive the optimal policies with much higher probability. These results also demonstrate that the proposed method can suppress bad effects and accelerate the learning speed.
The results described above confirm that the proposed method can make the learning faster while providing the optimal policy with a high probability, by adjusting the forgetting factor properly, regardless of the environment and the correctness of prior information.
Conclusions
This paper addressed the practical issue which occurs when we utilize options provided by human designers in the reinforcement learning for acceleration. In the case that the designer gives the agent the options, those options may be imperfect or wrong. If the prior information is wrong, the learning might slow down and fail to get the optimal policy. The authors proposed that the agent forgets the prior information for suppressing the possible bad effects caused by wrong prior information. Also the adjusting method of the forgetting factor was proposed. The simulation results illustrate that the proposed method can obtain the optimal policy quickly even if the given prior information is wrong.
The proposed method cannot be applied to stochastic environments as it is. The main obstacle is that the method for creating new options described in Appendix assumes deterministic environments. However, the idea of controlled use of prior information can be applied to stochastic environments as well. In the future work, the authors will extend the method so that it can address stochastic environments.
