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Abstract
This paper estimated returns to education of Chinese residents using the optimal instrumental variables selection method based
on simulated annealing algorithm. First, we introduced 38 excluded instrumental variables as the possible endogenous 
explanatory variable of years of education based on the rules of instrumental variables in current literature and then to get a two-
stage least-squares (2SLS) regression with those variables. With this regression, we found out that there are weak instruments in 
the model. Then, based on simulated annealing algorithm, we chose spouses’ education years (edus) as the most appropriate 
instrumental variable and others as redundant instruments and weak instruments. Furthermore, a heteroscedasticity test was 
conducted on the regression residual of the structural equation and got a heteroscedastic result among disturbance terms. After 
applying generalized method of moments (GMM) and a series of model specification tests, we finally got six exact excluded 
instrumental variables. Last but not least, after the final GMM estimation based on the selected optimal instrumental variables, 
the conclusion of this paper was that the returns to education of Chinese residents are 9.96%.
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1. Introduction
The returns to education have always attracted the eyeballs of labor economists and econometricians1-5. There are 
also a large number of literatures on this topic, among which the paper about returns to education in American labor 
market by Angrist and Krueger6 triumphs all because of the massive attention it brought to econometrists in digging 
into strong and weak instrumental variables.
In the past twenty years, with more refined studies in weak instruments, more accurate results are able to be 
conducted in estimating returns to education. Angrist and Krueger6 used birth quarter as the instrumental variable to 
measure return rates and found no actual differences in the results gained by either IV method or OLS method. Thus, 
they asserted that it would make no difference in the returns to education using OLS method. Bound et al.7 operated 
the same experiment as Angrist and Krueger6 did with the same data and came to the conclusion that birth quarter 
and education years are both weak instruments as they are just slightly relevant based on the F-statistics and partial 
R2 they got from the first phase of IV assessment. Then Wu8 asserted that birth quarter could largely influence 
education in China because he noticed that less than half of the Chinese students in the cohort could make it to high 
school. Then he got the rate of 13.9% to 15.9% in urban China by using birth quarter as the instrumental variable of 
the education years, thus claiming that birth quarter accounts as strong instruments in developing countries and that 
Angrist and Krueger6 may have chosen the wrong circumstances to conduct the research. This article, however, does 
not take the choice of instrumental variable into consideration. Here we estimate the returns to education of those 
who earn a regular wage in China by using the data of China Health and Nutrition Survey (CHNS) in 2006 and the 
method of optimal model selection based on simulated annealing algorithm and model specification tests.
The remainder of the paper proceeds as follows: Section 2 introduces the model and the optimal selection method, 
Section 3 describes the data used in the empirical study, Section 4 discusses the estimation results and explanations, 
and Section 5 concludes.
2. Model and method
Consider the Mincer wage equation below,
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in which, i stands for individual ( 1, ,i n " ),  log iwage is the logarithmic number of hourly salary and iedu
represents years of education, then iexpe as work experience, igender as gender dummy, one for male and zero for
female; ihukou as the registered permanent residence dummy, among which one for urban residents and zero for 
rural residents; then ijob as occupation dummy, iunit as enterprise types dummy and ijprov as provincial dummy. 
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As personal ability cannot be measured by statistics in the equation, the years of education will be correlated with 
error term and the results of OLS will be inconsistent9. The solution is to find the suitable instrumental variables for 
years of education and develop more accurate results with it10. Hence, this paper highlights excluded instrumental 
variables such as iedus , 4iQ and 4i ijQ year , the interaction terms of birth quarter and years of education based on the 
existing statistics, among which iedus stands for the years of education of individual i’s spouse; 4iQ represents 
birth quarter dummy, meaning if i was born in the fourth quarter, then 4iQ equals one; if not, 4iQ is zero. Apart 
from that, given birth quarter can be influenced by policies and years, plus it can also generate different education 
years, the paper introduced the interaction terms of birth quarter and years of education, which states if individual i
was born in year j, then 1ijyear  , it is zero if not and j could be 1946, 1947, 1948 and so on. In this way, the paper 
consists of 38 excluded instrumental variables in all, denoted by 1iZ .
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Theoretically, choose any one variable or multiple variables from iZ , the estimation for model (1) can be 
conducted, and there are 382 1 models. So, the problem to be resolved is how to find an optimal model from these 
382 1 models, which can make the estimator of T perform best in terms of of mean square error (MSE).
We use a d-dimensional column vector c to select IVs. The value of each element of c is 0 or 1, if the j-th 
element of c is one, i.e., 1jc  , then it indicates that the j-th element is selected, or it will not be selected.  iZ c
denotes the IV selected in accordance to c , for instance,  0,1,1,0c c ,    2 3,i i iZ c Z Z c ; then c c cc is the 
number of IVs selected. Therefore, all the feasible combination of IVs is as follows:
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Using the selected IVs  iZ c , IV estimation of T denotes by  ˆ cT . Under certain regularity condition, the 
approximate MSE of  ˆ cT can be deduced as Hu and Wang11, denotes by  AMSE c . The selection vector of the 
optimal IV is as follows:
 ^ `0 arg min
c C
c tr AMSE c

 (3)
where tr is the trace operator.
In practical, all the true values of parameters in the Equation (3) are replaced by their consistent estimators, 
which correspond to the feasible selection vector:
n  ^ `ˆ arg min
c C
c tr AMSE c

 (4)
where, n    22 1 2 1 11 1ˆˆˆˆˆ vAMSE c H c n H e e HH HV V  c  , 2 ˆˆˆ nHV H Hc , ˆˆˆ 'v v nHV H , Hˆ and vˆ is the residual values of the 
structural equation (1) and the reduced equation which are gained by IV estimation through all the instruments 
respectively, which are      ˆˆˆ 'H c f c f c nª º ¬ ¼ , and      1 2ˆ ˆ ,f c Z c c XS ª º¬ ¼ . 1Sˆ is the estimated coefficient 
gained from estimation on a reduced-form equation by using all the IV to estimate the first stage regression.
Consider the discreteness of the optimization problem in the Equation (4), Simulated annealing (SA) algorithm is 
adopted to solve the Equation (4). The basic idea of SA algorithm is to regard the optimization problem as a 
physical system. The aim of this is to make the objective function correspond to the energy of the physical. Then 
begin the simulation progress from a higher initial temperature 0T , and the initial temperature will gradually 
decrease to the lowest energy state through the simulated physical system so as to obtain the globally optimal 
solution of the optimization problem12-17.
Specifically, the algorithm adopted in this paper is as follows:
Step1, determine the initial temperature 0 50000T  , and denote the initial solution  0 1,1, ,1c c " , that is to say, 
all the IV have been selected, and the optimal function n  0AMSE c can be calculated.
Step2, determine repetitions at a particular temperature. According to Goffe et al.’s method18, there are altogether 
238 times. As for each repetition, randomly choose a number i from 1 to 38, change the i-th value of 0c to 1c , and 
then calculate n  1AMSE c . If n   n  1 0AMSE c AMSE c , denote 0 1c c , then n   n  0 1AMSE c AMSE c . Otherwise, 
calculate 
n   n  0 1
0
AMSE c AMSE c
p
T

 , besides, > @0,1pp U , if p pp! , then 0 1c c , n   n  0 1AMSE c AMSE c ,
and repeat the Step 2, or repeat Step 2 directly.
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Step3, cooling schedule 0 00.95T T , and determine whether 0T is less than the given lowest temperature
0.05fT  , if less, then it is not necessary to calculate any more, otherwise, repeat Step 2.
Record the selection vector c and the corresponding n  AMSE c in every repetition, and solve the minimum value 
of n  AMSE c , then corresponding optimal solution ˆSAc can be obtained.
In order to get more accurate solutions, we create a circle by setting the excluded instrumental variables from the 
previous stimulated annealing algorithm as the new variable and recalculate it with the same algorithm, then repeat 
this process until getting the same variables for successive two times. One thing to be noted in the circulation is to 
maintain the initial parameter estimator unchanged when calculating approximate MSE so that fruitful results can be 
seen when comparing two error terms.
3. Data
The 2006 statistics of CHNS we referred to was from a joint survey by North Carolina University of the United 
States and Chinese Preventive Medicine Association, which covers 9,788 pilot places in nine provinces including 
Liaoning province, Heilongjiang province, Jiangsu province, Shandong province, Henan province, Hubei province, 
Hunan province, Guangxi Zhuang Autonomous Region and Guizhou province. Age of the interviewees, gender, 
education, occupation, workplace and monthly wage are all calculated in the survey. Then this paper will analyze
1630 samples that have regular wage and complete variables information to get the conclusion. Wage and education 
data can be seen in Table 1.
According to Table 1, the average number of education years is 10.451 and the average hourly wage is 6.8 Yuan.
There are few differences between years of education among male and female but male get more hourly pay than 
female. In addition, the average years of education and hourly wage of those who own urban registered permanent 
residences or high-tech or work in government agencies or state-owned enterprises are higher than those who don’t. 
As for birth quarters, the ones who were born in the fourth quarter received the longest years of education, which is 
10.648 and the one born in the third quarter have the shortest as 10.238.
Table 1. Distribution of education and wage
Category Years of education Hourly wage
Freq.
Mean Variance Mean Variance
Female (gender=0) 10.384 3.408 5.464 4.739 610
Male (gender=1) 10.492 3.143 7.651 12.566 1020
Rural (hukou=0) 8.673 3.143 4.845 4.523 489
Urban (hukou=1) 11.214 2.978 7.684 11.982 1141
Low-tech (job=0) 9.961 3.286 5.865 6.352 1072
High-tech (job=1) 11.394 2.941 8.689 15.293 558
Collectively-owned
Private and Others (unit=0)
9.189 2.997 5.622 7.424 884
Government & stated-owned (unit=1) 11.948 2.868 8.266 12.949 746
Born in 1st quarter (Q1=1) 10.533 3.240 6.503 7.858 441
Born in 2nd quarter (Q2=1) 10.328 3.276 6.932 8.181 363
Born in 3rd quarter (Q3=1) 10.238 3.218 7.583 16.855 374
Born in 4th quarter (Q4=1) 10.648 3.239 6.452 6.443 452
Total 10.451 3.243 6.832 10.407 1630
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Table 2. Descriptive statistics of variables
Variable Mean Median S.D. Min Max
Log of hourly wage (lwageh) 1.633 1.617 0.677 -1.723 5.481
Years of education (edu) 10.45 11 3.244 0 17
Spouse's education (edus) 9.75 9 3.770 0 17
Work experience (expr) 25.92 26 10.37 2 66
Gender (Male=1, dum_sex) 0.626 1 0.484 0 1
Household (Urban=1, dum_hk) 0.700 1 0.458 0 1
Types of occupation (dum_job) 0.342 0 0.475 0 1
Types of work unit (dum_unit) 0.458 0 0.498 0 1
Table 2 shows the descriptive statistical analysis of main variables in the earnings equation. According to the 
Table, the average years of education of spouses are 9.75, being no different from that of the samples’. The mean of 
working experiences years are 25.92 as the sample this paper applied are collected between 1950 and 1980. The 
mean of gender dummy is 0.626, which means males outnumber females in the samples and the mean of registered 
permanent residence dummy is 0.7, meaning urban residents account for 70% in the survey. Then the mean of 
occupation types is 0.342, which shows the percentage of professional personnel in the sample is 34.2%. As for 
types of workplace, the mean is 0.458, meaning 45.8% people work in government agencies, state-owned public 
institutions, institutes and state-owned enterprises and the rest 54.2% goes to small businesses, three kinds of 
investments enterprises, family contracting business, private businesses and so on.
4. Estimation results and explanations
Table 3 displays the outcome of OLS of earnings equation and 2SLS that considers all the instrumental variables.
Table 3. Estimation of wage equation (1)
Variables OLS 2SLS
Years of education (edu) 0.0574*** 0.0891***
(9.21) (5.02)
Work experience (expr) 0.0171*** 0.0193***
(2.99) (3.29)
The square of work experience (expr2) -0.000273*** -0.000224**
(-2.69) (-2.14)
Number of excluded instrumental variables 38
Note: ***, ** indicates statistical significance at the 1% and 5% significance level, respectively. The t-statistics
are given in parenthesis. Other control variables are not reported in order to save space.
It can be seen from Table 3 that the OLS and 2SLS are significance at 1% significance level, which indicates that 
there is positive effect from education return rate (ERR) to hourly wage. But the degree of that effect varies. OLS 
outcome demonstrates that one year increase in years of education induces 5.74% rise in hourly earnings while the 
2SLS is 8.91%. What is more, working experience, gender dummy, registered permanent residence dummy, 
occupation dummy and workplace dummy all have positive effect. One difference between two methods occurs 
when referring to regression coefficient. But the reasons why this inconsistency happens depend on model 
experiments to investigate if there are any endogenous problems or the instrumental variables used in 2SLS method 
are appropriate. Based on a checking procedure of certain specified model experiments Wang et al.19 proposed under 
the guidance of instrumental variables, and Table 4 demonstrates the outcome of that procedure using 2SLS method 
from Table 3.
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Table 4. Model specification tests (1)
Tests Values
Test for heteroscedasticity in first stage regression 644.197***
(0.00)
F test in first stage regression 5.59***
(0.00)
Underidentification test 142.705***
(0.00)
Weak identification test 5.592
Overidentification test 42.603
(0.24)
Endogeneity test 3.692*
(0.06)
Note: The p-values are given in parenthesis.
First of all, conduct a spherical disturbance test to the residual from the first regression to decide the statistics that 
are used to underidentification test and weak identification test. Since the outcome of the heteroscedastic test reject
the null hypothesis of homoscedasticity, the regression model of first stage can be identified as non-spherical 
disturbance.
Joint significance tests of excluded instrumental variables during the regression in first stage can also be 
conducted after finishing the regression in the first stage. Even though the outcome of F test reject the null
hypothesis, one still got F-statistics as 5.59 and according to the rule of thumb proposed by Stock, Wright and 
Yogo20, if F-statistics is lower than 10, then the model has weak instruments.
Then test all the instrumental variables involved. So based on the outcomes of spherical test, underidentification 
test should apply Kleibergen-Paap rk LM statistic21. And as the result reject the null hypotheses, all the instrumental 
variables involved fit the rank condition of assessing them.
Apart from that premise, tests for weak instruments are also required. If using Cragg-Donald Wald F-statistics22,
the null hypotheses is instrumental variables are weak. And based on the critical value table of Stock and Yogo23,
when there is only one endogenous explanatory variable and 38 excluded instrumental variables, the error term of 
2SLS estimator will not outnumber the estimated 5% by OLS method which should be 21.38 and the horizontal 
distortion in parameter constraint test estimated by 2SLS should be less than 10% distortion of OLS at 105.27. Since 
both numbers cannot deny the possible existence of weak instruments, the instrumental variables used are weak 
instruments.
In addition, the correct specification of the underidentification model and the instrumental variables of Sargan’s 
over-identifying restrictions can just fit the null hypothesis of orthogonality. And the endogenous test of Hausman 
shows that under the significance level of 10%, the null hypothesis of denying endogenous problems is negative, but 
once the significance level reduced to 5% and below, the hypothesis is not rejected.
Therefore, it is noted that Hausman test should list the consistency of instrumental variables as its premise; 
however, the outcome of Hausman test can be wrong if the test fail to meet the need of over-identifying restrictions 
test, underidentification test and weak identification test. All in all, it can be seen that there can be weak instruments 
in calculating instrumental variables, so any conclusions above are still doubtful. To tackle this problem, it is 
common to change the instrumental variables and recalculate until the results are convincing. But those 
circumstances only happen when there are few excluded instrumental variables. As was said before, this paper 
introduced 38 excluded instrumental variables and 238-1 combinations of those variables, it is impossible to run tests 
on every combination. So one feasible solution may be selecting models and analyzing it.
Then it comes to the optimized selecting method which was mentioned in Section 2. Because of the impossibility
to run tests on every model, one can only resort to approximation algorithm to find the optimal solution, which leads 
to simulated annealing algorithm in Section 2. The results are shown in Table 5.
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Table 5. Results of simulated annealing algorithm
Repetitions Selected instrumental variables Approximate MSE
First edus, Q4y1957, Q4y1973, Q4y1976, Q4y1979 77.92
Second edus 77.84
According to Table 5, we got the top five excluded instrumental variables among the original 38 in the first 
conduct and then the only best variable in the second, edus.
Table 6 shows the outcome of recalculating the earnings function by applying the selected variables. 2SLS (1) 
and 2SLS (2) in the Table 6 separately indicate the variable numbers from the first and the second stimulated 
annealing algorithm.
In Table 6, it can be seen that apart from the differences in constant terms, the regression coefficient and t-value 
remain the same even if the variables are different. The t-value of edu in 2SLS (1) is higher than that of in 2SLS (2), 
suggesting the second one is more efficient, which coincides with the outcome of Table 5. Moreover, the returns to 
education parameter rise from 8.91% to 9.99% after selecting the best instrumental variables according to Table 5 
and Table 6. A further model specification tests are operated referring to the regression result of Table 6 and the 
outcome can be seen from Table 7.
As can be seen from Table 7, except for the results of overidentification tests and redundant instrumental variable 
tests, other outcomes of 2SLS (2) and 2SLS (1) maintain the same. According to the test for heteroscedasticity of 
regression disturbance terms in the first stage, heteroscedasticity can be detected and the F-statistics of the joint 
significance test of the regression coefficient in the regression excluded instrumental variables of stage one are all 
higher than 10, thus indicating the variables used this time does not belong to weak instruments under the rule of 
thumb. When there is only one endogenous explanatory variable and five excluded instrumental variables, the 
critical value of 2SLS will not be more than 5% of OLS’s, which is 18.37 after referring to the critical value table of 
Stock and Yogo23 and the weak instruments of 2SLS (1) is 23.036, invalidating the existence of weak instruments. 
Therefore, only the horizontal distortion in parameter constraints tests can examine whether the variable is weak or 
not under the circumstances of one endogenous explanatory variable and five excluded instrumental variables. And 
the critical value of the distortion in parameter constraints test measured by 2SLS should not be higher than 10% of 
the amount in OLS test, which is 16.38. Since the F-statistics of Kleibergen-Paap rk Wald is 113.43, which much 
larger than the number above, the variables in model test of 2SLS (2) are not weak instruments. The 
overidentification test shows that the models in the test are correct and the variables are orthogonal and the deletion 
of Q4y1957, Q4y1973, Q4y1976 and Q4y1979 improves the overall efficiency, which accords with the MSE 
variables in Table 5. Finally, all the endogeneity tests show that there will be variable disturbance terms in the tests 
if the significance level is lower than 5%.
Table 6. Estimation of wage equation (2)
Variables 2SLS (1) 2SLS (2)
Years of education (edu) 0.0999*** 0.0999***
(4.71) (4.70)
Work experience (expr) 0.0201*** 0.0201***
(3.37) (3.37)
The square of work experience (expr2) -0.000207* -0.000207*
(-1.94) (-1.94)
Excluded instrumental variables
edus,
Q4y1957, Q4y1973,
Q4y1976, Q4y1979
edus
Note: ***, * indicates statistical significance at the 1% and 10% significance level, respectively. The t-statistics
are given in parenthesis. Other control variables are not reported in order to save space.
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Table 7. Model specification tests (2)
Tests 2SLS (1) 2SLS (2)
Test for heteroscedasticity in first stage regression 233.76*** 219.97***
(0.00) (0.00)
F test in first stage regression 23.04*** 113.43***
(0.00) (0.00)
Underidentification test 100.06*** 97.97***
(0.00) (0.00)
Weak identification test 23.036 113.43
Overidentification test 4.511 -
(0.341)
Redundancy test 0.602 -
(0.963)
Endogeneity test 4.53** 4.515**
(0.03) (0.034)
Note: The p-values are given in parenthesis.
The three tests above are all possible on condition that the disturbance terms of the model are independent 
identically distributed. When that disturbance term is a non-spherical, the model will apply a robust IV estimation or 
a more valid GMM estimation. Moreover, Hansen’s J test should be utilized in the overidentification tests while the 
endogenous tests should be run on robust estimation or the residual error of GMM estimation. Hence, it is necessary 
to run spherical disturbance test on the structural equation in that this paper had applied cross-section data and 
neglected the possibility of serial correlation. Then if one runs heteroscedasticity tests on disturbance terms instead 
of spherical disturbance test under Pagan-Hall’s rule, the statistics will be 33.507 and the p-value will be 0.004, 
rejecting the null hypothesis of homoscedasticity. Next thing to do is to repeat the overall tests under the framework 
of GMM. First of all, to do a two-step calculation with every instrumental variable and note down the numbers in 
the first row of Table 8 (GMM (1)). The names of the test are listed in the first row of Table 9.
According to Table 9, the outcomes of the following tests remain the same as Table 4: the heteroscedasticity tests 
in stage one, the F test of excluded instrumental variable in stage one, the underidentification test and the weak 
instruments test. Such things happen when all the instrumental variables in the two big experiments are the same. 
But the numbers also suggest that there are weak instruments in the tests. And since Hansen’s overidentification 
tests are significance at the 5% significance level, it contradicts with the null hypothesis, meaning there might be 
correlation between instrumental variables and disturbance terms or model misspecification. And the endogenous 
tests say that the hypothesis above is true if the significance level is between 5% and 10%.
Table 8. Estimation of wage equation (3)
Variables GMM (1) GMM (2)
Years of education (edu) 0.0857*** 0.0996***
(5.66) (5.21)
Work experience (expr) 0.0197*** 0.0195***
(3.40) (3.27)
The square of work experience (expr2) -0.000238** -0.000196*
(-2.24) (-1.76)
Excluded instrumental variables All instruments
edus, Q4y1946,
Q4y1969, Q4y1970,
Q4y1972, Q4y1973
Note: ***, **, * indicates statistical significance at the 1%, 5% and 10% significance level, respectively. 
The t-statistics are given in parenthesis. Other control variables are not reported in order to save space.
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Table 9. Model specification tests (3)
Tests GMM (1) GMM (2)
Test for heteroscedasticity in first stage regression 644.197*** 57.637***
(0.00) (0.00)
F test in first stage regression 5.59*** 22.92***
(0.00) (0.00)
Underidentification test 142.705*** 105.167***
(0.00) (0.00)
Weak identification test 5.592 28.218
Overidentification test 53.182** 1.67
(0.04) (0.893)
Redundancy test 44.416* 12.682**
(0.071) (0.027)
Endogeneity test 3.25* 4.849**
(0.071) (0.027)
Note: The p-values are given in parenthesis.
Then the result suggests an essential recalculation. Given that the disturbance term of this structural equation is 
non-spherical, then the approach of using GMM estimation to get the optimized moments should be applied. Then 
again, six variables would present themselves like the previous test by stimulated annealing algorithm and they are 
edus, Q4y1946, Q4y1969, Q4y1970, Q4y1972 and Q4y1973. The results of GMM estimation on those variables are 
listed in the second row of Table 8 and 9. They indicate that the heteroscedasticity test reject the null of 
homoscedasticity, so the statistics of underidentification tests and weak instruments tests should be Kleibergen-Paap 
rk LM and Kleibergen-Paap rk Wald F. Then there is no endogenous in the model because the F-statistics of stage 
one is 22.92, way much larger than the number mentioned in the rule of thumb, which is 10. Thus, the 
underidentification test invalidated the null hypothesis, indicating all instrumental variables are recognizable. The 
weak instruments statistics is 28.218, a number larger than the critical value between 2SLS parameter and OLS 
parameter, further proved that the variables used are not weak instruments. And the result of model specification 
tests is also right because of the validation of the hypothesis that the overidentification test would admit the 
orthogonality within the model. As for the redundancy test ran on the other 32 variables that denied by, the 
outcomes are all higher than 5%, the normal significance level, so they are redundant variables compared with the 
selected top six ones. But if running redundancy tests on Q4y1946, Q4y1969, Q4y1970, Q4y1972 and Q4y1973, five 
seasonal and yearly correlative terms approved by SA algorithm in GMM estimation, the result reject at 5% 
significance level, proving they are not redundant variables. In the end, the outcome of endogenous tests show that 
the model would be affected by other terms if the significance lever is lower than 5% and here ends the whole test. 
The final result is the second column in Table 8.
So the whole test shows that estimation coefficient of education years are significance at 1% significance level,
which means one more year education one receives, his or her ERR would increase by 9.96% accordingly. And 
working experience and the square of that number will form an inverted U curve, which is exactly in accord with the 
earning function of Mincer. At the same time, it is notable that in Table 8, if considering all the instrumental 
variables, the ERR will be underestimated because of the deviation caused by weak instruments. Besides, it can be 
seen from the second column of Table 6 that the even the two estimation parameters differ slightly and the 
difference of returns to education is only 0.03%, the t number gained by GMM estimation is much higher than that
gained by 2SLS estimation, which manifests clearly that estimation will be more accurate if taking 
heteroscedasticity into consideration.
5. Concluding remarks
This paper aims to explain how to recalculate the ERR of Chinese people based on the tests stated above, which 
is to set a model under the combination of selecting the most relevant instrumental variables and the most accurate 
estimation framework. We introduced 38 excluded instrumental variables as the possible endogenous explanatory 
variable of years of education based on the rules of instrumental variables in current literature and then to get a 
2SLS regression with those variables. With this regression, we found out that there are weak instruments in the 
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model. Then based on stimulated annealing algorithm, we chose spouse’s education years as the most appropriate 
instrumental variable and others as redundant instruments and weak instruments. Furthermore, a heteroscedasticity 
test was conducted on the regression residual of the structural model and got a positive result among disturbance 
terms, but after applying GMM framework and a series of tests, we finally got six excluded instrumental variables as 
follows: edus, Q4y1946, Q4y1969, Q4y1970, Q4y1972 and Q4y1973. Finally, after the final GMM estimation based 
on the previous data of the earnings equation, the conclusion went like this: the ERR of Chinese people is 9.96%, 
meaning every one more year one receives education, the income would increase by 9.96% accordingly.
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