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Abstrat. In Causal Perturbation Theory the proess of renormalization is
preisely equivalent to the extension of time ordered distributions to oinident
points. This is ahieved by a modied Taylor subtration on the orresponding
test funtions. I show that the pullbak of this operation to the distributions
yields expressions known from Dierential Renormalization. The subtration
is equivalent to BPHZ subtration in momentum spae. Some examples from
Eulidean salar eld theory in at and urved spaetime will be presented.
Introdution
Calulations in perturbative QFT are performed primarily in momentum spae.
The omputation of a given ontribution to the S-Matrix is done by writing down
Feynman rules and applying a ertain hoie of renormalization sheme to the
resulting expression. For a reasonable renormalization sheme it should be proved
to work to all orders and so produe a nite S-Matrix, as for example in the ase
of BPHZ renormalization.
But today we onsider the priniple of loality to be of speial importane,
and hene a loal formulation of perturbation theory should exist. Indeed this was
elaborated upon by Epstein and Glaser [EG73℄ following earlier ideas of Bogoliubov
[BS76℄. Their approah is alled Causal Perturbation Theory (CPT). Based on a
set of axioms they onstruted the S-Matrix as a formal power series indutively.
The proess of renormalization ours only one in every step. All lower order
ontributions are already renormalized. This orresponds to the determination
of all divergent subgraphs in the traditional approah and simplies the proof of
the onstrution to all orders. The main onept on whih CPT is based is its
formulation ompletely in onguration spae. During the seventies there have
not been many appliations of it exept in the works [BS75, DM75℄. This may
be due to the fat that Epstein and Glaser used rigorous funtional analysis, so
renormalization is dened by an appropriate subtration on test funtions, whereas
physiists are used to working with distributions in an integral kernel representation.
Later, Sharf et al. applied CPT to QED (see [Sh95℄ and referenes therein) and
to non Abelian gauge theories [DHKS94a, DHKS94b, DHKS95, DHS95℄. But their
perturbative alulations are still performed in momentum spae. In my opinion
CPT has muh potential for further appliations to omputation of diagrams in
onguration spae.
On the other hand, a renormalization sheme alled Dierential Renormalization
[FJL92, SZ93℄ has gained attention. It is appreiated for its simpliity espeially
sine no regularization proedure is needed. Dierential Renormalization works in
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onguration spae on a large number of examples, but a proof for all orders is
missing.
In the present paper I will show that the integral kernel representation of the
Epstein-Glaser renormalization proedure exatly yields Dierential Renormaliza-
tion. It will lead to a simple formula for the omputation of diagrams. I will
apply it to some examples from Eulidean salar eld theory and use the results
for renormalization group omputations.
CPT mainly relies on the priniples of ausality, translation invariane and the
singularity struture of the Feynman propagator. Brunetti and Fredenhagen [BF97℄
implemented CPT on a globally hyperboli spaetime by giving a loal generaliza-
tion of translation invariane. Here the loal ausality struture is preserved and
the Feynman propagator is known to have Hadamard form. I will show how the
orresponding distributions an be renormalized in the Eulidean ase. This is
ahieved by an appropriate translation of their representations from at spaetime
to urved spaetime.
1. The extension of distributions
Following [Sto93, Fre96℄ it turns out that renormalization in CPT atually is
an extension of distributions from the subspae of test funtions whose support
does not ontain the origin to the spae of all test funtions. To treat the most
general solution of that problem we will be onerned with the spae of distributions
D′(Rn), the dual of D(Rn), the spae of test funtions with ompat support. Let
α = {α1, . . . , αn} ∈ Nn be a multi-index, we set |α| =
∑n
i=1 αi and α! =
∏n
i=1 αi!.
∂α =
∂|α|
∂x1
α1 · · ·∂xnαn (1)
is a partial dierential operator of order |α|.
Remark. Note that all operations on distributions like dierentiation and trans-
formations of their arguments are dened by the orresponding operations on test
funtions.
This fat is referred to as in the sense of distributions. Writing
T (ϕ) =
∫
dnxT (x)ϕ(x), T ∈ D′(Rn), ϕ ∈ D(Rn), (2)
we all T (x) integral kernel of T . Let D(Rn \ {0}) = {ϕ ∈ D(Rn)|0 6∈ supp(ϕ)}
denote the subspae of test funtions whose support does not ontain the origin
and D′(Rn \ {0}) its dual.1 Now we state the
Problem. Given a distribution
0T ∈ D′(Rn \ {0}), how an we onstrut an ex-
tension T ∈ D′(Rn), suh that 0T (ϕ) = T (ϕ) for ϕ ∈ D(Rn \ {0})?
The solution of this problem requires the introdution of a quantity that measures
the singularity of the distribution at the origin [Ste71℄.
Denition 1. A distribution T ∈ D′(Rn) has saling degree s at x = 0, if
s = inf{s′ ∈ R|λs′T (λx) λ→0−→ 0 in the sense of distributions}. (3)
1
The existene of the extension is guaranteed by the Hahn-Banah theorem. A solution for
homogenous distributions an be found in [Hör90℄[Chap. III.2℄
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Let s be denoted by scal deg(T ), and dene sing ord(T ) := [s] − n, the singular
order.
2
The denition also holds if T ∈ D′(Rn \ {0}). Take the δ-distribution as an
Example 1. For δ ∈ D′(Rn) one has: δ(λx) = |λ|−nδ(x). The saling degree of δ
is n, the singular order is zero.
The saling degree of some speial ompositions of distributions an be omputed
quite easily. We state
Proposition 1. Let T ∈ D′(Rn) or D′(Rn \ {0}), scal deg(T ) = s and β be a
multi-index.
I. scal deg(xβT ) = s− |β|.
II. scal deg(∂βT ) = s+ |β|.
III. scal deg(w) ≤ 0, scal deg(wT ) ≤ s, w ∈ D(Rn).
IV. scal deg(T1 ⊗ T2) = s1 + s2, if scal deg(Ti) = si, i = 1, 2.
The proof is skipped, we only note that all statements follow diretly from the
translation of the words in the sense of distributions and the use of the Banah-
Steinhaus theorem (priniple of uniform boundedness, applied to distributions) on
point III.
Example 2. The saling degree of δ(α) ∈ D′(Rn) is |α| + n. The singular order is
|α|.
The solution of the problem depends on the sign of the singular order. Let us
onsider the simple ase rst.
Theorem 2. Let
0T ∈ D′(Rn \ {0}) with saling degree s < n. Then there exists a
unique T ∈ D′(Rn) with saling degree s and T (ϕ) = 0T (ϕ) for all ϕ ∈ D(Rn \{0}).
The proof an be found in [BF97℄. If the saling degree is not smaller than the
spae dimension, the singular order ω is zero or positive. In that ase theorem 2
guarantees a unique extension on test funtions that vanish at the origin up to order
ω. Thus a general extension an be dened after performing a projetion into that
subspae. This is ahieved by a kind of modied Taylor subtration, alled the
W -operation. Let Dω(Rn) be the subspae of test funtions vanishing up to order
ω at 0. Dene
W(ω;w) : D(Rn) 7→ Dω(Rn), ϕ 7→W(ω;w)ϕ,(
W(ω;w)ϕ
)
(x) = ϕ(x) − w(x)
∑
|α|≤ω
xα
α!
(
∂α
ϕ
w
)
(0), (4)
with w ∈ D(Rn), w(0) 6= 0.
The ation of W(ω;w) on ϕ an be written as(
W(ω;w)ϕ
)
(x) =
∑
|β|=ω+1
xβϕβ(x), (5)
with ϕβ ∈ D(Rn). It has the nie property
W(ω;w)wϕ = wW(ω;1)ϕ. (6)
2[s] is the largest integer that is smaller than or equal to s.
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With (∂αxγ)(0) = γ!δγα it follows for |γ| ≤ ω:
W(ω;w)wx
γ = wW(ω;1)x
γ ≡ 0. (7)
Now we an disuss the general ase.
Theorem 3. Let
0T ∈ D′(Rn \ {0}) with saling degree s ≥ n. Given w ∈ D(Rn)
with w(0) 6= 0, a multi-index α, |α| ≤ ω and onstants Cα ∈ C, then there is exatly
one distribution T ′ ∈ D′(Rn) with saling degree s and following properties:
I. 〈T ′, ϕ〉 = 〈0T , ϕ〉 ∀ϕ ∈ D(Rn \ {0}),
II. 〈T ′, wxα〉 = Cα.
T ′ is given by:
〈T ′, ϕ〉 = 〈T,W(ω;w)ϕ〉+ ∑
|α|≤ω
Cα
α!
(
∂α
ϕ
w
)
(0). (8)
Here T is the unique extension by theorem 2, W(ω;w) is given by (4) and ω is the
singular order of
0T .
The proof an be found in [BF97℄. We see that in the ase of non-negative
singular order, the extension is not unique. It is xed by a nite set of omplex
numbers Cα. Let us look at the next
Example 3. The n-th power of the salar Feynman propagator (i∆F )
n(x) =
θ(x0)∆+
n(x) + θ(−x0)∆+n(−x) is a distribution on R4 \ {0}. We ompute the
saling degree of ∆+
n
.
∆+
n(λx) = (2π)−3n
∫ n∏
i=1
d3pi
2ωpi
e
∑
n
i=1
(−iωpiλx
0+ipiλx)
= λ−2n(2π)−3n
∫ n∏
i=1
d3pi
2
√
(λm)2 + pi2
e
∑
n
i=1(−i
√
(λm)2+pi2x
0+ipix)
= λ−2n∆+
n(x, λm)
λ→0−→ λ−2nD+n(x).
Here D+ denotes the massless salar two point funtion. Hene the saling degree
is 2n. The appliation of the W -operation with ω = 2n − 4 yields the extension
to all test funtions. The omputation an be done similarly for the Eulidean
propagator.
We turn to another example that seems to have aused some onfusion in lassial
physis (see e.g. [FLS64℄).
Example 4 (The self energy of the eletron). In eletrostatis the eletri poten-
tial of an eletron at the origin is given by the Green's funtion of the Laplae
equation in 3 dimensions.
∆φ = −4πρ = 4πeδ ⇒ φ = −e
r
∈ D′(R3).
The eletri eld is
E = −∇φ = −er
r3
∈ D′(R3).
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Sine sing supp(E) = {0} it follows:
E2 =
e2
r4
∈ D′(R3 \ {0}).
The singular order is 1. Hene there is an extension to all test funtions by the W -
operation. We an dene the energy density U = E2 as the following distribution:
〈U,ϕ〉 := 〈E2,W(1;w)ϕ〉 . (9)
An eletron at rest has self energy E = 1/(4π) 〈U, 1〉. The hoie of ϕ ≡ 1 is possible
due to suient onvergene at long range. The same holds for w in (9).
E =
1
4π
〈
U,W(1;1)1
〉
+ C0 = C0,
as all Cα, |α| = 1 vanish. We an determine C0 by the requirement that the mass
of the eletron is purely eletromagneti, i.e.
E = mc2.
In the following I will suppress the distintion between
0T and T in the ase
that the saling degree is smaller than the spae dimension. This should lead to no
onfusion sine the extension is unique in that ase.
1.1. The integral kernel representation. To use standard voabulary we will
all the extended distribution in theorem 3 a renormalization. Next we will work
out its integral kernel. If we set all Cα to zero we have
Denition 2. Let T ∈ Dω′(Rn) with sing ord(T ) = ω. The integral kernel TR(ω;w)
of its extension is given by〈
TR(ω;w), ϕ
〉
:=
〈
T,W(ω;w)ϕ
〉
. (10)
Furthermore, we onsider a family of distributions Tt that depend ontinuously
on a real parameter t. If K is a real ompat interval then
∫
K
dt 〈Tt, ϕ〉 exists as a
Riemannian integral. We dene〈∫
K
dt Tt, ϕ
〉
:=
∫
K
dt 〈Tt, ϕ〉 (11)
in the sense of distributions. Now we have
Proposition 4. The integral kernel
(
TR(ω;w)w
)
is given by:
(
TR(ω;w)w
)
(x) = (−)ω+1(ω + 1)
∑
|β|=ω+1
∂β
xβ
β!
∫ 1
0
dt
(1 − t)ω
tn+ω+1
T
(x
t
)
w
(x
t
)
. (12)
Proof. The Taylor expansion of ϕ at the origin is:
ϕ(x) =
ω∑
|α|=0
xα
α!
(∂αϕ)(0) + (ω + 1)
∑
|β|=ω+1
xβ
β!
∫ 1
0
dt(1 − t)ω(∂βϕ)(tx). (13)
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Hene (W(ω;1)ϕ)(x) is the Taylor rest term of order ω+1. Writing (12) as
(
TR(ω;w)w
)
=∫ 1
0 dt
(
TR(ω;w)w
)
t
we nd using (11):〈∫ 1
0
dt
(
TR(ω;w)w
)
t
, ϕ
〉
= (ω + 1)
∫ 1
0
dt (1− t)ω ×
×
∫
dnx
∑
|β|=ω+1
xβ
β!
T (x)w(x)(∂βϕ)(tx)
=
〈
T,wW(ω;1)ϕ
〉
=
〈
T,W(ω;w)wϕ
〉
=
〈
TR(ω;w), wϕ
〉
=
〈
TR(ω;w)w,ϕ
〉
,
where we used equation (6).
Note that the dierential operator in (12) is a weak derivative. If w had no zeros
(⇒ w 6∈ D(Rn)), the integral kernel would result from a simple division. Later we
will enounter a well known example of this.
To ahieve a similar representation for the whole distribution we put a restrition
on the test funtion w in (4). Let w(0) = 1 and (∂αw)(0) = 0, for |α| ≤ ω.
Remark. This is no real loss of generality sine for a given v ∈ D(Rn), v(0) 6= 0,
the projetion
v 7→ w = v
∑
|α|≤ω
xα
α!
(
∂α
1
v
)
(0) ∈ D(Rn) (14)
yields (∂γw)(0) = δγ0 for |γ| ≤ ω.
Then (1− w) vanishes up to order ω at 0:
W(ω;w)(1 − w)ϕ = (1− w)ϕ, (15)〈
(1− w)TR(ω;w), ϕ
〉
= 〈(1− w)T, ϕ〉 . (16)
Now the integral kernel is given by
Lemma 5. With the above restritions on w ∈ D(Rn), the renormalized distribu-
tion TR(ω;w) has the following integral kernel:
TR(ω;w)(x) = (−)ω(ω + 1)
∑
|β|=ω+1
∂β
xβ
β!
[
−
∫ 1
0
dt
(1− t)ω
tn+ω+1
T
(x
t
)
w
(x
t
)
+
+
∫ ∞
1
dt
(1 − t)ω
tn+ω+1
T
(x
t
)
(1 − w)
(x
t
)]
. (17)
Proof. The rst term of of (17) is the integral kernel of wTR(ω;w). A simple ompu-
tation shows that the seond term smeared with ϕ yields 〈T, (1− w)ϕ〉. Equation
(16) ompletes the proof.
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If n = 4m, we an write
k!
∑
|β|=k
∂β
xβ
β!
= ♮
∑
|β|=1
∂βxβ
k ♮ = ♮(∂µ1xµ1 + · · ·+ ∂µmxµm)k♮, (18)
with x =
x
µ1
.
.
.
xµm
 ∈ R4m.
Here ♮ . . . ♮ denotes the ordering of dierential operators to the left of the oordi-
nates.
To perform some omputations with formula (17) it would be desirable to aban-
don the requirement of w being a test funtion. Let wm ∈ D(Rn) be a se-
quene with limm→∞ wm =: w ∈ D′(Rn). If limm→∞
〈
TR(ω;wm), ϕ
〉 ∈ C exists
∀ϕ ∈ D(Rn), we will allow w to be used in the renormalization proedure. Let
us onsider T ∈ Dω ′(Rn) with singular order ω and sing supp(T ) = {0}. Choose
w(x) = θ(1/M − |x|) =: θ<(x),M ∈ R,M > 0, where | · | denotes the Eulidean
norm. Sine sing supp(T ) ∩ sing supp(θ<) = ∅ and θ< has ompat support, the
pointwise produt θ<T ∈ Eω ′(Rn) ⊂ Dω ′(Rn) exists.3 Applying (17) yields
TR(ω;θ<)(x) = (−)ω(ω + 1)
∑
|β|=ω+1
∂β
xβ
β!
∫ M|x|
1
dt
(1− t)ω
tn+ω+1
T
(x
t
)
=: TMR (x),
(19)
For an arbitrary hoie of w, a sale M has to be introdued for dimensional rea-
sons. This allows writing w(Mx) as a funtion of a dimensionless argument. The
dependene of the ounterterms on the sale an easily be omputed:
M
∂
∂M
〈
TR(ω;w(Mx)), ϕ
〉
=
∑
|α|≤ω
Bα
〈
δ(α), ϕ
〉
, (20)
with Bα =
(−)|α|+1
α!
〈T,Mxµ(∂µw)(Mx)xα〉 . (21)
For w = θ< we get
Bα =
(−)|α|
α!
〈
T, δ
(
1
M
− |x|
)
xα
〉
. (22)
1.2. Momentum spae and BPHZ renormalization. Sine the Fourier trans-
formation is a map D 7→ S we have to restrit our distributional spae to S ′ ⊂ D′.4
We remind the reader that the Fourier transformation is dened in the sense of
distributions, i.e. T̂ (ϕ) := T (ϕ̂).
First we start with the denition of the moments of a test funtion:
Kα(ψ) :=
∫
dnxxαψ(x), ψ ∈ S(Rn). (23)
3E = C∞ and E ′ is the spae of distributions with ompat support.
4
Let S be the spae of C∞ funtions of rapid derease and S′ its dual. We use the onvention
ψ̂(p) =
∫
dnxψ(x)eipx.
8 DIRK PRANGE
Let Sω(Rn) := {ψ ∈ S(Rn),Kα(ψ) = 0, |α| ≤ ω} be the subspae of test funtion
with vanishing moments up to order ω, then it follows: ψ ∈ Sω ⇒ ψˇ ∈ Sω . Choosing
w as in Lemma 5 we have:
Kα(ŵ) = 0 for 0 < |α| ≤ ω, K0(ŵ) = (2π)n, (24)
and by a simple omputation:
Kγ(∂αŵ) = (−)|γ|γ! δγα (2π)n, γ ≤ α. (25)
The Fourier transformation of Wϕ is:(
W(ω;w)ϕ
)∨
(p) = ϕˇ(p)− 1
(2π)n
∑
|α|≤ω
(−)|α|
α!
(ŵxα)(−p)
〈
δ(α), ϕ
〉
(26)
= ϕˇ(p)− 1
(2π)n
∑
|α|≤ω
Kα(ϕˇ)
α!
(∂αŵ)(−p). (27)
Using (25) we get:
Kγ
((
W(ω;w)ϕ
)∨)
= 0, |γ| ≤ ω, (28)
so W(ω;w)
∨
atually is a projetor S 7→ Sω. With〈
TR(ω;w), ϕ
〉
=
〈
T̂R(ω;w), ϕˇ
〉
=
〈
T̂ ,
(
W(ω;w)ϕ
)∨〉
(29)
the integral kernel is given by
T̂R(ω;w)(k) = T̂ (k)−
ω∑
|α|=0
kα
α!
(∂αT̂w)(0). (30)
This subtration should be understood in the sense of distributions, i.e. the sub-
tration on the test funtions has to our before smearing out. It looks similar
to BPHZ renormalization whih is a Taylor subtration at arbitrary momentum q.
We will ompute the orresponding w. Let
T̂ qR(k) := T̂ (k)−
ω∑
|α|=0
(k − q)α
α!
(∂αT̂ )(q) (31)
denote the BPHZ renormalized distribution in momentum spae. Using the Taylor
rest expression similar to (13) and performing Fourier transformation we get:
T qR(x) = (−)ω+1(ω + 1)e−iqx
∑
|β|=ω+1
∂β
xβ
β!
∫ 1
0
dt
(1− t)ω
tn+ω+1
T
(x
t
)
ei
qx
t , (32)
and omparing to (12),
= TR(ω;eiqx). (33)
Here, the equivalene of the subtration proedure in Epstein-Glaser and BPHZ
renormalization an be seen expliitly. Moreover this annot be ahieved by the
requirement w ∈ S(Rn).
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2. Causal perturbation theory
In the following I will give a very brief summary of CPT. A omplete desription
an be found in [EG73, Sh95℄.
We start with the S-Matrix as a formal power series
S(g) = 1 +
∞∑
n=1
(−i)n
n!
∫
d4x1 · · ·d4xn Tn(x1, . . . , xn)g(x1) · · · g(xn). (34)
It is an operator valued funtional. The funtion g ∈ D(R4) plays the role of
a oupling onstant. The Tn are operator valued distributions in Fok spae.
They are alled time ordered funtions and involve free elds only. Epstein and
Glaser stated six axioms from whih the time ordered funtions an be omputed
reursively. Here we ite only the most important one alled the ausality axiom:
Tn(x1, . . . , xn) = Tk(x1, . . . , xk)Tn−k(xk+1, . . . , xn), (35)
if all points xk+1, . . . , xn are not in the ausal past of x1, . . . , xk. The indutive on-
strution starts with T1 = Lint. We assume that Tn′(x1, . . . , xn′) for all n′ < n exist
as a sum of produts of a symmetri translation invariant numerial distribution
and a Wik polynomial of elds. The saling degree of the numerial distribution
is known at oinident points. Now Tn an be onstruted up to the total diagonal
x1 = · · · = xn by the ausality axiom. Wik's theorem ensures the required form.
The numerial distributions have an extension to the diagonal whih is the origin
in R4n−4 beause of translation invariane. The Wik polynomials are already de-
ned as operator valued distributions on the whole spae. Let me emphasize that
the translation invariane of the numerial distributions plays a ruial role in the
whole onstrution.
3. Appliations
I will give some examples from φ4-theory in lowest order. The Lagrangian for
the self interating salar eld is
L(x) = 1
2
:∂µφ(x)∂
µφ(x) : −m
2
2
:φ2(x) : − λ
4!
:φ4(x) : . (36)
Now T1 is given by the interation term.
T1(x) = − λ
4!
:φ4(x) : . (37)
Causality (35) implies T2 for non oinident points.
T2(x1, x2) =
{
T1(x1)T1(x2), if x
0
1 > x
0
2,
T1(x2)T1(x1), if x
0
2 > x
0
1,
=
λ2
(4!)2
[
:φ4(x1)φ
4(x2) : + (38)
+ 16∆F (x1 − x2) :φ3(x1)φ3(x2) : + (39)
+ 72 (i∆F )
2(x1 − x2) :φ2(x1)φ2(x2) : + (40)
+ 96 (i∆F )
3(x1 − x2) :φ(x1)φ(x2) : + (41)
+ 24 (i∆F )
4(x1 − x2)
]
. (42)
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To give some expliit results for the numerial distributions we will now turn to
their orresponding Eulidean ounterparts. The singular support of these distri-
butions is the origin only. Hene we an use (19) for the renormalization.
3.1. The massless theory. The Green's funtion of the Laplae equation in four
dimensions is
DF (x) =
1
4π2
1
x2
. (43)
It has singular order −2. Consider the ontribution to the two point resp. four
point vertex funtion.
3.1.1. The one-loop graph. The sh graph (40) has singular order zero, so we get
DF
2
∣∣M
R
(x) =
1
(2π)4
1
2
∂µx
µ ln(M
2x2)
(x2)2
. (44)
Sine all extensions only dier by a δ-term we have
M
∂
∂M
DF
2
∣∣M
R
(x) =
1
8π2
δ(x) or ∂µ
xµ
(x2)2
= 2π2δ(x), (45)
by (22). This also ould have been seen by expressing
xµ
(x2)2 = − 12∂µ 1x2 , whih is
unique by theorem 2.
3.1.2. The two-loop graph. The singular order of the setting sun (41) is 2. Hene
we have
DF
3
∣∣M
R
(x) =
1
(2π)6
1
4
∂µ∂ν∂σx
µxνxσ
1
(x2)3
[
ln(M2x2) +M2x2 − 4M
√
x2 + 3
]
.
(46)
Terms two, three and four have singular order 0, 1 and 2. As they are zero outside
the origin, they must be proportional to δ and its rst resp. seond derivatives. As
there is no Eulidean invariant ombination of ∂ and δ, term two has to be zero.
Using (22) we get by omparison with M ∂
∂M
on (46):
∂µ∂ν∂σx
µxνxσ
1
(x2)3
=
π2
2
∆δ(x), (47)
∂µ∂ν∂σx
µxνxσ
1
(x2)2
= 4π2δ(x), (48)
∂µ∂ν∂σx
µxνxσ
1√
x2
5 ≡ 0, (49)
where ∆ is the Laplaian. Now we will turn to
3.2. The massive theory. The Green's funtion of the Eulidean Klein-Gordon
equation is
∆F (x) =
1
(2π)
2
mK1
(
m
√
x2
)
√
x2
. (50)
As K1(x) ∝ 1/x for x→ 0, the singular order of ∆F = −2. We will ompute
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3.2.1. The one-loop graph. With sing ord(∆F
2) = 0 and (19) we get:
(∆F
2)
∣∣M
R
(x) =
1
32π4
∂µx
µ
{
m2
x2
[
K1
2
(
m
√
x2
)
−K0
(
m
√
x2
)
K2
(
m
√
x2
)]
+
− m
2
M2
1
(x2)2
[
K1
2
(m
M
)
−K0
(m
M
)
K2
(m
M
)]}
. (51)
By writing xµ · · · = ∂µ . . . whih is unique we an express it as: 
=
m2
2(2π)
4∆
{
K0
2
(
m
√
x2
)
−K12
(
m
√
x2
)
+
K0
(
m
√
x2
)
K1
(
m
√
x2
)
m
√
x2
+
+
1
2M2x2
[
K1
2
(m
M
)
−K0
(m
M
)
K2
(m
M
)]}
. (52)
This an be ompared to the orresponding expression in [HL92℄.
3.2.2. The two-loop graph. Applying formula (19) leads to an integral
∫
ds (s −
const)2K1
3(s) that is diult to solve. But if we use the expansion
m3K1
3(mr)
r3
=
1
r6
+
3m2
4r4
(
ln
(
m2r2
4
)
+ ln(γ2)− 1
)
+R(r−2), (53)
we an renormalize the rst and seond summand with singular order 2, 0 respe-
tively. With
ln
(
m2x2
4
)
(x2)2
∣∣∣∣∣∣
M
R
=
1
4
∂µx
µ
ln
(
m4x2
16M2
)
ln(M2x2)
(x2)2
(54)
and the previous results from subsetion 3.1 we get:
(∆F
3)
∣∣M
MR
(x) =
1
(2π)
6
{
1
4
∂µ∂ν∂σx
µxνxσ
1
(x2)3
[
ln(M2x2) +M2x2 + 3
]
+
+
3m2
16
∂µx
µ 1
(x2)2
[
ln
(
m4x2
16M2
)
+ 2 ln(γ2)− 2
]
ln(M2x2) +R(x−2)
}
, (55)
where the subsriptMR denotes the minimal renormalization, i.e. every summand
is renormalized with its singular order.
3.3. The renormalization group. The parameter M plays the role of a renor-
malization sale. It enters the theory by purely dimensional reasons as an argument
of the funtion w. We will give the lowest order ontributions to the β, γ and
γm funtions in the renormalization group. They an be read o by solving the
renormalization group equation[
M
∂
∂M
+ β(g)
∂
∂g
+mγm(g)
∂
∂m
− nγ(g)
]
Γn(x1, . . . , xn) = 0 (56)
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to order g2, where g = λ/(16π2). Using the expansions
β(g,m,M) = M
∂g
∂M
=
∞∑
n=2
βng
n, (57)
γm(g,m,M) = M
∂ lnm
∂M
=
∞∑
n=2
γm,ng
n, (58)
γ(g,m,M) =
M
2
∂ lnZ
∂M
=
∞∑
n=2
γng
n, (59)
we nd β2 = 3 and γ2 =
1
12 for the massless theory. Here we had to add a term to
the setting sun proportional to (48) to ahieve γm ≡ 0.
In the massive theory we nd
β2 = 3
m2
M2
K1
2
(m
M
)
, (60)
hene β2 → 3 if M → ∞. This result also holds for the orresponding minimal
renormalization. In that sheme we get
γ2 =
1
12
, (61)
γm,2 =
2M2
3m2
+
1
2
ln
(
m2
4M2
)
+ ln(γ)− 5
12
, (62)
by using (55).
3.4. Curved spaetime. Let M be a globally hyperboli manifold with a metri
g. Wik polynomials were dened in [BFK96℄ using tehniques from miroloal
analysis. Then CPT was implemented in [BF97℄ for salar φ4-theory. The Feynman
propagator is known to have Hadamard struture [KW91℄:
∆F ∝ ∆
1
2
2σ
+ v ln(2σ) + w, (63)
where σ,∆, v, and w are smooth funtions on the manifold and an appropriate
iǫ regularization has to be hosen. By using a hart it an be seen to have the
same saling degree as in at spaetime. The funtion σ is half the square of the
geodesi distane whih is unique in every suiently small neighbourhood. Let
g = det(gab). The Van-Vlek-Morette determinant
∆(p, p′) = − 1√
g(p) g(p′)
det(−σab′(p, p′)) (64)
fullls the following dierential equation:
∇a(∆σa) = 4∆. (65)
The vetor index on σ denotes the ovariant derivative as usual. If we expand
v =
∞∑
n=0
vnσ
n, w =
∞∑
n=0
wnσ
n, (66)
in powers of σ, the oeients (exept w0) are determined by the Hadamard reur-
sion relations, see [DB60℄.
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Following [BF97℄ the ausal onstrution of the seond order S-Matrix is the same
as in at spaetime. The only step left is to perform the extension to oinident
points.
Therefore we turn to the orresponding Eulidean distributions, so we an trans-
fer our results from the previous examples.
5
They may be ompared with [Lüs82,
Bun81℄. Again we only use the minimal renormalization sheme.
3.4.1. The one-loop graph. This is given by
∆F
2
∣∣M
MR
=
1
16π4
(
∆
(2σ)2
∣∣∣∣M
R
+ 2
∆
1
2 v ln(2σ)
2σ
+ 2
∆
1
2w
2σ
+ 2vw ln(2σ) + v2 ln2(2σ) + w2
)
.
(67)
Only the rst term needs renormalization and we get 
∆
(2σ)2
∣∣∣∣M
R
=
1
2
∇aσa∆ ln(2M
2σ)
(2σ)2
. (68)
3.4.2. The two-loop graph. Here we use the expansion (66) to determine the terms
that have to be renormalized. Then we have
∆F
3
∣∣M
MR
=
1
(2π)6
(
∆
3
2
(2σ)3
∣∣∣∣∣
M
R
+ 3
∆v0 ln(2σ)
(2σ)2
∣∣∣∣M
R
+ 3
∆w0
(2σ)2
∣∣∣∣M
R
+ 3
∆v¯ ln(2σ)
2σ
+
+ 3
∆w¯
2σ
+ 3
∆
1
2 v2 ln2(2σ)
2σ
+ 6
∆
1
2 vw ln(2σ)
2σ
+ 3
∆
1
2w2
2σ
+
+ v3 ln3(2σ) + 3v2w ln2(2σ) + 2vw2 ln(σ) + w3
)
, (69)
with 
v¯ =
1
2
∞∑
n=0
vn+1σ
n, w¯ =
1
2
∞∑
n=0
wn+1σ
n. (70)
The rst term is found to be
∆
3
2
(2σ)3
∣∣∣∣∣
M
R
=
1
4
(∇a∇b∇c∆ 12 − 3∇a∇b∆ 12 ;c + 3∇a∆ 12 ;bc −∆ 12 ;abc)σaσbσc ln(2M2σ)
(2σ)3
.
(71)
Similarly the seond and third terms an be omputed:
∆v0 ln(2σ)
(2σ)2
∣∣∣∣M
R
=
1
4
(∇av0 − v0;a)σa∆ ln(2M2σ) ln ( 2σM2 )(2σ)2 , (72)
∆w0
(2σ)2
∣∣∣∣M
R
=
1
2
(∇aw0 − w0;a)σa∆ ln(2M2σ)(2σ)2 . (73)
Without further knowledge about the Feynman propagator, the β-funtion an be
evaluated to lowest order, leading to the result β2 = 3 in this renormalization
sheme. The alulation requires the use of the identity ∇a ∆σa(2σ)2 = 2π2δ(p, p′).
5
For the σ alulus see e.g. [Ful89℄
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Conlusions
The elegant method of CPT is suited not only for the investigation of renormaliz-
ability but also for the performane of perturbative omputations. The subtration
proedure on the test funtions an be pulled bak to the distributions yielding Dif-
ferential Renormalization. Therefore it is possible to work in the standard integral
kernel representation.
As the whole proedure is formulated in onguration spae, it an be transfered
to distributions on a manifold. This enables one to give ompat expressions for the
renormalization of quantum elds in urved spaetime, at least in the Eulidean
ase.
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