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Consider the neutral delay differential equation 
d2 
;i;i[y(r)+py(r-r)]+qy(r-o)=O, (1) 
where p, 4~ R and T, (r E R+. We proved that Eq. (1) oscillates if and only if the 
characteristic equation 
1*+1*pe-17+ye-*“=0 
has no real roots. 0 1989 Academic Press, Inc. 
1. INTRODUCTION 
Consider the neutral delay differential equation (NDDE) 
$ Cy(t)+py(t--z)l+q~‘y(t-o)=O, 
where 
PYqER and t, (TEL!+. 
The characteristic equation of Eq. (1) is 
12+12pe~“‘+qe-““=0. 
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Our main purpose in this paper is to establish the following necessary and 
sufficient condition for all solutions of Eq. (1) to oscillate. 
THEOREM. Assume that (2) holds. Then the following statements are 
equivalent. 
(a) Every solution of Eq. (1) oscillates. 
(b) Equation (3) has no real roots. 
As we see from the above theorem, the oscillatory nature of the 
NDDE( 1) is determined by its characteristic equation (3). This result is in 
contrast with the fact that the stability nature of Eq. (1) is not determined 
(as in the case of non-neutral equations) by the characteristic roots of 
Eq. (3). In fact, it was shown by Snow [63 (see also Slemrod and 
Infante [S],) that it is possible for a NDDE to have all of its characteristic 
roots in the negative half-plane Re I < 0 and still to have unbounded 
solutions. 
Necessary and sufficient conditions for first-order NDDEs to oscillate 
were recently obtained by Sticas and Stavroulakis [4], Grove, Ladas, and 
Meimaridou [ 11, and Kulenovic, Ladas, and Meimaridou [3]. 
By a solution of Eq. (1) we mean a function y E C[to - m, co) where 
m = max(r, o} such that y(t) + py(t - t) E C*[t,, co) and such that Eq. (I ) 
is satisfied for t > t,. Given an initial function cp E C[t, -m, to] and a 
number A E IX, Eq. (1) has a unique solution y(t) such that 
y(t) = cp(tL t,-m<tttto (4) 
and 
I;( to) = A. (5) 
Second-order NDDEs were encountered in the study of vibrating masses 
attached to an elastic bar and also as the Euler equation in some 
variational problems (see Hale [2, p. 71). 
As is customary, a solution of Eq. (1) is called oscillatory if it has 
arbitrarily large zeros. Otherwise it is called non-oscillatory. Equation (1) is 
called oscillatory if for every to E Iw, every function cp E C[ t, - m, to], and 
every A E DB the unique solution of Eq. (1) which satisfies (4) and (5) 
oscillates. 
In the sequel all functional inequalities that we write are assumed to hold 
eventually, that is for all sufftciently large t. 
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2. PROOF OF MAIN RESULT 
The proof that (a) 3 (b) is simple. If every solution of Eq. (1) oscillates 
then Eq. (3) cannot have any real root. Indeed, if A,, were a real root of 
Eq. (3) then 
would be non-oscillatory solution of Eq. (1). 
The proof that (b) * (a) is quite involved and will be accomplished by a 
series of claims. 
When T = 0 and p = - 1 the result is obvious, When pr = 0 and p # - 1 
the NDDE reduces to a delay equation of the form 
jqt)+Qy(t-a)=0 (1’) 
and Eq. (3) to 
G(1) = ,I2 + Qe?= 0. (3’) 
The hypothesis that Eq. (3’) has no real root and the fact that 
G(a)= co 
imply that 
G(A) > 0 for Jell% 
In particular, 
G(O)=Q>O 
and so, by a result of Waltman [7], every solution of Eq. (1’) oscillates. 
In the sequel we will assume without further mention that 
pz#O. 
Claim 1. Assume that (b) holds. Then, the following statements are 
true. 
(i) q>O. 
(ii) Ifp<O then c>r. 
(iii) There exists a positive constant m such that 
F(A)=A*+A*pe-“‘+qe-““am for all 1 E R. (6) 
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Indeed, F( cc ) = cc and since F(I) = 0 has no real zeros, 
F(A) > 0 for all EL E R. 
In particular 
F(0) = q > 0 
(7) 
which proves (i). Also (ii) should hold, for otherwise F( - co ) = -cc and 
F(A) = 0 would have a real zero. Finally, for the proof of (iii) observe that 
F( - cc ) = F( co) = co which together with (7) implies 
m = min F(i) 
L E R 
is a positive number which satisfies (6). 
In the sequel we assume that (b) holds but, for the sake of contradiction, 
we also assume that Eq. (1) has an eventually positive solution y(t). Set 
u(t)= -C.Y(~)+PA-~)l. (8) 
Claim 2. (i) u(t) is a twice continuously differentiable solution of 
Eq. (1). That is, 
ti(t)+pD’(t-r)+qv(t-o)=O. (9) 
(ii) One of the following holds: Either 
u(t)>O, ti(t)-cO, ii(?)>0 and lim u(t)= lim C(t)=0 (10) 
t--r xc I--r 1) 
or 
u(t)>O, d(f)>O, i;(f)>0 and lim u(t)= lim ti(t)=co. (11) 
1-a I--r3c 
(iii) p<O and o>r. And if (11) holds thenp< -1. 
The proof of (9) follows from (8) and the linearity and autonomous 
character of Eq. (1). [It also follows by a direct substitution of (8) into 
(9).] For the proof of (ii) observe that 
C(t) = qy(t - a) > 0 (12) 
which implies that C(t) is strictly increasing and so either 
lim C(t)=0 (13) 
1-m 
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or 
lim G(t) E L e Ft. (14) 
t-a, 
Clearly, (13) implies (11). So assume that (14) holds. First we will prove 
that L = 0. Indeed, integrating (12) from to to t and letting t + co we see 
that 
which shows that 
L-~@,,)=qj~ y(s--)ds 
hl 
Hence, 
vEL’[t,, co) (15) 
and so L = 0. Thus c(t) increases to zero which implies that eventually 
ti( t) < 0. 
But then v(t) decreases and in view of (15) 
lim u(t) = 0. 
,-CC 
Therefore, o(t) decreases to zero which implies that eventually 
u( 2) > 0. 
The proof of (ii) is complete. It is now clear from (8) and the fact that 
u(t) > 0 [in both (10) and (ll)] that p < 0, so in view of Claim l(ii) we 
have 
P-=0 and CT > 7. (16) 
Finally, assume that (11) holds and that, for the sake of contradiction, 
- 1 < p < 0. Clearly, ( 11) implies that y(t) is unbounded. Thus, there exists 
a sequence of points { tn} such that 
lim t, = co and Y(b) = yyy Y(S) for n = 1, 2, . . . . ?l-+m .” 
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Now, from (8), we see that 
et,) = -Y(f,) - PY(fn - t) 
Q -Y(tJ - PY(fn) 
= 41 + PI Y(f,) 
GO 
which contradicts (11) and completes the proof of Claim 2. 
Next, we will define two sets corresponding to whether (10) or (11) is 
satisfied. Let W- and W+ be the sets of all functions of the form 
w(t)= -[u(t)+pu(t-s)], 
where u(t) is a twice continuously differentiable solution of Eq. (1) which 
satisfies (10) and (ll), respectively. In view of Claim 2, either W-or W’ is 
non-empty. Also, an argument similar to that of Claim 2 shows that each 
function w  E W- u W+ is a four times continuously differentiable solution 
of Eq. (1 ), that is w  E C4 and 
G(t)+pc(t-z)+qw(t-a)=O. (9’) 
Also, there is a solution u E C2 of Eq. (1) which satisfies (10) if w  E W- or 
(11) if we W+ such that 
_ 
G(t) = qu( t - a). 
Clearly, every function WE W- satisfies 
w(t)>O, ti(t)-cO, G(f)>0 and lim w(t) = lim k(t) = 0 
r--r’X ,-r-X 
while every function w  E W+ satisfies 
w(t)>O, ti(l)>O, G(t)>0 and lim w(t) = lim k(t) = 00. 
,-CC I--t% 
Furthermore, 
and 
W(f)E w- * -[w(t)+pw(t-T)]E w-- 
W(f)E w+ = -[w(t)+pw(t-T)]E w+. 
(12’) 
(10’) 
(11’) 
Finally, wi and w2 E W- (respectively in W’ ) and a, b > 0 =a aw, + 
bw, + W- (respectively in W+). 
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With each function w  E Wp u W+ define the set 
A(w)= {1~0:li@)-~2w(t)20}. 
Clearly, OE /l(w) and if IE n(w) then [0, 11 c /l(w). That is, /i(w) is a 
non-empty subinterval of R +. 
First, we will assume that W- # 0 and we will show that this leads to a 
contradiction. 
Claim 3. (i) Let WE W-. Then (q/-p)1’2EA(w). 
(ii) There is a constant p (independent of w) such that /i(w) is 
bounded above by p for all w  E W-. 
(iii) Let WE W- and Aen( Then ti(t)+nw(t)<O. 
The proof of (i) follows from the observation that G(t) > 0 and so (9’) 
yields 
pc+(t-z)+qw(t-a)<0 
or 
qt)+;w(t-(a-r))>O. (17) 
In view of (16) and the decreasing nature of w(t) we have 
which proves (i). Next, we turn to (ii). By integrating (17) from t - a to t, 
with a>O, we find 
k(r)-G(r-a)+fjaw(l-(a-r))>O 
and so 
G(r)+-$aw(I+a-(c-T))<O. (18) 
Again, by integrating (18) from t - jI to t, with b > 0, we obtain 
w(r)-w(t-jl)+$a/3w(t+a-(o-r))<0 
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and so 
5apw(t+a+p-(o-r))<w(t). 
Taking c( = fi - (a - 2)/4 we see that 
w t- 
( > 
7 <Aw(t), (19) 
where 
A= 
-16~ 
q(a - 2)2’ 
Let k be a positive integer such that 
Then, from (19) and the decreasing nature of w(t), we see that 
w(t-o)<Akw(t). (201 
Next, integrating (12’) from t-a to t, with IY > 0, we find 
and so 
b+(t)-+(t-a)>qau(t-a) 
biJ(t)+qau(t+a-a)<O. 
By integrating again from t - fl to t we find 
and so 
w(t)-w(t-fl)+qa@(t+a--c)<O 
qaj?u(t+a+/?-o)<w(t). 
In particular for a = fl= a/2 we get 
f u(t) < w(t). (21) 
409.I3X I-l? 
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Therefore, from (12’), (21), and (20) we obtain 
ti(t)=qv(t-a)<4 u2 w(t-a)< 
4Ak 
-p w(t) 
which shows that 
2Aki2 
#fE-+l(w). 
Clearly p depends on cr, r, p, and q only and not on any particular w  E W-. 
The proof of (ii) is complete. For the proof of (iii), set 
l)(t) = k(r) + /lw(r). 
Then 
and so 
-$ [4+(t) e-“‘1 > 0. 
This shows that Ii/(t) e-“’ is an increasing function. But 
lim [e(t) e-“‘1 = 0 
r-m 
which implies Ii/(t) ~“‘60 and so $(t) GO. The proof of Claim 3 is 
complete. 
For any function WE W- by integrating (9’) from t to 1, twice and by 
letting t, -+ co and using (10’) we find that 
-[w(t)+pw(r-r)]=q/mfm w(<-c)dtds. 
I s 
(23) 
In particular, (23) shows that the right-hand side of (23) is an element of 
W-. Also, for any w  E W- and any ;1 E R the function 
z(t)= -[w(t)+pw(~-~)]+A~~~ j-m w(t)dtds 
I--b s 
(24) 
is an element of W-. 
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Claim 4. Let w  E W- and let I E n(w). Set 
where m is the constant which was defined in Claim l(iii) and p is the 
constant which was defined in Claim 3(ii). Then 
(/I’+ k)“* E A(z), 
where z is the function defined by (24). 
Indeed, from (24) we see that 
i(t)=(q+A2)w(t-0). 
As AC/~(W), 
- q t) + A2w( t) < 0 
(25) 
and so 
-w(t) + A2 j”‘ j-w(<) dt; ds < -w(r) + jm j-U0 G(t) d< ds 
I s , s 
= -W(f) + w(t) =o. 
Hence 
(26) z(t)< --pw(t-t)+A2j’ j-= w(t)dtds. 
1-o s 
By using (25) and (26) we have 
-i(t)+(~2+k)z(t)~ -(q+A’)w(t--)-(12+k)pw(t-z) 
+(12+k)i2[’ lrn w([)d<ds. (27) 
,--a s 
Set 
q(t) = e”‘w( t). 
Then, by Claim 3(iii), 
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which shows that q(t) is a decreasing function. Observe that 
~~2~(t-a)~~,-~~~~e-“‘d5ds 
=q(t-a)eP”‘(e”“-1). 
Using this inequality, the fact that c > r, the decreasing nature of q(t), and 
(6), (27) yields 
-i(t) + (A’+ k) z(r) 
<e-L’cp(t-cr)[ -(q+,12)e”u-(IE2+k) pe”‘+ (A2+k)(eA”- l)] 
Gee-“cp(t-o)[(-A2-A2pe”‘-qe”“) +k(-pe”‘+e”“)] 
<e-“‘cp(t-a)(-m+m) 
=o 
which proves Claim 4. 
Finally, consider the sequence of functions 
for n = 1,2, . . . where z,,(r) is the function z(t) defined in (24), & is the 
number (see Claim 3(i)) 
and 
1, = (1; ~ l + fkp2. 
A repeated application of Claim 4 shows that 
&E4Z*-l) for n = 1, 2, . . . . 
Clearly, 
lim I, = co 
n-C.2 
which contradicts the fact proved in Claim 3(ii) that A,, <@ for all 
n = 1, 2, . . . The proof of the Theorem is complete when W- # 0. 
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Next, we will assume that W- = 0. Then Wf # 0. In view of 
Claim 2(iii) this implies that 
p< -1. (28) 
The next claim is dual to Claim 3 for the case where W+ # 0. 
Claim 5. (i) Let WE W+ and AEA(w). Then k(t)-Aw(t)>O. 
(ii) Let k be a positive integer such that kr > 0 - 5. Then 
r4/(-PY+Y2=w for every WE W+. 
(iii) (l/r) ln( -p) $ A(w) for any w  E W+. 
For the proof of (i) set 0(t) = e-“‘w(t) and observe that 
&t)=e-“‘[G(t)-lw(1)] 
and 
B(t) + 214(t) = eC”‘[G(t) - A2w(t)] > 0. (29) 
From (29) we see that 0(t) e*” . is a non-decreasing function and so if the 
claim were false then 
O(t)<O. (30) 
From (30) and (29) we see that 
t&f)>0 
and so 
ti( t) - 2hb( t) + A’w(t) > 0 
which together with the hypothesis that 
G(t)-l’w(t)20 
implies that 
Set 
kq t) - /%a( t) > 0. (31) 
u(t)= -!qt)+nw(t). 
226 LADAS, PARTHENIADIS, AND SFICAS 
Then, u(t) is a solution of Eq. (1) and because of (30) and (31) 
u(t) > 0 and i(t) < 0. (32) 
Now using u instead of y in (8) and the hypothesis that W- = fzI we see, as 
in the proof of (1 1 ), that 
lim [-[u(t)+pu(t-r)]]=co. 
I-U2 
But (32) implies that 
lim u(t) E R 
1-m 
and this contradiction completes the proof of (i). 
For the proof of (ii), let WE W+. Then 
- [w(t) + pw(t - T)] E w+ 
and so 
-pw(t - 5) > w(t). 
It follows by iteration and the increasing nature of w(t) that 
(33) 
w(t) < (--ppW(t - kr) < (-pyW(t - (a - 7)). 
From (9’) we see that 
pic(t-r)+qw(t-a)<0 
or 
o<w(r)-~w(t+J--7))<~(t)- ( -,q,+ 1 w(t) 
and the proof of (ii) is complete. 
For the proof of (iii) assume, for the sake of contradiction, that 
1, = (l/z) ln( -p) E A(w) for some w  E W+. Then 
biqt)-~;w(t)>O 
and by (i) 
Thus the function 
k(t)-&w(t)>O. 
w(t) e-lo’ 
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is increasing which implies that 
w(t--t)e- io(r-~)<W(f),-ior 
or 
w(t - T) do’ < w(t). 
But from the definition of &, 
I+= -p 
and so 
-pw(t - T) < w(t) 
which contradicts (33). The proof of Claim 5 is complete. 
By integrating both sides of (9’) from I, + G to t-z we find 
[q-T)+pti(t-2r)] 
s 
I-r 
- [ti(t() + 6) + pqto + U-T)] + q w(s-u)ds=O 
10 +(T 
or 
-[o(t+a-~)+p~(t+(i-21)]=c+ySI~7w(S)ds, (34) 
10 
where 
c= -[3(t,+a)+prt(t,+a-T)]. (35) 
As G(t) is a solution of Eq. (l), it follows from (34) that if w  c W+ then 
5 
I-T 
c+q w(s) ds e W+, 
10 
where c is the constant given by (35). 
Claim 6. Let WE W+ and let LEA(W), I> &,r [q/( -p)“+l]‘I*. Set 
N= m 
2(--P + q/w 
where m is the constant which was defined in Claim l(iii). Then 
(A’ + N)l’* E A(z), 
228 
where 
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and c is the constant given by (35). 
Clearly, z E W+. We have 
2(t)-((112+N)z(t) 
=qw(l-o)+;a(t-r)+d*w(f) 
+A2pw(t-r)-ql J’-’ w(s) ds + Nw( t) + Npw(t - T) 
IO 
qN 1-r -- J A to 4s) ds +Cl 9 (36) 
where 
cl = -(/I’ + N) f. 
From Claim 5(i) we have 
k(t) > lw(t) (37) 
and so integrating from lo to t - 0, for sufficiently large t,,, we have 
w(t - a) - w(t,) a A J’--b w(s) ds 
10 
or 
Set 
Then 
q(t) = e-“‘w(t). 
(38) 
Q(t) = ecA’[G(t) - lw(t)] 2 0 
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which shows that q(t) is an increasing function of t. Hence, 
w(t - 7) en1 6 w(t). (39 1 
Using (37), (38), and (39) in (36) we find that 
z(t) - (A2+ N) z(t) 
2qA 
D 
r-0 
w(s) ds - 
IO I 
r-1 
w(s) ds 
nl 1 
+ qw( t - 7) + PeiTw(t - 7) + Ppw( t - 7) 
I 
f-C 
2 -ql w(s) ds + qw(t - 7) + A*e”‘w(t - 7) + l*pw(t - 7) 
r--6 
qN 
+Npw(t-7)-~w(t-7)tC1. (40) 
Also q(t) is an increasing function of t which implies that 
= -e”“-“cp(t-7)[l -e-ZbT)] 
= -w(t-7)[1 -,-j.(n-7)]. (41) 
Using (41) in (40) we find 
i(t) - (A” + N) z(t) 
+q+lie”‘+LZp-N( -p+$)+--$&] 
230 LADAS, PARTHENIADIS, AND SFICAS 
As lim,,, w(t) = co, it follows that for t suffkiently large, 
Cl 
m+-e 
w(t-7) 
-~$I. 
2 
Thus 
2(t)-(L’+N) z(t)> w(t-7)P [;-N(-p+$]=o 
which completes the proof of Claim 5 that 
(A2 + N)“2 E A(z). 
Finally, consider the sequence of functions 
z,(t)= -Cz.-I(t)+pz,-,(r-7)l+~ j’-‘zn-,(s)ds+~ 
n to n 
for n = 1, 2, . . . where zo(t) is the function z(t) of Claim 6, 1, is as in Claim 6, 
c,= -[i,(t,+o)+pi,(t,+rr-r)], 
and 
A, = (A;- 1 + N)“*, 
where N is the positive constant defined in Claim 6. A repeated application 
of Claim 6 shows that 
Clearly, 
AlE&,-,I for n = 1, 2, . . . , 
lim 1,=cc 
n-00 
which contradicts the fact proved in Claim 5(iii) that 
is an upper bound of /i(w) for WE W+. The proof of the theorem is 
complete. 
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