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Ejemplo 6.17 Use el metodo de Runge-Kutta de orden cuatro para aproximar la soluci6n 
exacta del PVI. 
t2y" - 2ty' + 2y = t3 lnt, 1.::; t ~ 1.5 
1y(1)=1 , Y'(1)=0 
tomando h = .05 . 

Soluci6n: Empezamos despejando y " en la ecuaci6n diferencial dada 

10 que nos da 
2 2 y"= - y'---y + tlnt, t"O 
t t2 
Ahora transformamos el PVI. dado en el siguiente sistema de ecuaciones diferenciales de 
primer orden con condici6n inicial, introduciendo las variables y, = y, Y2 = y' . 
1~ t ~ 1.5 
(6 .17) 
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Este sistema es de la forma 
con 
2 
- Y2 + t1nt , Y, .o =1, Y2.0 =0 
t 
Ahora aplicamos el metodo de Runge-Kutla de orden cuatro a cada una de las ecuaciones 
del sistema, asi 
Y~ 1: _ 1 , que es la condiclon inicia l para la funci6n incognita Y, 
y~.'1 0, que es la condlclon inlclal para la funcion incognita Y2 
En esla notaci6n el superindice hace referencia al subi nd ice de la fun cion incogn ita , es 
ecir, superindice 1 para la funcion incogni ta Y, , Y superindice 2 para la funcion incognita 
Y2 . 
Para calcular la primera aproximaclon 
Ylll 1 . para la fu nclon Incogn ita y, 
y 
y~;" I , para la func lon incognita Y2 
procedemos aSI. 
,05t,(1.O, to, 0 ) '" .05( - ---;- 1.0 + ~O + 1.0In(10)) ~ - .1 
L 1.0 1.0 
tta de orden cuatro a cada una de las ecuaciones 
~ n inicial para la funci6n incognita Y1 

) n inicial para la funci6n in 
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(1) 121](1) _ h (1) K 1' (2) Kl _ 	 _ 3 
K 2 -c hfl to + 2 ' YO + - 2- ' Yo + - 2- - .05f1(1.025, 1.0, - .05) - - 2.5 x 10
( 
(1) 12J ]
K 2 = hf2 to + - ,Yo + - ,Yo + - - =.05f2(1.025, 1.0, - .05) ~ - .098793992
(21 h (1) Kl 12) K , 
[ 222 

K (lJ (2)1 
K(l) = hf t + ~ yi l) ~ _ 2_' y (2) +~) = .05f1(1.025, .99875, -.049396996 )3 "[ 0 2 I 0 2 ' 0 2 

3 

= - 2.4698498 x 10 ­
K(2) _ hf ( t + ~ yl l) , K ~l ) y li) + Kk2J ] __ 0 f ( 2 998 6996)
2 0 	 0 . 5 2 1.0 5, . 75 , - .04939
3 02' '1 2 ' 2 

= - .0986161 8555 

K(l) _ hf ( t y (l) K(l) y (2) K(2)
4 -- , 1, 0 + 3' 0 + 3 .05f1(1.05, .9975301502, - .09861618555) 
= 	- 4.930809278 x 10-3 

K (2) _ hf ('t y (l) K (l) y (2) K I2J .05f2(1.05, .9975301502, - .09861618555)4 	 - 2 " 0 + 3 ' 0 + 3 

= -.09730945925 

Entonces 
Y(l) _ y 11) 2 ( K(1) 2K l l) 2K (1) Ki ll )1-- 0 + 1+ 2 + 3 +46 

= 1.0 + i (0.0 + 2( - 2.5 x 10 -3) + 2( - 2.4698498 x 10 -3) - 4.930809278 x 10 -3) 

=.9975215819 

Y 
Y(2) _ y (2) 2 ( K12J 2K (2) 2K (2J K(2))1 	 - 0 +6 1 + 2 + 3 + 4 

=0 + -i (- .1 + 2( -.0 98793992) + 2( - .099861618555)- .09730945925) 
= -- .09868830239 
Si aplicamos el metoda de Runge-Kutta de cuarto orden al PVI dado, se obtienen los 
resultados que se muestran en la TABLA 6.13 siguiente 
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k t, y(ll 
k 
y (2) 
k 
0 1.0 1.0 0 
1 , .05 .9975216 .09868830 
2 1.10 .9901789 - .1945121 
3 1.15 .9781 239 - .2871223 
4 1.20 .96 152 57 - .3761856 
5 1.25 .9405698 . .461 3824 
6 1.30 .9154570 - .5424067 
7 1.35 .8864035 - .6189642 
8 1.40 .8536397 - .69077 18 
9 1.45 .8174100 - .7575566 
10 1.50 .7779722 - .81 90555 
TABLA 6.13 
Las aproxlmaciones de la soluci6n exacta 
37 t 3 3y(t)- - t+ - In t -- t 
4 2 4 
111del P V I dado, corresponden a los valores Yk que aparecen listados en la tercera columna 
de la TABLA 6 13 
Instrucciones en DERIVE : 
RKdf,(t YI' YL),f (t .Y1Y.,l j. [t ' Yl ,y.:l[to' Yl o,Y20] , h , m) aproXima a una matriz de 3 
columnas Y m i 1 fil as. donde cada fi la es de \a forma r t k. y~1) , y~ 2 ) l siendo Y~') ::e Yl(t k ) Y 
y~21 '" Y2(t k ) los valores obtenidos al apllcar el metoda de Ringe-Kutta de cuarto orden al 
sistema 
[ Y 'I - f (t,h Y:' ) 
Y7 - f2 (t, YI. Y2 ) 
1Y \ ( to ) . Y1 'J , Y2 (to) - Y2.0 
can m pasos de tamano h Para el ejemplo anterior, aproXime la expresion 
RK( rz. ~ z . t~ Y+ tin tJ, [t, y . z], [1.1 0] 0.1 , 10 ). Si desea graficar los puntos ( tk,Y~ I y/o 
' 121 I 
los pun tas l. tk . Y, / ' correspondientes a las aproximaciones obtenidas, la siguiente 
Inslruccion puede ser utllizada 
EXTRACT _2_COLUMNS(M, j \) Slmpll fica n una matnz formada por las columnas j Y I de la 
matnz M v 
E claro que cualqulera de los metodas estudiados se puede aplicar para un sistema de 
ecuaclones dlferenciales de primer orden del tipo (6.2) Como ejemplo veamos como se 
escri bir ia el metoda de Runge-Kutta de cuarto orden para el sistema (6 .17) 
y l 'l y !21 
~ k 
0'.0 
.9975216 
- .09868830 
.9901789 
- .1945121 
.9781239 
-.2871223 
.9615257 
- .3761 856 
.9405698 
- .4613824 
.9154570 
-.5424067 
.8864035 
- .6189642 
.8536397 
-.69077 18 
.81 74100 
.7575566 
.7779722 
-.8190555 
ABLA6.13 
37 t 3 3
-I - Inl -- t 
42 4 
I ') .
::; Yk que aparecen ilstados en la tercera columna 
0, Y2.0 J ' h , m ) aproXima a una matriz de 3 
s de la forma [ l k, y~ l l, y~21J , siendo y r'l ", y, (tk) y 
licar el metodo de Ringe-Kutta de cuarto orden al 
!Y' .Y2 ) 
y" Y2) 
r,o, Y2( tO) = Y2.0 
el ejemplo anterior, aproXime la expresi6n 
10) Si desea graficar los puntos ( tk' y! 11 yla 
obtenidas, la siguiente 
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, :<; t :<; 1.5 
Este sistema se puede escribir en forma vectorial como sigue 
1 :<; t :<; 1.5 
(y,(1)]=(') Y(')= (~)y 2 (1) 0 
y entonces la forma vectorial del metodo de Runge-Kutta de cuarto orden para aproximar la 
so luci6n del P V I. vectorial del ejemplo 6 .17, es 
donde 
Y (2) 2K (21 k + 12 
= h _ 2 ( y (l) + 2K(I))+ 2 ( y (2) + 2K(2)1 
, )2 k 2 1 ( 1) k 2 1 ) 
t + - h tk + - h 
\ ( k 2 ' 2 j 
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( 1 1 ') 
K 1 h.. I. ' - h Y . ,. - K \." 2 ' ~ 2 2 ) 
= h 
• 
Como ejercicio use la forma ectorial del metodo de Runge-Kutta de orden cuatro para 
calcular las aproximaciones de la soluci6n exacta del PV !. del ejemplo 6.17 . 
TALLER 6. 
1. 	Use el teorema 6 .1 para demostrar que el PVL 
jY' = tany Y(O) - 0 
tlene una soluclon en el intervalo I t i ~ ~ . 
4 
2. 	Use cada uno de los teoremas 6 1, 6 2, 6.3 Y 64 para predecir d6nde tiene soluci6n el 
siguiente PV L, Y luego resuelvalo explicitamente para comparar la teorfa con los hechos 
JY '= y2 
h(O) ::= 1 
3. Oemuestre que el PVI 
JY' = 1+ y2 
ly(0) = 0 
--
Y(2) 1KP)1 
k 	 -t 22' 	 I 
2 ((2) 1 (21) ( 1 ) ( 1 1
" )Yk + - K2 + tk + - h ln tk + h i 

tk -I- 1 h 2 2 2 ' J 

' 2 
• 

del metodo de Runge-Kutta de orden cuatro para 
1 exacta del P V I. del ejemplo 6.17. 
eel PVI. 
•fy' = tany 
l y( O) = O 
~ . 2. 6.3 Y 64 para predecir donde tiene solucion el 
pl icitamente para comparar la teor ia con los hechos 
-r v '.::- y 2 
.............. 
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tiene una solucion en el interva lo [-1.1] . Pruebe que este ejemplo no satisface la hipotesis 
de l teorema 6.4. Expl iqt:Je por que este ejemplo no contradice al teorema 6.4. 
4. Encuentre un intervalo para el cual se pueda asegurar que el PVI 
Y' = secy 
{ y( 0) = 0 
tiene una un ica soluc ion . 
5. 	Use el teorema 64 para demostrar que cada uno de los siguientes PVI. tienen solucion 
unica en el intervalo[0.1] • 
y, = 1 + tsen(ty) f Y'=ycost 

i) 1y( 0) = 1 ii) !Y(O)= O 

2 
6. Verifique que y,(t) = - ~ y Y2( t) = 1- t son soluciones del PVI. 
4 
f2Y'= t2 +4y - t 
ly(2) = - 1 
Por que no contradice este hecho al teorema 6.2? 
7. Para cada una de las funciones f( t. y) sigu ientes 
iii) f (t. y) = ty iv) f(t . y)=-ty+~~ 

Y 

a) Satisface f una cond icion de Lipschitz en la segunda variable y en el dominio 
D ={(!.y) / 0 '5 t '5 1. -oc < y < oo } ? 
!
b) Determine si el PVI. 

y ' = f(I.Y) , 0 '5 t '5 1 

y(O) = 1 

tiene so lucion un ica . 
4 
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8. 	a) Demuestre que cada uno de los sig uientes problemas de valor in icial tiene solucion 
un lca 
r Y' .,- Y cos t , 0 ::: t ::: 1 	 jY' = 1+tsen(ty), 0 ~ t ~ 1 b)a) 	'l y( 0) - 1 y(o) = 0 
b) 	Use dos pasos de los metodos de Euler, Euler mejorado, Heun , Taylor de orden dos y 
metodo de Runge-Kutta de orden cuatro para aproximar y(O.2) . 
9. Consldere el PVI 
[y '= -10y , O ~ t ~ 2 
1Y(O) =1 
el cual Ilene soluclon exacta y(t) = e ' 10t . Que pasa cuando el metodo de Euler se aplica 
a este problema con tamano de paso h = .1 ? 
10. Encuentre valores aproximados de la solucion de cada uno de los sigu ientes problemas 
de valor inicial , usando el metodo de los tres primeros terminos de la serie de Taylor y el 
metodo de Ru nge-Kutta de orden cuatro can tamano de paso h =.5 Y h =.25 . Haga una 
grafica que muestre los puntos (tk' Yk) correspondientes a las aproximaciones calculadas 
Y la grafica de la so lucion exacta Discuta sus resultados . 
con solucion exacta y(t) = _ 1_ 
1+ t 
( y ' = - Y I 2 cos t , 0 ::.: t :.. 4 

b) , con soluci6n exacta y(t) = sen t + cos t 

, Y(O ) = 1 

I y' = y - 2 sen t, 0 :0. t S 4 

c) 'I y( O) ~ 1 con soluci6nexacta y(t) = sent+cost 

11 . Un proyectll de masa m = 0.11 Kgrs. se lanza vertical mente hacia arriba desde el suelo 
con una velocldad inicial v( 0) = 8m /seg y se va frenando debido a la fuerza de la 
gravedad Fg ~ mg y a la reslstencla del alre Fr = kv 2 , donde 9 = 9.8m/seg 2 y 
k -	 O.002kg 1m. 
luientes problemas de va lor inicial tiene so luci6n 
jY' _ 1+tsen(ty).0 c. 1:; 1 b) y(o)=O 
Jler. Euler mejorado . Heun, Taylor de orden dos y 
::ltra para aproximar Y(0.2) . 
10y , 0 :0; t ~ 2 
, 1 
Que pasa cuando el metodo de Eu ler se aplica 
=- .1? 
cada uno de los sigu ientes problemas 
os terminos de la serie de Taylor y e l 
de paso h =.5 y h - .25 . Haga una 
tes a las aproximaciones calculadas 
hacia arriba desde el suelo 
debido a la fu erza de la 
y 
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a) Demuestre que la ecuaci6n d iferencial para la velocidad v( t) de l proyectil en cada 
instante t es 
mv '( t) = - mg-k(v(t))2 
b) Demuestre que el problema de valor inlcial 
o :0; I :0; 1.0 
correspondiente a la s iluaci6n descrita en el enunciado tiene soluci6n (m ica 
c) Use el metodo de Runge-Kulta de cuarto orden para estimar la velocidad del proyect il 
despues de .1, .2, .3 , .... 1.0 segundos Tome como tamano de paso h =.1 
d) Estime el tiempo para el cual el proyeclil alcanza la allura maxima y empieza a caer 
12. 	a) Conv ierta cada uno de los siguienles problemas de va lor inicial en un s istema de 
ecuaciones diferenciales de primer orden con condici6n in icial 
. f y''' + 4y'' + 5y'+2y =--4 sent-2cosl, 
I) 1y(O) = 1, y,(O) = 0, y"(o) = -1 
i i) r y" + 2Iy ' + 12 Y=e I, 0 _ I :0; 11y(O)=1, Y'(0)= -1 
b) Use el melodo de Euler, el melodo de los tres priemros terminos de la serie de Taylor y 
e l metodo de Runge-Kulla de cuarto orden para aproximar la soluci6n y( I) de cada 
uno de los PVI. dados en i) y ii), usando tamano de paso h = .1 . 
13. Considere el problema de valor inicial 
a) Demuestre que el PVI dado liene soluci6n unica. 
I 
s2 b) Verifique que y( t) = fe ds es la soluci6n del PV I. dado. 
o 
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c) 	Use la regia de integraci6n numerica de los Trapecios con h = 25 para aproximar la 
solucion y(t) , dada en b) , en los puntos t, = .25, t2 = .50, t3 = .75 Y t4 = to . 
d) Use el metodo de los tres primeros terminos de la serie de Taylor con tamano de paso 
h = .25 para aproximar la soluci6n y(t) , dada en b) , en los puntos t, = 0.25 , 
t2 = 0.50 , t3 :- 0.75 y t4 =- to . 
e) 	Encuen tre el polmomio interpolante de Newton (diferencias divididas) para la funcion 
xf( x) = e- ' en (O. tO] usando como nodos 0, .25, .50, .75 , 1.0 Y uselo para aproximar 
.0 

fe · ~ 2 dx 

o 
f) Compare los resultad s obten idos en c) , d) y e) . 
;a de los Trapecios con h =.25 para aproximar la 
Intos t1 = .25, t2 = .50, t3 ; .75 Y t4 = to . 
te rminos de la serie de Taylor con tamano de paso 
·)n y(t) , dada en b), en los puntos t, = 0.25 , 
'! de Newton (diferencias divididas) para la funclon 
:> nodos 0, .25 , .50, .75 , 1.0 Yuselo para aproximar 
n c) , d) y e). 
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II XII 
IXII , 
II XI1 2 
SIMBOLOS, NOTACIONES Y ABREVIATURAS 
Base de un sistema numerico. 

Exponente mas pequel'\o en un conjunto de punto flotante , en el 

Capitulo 1.; despues del Capitulo 1., denota una matriz triangular 

inferior. 

Exponente mas grande en un conjunto de punto flotante , en el 

Capitulo 1.; despu6s del Capitulo 1., denota una matriz 

triangular superior. 

Mantisa de un numero de punlo flotante en la base ~ . 

Conjunto de numeros de punto flotante . 

Numeros de punto 110lanle mas pequeno y mas grande, 

respectivamente. 

Fonna de punto f10tanle del numero x. 

Conjunto de los numeros reales. 

Operaciones de punto 110tanle. 

Indica final de un ejemplo 0 ejercicio. 

Indica final de una instrucci6n en DERIVE. 

Indica final de un teorema. 

Aproximadamente igual a 0 proporcional a. 

Denota una aproximacion del numero x. 

En el Capitulo 2. , denota una aproximaci6n de una raiz exacta ex . 

En el Capitulo 2. , denota el orden de convergencia de un metodo 

numerico. 

denola el error de un numero con respecto a otro. 

Denota el error absoluto de un numero con respecto a otro. 

deonta el error relativo de un numero con respecto a otro. 

En el Capitulo 2., denota el error local en la iteraci6n n . 

En el Capitulo 2, denota el valor absoluto del error local en la 

iteraci6n n. 

Conjunto de vectores con n componentes reales . 

Conjunto de matrices de orden n x n eon componentes en R . 

Elementos de Rn (vectores). 

Aproximaci6n de X 0 solud6n de un sistema perturbado . 

Matrices . 

Escalares. 

Matriz aumentada. 

Una norma del vector X . 

Norma suma 0 norma 1 del vector X . 
Norma euclidiana 0 norma 2 del vector X . 
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Il xll", 
IIAII 
IIAIII 
IIAI1 2 
II AII" 
C 
r(A) 
Cond(A) 
Cond 1 (A 
Cond 2 (A) 
Cond 00 (A) 
Cond. (A) 
E.O.O. 
AT 
XT 
Xtk ) 
BJ 
BG 
SOR 
B", 
A ' 
(! a (] 
(~ x (1 Y ("" Z 
J 
Htn) 
f[ x,, XI > 1, . • X,. k 1 
ERMs 
Ek , ET 
O( 
R'I 
P.V.I. 
dy 
dt 
Norma del maXimo 0 norma T del vector X . 
Una norma de la matriz A . 

Norma matricial inducida por la norma suma vectorial. 

Norma matrrciallnducida por la norma 2 vectorial. 

Norma matricial inducida por la norma del maximo vectorial. 

ConJunto de los numeros complejos , 

Radio espectral de la matriz A 

Numero de Condici6n de la matriz A . 

Numero de Condicion de la matriz A , relativo a la norma II ·111 ' 
Numero de Condicion de la matriz A . relativo a la norma II . 11 2 , 
Numero de condicion de la matriz A . relativo a la norma II . II "'. 

Numero de condlcion espectra l de A . 

Estrictamente dominante diagonalmente (relativo a matrices). 

Transpuesta de la matriz A . 

Transpuesto del vector X . 

k-esima iteracion (relativo a metodos iterativos) . 

Matriz de iteraci6n del metodo de Jacobi , 

Matriz de iteracion del metodo de Gauss-Seidel. 

Succes ive Over-relaxat ion, 

Matriz de Iteraci6n del metodo SOR para el parametro w. 

Inversa de la matriz A 
Derivada parcial can respecto a X. y, Z , respectivamente . 
Matriz Jacobiana. 

Matriz de ilbert de orde n n x n . 

Olferencia divldida de f can respecto a Xi, X,+ l ' .. , XI> k . 

En el Capitulo 4 , indica el error cuadrati co medio. 

En el Capitulo 5" indica el error local y total , respectivamente. 

Notaci6n de 0 mayuscu la (Cap itulo 5 ), 

Nlunero de Romberg. correspondlente al nivel i , 
Problema de va lor inicial. 
Derivada de la funci6n y( t) con respecto a t 
Oerrvada de orden n. con respecto a t , de la funci6n y(t) , 
Valor aproximado de t/J(tk ) , obtenido mediante un metodo numerico . 
Segundas denvadas parcia les de la funci6n f( t. y) . 
