In a recent work of Duke, Imamoḡlu, and Tóth, the linking number of certain links on the space SL(2, Z)\ SL(2, R) is investigated. In this paper, we give an alternative interpretation of this linking number by relating it to the intersection number of modular geodesics on the modular curve. We demonstrate a connection to the results of Gross and Zagier on the factorization of differences of singular moduli by finding a real quadratic analogue of one of their results. By relating the intersection number to rivers of Conway topographs, an efficient algorithm for computing intersection numbers is produced. The paper ends with a survey of future projects.
Background
Consider the space SL(2, Z)\ SL(2, R), which is diffeomorphic to the complement of a trefoil knot in S 3 (see [Mil71] ). Given a hyperbolic element γ ∈ SL(2, Z), one can define the knots [γ + ] and [γ − ] (see Section 2.3), whose sum is the null-homologus link [γ] . In Section 3 of [Ghy07] , Ghys studies the linking number of [γ ± ] with the removed trefoil. His answer is expressed in terms of the Rademacher function, which is directly related to the classical Dedekind η function. In the paper "Linking Numbers and Modular Cocycles" by Duke, Imamoḡlu, and Tóth ( [DIT17] ), they consider the linking number of two distinct links [σ] and [γ] . They produce similar results to Ghys, by relating their answer to a modular cocyle (as opposed to a modular form).
In the approach by Duke et al, the final linking number formula is not particularly amenable to explicit computation. Furthermore, it is necessary to add [γ + ] with [γ − ] to produce null-homologous links. Ideally, the removed trefoil would be filled in, and the linking number of [γ + ] with [σ + ] would be computed. In this paper, we address the first point by relating the linking numbers of [DIT17] to intersection numbers of modular geodesics, and then to combinatorial data coming from Conway's topograph. Using this new interpretation, a conjecture for the unknown linking number is also given.
Along the way, we demonstrate a connection between intersection numbers and the Gross-Zagier formula, as found in [GZ85] . This connection will be explored further in the author's thesis, where the results of this paper are generalized from the classical modular curve case to Shimura curves. In this generalization, analogous intersection numbers are conjecturally related to the work of Darmon and Vonk on explicit class field theory for real quadratic fields, [DV17] .
Overview of the paper
Let Γ be a discrete subgroup of PSL(2, R), and let H denote the upper half plane. The space Γ\H can be given the structure of a Riemann surface, and we will consider the oriented curves on this surface which come from an upper half plane geodesic. Such curves are called modular geodesics, and we will concern ourselves with closed modular geodesics. Given two such modular geodesics, we ask the question: how many times do they intersect?
In the case of Γ = PSL(2, Z), the question can be rephrased in terms of quadratic forms. Let q(x, y) = Ax 2 + Bxy + Cy 2 := [A, B, C] be a quadratic form of discriminant D = B 2 − 4AC. The group PSL(2, Z) acts on q (on the right) via γ • q(x, y) := q(ax + by, cx + dy), where γ = a b c d .
Write q ∼ q if the quadratic forms q, q are related by an element of PSL(2, Z). We can extend the equivalence to n−tuples of quadratic forms as follows:
(q 1 , q 2 , . . . , q n ) ∼ n (q 1 , q 2 , . . . , q n ) if there exists a γ ∈ PSL(2, Z) such that γ • q i = q i for all 1 ≤ i ≤ n.
Given a primitive indefinite binary quadratic form (PIBQF) q, the reciprocal form is −q, where all the coefficients are negated. Write q ∼ ± q if q is not equivalent to either q or −q , and call q, q a strongly inequivalent pair. Note that quadratic froms with distinct discriminants are strongly inequivalent, and the notion of strong inequivalence extends to pairs of equivalence classes. Given an indefinite quadratic form q = [A, B, C] of discriminant D, the equation q(x, 1) = 0 has two real solutions, the roots of q. Let the first root and second root be
respectively. In particular, the second root is smaller than the first root if and only if A > 0. The upper half plane geodesic running from q f to q s is denoted by q and called the root geodesic. Let γ q be the invariant automorph of q (explicitly given in Definition 2.1). Since γ q fixes both q f and q s , γ q ( q ) = q . Therefore the open curve q maps in an infinite-to-one way onto a closed modular geodesic of the modular curve Γ\H. Denote the image by˜ q , and note that it only depends on the equivalence class of q. The modular geodesic −q overlaps˜ q , but has the opposite orientation.
Definition A. Let q 1 , q 2 be a strongly inequivalent pair of PIBQFs. Their unweighted intersection number, denoted by Int(q 1 , q 2 ), is the number of intersections of˜ q1 with˜ q2 .
The first result is an alternate characterization of Int(q 1 , q 2 ).
Theorem B. The unweighted intersection number of q 1 , q 2 of discriminants D 1 , D 2 is the size of the set (q 1 , q 2 ) : q 1 ∼ q 1 , q 2 ∼ q 2 , q 1 ∩ q 2 = ∅ / ∼ 2 .
Furthermore, In particular, Int(q 1 , q 2 ) = (q 1 , q 2 ) : q 1 ∼ q 1 , q 2 ∼ q 2 , |B ∆ (q 1 , q 2 )| < D 1 D 2 / ∼ 2 .
Examining the notion of root geodesics of PIBQFs intersecting yields the next result.
Theorem C. Let q 1 , q 2 be a strongly inequivalent pair of PIBQFs of discriminants D 1 , D 2 whose root geodesics intersect, let x = B ∆ (q 1 , q 2 ), let z be the point of intersection of the geodesics, and let θ be the angle of intersection at z, measured counterclockwise from the tangent to q1 at z to the tangent to q2 at z. Then, (i) z is a quadratic irrational, the root of an integral quadratic form (not necessarily primitive) of discriminant x 2 − D 1 D 2 .
(ii) tan(θ) =
Turning our attention to linking numbers, associated to a PIBQF q is its invariant automorph γ q , which is a positive trace hyperbolic matrix living in SL(2, R). Let Lk(·, ·) denote the linking number pairing in SL(2, Z)\ SL(2, R), and consider the corresponding link [γ q ] living in the space SL(2, Z)\ SL(2, R).
Theorem D. Let q 1 , q 2 be a strongly inequivalent pair of PIBQFs. Then
Since the association q → γ q is bijective between PIBQFs and hyperbolic matrices with positive trace in SL(2, Z) (see Section 2.1), all of the linking numbers considered in [DIT17] arise as intersection numbers of modular geodesics.
The appearance of the quantity D 1 D 2 − x 2 found in Theorems B and C is reminiscent of the results of Gross and Zagier on the factorization of difference of j−values, found in [GZ85] . Further connections come from the next theorem, which is the real quadratic analogue of Proposition 6.1 of [GZ85] . Let D 1 , D 2 be distinct positive discriminants, and
• Define Cl + (D i ) to be the narrow class group of discriminant D i , the set of equivalence classes of primitive quadratic forms of discriminant D i . The size of Cl
, the narrow class number.
•
, and define r L/K (a) to be the number of integral ideals A of L for which N L/K (A) = a.
• Define S D1,D2 := {n : |n| < D 1 D 2 and n ≡ D 1 D 2 (mod 2)}.
• For n ∈ S D1,D2 , define
• For D 1 , D 2 coprime and fundamental, if p is a prime with with n ≡ D 1 D 2 (mod 2).
Theorem E. Let D 1 , D 2 be positive coprime fundamental discriminants, let n ∈ S D1,D2 , and factorize
where the p i are the primes for which (p i ) = −1 that appear to an odd power, q i are the primes for which (q i ) = −1 that appear to an even power, and w i are the primes for which (w i ) = 1. Then p(n) = 0 if and only if r > 0, and when r = 0,
The second and third expressions for p(n) are also valid when r > 0.
The proof in [GZ85] does not automatically generalize to our situation. With motivation coming from quaternion algebras, we will sketch a proof of this result (the proof of a more general result will appear in the author's upcoming thesis, [Ric20] ).
To further illustrate of Theorem E, let D 1 , D 2 be distinct positive discriminants, and define the total intersection of D 1 , D 2 to be
By Theorem E, we have an expression for the total intersection of coprime fundamental discriminants! For example, let D 1 = 5 and D 2 = 136. We have Therefore Int(5, 136) = 16 + 16 + 8 + 8 = 48. On the other hand, using Theorem E, we find that for n ∈ S 5,136 , we have p(n) = 0 if and only if |n| ∈ {2, 10, 14, 18, 22, 26}. For these n, we have
These sum to 2(2 + 8 + 6 + 4 + 2 + 2) = 48 = Int(5, 136), as expected. Finally, it is desirable to efficiently compute intersection numbers (the above example already hints towards our ability to do this). The best method developed involves considering the Conway topograph. The topograph is a visual device used to describe an equivalence class of binary quadratic forms. The topograph corresponding to an indefinite form q is equipped with a "river", which corresponds to a periodic ordering of the finite set of forms [A, B, C] ∼ q for which AC < 0. Intersecting root geodesics have a nice interpretation in terms of the topograph.
Proposition F. Let the strongly inequivalent pair of PIBQFs q 1 , q 2 correspond to topographs T 1 , T 2 respectively. The root geodesics of q 1 , q 2 intersect uniquely in the upper half plane if and only if when you superimpose T 1 , T 2 so that q 1 and q 2 overlap, the superimposed rivers R 1 , R 2 meet and cross.
In particular, this proposition reduces the computation of the intersection number to a simple combinatorial calculation involving the rivers of the forms (which are also easy to compute).
In Section 1, we introduce the intersection number in the general case. We give multiple interpretations of the intersection number, and also give a description of the intersection points and angles. In Section 2, we apply the theory to the case of Γ = PSL(2, Z), and prove Theorems B-E. In Section 3, we explain the Conway topograph, and demonstrate its connection to intersection numbers. The paper ends with some numerical data on future projects.
Hyperbolic geometry and intersection numbers
Let H := H ∪ R ∪ i∞ be the upper half plane with its boundary. For z 1 , z 2 ∈ H, the geodesic segment connecting z 1 , z 2 is either a vertical line segment between z 1 and z 2 , or the segment between z 1 and z 2 of the unique circle with centre on the real line which passes through z 1 and z 2 . Denote this segment by z1,z2 , where we do not include the endpoints z 1 , z 2 . We think of the geodesic as running from z 1 to z 2 , and refer to this notion as the orientation of the geodesic. Define˙ z1,z2 to mean z1,z2 ∪ {z 1 }.
Recall that Möbius maps act on H and H, and they take geodesic segments to geodesic segments. In particular, if γ ∈ SL(2, Z) and z 1 , z 2 ∈ H, then we have γ( z1,z2 ) = γz1,γz2 . 
Roots of hyperbolic matrices
Definition 1.1. Call γ f , γ s the first and second roots of γ respectively.
The presence of the sign(c) is so that M γ has determinant 1. Note that the matrix M γ diagonalizes γ:
to be the eigenvalue of γ which is bigger than 1; then γ −1 ev is the other eigenvalue of γ. Proposition 1.2. Let γ ∈ SL(2, R) be hyperbolic, and let x ∈ P 1 (R) be distinct from γ f , γ s . An alternate characterization of the first and second roots of γ is
In particular, γ −1 has the same roots as γ, but with the first and second roots swapped.
Proof. Consider the equation
and both results follow from M γ (∞) = γ f and M γ (0) = γ s .
Proposition 1.3. Let σ, γ ∈ SL(2, R), with γ hyperbolic. Then
Proof. It is immediate that σ −1 (γ f ) and σ −1 (γ s ) are the roots of σ −1 γσ, so we just need to check that being the first or second root is preserved. It suffices to check this for S = ( 0 1 −1 0 ) and T x = ( 1 x 0 1 ) for x ∈ R, as they generate SL(2, R). This is an easy computation. Remark 1.5. Analogous theory holds for hyperbolic matrices with negative trace, except the definitions of first and second root must be switched.
We end this section with a definition of the sign of an intersection. It is not completely canonical, as one could negate the definition. Definition 1.6. Let y 1 , y 2 , z 1 , z 2 ∈ P 1 (R) be such that 1 = y1,y2 and 2 = z1,z2 are distinct geodesics intersecting in the upper half plane. Travel along 1 from y 1 to y 2 , and consider which side z 1 lies on. If it is on the right hand side of 1 , then the sign of the ordered intersection of 1 , 2 , denoted sg( 1 , 2 ), is +1. Otherwise, the sign is −1. Proposition 1.7. Let 1 , 2 be geodesics that intersect in a unique point in the upper half plane, and let −1 1 denote the geodesic 1 run backwards. Then
i.e. swapping the order of the inputs or travelling along one of the geodesics backwards negates the sign. Furthermore, if γ ∈ SL(2, R), then sg( 1 , 2 ) = sg(γ 1 , γ 2 ).
Proof. The first result is immediate from the definition of the sign. For the second half, as in Proposition 1.3, it suffices to check for the matrices S, T x , and this is easily done.
The intersection number
Let Γ be a discrete subgroup of PSL(2, R), and consider hyperbolic matrices M ∈ Γ as lying in SL(2, R) with positive trace. If z 1 , z 2 ∈ P 1 (R), then z1,z2 generally does not project to a closed curve in Γ\H. To get closed curves, take γ ∈ Γ to be hyperbolic, and define γ := γ f ,γs , the root geodesic corresponding to the fixed points of γ. Note that this geodesic is preserved by γ, and therefore when we descend to Γ\H this descends to˜ γ , a closed curve. For any σ ∈ Γ, Proposition 1.3 implies that
Therefore, geodesics coming from a hyperbolic conjugacy class of Γ all descend to the same closed modular geodesic in Γ\H.
Remark 1.8. The geodesics˜ γ for γ ∈ Γ can have self-intersections, so it is important to consider points on the curve as lying on the curve, and not just in Γ\H.
Remark 1.9. We will be taking γ ∈ Γ to be primitive, i.e. γ = σ n for any σ ∈ Γ, n ≥ 2. This will ensure that {σ ∈ Γ :
In particular, points on the curve˜ γ are in bijection with points on˙ Q,γ(Q) for any Q ∈ γ .
Definition 1.10. The pair γ 1 , γ 2 ∈ Γ is called a strongly inequivalent pair if γ 1 is not conjugate to either γ 2 or γ −1 2 in Γ. This definition extends to pairs of Γ-conjugacy classes of matrices.
Definition 1.11. Given γ 1 , γ 2 ∈ Γ, a strongly inequivalent pair of primitive hyperbolic matrices, and any function f , their weighted intersection number is defined to be
In practice, the subscript Γ and superscript f will normally be dropped, as Γ, f will typically be fixed and clear from context. Remark 1.12. The restriction of γ 1 , γ 2 to being a strongly inequivalent pair implies that the modular geodesics˜ γ1 ,˜ γ2 intersect in finitely many points.
The most natural choices of f are f = 1, the unweighted intersection number, and f equals the sign of the intersection, the signed intersection number. These choices are denoted by Int(γ 1 , γ 2 ) and Int ± (γ 1 , γ 2 ) respectively. The advantage of the signed intersection number is it is now well defined in homology of the surface, whereas the unsigned depends on the actual geodesics. However, when the genus of Γ\H is 0 (for example Γ = PSL(2, Z), the main object of study in this paper), this means that the signed intersection number is always zero! Remark 1.13. We have taken Γ to be a discrete subgroup of PSL(2, R), but one could carry out the same process with discrete subgroups of SL(2, Z) not containing the element −Id. This would add in a few complications coming from the invariant automorph group, and since we will not be studying such groups in this paper, we allow for this restriction.
Alternate interpretations of the intersection number
When working with intersection numbers, removing the need for the quotient space Γ\H makes matters more tractable.
Let γ 1 , γ 2 be a strongly inequivalent pair of primitive hyperbolic matrices. Pick any z ∈ γ2 , and the curvẽ γ2 lifts uniquely and bijects with˙ z,γ2(z) . Then each intersection point will lift to a unique pair ( , P ), where is Γ−conjugate to γ1 , P lies on , and P lies on˙ z,γ2(z) . This is formalized in the following proposition.
Proposition 1.14. Let γ 1 , γ 2 , z be as above. Then
Let Γ i := γ Z i be the automorph group of γi inside Γ for i = 1, 2. Instead of the condition that γ is conjugate to γ 1 , we could set γ = σγ 1 σ −1 for a unique σ ∈ Γ/Γ 1 . Similarly, the intersection point lying oṅ z,γ2z can be lifted to γ2 by passing to the double coset σ ∈ Γ 2 \Γ/Γ 1 . This gives us the next interpretation.
Proposition 1.15 (Double coset interpretation). Let γ 1 , γ 2 ∈ Γ be a strongly inequivalent pair of primitive hyperbolic matrices. Then Int
A way to rephrase the above proposition is we are looking for intersecting root geodesics of conjugates of γ 1 , γ 2 modulo the automorphs. A cleaner interpretation is the following proposition. Proposition 1.16. Let C 1 , C 2 be a strongly inequivalent pair of primitive hyperbolic Γ−conjugacy classes. Define an equivalence relation on
Intersection point and angle
By lifting an intersection point into the upper half plane, we get a PSL(2, Z)-equivalence class of points. Furthermore, since Möbius maps preserve angles, the intersection point point corresponds to a unique angle. This motivates studying the intersection point and angle of pairs of SL(2, R) matrices.
Id to be the unique matrix of trace 0 related to M by a multiple of the identity matrix. Note that this descends to M ∈ PSL(2, R).
If q is a PIBQF, note that Z γq (where γ q is the invariant automorph, as will be defined in Definition 2.1) is a scalar multiple of a simple matrix with small entries, whereas γ q is not (especially if Pell's equation has a large solution). Theorem 1.18. Let M 1 , M 2 ∈ SL(2, R) be hyperbolic matrices with corresponding non-overlapping root geodesics 1 , 2 , and let Z Mi = Z i for i = 1, 2. Then (i) 1 , 2 intersect in the upper half plane if and only if
(iii) If 1 , 2 intersect in the upper half plane, then (a) the sign of the intersection is given by
(b) the intersection point is the fixed point of Z 1 Z 2 that lies in the upper half plane.
(c) the intersection angle θ (measured counterclockwise from the tangent to 1 to the tangent to 2 ) satisfies
Then i is taken to N i and Z i is taken to N Z i N −1 . It follows that proving the theorem for M 1 , M 2 is equivalent to proving it for N M 1 N −1 , N M 2 N −1 , except for possibly the sign of intersection (which will be treated in due course). Therefore we can replace M 1 , M 2 by the conjugated pair, and since M 1 , M 2 are diagonalizable over R, choose N to diagonalize M 2 . Thus it can be assumed that Id is a multiple of the identity, it commutes with all matrices. Thus we see that
Since Z i has trace 0, its adjugate is −Z i , and we see that
which completes the second point. From now on, we assume that the root geodesics of M 1 , M 2 intersect. For the sign of the intersection, as e > 1, the first root of M 2 is ∞ and the second root is 0, and so
Since the root geodesics intersect, one root of M 1 is positive and the other is negative. Thus M 1,f > 0 is equivalent to the first root of M 1 being greater than the second root, i.e. iff c > 0. Since
the result follows for the matrices M 1 , M 2 . To complete the proof for all matrices, it suffices to show that the sign of (M 1 M 2 − M 2 M 1 ) 21 is constant when we conjugate M 1 , M 2 . To do this, note that M 1 M 2 − M 2 M 1 has trace 0, so we write
where −A 2 − BC > 0 as the root geodesics intersect. Let N = ( E F G H ) be any matrix in SL(2, R), and then
This is a quadratic form in G, H with discriminant 4A 2 + 4BC < 0, so it is a positive definite form. Thus the values it takes on pairs (G, H) = (0, 0) all have the same sign, equal to the sign of C = M 21 , as claimed. Equation 1.2 completes this point.
For the last two points, we do the explicit calculation. The semi-circle 1 has equation
and the line 2 has equation x = 0. Thus the intersection point is given by (x, y) = 0, b c . We calculate that
and this has fixed points ± b c i, as desired. For the angle, we have that cot(θ) is the slope of the tangent to 1 at the intersection point. The slope of tangent to the circle ( 
as desired.
Intersection numbers for the full modular group
From now on, assume that Γ = PSL(2, Z). The first order of business is translating matters into the language of binary quadratic forms.
Binary quadratic forms
If q is a PIBQF, consider the stabilizer of the action of PSL(2, Z) on q. This is an infinite cyclic group, generated by an invariant automorph.
Definition 2.1. Let q = [A, B, C] be a PIBQF, and define
where (T, U ) are the smallest positive integer solutions to Pell's equation
Then γ q generates the stabilizer of q in PSL(2, Z), and we call γ q the invariant automorph of q. . The PIBQF associated to M is defined to be
It can be checked that the operations q → γ q and M → q M are inverse operations, whence we have the bijections PIBQFs ↔primitive hyperbolic matrices of SL(2, Z) with positive trace ↔primitive hyperbolic matrices of PSL(2, Z).
The definition of first and second roots of quadratic forms and matrices are consistent with this bijection. Furthermore, the action of PSL(2, Z) on PIBQFs corresponds to conjugation on primitive hyperbolic matrices as follows:
In particular, equivalence classes of PIBQFs corresponds to conjugacy classes of primitive hyperbolic matrices. Note that when we defined invariant automorph, there were two possible choices, γ q and γ −1
q . Taking the reciprocal of a form swaps between them, i.e.
Definition 2.3. Define a form to be reciprocal if it is equivalent to it's reciprocal form. Note that a form is reciprocal if and only if every form equivalent to it is reciprocal, whence the definition will extend to an equivalence class of forms.
Intersection numbers of binary quadratic forms
By specializing Theorem 1.18 to Γ = PSL(2, Z) and translating from matrices to quadratic forms, we derive most of Theorems B,C. 
(ii) If the root geodesics intersect, let x = B ∆ (q 1 , q 2 ). Then (a) the sign of the intersection is given by
(b) the point of intersection is the upper half plane root of
which is a quadratic form of discriminant
(c) the angle of intersection θ satisfies
be the smallest solution to Pell's equation (i = 1, 2), and then
The determinant is det(Z i ) =
, and
Theorem 1.18 says that the root geodesics intersect if and only if (Tr(
The equality with sign(B 2 C 1 − B 1 C 2 ) comes from applying S to q 1 , q 2 ; the sign of the intersection remains the same, and we start with PIBQFs [
The intersection point and angle come directly from plugging in these calculations into Theorem 1.18.
Combining by Proposition 1.16 and the above theorem gives
This completes the proofs of Theorems B and C.
Remark 2.5. If the root geodesics of q 1 , q 2 intersect, then an alternate interpretation of the sign of the intersection is the sign of q 1 (q 2,f , 1).
Remark 2.6. The discriminant of the quadratic form q 1 x + q 2 y is
so B ∆ appears as the "cross term" of this expression. The notation B ∆ comes from Gross-Zagier in [GZ85] .
Remark 2.7. The root geodesics intersect if and only if the cross-ratio (q 1,f , q 1,s ; q 2,f , q 2,s ) is negative. A messy computation shows that this cross-ratio is equal to
which provides an alternative proof of Theorem 2.4i.
Intersection numbers as linking numbers
We first introduce the links considered in [DIT17] . Let γ ∈ SL(2, Z) be a primitive hyperbolic matrix with positive trace, and recall the matrix M γ as defined in Section 1.1, which satisfied
where > 1 is the larger eigenvalue of γ. Let φ(t) := e which is null-homologous in SL(2, Z)\ SL(2, R). Furthermore, this link remains constant over a SL(2, Z) conjugacy class, as well as replacing γ by γ −1 . Given a pair of strongly inequivalent conjugacy classes of primitive hyperbolic matrices, say C σ , C γ , their linking number is the linking number of the null-homologous links associated to the classes. Denote this by Lk(C σ , C γ ).
Theorem 2.8. We have
and the linking number is always even. Furthermore, if σ or γ is reciprocal, then the linking number is a multiple of 4.
Proof. Following [DIT17] , let C be a conjugacy class of primitive hyperbolic matrices, and take any σ ∈ C. Let Γ = SL(2, Z) and let Γ σ = {g ∈ Γ :
and note that its size does not depend on the choice of σ ∈ C. Theorem 6.4 of [DIT17] shows that taking
For α ∈ I C (z 0 , γz 0 ), the root geodesic α σ = ασα −1 intersects˙ z0,γz0 , and ασα −1 is well defined and distinct α's give distinct conjugates (since α ∈ Γ\Γ σ ). Proposition 1.14 showed that Int(σ, γ) = β∈Γ conjugate to σ β ∩˙ z,γz =∅ 1, for z ∈ γ not a fixed point of γ. The first result follows by taking z = z 0 . The rest will follow from Corollary 3.8.
An alternate approach to solving the problem of [γ + ] not being null-homologous would be to fill in the removed trefoil; we would then be able to talk about the linking number of [σ + ] and [γ + ]. A conjecture for this linking number is given in Section 4.1.
Gross-Zagier analogue
In [GZ85] , Gross and Zagier define the function
where D 1 , D 2 are negative discriminants, n > √ D 1 D 2 , and n ≡ D 1 D 2 (mod 2). Proposition 6.1 of [GZ85] says that if D 1 , D 2 are coprime and fundamental, then
Recalling the definition of p(n) and Theorem E, it is clear that p(n) is the real quadratic analogue of p GZ (n), and that Theorem E is the real quadratic analogue of Proposition 6.1 of [GZ85] . While it may be possible to adopt their proof of Proposition 6.1 to this situation, there are issues with the exact sequence involving class groups and unit groups found on page 213 of [GZ85] . The sequence and proof do not translate exactly to our case; for example, the unit group of L now has rank 3 instead of 1. As a result, we will sketch a different proof of the theorem. A proof of a more general result will appear in the author's upcoming thesis ([Ric20] ).
Sketch of the proof of Theorem E. Let q = [A, B, C] be a PIBQF of discriminant D, and let O D be the unique quadratic order of discriminant D. We get a corresponding embedding φ q :
Now, 1. By completing at all places and using the local-global principle, it follows that p(n) = 0 if and only if r > 0 (coprimality is used for the only if, and fundamentalness guarantees the resulting embeddings correspond to primitive forms of discriminants D 1 , D 2 ).
2. If r = 0, fix a pair (q 1 , q 2 ) of PIBQFs of discriminants D 1 , D 2 respectively with B ∆ (q 1 , q 2 ) = n.
3. If (q 1 , q 2 ) is another such pair, show that the pairs of embeddings (φ q1 , φ q2 ) and (φ q 1 , φ q 2 ) are related by a simultaneous conjugation in SL(2, Q).
4. Let O be the smallest order of M 2 (Q) which contains φ q1 (O D1 ) and φ q2 (O D2 ).
By explicitly demonstrating a basis for O, calculate that its discriminant is
6. For every maximal order containing O, we can conjugate it to make M 2 (Z). Since the stabilizer (under conjugation) of M 2 (Z) in M 2 (Q) is GL(2, Z), we obtain two SL(2, Z) equivalence classes of pairs of embeddings.
Each equivalence class of pairs of embeddings corresponds to a unique pair of PIBQFs counted in p(n).
The third point implies that all pairs in p(n) are counted, hence
bijects with the set of maximal orders containing O.
8. The number of maximal orders containing O can be calculated locally. Show that at the primes q i , the completed order O qi is not contained in any Eichler order of M 2 (Q qi ), whence it is contained in exactly one maximal order. follows either from similar arguments to Gross-Zagier, or combining point 10 with a case analysis of how primes dividing
In Corollary 3.9, we will prove that the intersection number is always non-zero. Combining this with the above theorem gives an interesting little result.
Corollary 2.9. Let D 1 , D 2 be positive coprime discriminants. Then there exists a non-negative integer n such that
• If p is a prime for which (p) = −1, then v p D1D2−n 2 4 is even.
Computing intersection numbers in terms of the Conway topograph
The Conway topograph is a device used to understand the equivalence class of a binary quadratic form.
For an alternate presentation of the Conway topograph (as well as another interpretation of the river of an indefinite form), see [SV18] .
The action of PSL(2,Z) on an infinite 3-regular graph
Let G be the infinite 3−regular connected graph drawn in the plane. The Conway topograph will consist of G and some additional data; we first study G. Let E(G) or be the set of pairs (E, V ) where E is an edge of G, and V is one of the two vertices on E (i.e. an oriented edge). We will define an action of PSL(2, Z) on E(G) or .
Recall that PSL(2, Z) is generated by the matrices S = ( If E has vertices V 1 , V 2 , define the action of S on (E, V 1 ) to be S • (E, V 1 ) = (E, V 2 ), or equivalently you swap the edge orientation. To act via T , move along E to V 1 , and take the left branch with the same orientation (i.e. the vertex that is not V 1 ). With reference to Figure 1 , the action of T is
From this it is easy to see that the relations S 2 = (ST ) 3 = 1 are satisfied, i.e. our action does descend down to an action of PSL(2, Z). Furthermore, it is clear that the action is transitive, and the stabilizer of (E, V ) is trivial. Thus we can form a (non-canonical) bijection between E(G) or and PSL(2, Z), by picking a base element of E(G) or .
Note that an alternate interpretation of E(G) or is as the set of ordered triples (R 1 , E, R 2 ), where R 1 , R 2 are distinct regions of the plane formed by G that are separated by the edge E.
Definition of the topograph
A completed topograph will consist of the graph G, with numbers in all the regions formed by G, numbers on all of the edges, and arrows on certain edges. To read off a BQF, pick any region R 1 and edge E bordering the region, and let R 2 be the region on the other side of E. Orient so that E is horizontal, with R 1 above E and R 2 below it. If r i and e represent the numbers on the regions and edge, then we form the BQF [r 1 , e, r 2 ] if the arrow on E is pointing right, and [r 1 , −e, r 2 ] if the arrow is pointing left. There will be no arrow if and only if e = 0, and then you form [r 1 , 0, r 2 ]. The BQFs read off in this fashion will form an entire equivalence class of BQFs. 
. When E is horizontal with V on the right, let R 1 be the region above E and R 2 be the region below
we write the number A in R 1 , and |B | on E . If B > 0, draw the arrow so that when E is horizontal with R 1 above it, then the arrow points right. If B < 0 draw the opposite arrow, and if B = 0 draw no arrow.
First, we claim that this is well defined. Consider the equations
If M, M correspond to the same region R 1 , then we necessarily have M = M T k for some integer k, and Equation 3.1 implies that they define the same number. If M, M correspond to the same edge, we either have M = M or M = M S, and Equation 3.1 again implies that the definition of |B| and the arrow was consistent. Also, note that C is necessarily assigned to the region R 2 .
For an alternate interpretation of the arrow, note that each edge E touches four regions, two along the length of the edge, and two its vertices. The arrow on E points from the region touching a vertex with a smaller number to the region touching a vertex with a larger number. These regions have the same number if and only if the number on the edge is 0, i.e. no arrow was drawn.
As The numbers which appear in regions are precisely the numbers which can be represented properly by the BQFs in the equivalence class. This fact, coupled with the following lemma, allows us to determine if a number is properly represented by a given BQF.
Key properties of the topograph
Lemma 3.1 (Climbing Lemma). Let q = [A, B, C] be a BQF with A, B, C > 0. In the topgraph with q present, numbers beyond q (in the direction of the arrow on the edge corresponding to q) are strictly increasing.
Proof. In the region beyond we fill in A + B + C, and on the two adjacent edges we fill in B + 2A, B + 2C, so the numbers in the regions and the edges grow (and they remain positive, so the same applies again).
Given two forms on a topograph q 1 , q 2 , we can easily find the transition matrix to go between them. Indeed, let M = Id, let
and start at the oriented edge corresponding to q 1 . Take the path to the oriented edge corresponding to q 2 , where going forward and left corresponds to multiplying M by L on the right, forward and right corresponds to multiplying M by R on the right, and reversing direction corresponds to multiplying M by S on the right. It can be checked that indeed, M • q 1 = q 2 .
The topograph of indefinite forms
When a binary quadratic form is indefinite, it will properly represent both positive and negative numbers. How is this fact reflected in the topograph? First, note that there are finitely many forms [A, B, C] of fixed discriminant D > 0 which satisfy AC < 0, since the equation D = B 2 − 4AC > B 2 must be satisfied. On the topograph, it can be shown that such forms form a single path called the "river," which separates the regions with positive numbers from the regions with negative numbers. Since there are finitely many forms possible, it is in fact a periodic sequence.
When drawing the topograph of an indefinite form, it is best to "flatten" the river and draw it horizontally, with trees branching off above (the positive direction) and below (the negative direction). Start at a vertex V on the river, and travel to the right along it, keeping track at each vertex whether we go left (L) or right (R). By stopping after the going along the smallest period of the river, we get a sequence of L's and R's. By taking a sequence to be equivalent to cyclic shifts, we assign a sequence to each topograph. Definition 3.2. For a topograph T or form f in T , define Riv(T ) = Riv(f ) to be this sequence, called the "river sequence". It can either be thought of as an infinite (in both directions) periodic sequence of L's and R's, or as a finite sequence by only taking the least period of the topograph river, and declaring two sequences to be the same if they differ by a cyclic shift (for example LLR ∼ LRL ∼ RLL). Furthermore, the river is said to "flow" from left to right when the positive regions are above the river.
The topograph of [1, 2, −2] as displayed in Figure 4 has river sequence RLL, and Figure 5 gives part of the topograph of [10, 14, −5], which has discriminant 396 and river sequence RRRLLRL.
Some key questions are: • Can we recover a topograph from a river sequence?
• What is the connection to a topograph where the river "flows backwards"?
• What river sequences are possible?
• Does γ q flow with or against the river?
The answer to the first question is yes. Take the smallest period of the river sequence, and using R, L as in Equation 3.2, we get the invariant automorph of a form on the river, which thus determines the form and hence the entire topograph. It is important that we constructed this automorph by going right in the sequence, i.e. in the direction of the flow of the river. If we had gone to the left (against the flow), we would have also picked up a generator of the automorphism group of q, but it would be the inverse of what we define in Definition 2.1. In fact, this shows that this river sequence (i.e. going left) gives us the river sequence of −q, the reciprocal of q. Formally put, to get Riv(−q), take Riv(q), replace the L's by R's and R's by L's, and reverse the sequence. Thus it is easy to detect if an equivalence class is reciprocal directly from the river sequence. For example, RRRL is not reciprocal, but RRLL is.
In terms of possible sequences, note that there must be at least one L and one R, as indefinite forms represent both positive and negative numbers. From the above commentary, we see that any periodic sequence with at least one L and one R is the river of some topograph (noting that the constructed automorph is in fact hyperbolic, so it does correspond to a PIBQF).
The final answer is γ q flows with the river, no matter what q is. To see this, first assume q = [A, B, C] is on the river with A > 0. Then the entries of γ q are all positive, and two of the enties of γ −1 q are negative. The invariant automorph obtained by going along the flow of the river will be a product of L's and R's, and will thus have positive entries, which gives the result in this case. The general result follows from Equation 2.1.
Remark 3.3. When studying indefinite quadratic forms, one normally introduces the notion of a reduced form, defines right and left neighbours of reduced forms, and shows that this forms a unique cycle. Taking the common choice of [A, B, C] is reduced if B > |A + C|, when going along the river, these reduced forms correspond to the forms between the branches switching from the negative to the positive sides of the river (and vice versa). Taking the right/left neighbour just corresponds to going to the next reduced form along the river.
Remark 3.4. Let q = [A, B, C] be a PIBQF; we can think of the river of the topograph of q as its root geodesic. We have A = q(1, 0), and the number appearing in the corresponding place after applying γ n q will be A = q(x, y), where
, whence x y = γ n q (∞). As n → ∞, γ n q (∞) → q f , and as n → −∞, γ n q (∞) → q s . Since γ q moves along the river in the direction it is flowing, we can think of the river as flowing from the second root of q to the first root of q.
Intersection numbers in terms of the topograph
Consider two topographs T i , with chosen pairs (E i , V i ) of an edge E i in the graph of T i and a vertex V i on E i (i = 1, 2). Since the underlying graphs are the same, we can superimpose one graph on the other by identifying V 1 with V 2 and E 1 with E 2 . When we do this, one can consider the interaction of the superimposed rivers R 1 , R 2 .
Proposition 3.5. Let the PIBQFs q i correspond to topographs T i (i = 1, 2).
(i) The root geodesics of q 1 , q 2 intersect uniquely in the upper half plane if and only if when you superimpose T 1 , T 2 at q 1 , q 2 (as above), the superimposed rivers R 1 , R 2 meet and cross. Furthermore, the root geodesics completely overlap if and only if the rivers R 1 , R 2 completely overlap.
(ii) If the root geodesics of q 1 , q 2 intersect uniquely in the upper half plane, consider the flow of the the rivers. Going along the river R 1 in the direction it is flowing, if R 2 joins the river from the right hand side then the sign of the intersection is 1, and if it joins from the left the sign is −1.
Proof. Consider the set {(sign(q 1 (x, 1)), sign(q 2 (x, 1)))}, as x ranges over R. Of the 4 possible non-zero pairs of signs (±1, ±1), we note that
• All 4 pairs appear if the root geodesics intersect in the upper half plane;
• 3 pairs appear if the root geodesics do not intersect in the upper half plane and do not overlap;
• 2 pairs appear if the root geodesics overlap.
This also remains true if we instead consider
where (x, y) range over pairs of coprime integers. When we superimpose the topographs, the numbers in the regions correspond to the values that q 1 , q 2 take on coprime integers. Since we impose q 1 on top of q 2 , the value of q 1 (x, y) is imposed onto the value of q 2 (x, y). However, the rivers R 1 , R 2 determine the boundary between the signs of the numbers in the regions, so that we get 4 sign combinations if and only if the rivers meet and cross, 3 if they either never meet or meet and do not cross, and 2 if they overlap. Figure 6 demonstrates the four possible flow configurations, and the claimed corresponding sign. Recall Remark 3.4, where we interpreted the river as flowing between the two roots. Combining this with the interpretation of the sign found in Remark 2.5 gives the above picture, as the second river originates at the second root and flows towards the first root.
Corollary 3.6. Let q 1 , q 2 be a strongly inequivalent pair of PIBQFs. Then the unweighted intersection number Int(q 1 , q 2 ) is equal to the number of ways to superimpose the topographs corresponding to q 1 , q 2 on top of each other so that the rivers R 1 , R 2 meet and cross, modulo the periods of the rivers. The weighted intersection number Int ± (q 1 , q 2 ) is the same, except we add 1 when R 2 joins R 1 from the right, and −1 when R 2 joins R 1 from the left. Proof. This follows from Proposition 1.15 and Proposition 3.5.
Let's examine the consequences of Corollary 3.6 a bit more closely. If we have an intersection, we can follow the flow of the river R 2 until it meets R 1 to find a unique pair of vertices (V 1 , V 2 ) satisfying
• V 1 is superimposed on V 2 ;
• the vertex preceding V 2 (in the sense of the flow of R 2 ) is not superimposed on the river R 1 .
Furthermore, given a pair (V 1 , V 2 ) of vertices on the rivers R 1 , R 2 respectively, there is a unique way to superimpose the topographs so the above is satisfied (though there is no guarantee that the rivers end up crossing). Since the rivers can either be flowing right or left at V i , we have four different behaviours, and display them in Sign: For a non-trivial identity, we have the following proposition.
Proposition 3.7. The following equalities hold
Proof. Let the river corresponding to q 1 be R 1 = (x 1 , x 2 , . . . , x m ) and the river corresponding to q 2 be R 2 = (y 1 , y 2 , . . . , y n ), where L is represented by 0 and R by 1. For now, assume that gcd(m, n) = 1. Let A = (a 1 , a 2 , . . . , a mn ) be the sequence R 1 repeated n times, and let B = (b 1 , b 2 , . . . , b mn ) be the sequence R 2 repeated m times (take indices of A, B modulo mn). As gcd(m, n) = 1, pairs (x i , y j ) with 1 ≤ i ≤ m and 1 ≤ j ≤ n biject with the pairs (a k , b k ) for 1 ≤ k ≤ mn. Intersecting the rivers flowing in the same direction at (a k , b k ) first requires a k = b k . The rivers will then take the same path until we get to the smallest r ≥ 1 such that a k+r = b k+r . We will have an intersection if a k = a k+r ! In particular, consider the sequence C = A + B (mod 2) = (c 1 , c 2 , . . . , c mn ). Potential intersections will correspond to consecutive pairs of 1's in C, so let I = {1 ≤ i ≤ mn : c i = 1} = {i 1 , . . . , i r } with i 1 < i 2 < . . . < i r . Form the sequence D = (a i1 , a i2 , . . . , a ir ), seen cyclically. In the sequence D, we have
• going from 0 to 0 corresponds to R 2 coming in from the right and leaving to the right;
• going from 0 to 1 corresponds to R 2 coming in from the right and leaving to the left;
• going from 1 to 0 corresponds to R 2 coming in from the left and leaving to the right;
• going from 1 to 1 corresponds to R 2 coming in from the left and leaving to the left.
In particular, Int RS (q 1 , q 2 ) counts the number of times we change from 0 to 1 in D, and Int LS (q 1 , q 2 ) counts how many times we change from 1 to 0 in D. As D is periodic, these are equal, hence the result follows in this case. When gcd(m, n) = d > 1, we instead form sequences of length
Explicit computation of the intersection number
The proof of Proposition 3.7 gives us a nice and fast algorithm to calculate intersection numbers. We first describe how to calculate the river sequences, and then present the algorithm.
Algorithm 3.10. Given a PIBQF q of discriminant D, this algorithm calculates the river sequence of q.
1. Find a reduced form q equivalent to q (see any book on quadratic forms, for example Chapter VII of [Dic29] ).
2. If the leading coefficient of q is negative, replace q by S • q .
3. Input (·, q ) into the following process (· is the empty string):
then terminate the process and return V ; otherwise, repeat with (V , f ).
. Append k copies of R to the right of V to form V , and let
terminate the process and return V ; otherwise, repeat with (V , f ).
Proof. The algorithm works by finding the consecutive blocks of R's and L's found on the river. Reduced forms always appear between branches on opposite sides of the river, so we start in a valid location. The maximum number of L's we can go along the river corresponds to the maximum value of k for which applying ( 1 k 0 1 ) to f gives a third coefficient that is negative, and the maximum number of R's corresponds to the maximum value of k for which applying ( 1 0 k 1 ) to f gives a first coefficient that is positive. By applying this process repeatedly, we will follow the river and eventually come back to our original form after completing the period of the river. Note that in the actual process, after finding a block of L's we know that we will get a block of R's (and vice versa), so we only have to calculate both k and k the first time.
By calculating maximal blocks of L's and R's at once, the algorithm more efficient than calculating each L and R on the river step by step.
Algorithm 3.11. Given a pair of strongly inequivalent PIBQFs q 1 , q 2 , this algorithm calculates Int RS (q 1 , q 2 ).
1. Use Algorithm 3.10 to calculate the river sequences for q 1 , q 2 , denoted r 1 = (x 1 , x 2 , . . . , x m ) and r 2 = (y 1 , y 2 , . . . , y n ), where L's are denoted by 0's and R's by 1's. (c) Let j 1 < j 2 < . . . < j r be the indices j for which c j = 1, and let j r+1 = j 1 .
(d) For each index 1 ≤ k ≤ r with a j k = 0 and a j k+1 = 1, add 1 to I.
Return I
By applying the above algorithm to the pair (−q 2 , q 1 ), we calculate Int RO (q 1 , q 2 ), and hence get Int(q 1 , q 2 )
by Corollary 3.8. Proof. The automorph of q 1 is 1 1 1 2 = RL, and it can be shown that the automorph of q 2 is
Since q 1 is reciprocal, by Corollary 3.8, Int(q 1 , q 2 ) = 4 Int RS (q 1 , q 2 ). Following Algorithm 3.11, if n is even we In the left hand case, the only time sequence A goes from a 0 to a 1 between consecutive 1's in C is from index n to n + 1. Similarly, in the right hand case, it is only from indices n − 1 to n + 2. Therefore, Int RS (q 1 , q 2 ) = 2, as claimed. When n is odd, the analogous result follows. are equal when either input is a reciprocal matrix/quadratic form, and they are not necessarily equal when both inputs are not reciprocal.
Conjecture 4.1. Let q 1 , q 2 be a strongly inequivalent pair of PIBQFs. Then the linking number ofγ q1,+ and γ q2,+ in SL(2, Z)\ SL(2, R) with the trefoil filled in is equal to either − Int RS (q 1 , q 2 ) or − Int RO (q 1 , q 2 ).
To approach this conjecture, one would need to understand how to compute the linking number when the trefoil knot is filled in. Since this has not been done, we do not have any numerical evidence towards the conjecture.
Distribution of intersection points and angles
Given a pair of strongly inequivalent PIBQFs q 1 , q 2 , Theorems B and C imply that we get a set of size Int(q 1 , q 2 ) of PSL(2, Z) equivalence classes of CM points. The points all have discriminants being a square divisor of a number of the form x 2 − D 1 D 2 , but what more can be said about them? In [Duk88] , Duke considers the images on the modular curve of Heegner points and modular geodesics coming from fundamental discriminants D. With reference to convex regions with piece-wise smooth boundary, he proves that the Heegner points are equidistributed as D → −∞, and the modular geodesics are equidistributed as D → ∞. We would like to formulate similar results for the case of intersecting modular geodesics.
Start by fixing q 1 , and consider q 2 strongly inequivalent to q 1 . Let z ∈ q1 and let =˙ z,γq 1 z . The intersection points on˜ q1 lift uniquely to , so we can study the distribution of intersections on˜ q1 by lifting to .
A natural guess would be to say that the intersection points become uniformly distributed on as disc(q 2 ) → ∞, and this appears to be true in many examples. However, Example 3.12 gives a family q n = [1, n, −1] for which disc(q n ) = n 2 + 4 → ∞ and Int([1, 1, −1], q n ) = 8 for all n, which contradicts this. The next reasonable alternative would be to fix q 1 and take all forms of discriminant D as D → ∞. Taking this one step further, let D range between 10 7 + 1 and 10 7 + 100 (we take a small range of discriminants to increase the number of data points). There are 507159 intersections points, and we calculate the hyperbolic distance (along˜ q1 ) between the image of z = −4+ √ 5i 3 and the intersection points. By using 4816 bins of length 0.0004, we generate a histogram in Figure 9 . The data appears fairly equidistributed, and we formalize this statement in a conjecture.
Conjecture 4.2. Let q be fixed, let D be a discriminant not equal to disc(q), and let I q (D) denote the set of points on˜ q that appear as intersections between q and a form of discriminant D. Then the set I q (D) is equidistributed (with respect to the hyperbolic metric) on˜ q as D → ∞.
A similar topic of study would be the distribution of the intersection angles. We take the domain of arctan to be [0, π), and as before, fix q 1 = [1, 1, −1] and let D range between 10 7 + 1 and 10 7 + 100. By using 6287 bins of length 0.0005 radians, we generate a histogram in Figure 10 . 
Changing the discrete subgroup
A natural generalization of this paper would be to replace Γ = PSL(2, Z) with other discrete subgroups of PSL(2, R) (Section 1 was written in full generality for this purpose). Taking Γ to be the group of units in an Eichler order of a quaternion algebra (so that Γ\H is a Shimura curve) is the subject of the author's upcoming thesis ([Ric20] ).
