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Processus d’apprentissage, savoirs complexes et traitement de l’information : un 
modèle théorique à l’usage des praticiens, entre sciences cognitives, didactique et 
philosophie des sciences 
 
 
Cherchant à établir un pont théorique et pratique entre les sciences de l'éducation, les sciences cognitives et 
la philosophie des sciences, la thèse développe un modèle didactique à l'interface entre ces disciplines : le 
modèle allostérique de l'apprendre développé par Giordan et al. (1992), qui s'inscrit dans le paradigme des 
théories du changement conceptuel. 
Nourri par les travaux récents des psychologues cognitifs sur les processus d'apprentissage tels que les théories 
du recyclage neuronal (Dehaene, 2007) ou de l'inhibition cérébrale (Houdé & Tzourio-Mazoyer, 2003), ainsi 
que sur diverses théories relatives à l'élaboration de la pensée telles que l'économie comportementale (Tversky & 
Kahneman, 1982) ou le modèle-cadre SRK (Rasmussen, 1990), ce modèle développe et précise le concept 
d'allostérie à travers la description et la formalisation des processus de déconstruction-reconstruction des 
conceptions, qui ont lieu lors des apprentissages complexes. 
De la phase de théorisation du modèle, effectuée par un recours aux formalismes de la réactivité chimique en 
accord avec la métaphore initiale de l'allostérie, on déduit divers environnements didactiques opératoires et 
féconds pour le praticien de l'enseignement et de la communication des sciences. Ces prévisions théoriques 
sont alors mises à l’épreuve de l’expérimentation didactique à travers une recherche de terrain sur la notion 
d'expérience contre-intuitive (Eastes & Pellaud, 2004) menée auprès de différents types de publics. 
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PROCESSUS D’APPRENTISSAGE, SAVOIRS COMPLEXES ET TRAITEMENT DE 
L’INFORMATION : UN MODELE THEORIQUE A L’USAGE DES PRATICIENS, 





Cherchant à établir un pont théorique et pratique entre les sciences de l'éducation, les sciences 
cognitives et la philosophie des sciences, la thèse développe un modèle didactique à l'interface entre 
ces disciplines : le modèle allostérique de l'apprendre initié et développé par Giordan (1988) et al. 
(1992), qui s'inscrit dans le paradigme des théories du changement conceptuel. 
 
Nourri par les travaux récents des psychologues cognitifs sur les processus d'apprentissage tels que 
les théories du recyclage neuronal (Dehaene, 2007) ou de l'inhibition cérébrale (Houdé & Tzourio-
Mazoyer, 2003), ainsi que sur diverses théories relatives à l'élaboration de la pensée telles que 
l'économie comportementale (Tversky & Kahneman, 1982) ou le modèle-cadre SRK (Rasmussen, 
1990), ce modèle développe et précise le concept d'allostérie à travers la description et la 
formalisation des processus de déconstruction-reconstruction des conceptions, qui ont lieu lors des 
apprentissages complexes. 
 
De la phase de théorisation du modèle, effectuée par un recours aux formalismes de la réactivité 
chimique en accord avec la métaphore initiale de l'allostérie, il est possible de déduire divers 
environnements didactiques opératoires et féconds pour le praticien de l'enseignement et de la 
médiation scientifiques. Ces prévisions théoriques sont alors mises à l’épreuve de l’expérimentation 
didactique à travers une recherche de terrain centrée sur la notion d'expérience contre-intuitive 
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LEARNING PROCESSES, COMPLEX KNOWLEDGE AND INFORMATION 
PROCESSING: A THEORETICAL MODEL FOR PRACTITIONERS, BETWEEN 





Aiming at bridging education sciences, cognitive sciences and philosophy of science both 
theoretically and practically, this thesis develops a didactical model at the interface between these 
fields: the allosteric learning model developed by Giordan (1988) et al. (1992), understood in the 
context conceptual change theories paradigm. 
 
Fueled by the recent works of cognitive psychologists on learning processes such as neuronal 
recycling (Dehaene, 2007) or cerebral inhibition (Houdé & Tzourio-Mazoyer, 2003), as well as on 
various theories related to  the thought processes such as behavioral economics (Tversky & 
Kahneman, 1982) or the Skills-Rules-Knowledge framework model (Rasmussen, 1990), this model 
develops and refines the concept of allostery through the description and formalization of specific 
processes that take place in complex learning situations: the deconstruction-reconstruction of 
conceptions. 
 
Based on the theorization of the model, done through the use chemical reactivity formalisms in line 
with the initial metaphor of allostery, it is possible to deduce various operational and fruitful 
didactical environments for teaching practitioners or science communication professionals. These 
theoretical projections are then put to the test through didactic experimentation taking the shape of 
field research on the notion of counter-intuitive experiment (Eastes & Pellaud, 2004) conducted with 
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dont  je  m’aperçois  aujourd’hui  qu’elles  étaient  empreintes  d’une  certaine  naïveté,  qui  allait  me 
conduire, un  jour,  à  engager un  travail de  thèse non pas en  chimie, mais  sur un  sujet  relevant de  la 
didactique, des sciences cognitives et de la philosophie des sciences. 
Cette  thèse,  qui marque  la  concrétisation  d’une  évolution  académique  régulière  depuis  une  dizaine 
d’années,  a  deux  origines.  Toutes  deux  sont  liées  aux  affres  que  vivent  les  enseignants  et  les 




depuis  l’enfance. Une passion concrétisée sur  le  terrain par des expériences multiples d’enseignement 
des sciences à tous les niveaux (du primaire aux concours d’entrée des Ecoles normales supérieures), en 
France  et  dans  divers  pays  francophones  africains.  Une  passion  nourrie  de multiples  expériences  de 
formation  d’enseignants  et  de  chercheurs,  de  médiation  scientifique  auprès  de  publics  divers, 
d’invention ou de développement de concepts pédagogiques variés, ou encore de missions d’expertise 
sur  la  communication  des  sciences  pour  l’industrie. Mais  une  passion  qui,  pour  être  complète,  devait 
s’accompagner d’une réflexion approfondie sur la question de la manière dont on apprend. 
La nécessité d’accéder à  la compréhension des processus qui  régissent  l’élaboration des  savoirs  chez 
les  personnes  en  situation  d’apprentissage  est  devenue  évidente  pour  moi  en  2001,  lors  de  ma 
rencontre  avec  André  Giordan  et  Francine  Pellaud,  respectivement  directeur  et  assistante  au 
Laboratoire de Didactique et Epistémologie des Sciences (LDES) de l’Université de Genève. Comme bon 
nombre de vulgarisateurs et pédagogues en herbe, j’ignorais totalement cet aspect de l’apprentissage 
au  profit  de  celui  de  la  transmission  des  savoirs,  que  j’estimais  primordial  et  prééminent.  Pour  bien 




bien  des  difficultés  que  je  rencontrais  dans  ma  pratique  d’enseignant,  de  vulgarisateur,  voire  du 
« prosélyte de la chimie » que j’étais alors. A partir de cette double rencontre aux Journées de Chamonix 
(JIES) auxquelles je m’étais pourtant rendu à reculons (et dont j’ai repris depuis l’organisation), je ne 
devais  plus  jamais  douter  de  l’importance  d’accéder  à  la  compréhension  de  l’ensemble  des 
phénomènes qui peuvent être regroupés sous  le vocable général de processus d’apprentissage, et qui 
conditionnent  en  outre  les  capacités  d’action,  d’analyse  et  de  compréhension  des  individus. 
Entreprendre  une  thèse  sur  le  sujet  constituait  dès  lors  la meilleure manière  de  comprendre  cette 
dimension  fondamentale  de  l’enseignement,  dans  le  double  but  de  1/  parfaire  mes  compétences 
pédagogiques et 2/ apporter une modeste contribution à ce sujet complexe en y faisant converger mes 








leurs  problèmes  de  communication  sur  la  fainéantise  des  élèves,  l’ignorance  des  gens  ou 
l’obscurantisme  des  médias,  j’ai  voulu,  par  ce  travail,  communiquer  ce  que  j’avais  découvert. 
Reformuler  quelques  idées  brillantes  développées  dans  le  champ  des  sciences  de  l’éducation,  les 




Dans  la  lignée  des  « militants  de  l’apprendre »  que  constituent  les  membres  du  LDES,  rassemblés 
depuis  des  années  derrière  André  Giordan  (1987),  notre  projet  consiste  autant  à  accompagner  et 
satisfaire un public de praticiens qu’à se conformer aux canons de  la recherche académique. Très 
théorique,  ce  travail  n’en  a  pas  moins  pour  objectif  de  produire  des  outils  pour  l’action 
pédagogique  et  la  communication  scientifique,  académique  ou  institutionnelle,  en  fournissant 
des  « clés »  de  compréhension  relatives  aux  obstacles  inhérents  à  ces  pratiques.  L’avoir  à  cette  fin 
rédigé  dans  une  perspective  éditoriale  pourra  justifier  un  style  qui  s’éloigne  parfois  du  langage 
académique,  ainsi  que  l’utilisation  occasionnelle  de  métaphores,  de  schématisations,  voire 
d’illustrations  humoristiques  et  d’exemples  très  (peut‐être  trop)  concrets,  relativement  inhabituels 























Merci  à  André  de  m’avoir  ouvert  les  yeux  sur  les  fonctionnements  de  la  pensée,  pour  m’avoir 
encouragé à entreprendre cette thèse, et en avoir initié le propos. Il est des idées tellement faites pour 
vous qu’elles  semblent  vous  attendre patiemment ;  telle  un  coup de  foudre,  la  rencontre  est  vive  et 
passionnée, comme elle le fut pour moi à la lecture du premier chapitre d’Apprendre ! (Giordan, 2000). 
Comme dans une relation amoureuse, la progression est longue et semée d’embûches. Mais à l’inverse 
de  la  relation de couple, on est accompagné de  l’extérieur. Merci donc surtout, André, d’avoir su me 











Merci  à  Livio  pour  son  enthousiasme,  ses  conseils,  le  temps  qu’il  a  accordé  à  la  relecture  de  ce 


















la  société,  qui  nécessitent  le  développement  de  recherches  et  d’innovations  constantes  pour 
perfectionner nos manières de penser, d’apprendre et de communiquer. Ces préoccupations couvrent 
en effet des domaines aussi vastes que l’acquisition du langage par l’enfant, la créativité du chercheur, 
l’éducation  scientifique,  la  formation  professionnelle  continue,  la  vulgarisation  scientifique,  la 
communication  institutionnelle  des  organismes  de  recherche,  le  traitement  des  controverses 
sociotechniques,  la  communication  de  crise  et  la  gestion  de  l’image  de  l’industrie,  la  formation  des 
médecins,  l’éducation thérapeutique des patients,  la formation des  journalistes,  le développement de 
l’esprit critique face aux médias…  
 




1897  &  1947 ;  Freinet,  1956…),  introduction  de  la  « démarche  expérimentale »  dans  les  cours  de 
sciences  (Host & Martinand, 1975 ; Giordan, 1978 ; Charpak, Lena & Quéré, 2005),  recours à  l’histoire 
des  sciences  (Giordan  et  al.,  1986/87 ;  Hosson  &  Kaminski,  2007 ;  Mathe,  Meheut  &  Hosson,  2008), 






en main  leur maladie et  leurs  traitements, qu’aux professionnels qui  les  encadrent  (Golay, Lagger & 
Giordan, 2007, 2009).  
Parallèlement,  les  sociétés et  communautés  savantes ont multiplié  les  initiatives pour  rapprocher  la 




Collet,  Eastes &  Faury,  2009),  une multitude de  formes de médiation  scientifique  ont  été  imaginées 
(Eastes, 2004, 2011d), constituant autant de nouvelles approches pédagogiques. 
Quant aux services de communication scientifique des grands groupes  industriels et des  instituts de 
recherche,  ils ont vu  croître  leurs besoins d’informer et de  convaincre un grand public pas  toujours 
acquis à leur cause, au sein de complexes relations corps‐nature‐science‐technologie‐industrie‐société. 
La  rhétorique  a  été  réinventée  (This  in  Pellaud,  2004),  les  techniques  de marketing  (viral  ou  non) 










Or  les  dernières  décennies  se  sont  révélées  tout  aussi  prolifiques  du  point  de  vue  théorique  que 
pratique.  Les  théories  éducatives  ont  d’abord  pu  bénéficier  des  apports  majeurs  de  la  psychologie 
génétique  (Piaget,  1966,  1969 ;  Ausubel,  1968 ;  Bruner,  1986)  puis,  conjuguées  aux  apports  de 
l’épistémologie (Bachelard, 1934, 1938 ; Canguilhem, 1968), elles ont conduit au développement de la 
didactique  des  sciences  (Giordan,  1987,  1998 ;  Martinand,  1986),  avant  la  percée  majeure  des 
neurosciences dont un pan entier a commencé à se préoccuper des différents types d’apprentissages 
(modèles d’acquisition de la lecture et du calcul par exemple : Dehaene, 1996, 2007), éventuellement 
en  recourant  à  l’imagerie  cérébrale  (Houdé,  2004).  Souvent  au  sein  d’une  fédération  de  disciplines 
qualifiée  de  sciences  cognitives,  et  en  lien  avec  la  philosophie  de  l’esprit  (Andler,  2004),  diverses 
théories  sont  nées  des  travaux  des  logiciens  (révision  des  croyances :  Gärdenfors,  1992),  des 
économistes (finance comportementale : Tversky & Kahneman, 1974), des anthropologues (évolution 
culturelle :  Sperber  &  Hirschfeld,  1999,  2004)  et  des  linguistes  (linguistique  générative :  Chomsky, 
1979,  2005),  toutes  conduisant  à  des  modélisations  et  des  compréhensions  plus  fines  du 
fonctionnement de la pensée. 
 
Pourtant,  il  ne  semble  pas  aujourd’hui  exister  d’approche  théorique  applicable  à  tous  les  niveaux 
d’apprentissages  complexes  (c’est‐à‐dire  qui  ne  serait  pas  uniquement  applicable  au  langage,  à  la 
lecture ou à la prise de décision), qui soit à la fois formalisée et fondée sur la pratique pédagogique, et 
surtout intelligible pour le praticien. Il manque essentiellement, entre ces approches académiques, des 
références  et  des  cadres  théoriques  communs,  les  diverses  communautés  de  chercheurs 
(psychologues,  didacticiens,  cognitivistes,  philosophes…)  étant  encore  relativement  disjointes,  et 
surtout éloignées des pratiques. 
En  organisant  leur  convergence  dans  le  paradigme  des  théories  du  changement  conceptuel  (Posner, 
Strike,  Hewson  &  Gertzog,  1982),  ce  travail  de  recherche  s’emploie  à  (ré)concilier  ces  différentes 









certain  nombre  de  termes,  et  notamment  l’acception  scientifique  de  la  notion  de  modèle.  Plus 
précisément,  la  partie  3. Cadre  théorique  et  pratique  aura  pour  objectif  de  décrire  les  apports 
particuliers et les limites des trois approches complémentaires sur lesquelles s’appuiera ensuite notre 
recherche :  les  théories  du  changement  conceptuel,  le modèle  allostérique  de  Giordan  et  les  sciences 
cognitives  appliquées  à  l’éducation.  Nous  y  développerons  en  particulier  les  travaux  récents  des 
psychologues  cognitifs  sur  les processus d'apprentissage  tels que  les  théories du  recyclage neuronal 
(Dehaene,  2007)  ou  de  l'inhibition  cérébrale  (Houdé  &  Tzourio‐Mazoyer,  2003),  ainsi  que  diverses 




qu’il  y  aurait  à  développer  le  concept  d'allostérie  à  travers  une  plus  grande  formalisation  des 
processus  de  déconstruction‐reconstruction  des  conceptions  qui  ont  lieu  lors  des  apprentissages 
complexes. Nous appuyant sur la description du formalisme de la réactivité chimique, nous émettrons 
l’hypothèse (1) qu’il est possible d’exploiter ses outils théoriques pour enrichir le modèle allostérique 
et  le  rendre  non  seulement  explicatif mais  également  prédictif,  tant  du  point  de  vue  des  processus 
d’apprentissage que du traitement cognitif de l’information, à condition de bien préciser les termes et 
les limites de l’analogie. Nous suggérerons alors (2) que notre approche est susceptible de constituer 
une  source  d’innovations  pédagogiques  à  travers  la  prescription  d’environnements  didactiques 
directement dérivés du modèle, définissant une approche pédagogique allostérique. Mais pour pouvoir 
exploiter  ce  modèle  allostérique  formalisé,  nous  proposerons  une  procédure  consistant  en  sa 
validation expérimentale (3) à travers la mise à l’épreuve de certaines de ses prédictions théoriques, et 




et  corrobore  notre  première  hypothèse  de  recherche.  Elle  développe,  dans  le  cadre  théorique 
prédéfini,  la  description  formelle  de  l’ensemble  des  processus  cognitifs  liés  aux  apprentissages 
complexes : traitement de l’information, chemins de pensée, transformations du savoir et stabilisation 
des  conceptions,  contrôles  péricognitifs…  Autant  de  notions  nouvelles  qui  viendront  éclairer  la 
compréhension de la pensée, de l’élaboration des savoirs et, plus généralement, des compétences. 






pédagogiques existantes, c’est‐à‐dire d’en expliciter  les succès et  les  limites, voire d’en proposer des 
perfectionnements. 
La partie 8. Partie  expérimentale : mise  à  l’épreuve du modèle  allostérique  formalisé,  consiste pour  sa 
part en  la mise en œuvre de  la recherche de terrain destinée à valider  le modèle autrement que par 
l'adéquation de ses prédictions théoriques avec  la  littérature. En appliquant  le modèle nouvellement 
conçu  à  la  notion  d’expérience  contre‐intuitive,  nous  en  déduirons  un  certain  nombre  de 
caractéristiques qui devraient être observées  lors de sa mise en œuvre, et qui  constituent une  large 















Rappelons  pour  commencer  la  préoccupation  simple  et  générale  d’où  part  notre  étude :  tenter 
d’enrichir  les  pratiques  d’enseignement  et  de  médiation  scientifiques  par  une  approche  théorique 
opératoire, féconde et intelligible pour les praticiens (Eastes & Pellaud, 2004e). Or pour passer de cet 
objectif  large  à  ce  qui  constituera  plus  spécifiquement  le  cœur  de  notre  travail,  à  savoir  le 
développement,  la  formalisation  et  la  validation  expérimentale  d’une modèle  d’apprentissage  conçu  à 
partir  du  modèle  allostérique  de  l’apprendre  dans  le  cadre  des  théories  du  changement  conceptuel, 
plusieurs choix doivent être justifiés. 
Le  premier  consiste  à  adopter  le  point  de  vue  de  la  didactique  des  apprentissages,  que  nous 




2004),  considérant  que  le  premier  se  nourrit  (entre  autres)  de  la  compréhension  du  second.  Nous 
ferons dès lors uniquement porter notre regard sur l’ensemble des facteurs qui contribuent à faciliter 
toute  forme d’élaboration d’un savoir nouveau par un  individu (« l’apprenant »), quel qu’il soit et où 
qu’il  soit.  En  accord  avec  Giordan  (2004),  nous  nommerons  ce  processus  « l’apprendre »,  non  sans 
employer  occasionnellement  le  terme  d’apprentissage  ou  de  « processus  d’apprentissage »,  plus 
familiers  aux  sciences  cognitives.  Cette  approche  est  visualisable  sur  la  partie  gauche  de  la  figure 1 
(publiée  dans Giordan,  2004),  où  didactique  de  l’apprendre  et  didactique  des  disciplines  s’appuient 
respectivement sur  les modèles d’apprentissage et sur  les modèles d’enseignement. Elles alimentent 
les pédagogies et toutes les situations éducatives. 
Le  second  choix,  presque  préalable  au  premier,  consiste  à  préférer  partir  de  l’approche  de  la 
didactique  et  à  la  compléter  par  celle  des  sciences  cognitives  pour  réaliser  notre  projet,  plutôt  que 




La  plupart  des  recherches  en  psychologie  cognitive,  par  exemple,  s’effectuent  en  laboratoire  et  ont 
pour  principal  objet  d’étude  le  cerveau  humain,  sa  structure,  ses  mécanismes,  sa  plasticité,  ses 
dysfonctionnements ;  elles  s’effectuent  de  ce  fait  souvent  sur  des  nourrissons,  des  malades  ou  des 
individus  cérébro‐lésés.  Une  partie  restreinte  seulement  de  leurs  résultats  peut  être  appliquée  à 
l’éducation  et,  lorsque  les  recherches  se  font  dans  une  perspective  d’amélioration  des  pratiques 
éducatives, elles portent surtout sur les apprentissages fondamentaux tels que la lecture, l’écriture ou 
le calcul. A l’inverse il est vrai, les recherches des didacticiens sont presque exclusivement consacrées 
aux  élèves  et  individus  sains  en  situation  réelle  en  classe,  c’est‐à‐dire  hors  du  laboratoire,  où  la 
diversité  des  facteurs  est  tellement  grande  qu’elle  en  est  non  maîtrisable,  sinon  sur  des  études 


























































Entre  didactique  de  l’apprendre  et  sciences  cognitives,  une  troisième  voie  est  possible :  celle  de  la 









conjuguer  les  efforts  déployés  pour  comprendre  le  fonctionnement  de  l’esprit  humain.  C’est  ce  que 
nous  tenterons de  faire,  notamment  en  reconnectant  le modèle  allostérique de  l’apprendre  avec  les 
modèles  issus  de  ces  autres  disciplines,  soit  en  nous  en  servant  pour  l’enrichir,  soit  en  l’évaluant  à 
l’aune de leurs propres descriptions et prévisions. 









qui  concerne  l’éducation  informelle,  nous  nous  autoriserons  également  à  parler  de  pédagogie ;  le 
niveau  intermédiaire entre éducation  et pédagogie ne sera alors plus scolaire mais muséographique, 
éditorial, médiationnel, etc. 







Dans  toute  la  suite,  nous  emploierons  relativement  indifféremment  les  substantifs  « apprendre »  et 
« apprentissage ». Lorsque nous utiliserons le premier, ce sera toujours pour signifier son emploi dans 
le cadre de la didactique (qui l’introduisit pour éviter la confusion avec les « filières d’apprentissage »). 
L’expression  « processus  d’apprentissage »  sera  quant  à  elle  le  plus  souvent  employée  pour  insister 
sur les mécanismes mentaux ou cérébraux mis en œuvre. 
















A  travers  ses multiples disciplines,  la  science s’est  toujours et avant  tout efforcée de  rationaliser  les 
phénomènes,  c’est‐à‐dire  de  les  catégoriser,  de  les  nommer,  de  les  relier  mais  surtout  de  les 
« modéliser ». On entend par là : 
- la  définition  d’outils  linguistiques  et  théoriques  nommés  concepts  disciplinaires,  définis  aussi 
précisément  que  possible  et  faisant  correspondre  un  terme  à  une  classe  d’objets  ou  de 
phénomènes (exemples : molécule, gène, masse, entropie…) ; 
- l’attribution  à  ces  concepts  de  propriétés  intrinsèques  et  reproductibles,  souvent  idéalisées, 
parfois  traduites par des grandeurs mathématiques qui rendent compte de ces propriétés  (cas 
de la masse m et de l’entropie S dans les exemples ci‐dessus ; on parle alors de formalisation) ; 
- la mise  en  relation  de  ces  propriétés,  qui  se  traduit  par  des  règles,  des  principes  ou  des  lois, 
éventuellement  mathématiques  (règle  de  l’octet,  2nd  principe  de  la  thermodynamique,  loi  de 
Hooke…) ; 




il  est  en  général  restreint  à  des  situations  idéalisées,  définies  par  des  domaines  d’application 
particuliers.  Et  justement  parce  qu’ils  ont  été  conçus  pour  simplifier  des  situations  complexes,  les 
modèles peuvent  être  totalement  inopérants  en dehors de  leurs domaines d’application2. Notons en 
outre que, même dans  leurs domaines d’application,  ils  sont  souvent approximatifs et qu’il  convient 
lors de leur utilisation, non seulement de garder à l’esprit  les limites de leur validité mais également 
leur degré de précision3. 






Ce processus  de modélisation n’est  pas  propre  qu’aux  sciences  formelles  et  il  est  transposable  à  de 
nombreux  autres  domaines.  On  construira  ainsi  des  modèles  numériques  actionnés  par  des 
algorithmes,  tels  que  les modèles météorologiques  ou  climatiques  dont  les  domaines  d’applications 
sont  totalement  distincts  en  termes  de  durées  et  d’échéances,  des  modèles  iconiques  tels  que  la 
représentation  du  développement  durable  de  la  figure 2a,  des  modèles‐objets  qui  permettent  en 
général  la manipulation physique et  les  changements d’échelle  (figures 2b et 2c),  voire des modèles 











Dans  la  suite,  nous  emploierons  régulièrement  l’expression  de  « modèle  phénoménologique ».  Ce 
qualificatif ne doit pas être confondu avec le courant philosophique du même nom, même si les deux 
acceptions  ont  des  origines  communes.  Par  modèles  phénoménologiques,  nous  désignerons  les 
élaborations  théoriques  qui  s’appuient  presque  exclusivement  sur  des  phénomènes  observables,  et 
non sur la caractérisation de leurs causes. L’interprétation qu’ils donnent de ces phénomènes est alors 
fondée sur des concepts qui ne représentent pas nécessairement des paramètres observables dans la 
réalité.  Autrement  dit,  le  modèle  phénoménologique  décrit  la  réalité,  mais  en  s’appuyant  sur  des 
notions qui n’appartiennent pas nécessairement à cette réalité : lorsqu’on les utilise, on peut alors dire 
« tout se passe comme si… ». C’est  le cas de  la plupart des modèles d’apprentissage  formulés par  les 
sciences de l’éducation, qui ont produit des concepts tels que la zone proximale de développement, les 
p‐prims, les schèmes de pensée, les représentations, et que nous décrirons plus loin. 
Beaucoup  d’approches  scientifiques  expérimentales  sont  d’abord  phénoménologiques  avant  d’être 
déterministes.  Ainsi,  la  description  des mouvements  des  planètes  était  phénoménologique  lorsqu’elle 
s’appuyait sur l’existence d’une voûte céleste ; elle a cessé de l’être lorsqu’ont été comprises les causes de 
ces mouvements. La médecine l’a été avec la théorie des humeurs, et l’acupuncture l’est encore quant elle 
s’appuie  sur des méridiens d’énergie  inobservables.  La  théorie des  cordes,  dans une  certaine mesure, 
l’est également, parce qu’elle s’appuie sur des objets hypothétiques. On pense alors immédiatement au 




                                                                                                                                       
d’hydrogène, mais très insuffisant pour décrire la couleur de la chlorophylle… 
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L’approche  phénoménologique  n’est  donc  pas  réservée  aux  sciences  humaines,  où  on  l’attendrait 
davantage.  Et  pour  ne  pas  être  déterministe,  elle  n’en  demeure  pas  moins  opératoire  et  féconde. 
Opératoire car, en s’appuyant sur  les phénomènes observables, elle reste très proches d’eux ; c’est  le 
cas de l’ensemble des modèles de l’apprendre produits par les sciences de l’éducation, tant qu’ils ne se 
fondent  pas  sur  des  observations  d’imagerie.  Féconde  car,  en  imaginant  des  concepts  tels  que  les 
cordes,  les méridiens,  les  états de  transition ou  les  éléments  chimiques,  elle  force  tout de même  les 
scientifiques  (ou  les philosophes)  à  s’interroger  sur  la  véritable nature de  ces  concepts,  à  retourner 
vers  la  nature  pour  l’interroger,  en  imaginant  des  expériences  destinées  à  les  caractériser  en  les 
rendant  observables.  Ainsi  la  notion  de qualia  appartient‐elle  depuis  longtemps  à  la  philosophie  de 




même  ne  se  conçoit  plus  autrement  que  fondé  sur  la  compréhension  préalable  des  particules 
élémentaires, atomes, molécules et autres gènes. Nous verrons pourtant, à la toute fin de cette étude, 
combien  l’approche  phénoménologique,  pour  des  sciences  expérimentales  devenues  déterministes, 
peut être riche d’un point de vue pédagogique. 
Remarquons  pour  finir,  dans  le  cadre  de  cette  distinction  entre  approches  phénoménologiques  et 
déterministes,  que  non  seulement  les  modèles  scientifiques  relevant  de  la  première  peuvent  être 
théoriques,  mais  qu’ils  peuvent  également  être  formels.  A  cet  égard,  le  modèle  allostérique  de 
l’apprendre que nous décrirons plus loin et qui constituera l’objet principal de cette étude, pourra être 
considéré comme théorique et phénoménologique. Et à l’instar de ce que font les sciences cognitives à 
l’égard  de  la  philosophie  de  l’esprit,  notre  travail  consistera  alors  à  le  formaliser  puis  à  le  rendre 






de  situations  d’apprentissage,  ces  modèles  ont  pour  objectif  d’en  expliciter  les  processus  en 
s’appuyant  sur  leurs  caractéristiques  principales.  Véritables  « reconstructions »,  simplifiées  mais 
opératoires,  d’une  réalité  observée  sous  un  cadre  théorique  et  avec  une  approche  expérimentale 
donnés,  ils  ne  s’appliquent  que  dans  des  conditions  précises  et  délimitées.  Fondés  sur  des 
paramètres bien définis et articulés par des comportements identifiés comme des lois généralisables 
ou  érigés  en  principes,  ils  possèdent  enfin,  comme  tous  les modèles  scientifiques,  un  double  rôle 
interprétatif  et  prédictif  qui  consiste  à  la  fois  à  comprendre,  à  expliciter  et  à  imaginer  des 
applications.  
Quelles peuvent‐être  les applications d’un modèle de  l’apprendre ? Tout simplement  l’explicitation 
d’observations  en  situations  d’enseignement  et  la  génération  d’une  pédagogie,  fondée  sur  les 






« modèle »  dans  le  langage  courant),  ce  qui  reviendrait  à  le  confondre  avec  ses  applications.  La 
confusion est pourtant possible, comme lorsque Joyce, Weil & Calhoun (2003) écrivent : « A model of 
teaching  is  a  description  of  a  learning  environment,  including  our  behavior  as  teachers  when  that 
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model  is  used.  These  models  have  many  uses,  ranging  from  planning  lessons  and  curriculums  to 
designing instructional materials, including multimedia programs ». 
Le type de modèle dont il est question ici relève des « modèles d’enseignement », qui s’apparentent plus 
à  des  ensembles  cohérents  de  recommandations  pédagogiques  qu’à  de  véritables  modèles,  au  sens 




En  matière  d’éducation  comme  de  médecine,  le  régime  de  production  des  connaissances  le  plus 
pertinent  n’a  pas  toujours  été  exclusivement  celui  qui  adoptait  une  démarche  expérimentale  et 
scientifique.  En  dépit  de  l’émergence  des  « sciences »  de  l’éducation,  bien  des  principes  et  axiomes 
hérités  des  pédagogues  les  plus  célèbres  n’ont  pas  été  prouvés  scientifiquement,  sans  pour  autant 
qu’ils soient faux. 
Il existe en effet des régimes de production de connaissances alternatifs à la science, dont la légitimité 





cinq  régimes  de  production  de  connaissances,  dont  seul  le  premier  s’apparente  à  la  production 















































Or  la  production  de  connaissances  sur  l’éducation,  comme  en médecine  avec  notamment  la  longue 
tradition  des  médecines  dites  « alternatives »,  a  souvent  procédé  (et  procède  encore)  du  régime 




en  mots  leur  approche  pédagogique,  de  la  décrire  à  l’aide  de  concepts  nouveaux  et  d’articulations 









médecine  ne  peut  être  réduite  à  la  biologie,  compte  tenu  de  « la  distance  séparant  la  science  de  la 










du  spécialiste  pour  les  branches  spécialisées  de  la  didactique.  De même,  leurs  théories  sont  plutôt 
intuitives, émanant de la pratique et de la compréhension directe du terrain. 
Dans la suite, nous parlerons de pédagogie théorisée pour désigner cette approche qui, en des termes 







Ces  considérations  conduisent  à  distinguer  les  modèles  que  nous  qualifierons  d’« explicites »  et 
d’« implicites ».  Les  modèles  explicites  sont  ceux  qui  formalisent  les  manières  d’apprendre  et  les 
processus  d’apprentissage.  De  leur  élaboration  théorique  naissent  des  applications  qui  sont 




dessus.  Ils  constituent  à  la  fois  les  paradigmes  pédagogiques  qui  déterminent  les  méthodes 
pédagogiques  déployées  par  l’enseignant  et  ses  « représentations  naïves »  sur  l’apprentissage,  qui 
l’influencent dans sa manière d’enseigner sans nécessairement qu’il s’en rende compte. 
Or  la  « théorisation  pédagogique »  que  nous  évoquions  plus  haut  a  tout  de même  conduit  certains 











moyens  financiers  dont  elles  disposent,  permettant  notamment  la  mise  en  place  de  puissantes 
techniques expérimentales telles que l’imagerie par résonnance magnétique ou l’eye‐tracking, et grâce 
enfin  à  un  cadre  théorique  et  des  paradigmes  expérimentaux  très  structurés  (Andler,  2004).  Et  en 
effet, elles tentent à présent de construire des modèles théoriques explicites préalables, certes fondés 
sur  l’observation,  mais  selon  des  méthodes  expérimentales  performantes,  et  bien  que  leur  champ 
d’investigation reste encore relativement étroit. 
Le risque est cette fois de voir apparaître des résultats théoriques déconnectés des réalités de la classe et 
de  la  société,  tant  l’étude  du  cerveau d’un  élève  ne  saurait  permettre  de  comprendre  le  comportement 
global de ce dernier lorsqu’il est placé dans ses multiples environnements scolaires, familiaux, politiques 
ou religieux. C’est pourquoi l’approche la plus pertinente consiste probablement en une collaboration 
étroite  entre  chercheurs  en  sciences  cognitives,  didacticiens  et  pédagogues,  les  uns  apportant  leur 




Mais  ces  idées  sont  généralement  peu  robustes,  souvent  contradictoires,  et  s’effritent  souvent  dans  la 
confrontation.  Pour  les  dépasser,  nous  devons,  sans  oublier  nos  humanités,  nous  mettre  à  l’école  des 
sciences  et  nous  soumettre  à  la  discipline  de  l’expérience ».  La  recherche  de  Dweck  sur  les  théories 




Considérant  les deux  rôles  (prédictif  et  interprétatif) des modèles de  l’apprendre,  il  existe au moins 
trois  manières  bien  distinctes  d’en  concevoir  l’usage.  La  première,  par  opposition  à  l’approche 












La  troisième  approche  se  réfère  aux  modèles  implicites  des  enseignants  et  consiste  à  se  poser  la 
question suivante : « A partir de l’observation de la situation pédagogique mise en place, puis‐je déduire 






éducative  réelle,  à  sa  validité  en  situation  d’apprentissage  et  à  sa  concordance  avec  des  pratiques 
pédagogiques  à  l’efficacité  avérée.  Il  est  même  probable  que  la  plupart  des  modèles  théoriques 




choix entre  les approches  inductive et déductive  lors de  l’élaboration de  théories de  l’apprendre. Au 





exprimée  dans  un mode  pédagogique  particulier  qui  pourra même  éventuellement  conduire  à  non 
plus un mais une mode. A l’inverse, une mode pédagogique quelconque, exercée dans un mode donné, 
pourra parfois servir de support et de point de départ à une pédagogie plus générale, caractérisée par 








du modèle  allostérique  de  l’apprendre.  Dès  sa  conception,  ce  modèle  s’est  trouvé  à  l’interface  entre 
expérimentation et  théorisation,  entre  intuition et validation. Notre objectif  consiste à prolonger  cette 
dialectique  en  le  formalisant  pour  en  déduire  davantage  d’applications  pédagogiques  à  travers  des 







paradigmes  de  la  pensée  et  pédagogies  n’a  pas  conduit  à  l’explicitation  systématique  de  modèles 
d’apprentissage  tels  que  nous  les  avons  définis  plus  haut.  Au  contraire,  il  est  souvent  difficile  de 
comprendre si  les écrits des pédagogues relèvent plus de la didactique appliquée ou de la pédagogie 
théorisée,  tout  comme  il  est  difficile  de  distinguer  les  présupposés  théoriques  sur  lesquels  leurs 
conceptions reposent des préceptes pédagogiques qui leurs sont liés. 
Notre  sujet  d’étude  étant  l’apprentissage,  et  le  modèle  que  nous  souhaitons  développer  se  voulant 
avant tout un modèle scientifique au niveau de sa forme comme de son utilité et de sa validation, nous 
serions  tenté  de  vouloir  réserver  les  vocables  de modèle  et  de  théorie  aux  objets  académiques  qui 
vérifient  un minimum de  critères  de  scientificité,  tels  que  décrits  par  les  épistémologies  de  Popper 
(1935), Kuhn (1970) ou Lakatos (1976). Toutefois, il n’est pas possible de faire abstraction de l’emploi 
de  ces  termes dans  la  littérature ;  c’est pourquoi,  dans  la  suite de  cette partie 2. Etat  de  la  question, 
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nous  les  adopterons  hors  de  cette  contrainte  de  scientificité  lorsqu’ils  auront  été  employés  par  les 
auteurs que nous citerons. Ce sera bien entendu le cas de la plupart des « modèles pédagogiques » et 
autres  « modèles  d’enseignement »  déjà  évoqués  (relevant  plus  de  « méthodes »  que  de  véritables 
modèles descriptifs), mais également d’un grand nombre de courants pédagogiques que l’histoire aura 
requalifiés en « théories éducatives ». 
En  effet,  si  la  réflexion  sur  l’éducation  a  depuis  longtemps  été  davantage  menée  sous  le  signe  de 
l’empirisme  et  de  l’habitude  que  fondée  sur  de  véritables  preuves,  elle  s’est  presque  toujours 
accompagnée  de  réflexions  sur  la  pensée.  Que  les  théories  éducatives  reposent  sur  des  modèles 
d’apprentissage  explicites  ou  implicites,  elles  peuvent  en  général  êtres  reliées  à  un  paradigme 
particulier en termes de conception de la nature et du fonctionnement de l’esprit humain. 
Nous  tenterons  donc  de  décrire  l’immense  variété  de  ces  théories  éducatives  en  faisant  ressortir 
autant que possible les modèles de pensée ou d’apprentissage sur lesquels elles reposent, de manière 










Compte  tenu  de  la  diversité  de  leurs  origines  et  la  grande  variété  des  postulats  sur  lesquels  elles 
reposent,  il  est  très  difficile  de  faire  émerger  des  critères  simples  permettant  une  catégorisation  non 
équivoque  des  théories  éducatives.  Il  n’est  probablement  pas  nécessaire  de  rappeler  que  l’éducation 
n’est  pas  qu’une  question  d’apprentissage,  et  qu’à  celle  de  la  performance  de  l’élève  s’ajoutent  des 
problématiques  d’ordres  culturels,  sociaux,  politiques  ou  économiques ;  ces  questions  ont  été 
développées par Eastes & Pellaud  (2008). Ainsi,  tel  auteur pourra prôner  telle  approche pédagogique 
plutôt que telle autre, non pas pour son efficacité en termes d’apprentissage mais pour la sociabilisation 
qu’elle  permet  ou  les  valeurs  qu’elle  véhicule.  En  outre,  la  variété  des  inspirations  de  ces  diverses 
théories  complique  encore  leur  classification :  psychologiques,  épistémologiques,  cybernétiques, 
cognitives,  sociologiques,  technologiques,  voire  humanistes  et  spiritualistes…  autant  d’origines 
s’exprimant selon des approches phénoménologiques, déterministes, expérimentales, philosophiques... 
Il  apparaît  toutefois possible de distinguer quatre grandes  traditions éducatives  si  l’on  se  concentre 
sur  la  question  des  apprentissages,  chacune  semblant  s’appuyer  sur  un modèle  d’élaboration  de  la 
pensée différent, voire sur un cadre théorique et des paradigmes pédagogiques distincts. Même si ces 
modèles n’y sont pas souvent formulés explicitement et même s’il existe des propositions hybrides, les 
frontières  entre  ces  quatre  traditions  sont  bien  sûr poreuses. Nous nous proposons  toutefois  de  les 




La  première  tradition,  celle  du  modèle  transmissif  et  dite  « empiriste »,  conçoit  la  capacité 
d’apprentissage comme une simple mécanique d’enregistrement. Effectuée par un cerveau « vierge » 
et toujours disponible, l’acquisition d’un savoir est le résultat direct d’une transmission. La pédagogie 
qui  découle  de  ce mode d’apprentissage  implicite,  souvent  nommée  « frontale »,  suppose  seulement 










situations  pédagogiques  accompagnées  de  questions  susceptibles  de  réponses  immédiates. 
L’apprentissage  est  favorisé  par  des  « récompenses »  (renforcements  positifs)  ou  des  « punitions » 
(renforcements  négatifs).  A  travers  un  tel  conditionnement,  l’individu  finit  par  adopter  le 
comportement adéquat, celui qui lui évite les renforcements négatifs. 
La  troisième  tradition,  celle  du modèle  constructiviste,  suppose  implicitement  que  l’apprendre  n’est 
pas affaire de transmission mais de « construction », où  l’élève est « acteur » de  l’assimilation de son 
propre savoir. Elle part des besoins spontanés et des intérêts « naturels » des individus, prônant leur 











branches  des  sciences  de  l’éducation  commencent  à  relever  des  sciences  expérimentales  objectives, 
fondées  sur  des  observations  directes  et  non  plus  des  interprétations  statistiques,  des  élaborations 









processus mentaux  qui  y  président.  Pour  autant,  ces  approches  phénoménologiques  de  l’apprendre 







Les  approches  frontales  reposent  sur  une  transmission  linéaire  et  directe  entre  un  émetteur  et  un 





Les  théories  que  Giordan  nomme  « académiques »  sont  les  plus  fréquemment  employées  dans  les 
systèmes  éducatifs.  Egalement  appelées  « rationalistes »,  « réalistes »,  « essentialistes »  ou 
« classiques », elles focalisent leur attention sur la transmission de connaissances (Bloom, 1987). 
Selon  Giordan,  « Les  pédagogies  de  cette  tendance  misent  sur  l’exposition  des  connaissances,  le  plus 
souvent  disciplinaires,  par  un  maître  (Snyders,  1973 ;  Houssaye,  1987).  Le  rôle  de  l’enseignant  ou  du 
médiateur  consiste alors à  transmettre des  contenus,  et  celui de  l’élève ou du public à  les assimiler.  Le 
cours dogmatique ou frontal où l’enseignant est face aux élèves est le plus souvent préconisé. L’excellence 
à  viser  est  une  structuration  des  idées  et  une  progression  dans  leur  présentation.  L’effort maximum  à 






structures  du  savoir  ou  des  méthodes  propres  à  les  produire  et  prend  comme  point  de  départ 
l’élaboration historique ou épistémologique du savoir. Il suppose même parfois que l’élève apprend en 
rencontrant  les mêmes  difficultés  que  les  hommes  qui,  par  le  passé,  ont  élaboré  les  connaissances 
enseignées aujourd’hui et, qu’en conséquence,  il est utile de  le  faire passer par  les mêmes étapes ou 
errances (de Hosson & Kaminski, 2007). Ce sont les écrits de Kuhn (1970) et Popper (1935) dans les 
pays anglo‐saxons, ou de Bachelard (1934, 1938) dans les pays francophones, qui sont principalement 




de  repérer  les  obstacles  et  d’en  expliciter  la  nature  (Canguilhem,  1968 ;  Rumelhart  &  Mac  Lilland, 
1986)  en  s’appuyant  sur  l’histoire des  sciences,  prévoyant  ensuite pour  chacun d’eux des  situations 
pédagogiques  propres  à  les  dépasser  ou  à  les  éviter.  Le  plus  souvent,  l’enseignant  essaie  de  faire 







Les  théories  technologiques  mettent  l’accent  sur  l’amélioration  du  message  par  le  recours  à  des 
technologies  appropriées.  Le mot  « technologie »,  pris  dans  un  sens  très  large,  comprend  autant  les 
procédures  de  communication  (impliquant  un  émetteur,  un  récepteur,  des  codes…)  que  le matériel 
didactique  de  communication  et  de  traitement  de  l’information  (panneaux,  projections  fixes,  films, 
bandes son, CD et DVD… (Lockard et al., 1990 ; Wager et al., 1990 ; Lapointe, 1990)). Elles sont de plus 
en  plus  centrées  sur  l’ordinateur  et  les  technologies  numériques,  incluant  l’analyse  de  l’usage  du 





d’imprégnation  (Tickton,  1971).  La  plupart  de  ces  approches  misent  actuellement  sur  les  capacités 
« impressionnantes »  de  l’ordinateur  (Kearsley,  1987 ;  Lawler,  1987 ;  Solomon,  1986).  Celui‐ci  peut 






« L'empirisme  est  une  doctrine  philosophique  qui  souligne  le  rôle  de  l'expérience  dans  la  connaissance 
humaine,  en minimisant  la  part  de  la  raison.  Le  terme  « empirisme »  est  dérivé  du  grec  empeiria,  qui 
signifie  « épreuve »  ou  « expérience »5 ».  Selon  ce  modèle,  tout  ce  que  l'enfant  sait  provient  d'une 
expérience vécue. Le premier à émettre cette hypothèse est  le philosophe anglais  John Locke (1632‐
1704) : « Il n'est rien dans l'intellect, qui n'ait auparavant été dans la sensation », écrit‐il. Dans son Essai 
sur  l’entendement  humain  (1693),  il  présente  l’idée  ‐révolutionnaire pour  l’époque‐  que nos  images, 
nos  pensées  sont  le  fruit  de  notre  seule  expérience.  Contrairement  aux  penseurs  Rationalistes  de 
l’antiquité et de  son époque qui ne  jurent que par une  raison  innée, Locke développe une vision du 







une  proposition  qui  lui  est  formulée  par  celui  qui  détient  le  savoir.  Selon  Giordan  (2010), 
                                         
5  Hachette multimédia (2001) – en ligne. 
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« L’apprendre  dans  ce  cas  suppose  seulement  une  relation  linéaire  et  directe  entre  un  émetteur 
(l’enseignant),  détenteur  d’un  savoir  et  un  récepteur  (l’élève)  qui  enregistre  une  suite  de  messages 
proposées  suivant  une  logique  préalable.  Pour  faire  passer  son  message,  l’enseignant  postule  qu’il  lui 
suffit de présenter ou d’expliquer, éventuellement d’argumenter. ». 




suffit  d’être  en  situation  de  réception.  Le  rôle  de  l’enseignant  est  d’exposer  clairement,  de montrer 
avec conviction, éventuellement de répéter. 





certains  apprentissages  du  nourrisson  et  l’apprentissage  d’une  langue  nouvelle  par  immersion  et 
imprégnation,  ou  encore  la manière dont on peut  apprendre  à  la  lecture d’un  livre,  à  l’écoute d’une 
conférence  et  plus  généralement  dans  toute  situation  de  transmission  frontale  d’un  savoir  ou 
d’apprentissage « par cœur » (figure 5). Cette idée ne se limite d’ailleurs pas aux seules connaissances 
et peut être étendue aux autres types de savoirs. L’expérience montre par exemple qu’il arrive qu’un 














Le  modèle  empiriste  sous‐tend  donc  implicitement  ou  explicitement  l’ensemble  des  « pédagogies 
frontales »,  où  « celui  qui  sait »  divulgue  son  savoir  à  « celui  qui  ne  sait  pas ».  Sa  concrétisation 
classique est  le cours ex‐cathedra  lors duquel l’enseignant expose un savoir à ses élèves. Mais elle se 
retrouve également dans la projection d’une séquence vidéo, dans la démonstration d’une expérience 
faite par  l’enseignant, voire dans  l’enseignement expérimental des sciences, par  le biais du classique 
« mode opératoire » directif, distribué aux élèves lors de la réalisation d’une expérience. 
Contrairement à ce que croient nombre d’auteurs, les fiches d’activités ne sont pas une pratique active 
qui  les  rangerait  dans un modèle  constructiviste ;  elles  sont  le  plus  souvent du  frontal  indirect. Des 
pratiques dialoguées viennent parfois certes enrichir cette approche pédagogique. Mais bien souvent, 




































Tous  ces  paramètres  créent  autant  d’obstacle  à  l’apprendre,  à  commencer  par  le  langage.  Sous  les 
mêmes  mots,  il  peut  exister  un  décalage  énorme  entre  le  savoir  enseigné  et  les  connaissances 
préalables  des  élèves  (enfants  ou  adultes).  De  plus,  cet  enseignement  conduit  le  plus  souvent  à  la 
fermeture de l’esprit et à l’ennui. D’où le nombre d’échecs ou d’exclusion de ce type de pédagogie. Dans 
le meilleur des cas, l’élève répète et donne ainsi l’illusion d’avoir appris sans forcément avoir compris. 
Manifestement,  dans  cette  approche,  l'erreur  a  été  (et  est  toujours)  de  croire  que  l'on  peut  fournir 
directement  du  savoir  aux  individus.  L’étude  didactique  la  plus  simple  le  montre :  la  structure  de 






Les  théories  « behavioristes »  (de  l'anglais  behaviour,  qui  signifie  « comportement »)  se  sont 
développées en réaction aux approches dites « mentalistes » de la fin du XIXème siècle et présentent 
l’apprendre comme le résultat d’un conditionnement de type réflexe faisant appel à des stimuli positifs 
(récompenses)  ou  négatifs  (punitions).  Ayant  conduit  à  l’« apprentissage  programmé »  ou 
« skinnérien »,  elles  mettent  l'accent  sur  l'apprentissage  de  comportements  adéquats  dans  une 
situation donnée, en termes de connaissances ou de gestes.  
Hostiles  à  la  méthode  d’introspection,  la  tradition  behavioriste  émane  des  études  sur  le 
conditionnement  animal menées  par  le  neurophysiologiste  russe  Pavlov.  Historiquement,  c'est  John 
 41 
Broadus  Watson  qui  fut  le  premier  à  utiliser  le  terme  « behavioriste »  dans  un  très  court  article 
considéré aujourd'hui comme  le manifeste du behaviorisme :  "Psychology as  the behaviorist views  it" 
(1913 ; voir également Watson 1908, 1914, 1915, 1930, 1936). Mais le modèle fut surtout développé 
par les psychologues américains Holland et Skinner (Skinner, 1968 ; Holland & Skinner, 1987). 




En  d’autres  termes,  selon  cette  théorie,  la  manière  dont  les  rats  apprennent  à  s’orienter  dans  un 
labyrinthe  et  la  manière  dont  des  bébés  humains  apprennent  à  parler  sont  fondamentalement 
Similaires (Skinner, 1957) ; dans  les deux cas,  l’organisme associe des stimuli et des réponses. On en 
déduit  évidemment  l’inutilité  de  l’effort  supplémentaire  consistant  à  étudier  des  bébés  humains, 
puisqu’il est autrement plus facile de réaliser des expériences sur des rats de laboratoire. 
Ce mouvement a eu beaucoup d’influence sur les enseignants professionnels et technologiques. Dans 
l’enseignement  général,  il  a  conduit  à  développer  l’enseignement  programmé  (Landa,  1974)  et  la 
pédagogie  par  objectifs  (Bloom  et  al.,  1956 ;  Mager,  1962 ;  Krathwohl,  1964).  Ses  retombées  sont 
encore observables dans de nombreux programmes, notamment dans  les pays anglo‐saxons et dans 
certains outils pédagogiques. Nombre de musées et d’expositions ont également utilisé ce principe. 
Mais  la  théorie  a  été  fort  mise  à  mal  à  partir  des  années  1950,  notamment  grâce  aux  travaux  du 
linguiste Chomsky, qui a démontré que l’acquisition du langage était tout simplement impossible par 





Le modèle  de Watson  postule  que  l’on  ne  peut  accéder  aux  états mentaux  des  individus,  car  ils  sont 
inobservables.  Assimilé  à  une  « boîte  noire »,  la  pensée  de  chaque  individu  peut  cependant  être 
« influencée »  de  l’extérieur  par  des  situations  bien  conçues :  c’est  ainsi  qu’il  pourra  apprendre.  Les 
propositions  du  modèle  behavioriste  sont  par  suite  fondées  sur  un  principe  d’entraînement  par 




d'entraînement  et  de  renforcement,  renforcés  par  des  stimuli  positifs  (récompenses)  ou  négatifs 
(punitions), extérieurs (environnement externe) ou intérieurs (environnement interne). 





les  « déclics »  qui,  soudain,  font  prendre  conscience  de  détails  inexplicables  par  un  instructeur. 
Imaginons encore un individu qui emménagerait dans une ville ou un quartier qu’il ne connaîtrait pas : 
les premiers  jours,  il  tentera des explorations diverses pour apprendre à se  rendre de  la manière  la 
plus rapide ou la plus agréable possible sur son lieu de travail, à la boulangerie, au supermarché… Ce 
faisant,  il  empruntera  des  impasses,  rencontrera  d’affreux  carrefours  et  découvrira  des  parcs 
agréables à traverser. Peu à peu, par un apprentissage parfaitement décrit par le modèle behavioriste, 
il  aura  acquis  une  idée  précise  de  la  cartographie  de  son  quartier  et  saura  appliquer  ses  nouvelles 
connaissances à ses desseins quotidiens. 
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Mais  ce  modèle,  bien  que  relativement  explicatif  dans  les  cas  évoqués  ci‐dessus,  n’apporte  pas  de 
grand  progrès  à  la  compréhension  de  l’acte  d’apprendre ;  il  nous  semble  même  essentiellement 




L’application  à  la  pédagogie  d’un  apprentissage  vu  comme  un  processus  de  type  stimulus‐réponse 
conduit  aux  idées  de  « conditionnement »  et  de  « renforcement ».  Pour  l’apprenant,  le  renforcement 
consiste à  savoir qu’il  a donné  la bonne  réponse et  à  en éprouver de  la  satisfaction,  éventuellement 
grâce  à  une  récompense  (bon  point,  bonne  note,  etc.).  Cependant,  pour  que  le  renforcement  soit 
efficace, il faut que ce dernier porte sur une petite quantité d’informations et que l’action soit répétée 
souvent.  L’approche  behavioriste  conduit  alors  à  décomposer  la  matière  à  enseigner  en  unités 
élémentaires de connaissances, chacune faisant l’objet d’exercices particuliers. 
En  classe,  les  théories  behavioristes  ont  conduit  à  promouvoir  des  exercices  autoprogrammés  sur 
papier  dès  les  années  trente.  Avec  le  développement  de  l’informatique,  nombre  d’enseignements 
programmés sur ordinateurs ont pris un essor considérable à la fin du XXème siècle. Reposant sur un 
processus  de  type  « stimulus‐réponse »,  ces  pratiques  rencontrèrent  quelques  succès  au  travers 
d’apprentissages  élémentaires  de  type  conditionnement.  Elles  furent  également  utilisées  dans 
l’acquisition d’automatismes de conduite, notamment dans le pilotage de trains ou d’avions. 
L’approche  a  encore  être  utilisée  dans  les  musées  avec  les  expériences  de  type  « presse‐bouton », 
comme au Palais de la Découverte à Paris ou au Lawrence Hall of Science de Berkeley, où le visiteur est 
invité à actionner une manette avant même qu’on ait pris la peine de susciter son questionnement sur 













                                         
7  Téléchargeable gratuitement sur www.atomes‐crochus.org/article37.html ‐ Dernière consultation le 05/02/2013. 
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Parmi  les diverses activités proposées,  certaines sont  frontales  (fixes ou dynamiques) et d’autres sont 
présentées sous forme de quizz à l’inspiration très behavioriste. Il est toutefois intéressant de noter que 
lorsque les quizz sont réalisés en classe, en commun, sous la coordination d’un enseignant,  ils peuvent 




Excellentes  pour  les  apprentissages  de  gestes  techniques  et  de  savoir‐faire,  les  pédagogies 
behavioristes sont extrêmement limitées dès qu’il s’agit d’acquérir des connaissances qui nécessitent 
réflexion  et mises  en  relations.  On  leur  reproche  essentiellement  de  ne  s’intéresser  qu’aux  entrées 
(stimuli)  et  aux  sorties  (comportements)  en  renonçant  à  comprendre  la  structure  mentale,  qui 









Selon Giordan  (2010),  « Elles  ne  favorisent  pas  la motivation  des  apprenants  sur  la  durée,  et  nombre 
d’enseignements  de  ce  type  finissent  par  se  révéler  fastidieux. D’autre  part,  elles  ne  permettent  pas  les 
apprentissages un peu complexes. Les tenants du behaviorisme tentent alors de décomposer ces derniers 
en  sous‐objectifs  qu’ils  abordent  séparément.  Or  un  savoir  complexe  est  rarement  la  somme  des  sous‐
savoirs : des phénomènes d’émergence et de régulation surviennent, qui ne peuvent pas être traités par 
des approches de type stimulus‐réponses. ». 
Piaget  (1966,  1969),  par  exemple,  réfutait  l’idée  de  résumer  l'intelligence  à  des  phénomènes 
d'apprentissage et d'imitation sur le modèle de l'éthologie animale, sans tenir compte de la façon dont 
le savoir se construit chez un sujet. Les études sur le langage évoquées plus haut ont également joué un 
rôle  important  en  s’opposant  à  la  vision  behavioriste  qui  le  considéraient  comme  un  ensemble 
d'habitudes apprises par observation et conditionnement. 
 
Finalement,  la  principale  limite  des  théories  empiriste  et  behavioriste  réside  dans  leur  incapacité  à 









une  structure  cognitive  déjà  existante  chez  l’apprenant.  Cette  dernière  se  « développe » 
principalement  par  « maturation »  au  cours  d’une  série  d’étapes.  Elle  facilite  la  mémorisation  et 
constitue un point d’ancrage pour les nouvelles données à acquérir. 
Dans la tradition constructiviste, les étapes de la construction du savoir sont supposées être largement 
définies  par  des  paramètres  biologiques  qui  définissent  un  développement  « naturel »  de  l’enfant. 
Leibniz  y  faisait  déjà  référence  (1704)  mais  ce  sont  les  résultats  des  recherches  menées  par  le 





Présente  chez  de  nombreux  psychologues  de  la  fin  du  XIXème  siècle,  cette  tendance  a  pris  une 
importance  grandissante  après  la  dernière  guerre  (1939‐45),  et  ce  jusqu’aux  années  70.  Parmi  les 
auteurs les plus fréquemment citées, on peut noter Wallon (1945), Gagné (1965, 1976), Bruner (1960, 
1966), Piaget  (1966, 1967), Ausubel et al. (1968). Au cours des  trente dernières années,  ce sont ces 
quatre derniers chercheurs qui ont eu le plus d’impact sur les pratiques éducatives.8 
Robert  Mills  Gagné  était  un  psychologue  de  l’éducation  américain,  bien  connu  pour  son  livre 
Conditions of Learning (1965). Il contribua entre autres aux théories de l'ingénierie pédagogique pour 
la  formation  sur  ordinateur  et  l'apprentissage  multimédia.  Il  distingue  d'une  part  des  concepts 
« concrets », dont l'apprentissage est basé sur des propriétés observables comme l’identification d'une 
classe  au  moyen  de  ses  exemples,  et  d'autre  part  des  concepts  « définis »  pouvant  être  appris  au 
moyen d'une définition, qu’il nomme encore concepts « relationnels ». Pour lui, l'apprentissage se fait 
au travers du langage et des concepts concrets, qui sont progressivement remplacés par des concepts 
définis.  Ainsi,  le  concept  concret  « microbe »  est  transformé  progressivement  en  concept  défini  de 
« virus HIV » ou de « staphylocoque doré ». 
Jérôme Bruner, psychologue américain, met  l’accent  sur  l’idée de catégorisation, partant du principe 
que  l'homme  interprète  le  monde  en  termes  de  ressemblances  et  de  différences.  Il  considère  la 
médiation sociale, exercée sur un mode communicationnel, comme très importante dans l’apprendre : 




psychologie qui  réintègre  l'esprit dans  l'explication des  comportements.  Le  sens ne  se  construit pas 
dans  le  cerveau  mais  est  donné  par  la  culture.  Le  système  symbolique  que  l’élève  utilise  pour 
construire la signification est ainsi en place avant l’apprentissage formel, dans la culture. 
Pour David Paul Ausubel, psychologue américain, tout est affaire d’intégration, facilitée par l'existence 
de  « ponts  cognitifs »  qui  rendent  l'information  signifiante  par  rapport  à  la  structure  globale 
préexistante. 
 
                                         
8  Giordan, A. Notes séminaire de recherches, LDES, 2006‐07. 
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- Une « consolidation » doit être mise en place pour faciliter  la maîtrise des  leçons en cours :  les 
informations  nouvelles  ne  peuvent  être  présentées  tant  que  les  informations  précédentes  ne 
sont pas maîtrisées. 
- La « conciliation  intégrative », qui consiste à repérer  les ressemblances et  les différences entre 
les anciennes connaissances et les nouvelles, à les discriminer, et à résoudre éventuellement les 
contradictions ; de là elle doit conduire obligatoirement à des remodelages.  
Les  travaux  de  Jean  Piaget  et  des  psychologues  généticiens  de  l’école  genevoise  (Inhelder,  1966  et 
Bang,  1989)  sont  également  fréquemment  cités.  Ils  reposent  sur  les  idées  « d’assimilation »  et 
« d'accommodation ». Lors de l’apprentissage, il s'agit de rattacher la nouvelle information à ce qui est 
déjà connu, de la greffer sur des notions en prenant en considération les « schèmes » dont dispose le 
sujet  (Piaget,  1967),  qui  sont  très  souvent  réorganisés  par  les  nouvelles  données.  L'apprenant  fait 




Mentionnons  encore  les  apports  de  Vygotsky  (1930,  1934,  1978),  fondateur  de  la  psychologie 
soviétique censuré durant toute la période stalinienne. Il ne sera découvert qu’à partir de 1985 sur le 
plan  éducatif  pour  son  idée de  « zone proximale de développement »,  qui décrit  l’espace  conceptuel 






Dans  la  lignée  de  Vygotsky,  les  théories  sociales  de  l’éducation  insistent  quant  à  elles  sur  les 
déterminants  sociaux ou  environnementaux de  la  vie  éducative  (classes  sociales,  hérédité  sociale  et 
culturelle, provenance sociale des étudiants, élitisme…). Elles se sont largement développées dans les 
années 60 et 70, en promouvant l’idée que le système éducatif a pour principale mission de préparer 
les  apprenants  en  dépassant  les  handicaps  socioculturels,  et  en  déplorant  que  les  institutions 
éducatives reproduisent au contraire les inégalités sociales et culturelles sans se préoccuper de ce qui 
se passe à l’extérieur de l’école. 
Les  théories  sociales  mettent  encore  l’accent  sur  les  transformations  à  apporter  à  l’éducation  en 
fonction  de  ses  rapports  avec  la  société  (Freire,  1974) ;  des  transformations  qui  vont  de  l’analyse 
critique  des  fondements  culturels  et  sociaux  de  l’éducation  (Lobrot,  1972)  à  des  propositions  de 
changement radical de la société (Illich, 1970). Constituant une sorte de courant idéologique, dont les 









Selon  Rogers  (1951,  1969),  c’est  la  personne  en  situation  d’apprentissage  qui  doit  maîtriser  son 
éducation en utilisant ses possibilités intérieures. L’enseignant, dans ses relations avec les apprenants, 
ne  joue  qu’un  rôle  de  facilitateur :  il  doit  viser  continuellement  l’autoactualisation  de  l’apprenant 





S’inspirant  des  théories  précédentes,  nombre  de  mouvements  pédagogiques  ont  mis  en  place  des 
modèles d’enseignement opératoires, s’appuyant sur le nom de leurs fondateurs : Montessori, Decroli, 
Dewey, Freinet. Mais des psychologues aujourd’hui  trop souvent oubliés comme Binet, Claparède ou 
Ferrière  ont  également  joué  un  rôle  moteur  considérable  dans  l’émergence  du  constructivisme 
pédagogique. Giordan mentionne encore  l’émergence plus  récente de  l’auto‐socioconstructivisme du 




Egalement  nommée  « approche  expérimentale »,  « démarche  scientifique »,  ou  « démarche 
d’investigation »  en  français,  cette  méthode  est  une  pratique  de  classe  qui  met  en  avant  l'action, 
l’interrogation,  l'exploration,  l'expérimentation,  l’investigation,  la  discussion  et  la  construction 
collective  et  non  pas  l'apprentissage  d'énoncés  figés  à  mémoriser.  Elle  souhaite  « renverser »  la 
pédagogie  utilisée  pour  enseigner,  en  se  fondant  sur  la  résolution  de  problèmes,  sur  le 
questionnement  en  tant  que  guide de  l’apprentissage  et  en  s’appuyant  sur des méthodes  inductives 
destinées à augmenter l’intérêt de l’élève. 
Plutôt  que  de  rechercher  une  réponse  correcte  unique,  les  enfants  interprètent  le  problème, 
recueillent  les  informations  nécessaires,  identifient  les  solutions  possibles,  évaluent  les  différentes 
options  disponibles  et  formulent  des  conclusions :  « On  apprend  par  l'action,  en  s'impliquant ;  on 





Les  caractéristiques principales de  la modélisation  constructiviste ont  été décrites plus haut  lors de 
l’évocation des théories génétiques. Mais pour la décrire, on peut essentiellement retenir les concepts 
d’assimilation et d’accommodation, empruntés à  la biologie de l’évolution : tout organisme assimile à 
ses  propres  structures  ce  qu’il  prend  de  l’extérieur,  y  compris  les  informations  récupérées  par  ses 





des  savoirs  par  étapes  successives ;  il  est  synonyme  d’accumulation  et  de  superposition.  Un  rôle  très 
important  est  accordé  au  « sujet »,  dans  son développement  cognitif  et  intellectuel.  Les  connaissances 





Apprendre  procède  donc  d’abord  de  l'activité  d’un  sujet,  que  sa  capacité  d’action  soit  effective  ou 
symbolique, matérielle ou verbale. Elle est liée à l’existence de schèmes mentaux déjà en place qui sont 
progressivement  activés.  Tout  savoir  est  une  « construction  du  sujet  en  réponse  aux  sollicitations  de 
l'environnement » : Piaget (1969) plaide ainsi pour une acquisition des connaissances par l'expérience, 





évoquée  pour  le  modèle  behavioriste,  imaginons  à  présent  la  découverte  par  l’utilisateur  (de 
traitements de texte, de tableurs, etc.), non plus d’un logiciel inconnu, mais d’une nouvelle version de 
ce  même  logiciel,  améliorée  par  le  concepteur ;  c’est  bien  sur  ses  connaissances  acquises 
antérieurement  qu’il  bâtira  son  aptitude  à  utiliser  la  nouvelle  version.  De  même,  ce  modèle  rend 
particulièrement  bien  compte  de  l’apprentissage  des  sciences  tel  qu’il  se  pratique  dans  les  clubs 






intérêts « naturels » de  l’enfant, visant  l’expression personnelle,  la  créativité et  le développement de 
l’autonomie,  en  octroyant  une place  importante  aux hypothèses  personnelles  et  à  l’expérimentation 
individuelle  ou  en  groupe.  On  attend  de  l’élève  qu’il  ne  se  contente  plus  de  recevoir  des  données 
brutes,  mais  qu’il  les  sélectionne  et  les  assimile :  la  construction  du  savoir  s’opère  par  une  grande 
place  laissée  à  l’action  et  à  l’expression  des  représentations,  que  sont  les  connaissances  et  idées 







Conformément  au  modèle  dont  elle  découle,  cette  pratique  éducative  est  fondée  sur  l’idée  que  les 
savoirs  nouveaux  complètent  en  les  accommodant  les  savoirs  antérieurs,  ce  processus  conduisant, 
dans une perspective  idéale,  à une meilleure compréhension du phénomène abordé. Et en effet,  elle 
s’acère excellente pour partir des besoins et intérêts spontanés de l’apprenant, permettre l’expression 
personnelle  et  la  créativité,  et  pour  développer  l’autonomie  (notamment  par  la  valorisation  des 
tâtonnements). 
Le mode  pédagogique  qui  l’illustre  le mieux  est  non  frontal  et  interactif :  le  brainstorming  en  est  un 
excellent  exemple,  illustré  notamment  par  une  conférence  expérimentale  régulièrement  donnée  par 
l’association Les Atomes Crochus11 sur le thème des pollutions et du changement climatique : pour tout 
support,  une  diapositive  est  présentée  au  public  avec  la  question  « Est‐ce  que  lorsque  je  respire,  je 
pollue ? ». S’en suivent en général une à deux heures de discussions et d’approfondissements théoriques, 
initiés par les réflexions et raisonnements des participants eux‐mêmes qui, au lieu de rester sagement en 





position  d’enregistreurs  du  message  apporté  par  le  conférencier,  restent  actifs  et  participent  à  sa 
construction. Au niveau des TICE, un outil  tel que  le  livre magique La Lumière  en‐Chantée,  produit  en 
2007 par les Atomes Crochus et téléchargeable librement sur leur site12, est particulièrement en accord 








Pourtant,  bien  des  adultes  peuvent  faire  appel  à  des  raisonnements  très  « enfantins »  lorsqu’on  les 
confronte à une tâche ou un problème qui sort de leur domaine d’excellence, quand bien même ils ont 
déjà  été  formés  au  raisonnement  logico‐mathématique ;  et  nombreux  sont  les  cas  où  les  adultes  se 
surprennent à donner une réponse  fausse à une question simple dont  ils  connaissent  la  réponse. Ce 





une  séance  d’accompagnement  scientifique  d’une  enseignante  de  l’école  primaire,  un  étudiant  en 
sciences physiques  ‐  issu d’une école d’ingénieurs prestigieuse‐ expliquer  le phénomène des saisons 
en faisant tout d’abord pointer l’axe de rotation de la terre vers le soleil puis, se rendant compte de son 
erreur, en  le plaçant perpendiculairement au plan de  l’écliptique… deux explications naïves que  l’on 
retrouve  à  tous  les  âges.  De même,  à  la  question  de  la  forme  du  croissant  lunaire,  adultes  comme 
enfants répondent dans la plupart des cas « qu’elle est due à l’ombre portée de la Terre sur la Lune »… 
Ces  exemples  montrent  particulièrement  bien  les  limites  de  l’idée  d’une  simple  accumulation  du 
savoir,  car  il  n’y  a  aucun  doute  sur  le  fait  que  les  interprétations  exactes  de  ces  deux  phénomènes 
n’aient un jour été proposées à cet étudiant et aux adultes interrogés. Pourquoi alors dans certains cas 
répond‐on  faux,  malgré  les  apprentissages  antérieurs ?  Pourquoi  certains  savoirs  nouveaux  se 
désagrègent‐ils  après  quelques  semaines  ou  quelques  années  pour  être  remplacés  par  les  savoirs 
ingénus  initiaux  (Giordan  &  de  Vecchi,  1987) ?  La  pédagogie  constructiviste  ne  permet  pas  de 
répondre à ces questions ; elle reste donc très limitée pour comprendre les difficultés ou les erreurs et 
a fortiori, pour apporter les moyens d’y remédier. 





de Cornell,  la notion de  « changement  conceptuel »  a  été  introduite  et  érigée  en  théorie par  l’article 
princeps de Posner, Strike, Hewson et Gertzog en 1982 dans le cadre de l’enseignement de la physique 
(et en particulier de  la  théorie de  la  relativité).  Inséré ensuite dans un cadre constructiviste par des 
auteurs comme von Glaserfeld (1989), il fut étendu à l’enseignement de la biologie par Dick et Carey 
en  1990  et  fut  employé  dans  de  nombreuses  études  sur  l’apprentissage  et  l’instruction  dans  des 
domaines  non  scientifiques  (Guzetti  & Hynd,  1998 ; Mason,  2001 ;  Schnotz  et  al.,  1999 ;  Vosniadou, 
1994).  Il  fit  ensuite  l’objet  de  nombreux  développements,  dans  la  littérature  anglo‐saxonne 
notamment,  s’appuyant  sur  des  positions  de  différents  ordres  (épistémologique,  ontologique,  socio‐
affectif…). 
Mais un autre modèle, développé indépendamment par Giordan (1989), s’appuie également sur l’idée 
de  changement  conceptuel :  c’est  le modèle  allostérique  de  l’apprendre.  Ces  deux  approches,  toutes 







les  définissions  plus  haut.  Prenant  appui  à  la  fois  sur  les  travaux  du  psychologue  Jean  Piaget  et  du 
philosophe  Thomas  Kuhn,  notamment  à  travers  les  idées  respectives  de  « dissonance  cognitive » 
(Piaget,  1969)  et  de  « changement  de  paradigme »  (Kuhn,  1970),  il  s’appuie  fondamentalement  sur 
l’idée  selon  laquelle  l’apprentissage  s’élabore  sur  la  base  de  connaissances  préalables :  les  idées 





que  la  théorie  initiale  ne  tenait  pas  suffisamment  compte  des  aspects  sociaux  et  affectifs  liés  à 
l’apprentissage,  plusieurs  chercheurs  ont  formulé  des  critiques  à  l’encontre  de  la  théorie  –  et 
notamment  Pintrich,  Marx  et  Boyle  en  1993  avec  la  notion  de  « cold  conceptual  change »,  ce  qui  a 
conduit  deux  de  ses  auteurs  à  la  reformuler  sous  la  forme  d’une  « revisionist  theory  of  conceptual 
change » (Strike & Posner, 1992). 
Autour  de  la  théorie  initiale,  qui  vérifie  elle‐même  les  critères  de  changement  conceptuel  qu’elle 
propose,  à  savoir  la  nécessité  pour  une  nouvelle  conception  d’être  intelligible,  plausible  et  féconde 
(Duit & Treagust, 2003), diverses écoles se sont formées, introduisant des nuances autour de l’idée de 
conflit  cognitif :  sont  ainsi  apparus  le  « generative  learning  model »  (Osborne  &  Wittrock,  1985 ; 
Cosgrove & Osborne, 1985), le « ideational confrontation model » (Champagne et al., 1985), ainsi que 
des modes  opératoires  pour  enseignants  tels  que  la  « instructional  strategy  using  anomalous  data » 
(Chinn & Brewer, 1993). En 1992, Schaefer proposait à son tour une modélisation sous la forme d’un 
« zig‐zag model ». 
De  par  sa  fécondité,  la  théorie  du  changement  conceptuel  continue  d’avoir  de  nombreux 
prolongements, dont  certains  semblent  s’éloigner  fort, dans  leur  formalisation, de  la  théorie  initiale. 
C’est  le  cas  des modèles  de  Chi  (le  changement  conceptuel  comme  changement  ontologique,  1992), 









Parallèlement  et  apparemment  indépendamment,  des  idées  similaires  allaient  naître  des  travaux 
d’André Giordan.  Avec  son  « modèle  allostérique  de  l’apprendre »  (Giordan,  1989),  il  allait  lui  aussi 
s’inspirer  des  théories  existantes  et  de  multiples  recherches  didactiques  en  matière  d’éducation 
scientifique  (Giordan  &  Martinand,  1988)  pour  construire  une  approche  systémique  de 
l’apprentissage. 
Fondé sur  l’héritage de Piaget et  les  travaux de Bachelard,  le modèle allostérique de  l’apprendre est 
lui‐aussi  d’inspiration  constructiviste,  au  sens  où  il  considère  qu’un  savoir  ne  s’élabore  qu’en 
références  aux  connaissances  déjà  acquises  par  l’apprenant.  Mais  au  regard  des  autres  théories 
constructivistes,  il  insiste  bien  davantage  sur  l’idée  d’accommodation  des  conceptions  et  du 
changement que cela  implique pour  l’apprenant. Ce  faisant,  il est plus proche du cadre  théorique du 
changement  conceptuel  défini  plus  haut  que  du  socioconstructivisme  francophone  et  on  peut  le 
considérer comme un modèle de changement conceptuel (Bêty, 2010), en dépit de son développement 
indépendant. 




leurs  transformations  (Eastes  &  Pellaud,  2005),  ainsi  que  des  pistes  pour  expliciter  la  stabilité  des 
conceptions  initiales  (Eastes  &  Pellaud,  2004b)  comme  l’ont  fait  Strike  et  Posner  dans  leur  théorie 
révisée. 
Lui‐même  extrêmement  fécond,  le  modèle  allostérique  a  surtout  été  utilisé  pour  construire  des 
environnements  didactiques  et  des  stratégies  pédagogiques,  dans  des  domaines  aussi  divers  que 
l’éducation  scientifique,  l’éducation  thérapeutique,  la  sensibilisation  au  développement  durable 
(Pellaud, 2000 ; Pellaud & Giordan, 2004) ou l’enseignement de l’équitation (Pellaud, 2002). 
Autour d’André Giordan, plusieurs chercheurs continuent à le développer dans ces diverses directions, 
tentant  d’une  part  de  le  formaliser  davantage  (c’est  l’objet  de  notre  travail  actuel),  d’autre  part  de 




Dans  les  années  90,  la  convergence  de  la  psychologie  cognitive  et  des  recherches  sur  l’intelligence 
artificielle a contribué à faire émerger un domaine transdisciplinaire en grand développement, nourri 
par diverses disciplines telles que la neurophysiologie, la linguistique, la philosophie et des techniques 
performantes d’exploration des  structures  cérébrales  :  les  sciences  cognitives.  S’étant donné  l’esprit 
humain  comme  objet  d’étude,  elles  sont  naturellement  amenées  à  s’exprimer  sur  la  question  des 
apprentissages. 
Parmi  tous  ces  domaines,  c’est  toutefois  la  psychologie  qui  a  initié  le  recours  à  une  conception 
« cognitive »  de  l’éducation,  donnant  naissance  à  des  courants  éducatifs  éponymes.  Née  dans  les 
années  50  en  même  temps  que  l’intelligence  artificielle,  elle  est  issue  de  la  psychologie  animale 
(Tolman, Krechevski, Brunswik), de la psychologie génétique, de la psychologie sociale (Lewin, Asch, 
Heider,  Festinger)  et  de  la  gestaltpsychologie.  Mais  c’est  au  cours  des  années  80  qu’elle  s’est 
                                         
14  http://edutech.csun.edu/eduwiki/index.php/DiSessa,_1983 ‐ Dernière consultation le 05/02/2013. 
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véritablement  installée,  au  travers  de  travaux  sur  les  notions  d'information  et  de  traitement  de 







La  psychologie  cognitive  étudie  les  grandes  fonctions  psychologiques  de  l'être  humain  que  sont  la 
mémoire,  le  langage,  l'intelligence,  le  raisonnement,  la  résolution  de  problèmes,  la  perception  ou 
l'attention ;  elle  part  du  principe  que  l'on  peut  inférer  des  représentations,  des  structures  et  des 
processus  mentaux  à  partir  de  l'étude  du  comportement.  Elle  tente  en  particulier  d’élucider  les 
mécanismes de recueil, de traitement (image mentale, représentation), de stockage, de structuration 
et d’utilisation de l’information (Anderson, 1983 ; Gardner, 1987 ; Holland et al., 1987 ; Bovet 1996). 
Il  s’agit  ici  de  construire une  connaissance de  «  ce qui  se passe dans  la  tête  » de  l’individu  lorsqu’il 
pense  (activités  motrices,  perception,  mémorisation,  compréhension,  raisonnement).  Contre  le 
béhaviorisme,  elle  défend  l’idée  que  la  psychologie  est  bien  l'étude  du  mental  et  non  du 
comportement, mais sans pour autant recourir à  l’introspection pour explorer  les états  intérieurs de 




Les  théories  éducatives  psychocognitives  se  préoccupent  d’abord  du  développement  des  processus 
cognitifs  chez  l’apprenant,  tels  que  le  raisonnement,  l’analyse,  la  résolution  de  problèmes,  etc.  Les 
fondements  de  ces  théories  éducatives  se  trouvent  très  souvent  dans  les  recherches  psychosociales 
(Moscovici,  1961 ;  Perret‐Clermont,  1979).  C’est  pourquoi  elles mettent  l’accent  sur  les  paramètres 
interactifs  dans  le  groupe‐classe  (McLean,  1988).  Relativement  proches  des  mouvements 
socioconstructivistes, elles insistent sur les aspects socialisés et contextuels de l’apprentissage (Doise 
et  Mugny,  1981 ;  Carugati  &  Mugny,  1985 ;  Gilly,  1989)  qui,  suivant  les  auteurs,  passera  par  des 
événements  de  type  « conflit  sociocognitif »  (Joshua  &  Dupin,  1993),  « pratique  de  groupe », 
« opposition de représentations » (Perret‐Clermont, 1988). 
D’autres  courants  insistent  sur  les  facteurs  culturels  et  sociaux  intervenant dans  la  construction de  la 
connaissance, mettant  en  avant  les  interactions  sociales  et  culturelles  qui  façonnent  l’évolution  de  la 
personne dans la société, ou s’interrogeant sur l’acte d’apprendre et insistant sur la coopération dans la 




(Bandura, 1971 ;  Joyce et Weil, 1972).  Ils notent plus particulièrement  les problèmes posés par une 





nouvelles  approches  connexionnistes,  issues  du  développement  de  la  neurobiologie,  commencent  à 
proposer  des  bases  cérébrales  aux  grandes  fonctions  cognitives.  Le  principe  de  base  du 
connexionnisme consiste par exemple à décrire les phénomènes mentaux à l'aide de réseaux d'unités 
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simples  et  interconnectées.  Les  unités  d'un  réseau  peuvent  représenter  des  neurones  et  les 
connexions, des synapses. 
Car l’objectif principal des sciences cognitives est justement de rendre compte de manière cohérente 
de  l’ensemble des  capacités  cognitives de  l’être humain, dans un vocabulaire uniforme qui n’est pas 
celui des neurosciences, mais celui de la psychologie (Andler, 2008), rendu plus austère par le recours 
exclusif  à  un  petit  nombre  de  concepts  primitifs,  dont  les  principaux  sont  l’information  (en  un  sens 




plutôt  connexionnistes  (la  cognition  vue  comme  circulation  d'activation  dans  un  grand  réseau  de 
neurones),  ou  hybrides  (notion  d'un  grand  réseau  de  neurones  qui  réalise  fonctionnellement  un 
système de symboles). 
Toutes  ces  théories  sont  aujourd’hui  à  un  tournant,  des  liens  étroits  s’établissant  avec  la  biologie, 
mêlant  l’étude  du  système  nerveux,  de  l’appareil  immunologique  ou  du  code  génétique, mais  aussi 




Car  comme  nous  le  verrons  plus  loin,  des  applications  existent  au  niveau  des  apprentissages 
fondamentaux (lecture, écriture, calcul) et du traitement de leurs troubles (dyslexie, dysorthographie, 








du  scientifique  venu,  l’espace  d’une  heure,  présenter  les  derniers  résultats  de  ses  recherches  en 
physique  des  particules  en  pensant  avoir  adapté  son  discours  au  niveau  des  enfants,  comme  nous 
avons pu l’observer lors d’une activité pédagogique organisée par le CERN (Genève) en 200315. Mais à 




adaptée  que  les  pédagogies  empiriste  et  behavioriste,  cette  dernière  étant,  malgré  ses  limites 















ces  différents  modèles  offre  un  début  de  réponse :  si  les  premiers  apprentissages  d’un  champ 
disciplinaire ou d’une activité (repensons au nourrisson) sont bien rendus par le modèle empiriste et 
complètement explicités par certains modèles cognitifs récents, les sensations et ressentis du modèle 
behavioriste  sont  nécessaires  pour  l’apprentissage  de  gestes  et  de  réflexes  un  peu  plus  élaborés. 
Lorsque  la  pratique  de  l’activité  se  complexifie  encore,  l’appel  à  la  raison  (puis  aux  interactions 




Francine  Pellaud  (Eastes & Pellaud,  2005)  invoque  à  cet  effet  la  « métaphore  de  la maison »,  où  les 
pièces de l’édifice en cours de création sont assimilées aux éléments du savoir en cours d’élaboration. 
Ainsi  dans  une  étape  primitive,  les  premières  pierres  sont  posées  à  même  le  sol,  s’y  enfonçant 
légèrement  et  s’y  ancrant  plus  ou  moins  bien.  Dans  la  métaphore,  leur  placement  est  donc 













un  investissement  important, presque une préparation psychologique, et qui nécessite d’entrevoir  la 
perspective d’un confort meilleur ou d’une esthétique améliorée. Bien entendu,  il  sera plus  facile de 
changer une tuile que de déplacer un mur porteur ou d’intervenir sur les fondations ; c’est ce qui fait 
toute  la  différence  entre  les  apprentissages  nouveaux  et  ceux  qui  nécessitent  d’intervenir  sur  des 
bases solides acquises parfois lors de l’enfance. 
Dans  le  cadre  de  cette  métaphore,  que  deviennent  les  autres  traditions  éducatives ?  Beaucoup  des 
théories  évoquées plus haut ne  concernent pas  les  processus d’apprentissage mais  rassemblent des 
réflexions d’ordres architectural et urbanistique ; elles traitent de manière générale de ce que l’on doit 
attendre d’une maison, des matériaux et des outils à utiliser, des places de jeux et des commodités, des 
justes  proportions  et  de  l’homogénéité  des  lotissements.  Toutes  ces  réflexions,  bien  entendu, 
véhiculent  en  général  des  idées  implicites  et  inconscientes  sur  la  manière  dont  on  construit  les 
maisons. On  touche  là,  certes, aux  limites de  la métaphore mais cette dernière nous permet de nous 
rendre  compte  de  la  différence  entre  ce  que  nous  avons  appelé  « modèles  d’enseignement »  ou 
« théories éducatives » et les modèles scientifiques d’apprentissage qui nous intéressent. 
Reste à  tenter d’inclure dans  la métaphore  les modèles  issus des sciences cognitives. Les  techniques 
d’analyse expérimentale  telles que  la neuroimagerie cérébrale ou  les mesures de potentiels évoqués 











Ainsi,  les différents modèles évoqués plus haut  seraient utilisables pour décrire différents  stades de 
l’élaboration d’un  savoir.  Comme nous venons de  le  sous‐entendre  avec  la métaphore de  la maison, 
l’existence  de  plusieurs  modèles  de  l’apprendre  ne  signifie  pas  que  les  plus  anciens  soient 
véritablement  « faux »,  ni  que  les  pédagogies  associées  puissent  être  qualifiées  de  « mauvaises ». 
Chacun de ces modèles est simplement plus ou moins adapté pour décrire et expliciter une situation 
pédagogique  donnée :  modèle  empiriste  pour  la  conférence  magistrale,  modèle  behavioriste  pour 
l’apprentissage de gestes techniques, modèle constructiviste pour les séances de type Main à la Pâte ou 
Hands on, modèle socioconstructiviste pour le café des sciences… 
Or  pour  des  apprentissages  plus  élaborés,  les  limites  de  la  pédagogie  constructiviste  rendent 
nécessaire  l’élaboration  d’un  modèle  plus  performant  encore.  Sans  nier  que  les  connaissances 
s’acquièrent  dans  un  certain  ordre,  ce modèle  ne  devra  pas  uniquement  s’appuyer  sur  l’acquisition 
« par  construction  progressive »  de  structures  mentales  opératoires,  dépendante  d’une  évolution 






non  seulement  à  la  pédagogie  proposée  par  l’enseignant,  mais  relatif  également  à  l’apprenant  lui‐
même. En effet, pour une situation donnée, divers apprenants sont susceptibles de se trouver dans ce 
que  nous  appellerons  pour  simplifier  des  « dispositions »  très  différentes.  Qu’il  s’agisse  de  leurs 
prédispositions  au  sujet  traité,  de  leurs  connaissances  préalables,  de  leur  état  de  fatigue  ou  de 
motivation, nombreux sont  les paramètres qui  feront varier  leur attention, ainsi que  leur volonté ou 
leur capacité à s’investir dans l’apprentissage proposé. 




les  textes  de  son  livre  ouvert  sur  son  pupitre  aux  dires  du  professeur,  si  ce  dernier  accepte  qu’il 
échange avec son voisin ou consulte Wikipedia sur son smartphone, il pourra parfaitement se trouver, 
individuellement  et  localement mais  volontairement,  dans  une  situation  parfaitement  décrite  par  le 
modèle socioconstructiviste. Et cela, bien que la forme du cours n’y soit pas particulièrement favorable. 
Il  en va de même du  lecteur d’un  livre qui ne  se  contenterait pas de  survoler  les passages difficiles, 
mais  qui  annoterait  le  texte,  referait  activement  les  démonstrations,  noterait  les  questions  qui  lui 
viendraient à l’esprit en vue d’en discuter plus tard avec ses amis, etc. 
A l’inverse, une situation de type Main à la Pâte, a priori bien décrite par le modèle socioconstructiviste, 





Pour reprendre  la métaphore de  la maison évoquée plus haut,  le maçon  fatigué ou démotivé pourra 
ainsi  très bien bâtir  les murs d’une maison de manière « pseudo‐empiriste », en empilant  les pierres 




quelle  que  soit  la  pédagogie  choisie.  On  réalise  par  suite  que,  si  une  pédagogie  peut  découler  d’un 
modèle particulier,  explicite ou  implicite,  la détermination du modèle qui décrit  la progression d’un 
apprenant  dans  une  situation  éducative  n’est  pas  uniquement  liée  à  la  pédagogie  proposée  par  le 
médiateur  (auteur,  enseignant,  vulgarisateur  ou  formateur).  Plus  précisément,  il  est  déterminé  par 
l’interaction  de  cette  pédagogie  avec  les  dispositions  dans  lesquelles  se  trouve  l’apprenant.  Bien 
entendu, outre  la responsabilité du choix de la situation éducative,  le médiateur a potentiellement  le 
pouvoir d’agir sur ces dispositions, notamment en suscitant la motivation et l’intérêt pour son sujet. 
Tout  l’art  de  la  médiation  et  de  l’enseignement  consistera  donc  non  seulement  à  proposer  une 
pédagogie  efficace  au  regard  des  apprentissages  qu’il  souhaitera  induire,  mais  également  à  tenter 
d’amener la plupart des élèves dans des dispositions propres à les élever dans une relation au savoir 
proposé décrite par le modèle le plus efficace possible (figure 11). 
Ce  constat  est  apparemment  évident pour quiconque  a déjà  eu  l’opportunité d’enseigner.  Il  apporte 
pourtant un élément crucial dans la recherche d’une activité de médiation de qualité : la nécessité d’un 
environnement didactique proposant des approches pédagogiques aussi diversifiées que possible (de 
manière  à  toucher  tous  les  apprenants),  mais  également  tenant  compte  des  paramètres  propres  à 
susciter  l’implication  active  des  élèves  dans  le  cours.  Les  paramètres  en  question  seront  discutés 








Pour  résumer,  on  retiendra  qu’un  mode  pédagogique  particulier,  correspondant  à  une  pédagogie 
donnée et découlant d’un modèle d’apprentissage bien identifié (explicite ou implicite) pourra, selon la 
« disposition d’esprit » de  l’apprenant, produire des apprentissages qui sont décrits par des modèles 






























Comme nous  l’avons  écrit  plus  haut,  nous  souhaitons  privilégier  dans  ce  travail  l’étude  de modèles 








mais  il  nous  semble  également  plus  apte  à  supporter  à  la  fois  une  formalisation  opératoire  et  des 
prolongements  innovants  que  la  première  approche,  notamment  de  par  les  descriptions  plus 
élaborées  qu’il  fait  de  la  notion  de  « conceptions »  et  des  conditions  de  leurs  transformations.  La 
théorie du  changement  conceptuel,  bien que moins  approfondie  sur  certains  aspects  théoriques,  est 
quant  à  elle  suffisamment  développée,  commentée  et  admise,  notamment  dans  la  littérature  anglo‐
saxonne, pour constituer un cadre théorique comparatif fiable. Elle sera donc utilisée pour confirmer 
les caractéristiques nouvelles que nous apporterons au modèle allostérique, sans que cela ne préjuge 
de  l’éventualité  de  voir  émerger  des  contradictions  entre  les  deux  modèles ;  le  cas  échéant,  ces 
dernières devront être clarifiées et les arguments nouveaux justifiés. 
Nous ne pourrons certes pas négliger  les apports des sciences cognitives relatifs aux apprentissages 
spontanés  et  simples  (psychologie  et  physique  naïve :  Dehaene,  Spelke  et  al.,  1999 ;  langage : 
Christophe,  2008 ;  représentation  des  quantités :  Dehaene,  1997b…),  qui  constitueront  des  bases 
théoriques  robustes  incontournables  pour  ancrer  et/ou  éprouver  notre  modélisation.  Toutefois, 
conformément à notre problématique de départ  (l’enseignement et  la médiation scientifiques), nous 
ne  souhaitons  nous  pencher  que  sur  les  apprentissages  complexes,  correspondant  aux  niveaux 
scolaires primaire ou plus et portant sur l’acquisition de connaissances, compétences et méta‐savoirs 
scientifiques.  Un  domaine  dans  lequel  elles  sont  encore  relativement  silencieuses.  Les  résultats  des 
sciences cognitives constitueront ainsi davantage un guide et un moyen de contrôle de notre modèle, 
qui  deviendra  plus  formel  mais  restera  phénoménologique,  par  la  confrontation  avec  les  résultats 
expérimentaux  réalistes  relatifs  aux  structures  cérébrales.  La  philosophie  des  sciences  sera  quant  à 




Un  exemple  d’application de  la  théorie  du  changement  conceptuel  est  décrit  dans  le  film  éducatif A 
Private Universe (Pyramid Film & Video, 1988) ; il est également rappelé par John Davis sur son site de 
l’Université de Géorgie (2001). Nous nous proposons de le reprendre dans l’encadré qui suit avant de 







Heather,  a  very  bright  ninth  grader,  is  asked  to  explain  the mechanisms  causing  the  seasons  and  the 
phases  of  the  moon.  She  has  received  no  formal  instruction  on  these  topics  in  her  ninth  grade  earth 


















L’explication qu’Heather donne des  saisons  contient un mélange d’idées  correctes  et  incorrectes.  La 
notion de  lumière directe  et  indirecte qu’elle  convoque explique bien,  en partie,  pourquoi  il  y  a des 
saisons, mais l’idée qu’elle se fait de l’orbite terrestre est fausse. Les constructivistes reconnaissent en 
effet que, comme Heather,  tout étudiant entre dans  la salle de classe riche de connaissances sur son 
monde  physique,  biologique  et  social.  Il  construit  ses  propres  idées  sur  la  façon  dont  le  monde 
fonctionne  et  explique  les  phénomènes  en  fonction  de  ces  idées.  Ces  idées  préconçues  sont  alors 

















previous  beliefs.  She  says  that  indirect  light  is  light  that  bounces  off  points  in  space‐‐similar  to  light 
reflecting off a mirror‐‐ before hitting the earth. Even a strong hint from the interviewer and a display of 
diagrams  illustrating  the  differences  between  direct  and  indirect  sunlight  does  not  change  Heather's 
mind; she incorporates the hints into her erroneous conception by saying that the indirect light from the 
sun, which also causes winter  in the northern hemisphere,  is  light that bounces off some other point on 
the earth before reaching the northern hemisphere (Mestre, 1994). 




conceptuel.  Bien  que  les  conceptions  d’Heather  ne  s’alignent  pas  complètement  avec  l’explication 
scientifique,  un  changement majeur  se  produit  en  effet  dans  sa  compréhension  de  ce  qui  cause  les 
saisons. 
Le  changement  conceptuel  est  généralement  défini  comme  un  apprentissage  qui  modifie  ou 
restructure  les  conceptions préexistantes  (les  croyances,  idées  ou  façons de penser) ;  c’est  ce  qui  le 
distingue d’autres  formes d’apprentissage. Apprendre n’est  pas  simplement  accumuler  de  nouvelles 




âge  scolaire  et  que, même  après  plusieurs  années,  les  adultes  conservent  des  idées  fausses  sur  des 
phénomènes  scientifiques  simples.  C’est  ce  que  dévoile  une  séquence  de  A  Private  Universe  dans 








Kuhn,  rapprochant  assez  instinctivement  le  phénomène  individuel  de  « dissonance  cognitive »  avec 
celui  des  « révolutions  scientifiques ».  Selon  Kuhn,  ces  dernières  ont  lieu  lorsqu’un  paradigme 
scientifique  dominant  –  une  façon  basique  de  percevoir,  de  penser,  d’apprécier  et  de  faire  –  tombe 
dans  un  « état  de  crise »  en  échouant  à  apporter  des  solutions  ou  des  explications  pour  traiter  des 
problèmes  significatifs  identifiés  par  la  communauté  scientifique  (Harmon,  1970).  Un  paradigme 
alternatif,  contenant  le  potentiel  nécessaire  pour  résoudre  ces  problèmes  émerge  alors,  s’il  est 
disponible.  L’existence  de  ces  deux  conditions  accroit  alors  la  probabilité  d’un  « changement  de 
paradigme » ou l’adoption universelle d’un nouveau schéma de pensée. 
La  théorie  initiale  (Posner et al., 1982),  à bien y  regarder,  relève davantage de  l’intuition  fulgurante 
opérée  par  le  rapprochement  de  réflexions  pédagogiques  avec  la  théorie  féconde  et  inspirante  de 
Kuhn  que  d’une  véritable  élaboration  théorique  fondée  sur  l’observation  expérimentale.  Bien  des 
arguments  sont  d’ailleurs  étrangement  appuyés  par  l’expression  « we  believe  that »,  qui  laisse  la 
désagréable impression d’absence de scientificité, bien que les auteurs semblent honnêtes et sincères. 
Le  fait qu’elle ait ensuite eu  le succès qu’on  lui connaît dans  le monde anglo‐saxon est peut‐être dès 
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lors  le  signe  du  vide  théorique  qui  a  pu  exister  ces  dernières  décennies  dans  le  domaine  de  la 




L’article  princeps  évoqué  ci‐dessus  (Posner  et  al.,  1982)  commence  par  rappeler  l’ancrage 
constructiviste  de  la  théorie :  « It  has  become  a  commonplace  belief  that  learning  is  the  result  of  the 
interaction between what the student is taught and his current ideas or concepts ». Mais il signale aussi 
l’incapacité des travaux précédents à interpréter la manière dont les idées d’un étudiant interagissent 
avec  de  nouvelles  idées  incompatibles.  Et  les  auteurs  ajoutent  « There  has  been  no  well‐articulated 
theory  explaining  and  describing  the  substantive  dimensions  of  the  process  by  which  people’s  central, 
organizing concepts change from one set to another set,  incompatible with the  first ». C’est alors qu’ils 
invoquent  la  « philosophy  of  science »  qui,  dans  la  tradition  française,  doit  être  entendue  comme 
l’épistémologie et non pas comme la philosophie des sciences. 
Selon  les  auteurs,  l’apprentissage  procède  d’un  changement  conceptuel  dont  la  description  est  très 
analogue  à  la  théorie  des  révolutions  scientifiques  de  Kuhn  ou  à  celle  des  noyaux  durs  et  des 
programmes de recherche de Lakatos (1976). La période de « science normale » de Kuhn est comparée 
à  l’assimilation  de  Piaget,  alors  que  la  « révolution  scientifique »  est  analogue  à  la  phase 
d’accommodation. Le changement de paradigme est, dans ce cas, dû à un « conflit cognitif », c’est‐à‐dire 
à  la  confrontation  brutale  entre  les  idées  de  l’élève  et/ou  avec  l’expérience,  comme déclencheur  du 










critiquée  par  la  communauté  scientifique,  comme  nous  le  verrons  plus  loin.  Elle  présente  toutefois 
l’avantage de mettre l’accent sur l’aspect dynamique de l’organisation des conceptions. 
S’appuyant  sur  les  travaux  de  Lakatos  (1976),  qui montrent  qu’une  théorie  est  d’avantage  acceptée 
parce  qu’elle  résout  les  questions  courantes  que  grâce  à  sa  capacité  à  générer  des  prédictions,  les 
inventeurs  du  changement  conceptuel  émettent  alors  l’hypothèse  forte  suivante :  « Central  concepts 










unsolved  puzzles  or  anomalies  and  lost  faith  in  the  capacity  of  his  current  concepts  to  solve  these 
problems. 
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2) A new conception must be  intelligible. The  individual must be able  to grasp how experience can be 
structured by a new concept sufficiently to explore the possibilities inherent in it. […] 
3) A new conception must appear initially plausible. Any new concept adopted must at least appear to 




4)  A  new  concept  should  suggest  the  possibility  of  a  fruitfull  research  program.  It  should  have  the 
potential to be extended, to open up new areas of inquiry ». 
 
Traduites  en  termes  pédagogiques  ces  conditions  impliquent  qu’une  nouvelle  conception  proposée 
par  un  enseignant,  après  avoir montré  les  limites  de  la  conception  initiale,  doit  autant  que possible 
être intelligible, plausible et féconde. 
A propos de la condition 1,  les auteurs notent de manière intéressante que, si  le conflit cognitif a été 
largement  développé  dans  le  cadre  Piagétien,  leur  approche  est  la  première  qui  soit  « focused  on 
fundamental changes in a person’s central, organizing concepts from one set of concepts to another set 
incompatible with the first ». Toujours sur des bases épistémologiques, ils développent alors ce qui leur 
semblent  être  les  caractéristiques  importantes  de  l’écologie  conceptuelle,  sorte  de  système  de 
« médiation »  de  l’intelligibilité,  de  la  plausibilité  et  de  la  fécondité  des  conceptions,  qui  mêlerait 





Une  critique majeure  de  la  théorie  du  changement  conceptuel  initiale  a  porté  sur  son  approche  de 
l’apprentissage  par  l’élève  qui  accordait  à  ce  dernier  une  pensée  logique  et  trop  rationnelle.  Dans 
l’article  de  1982,  les  auteurs  écrivent  en  effet :  « Learning  is  a  central  activity.  That  is,  learning  is 
fundamentally coming to comprehend and accept ideas because they are seen as intelligible and rational. 
Learning is thus a kind of inquiry. The student must make judgments on the basis of available evidence ». 
L’objection est certes pertinente, mais elle ne s’attarde pas sur  le  fait que  la  théorie de Posner et al. 
s’appuyait  sur  une  approche  épistémologique  dont  on  aurait  pu  critiquer  la  propre  conception 
rationnelle  de  l’évolution  de  la  connaissance  scientifique.  Probablement  était‐il  plus  difficile  de  s’en 
prendre  à  Kuhn  qu’à  Posner,  surtout  à  cette  époque  où  la  vision  de  la  science  de  Kuhn  n’avait  pas 
encore commencé à être remise en question (Weinberg, 1999). 
C’est ce qui conduisit Pintrich, Marx et Boyle à introduire la notion de « changement conceptuel froid » 
(1993),  qui  ignore  les  aspects  affectifs  (motivation,  valeurs,  centres  d’intérêt)  et  les  composantes 
sociales qui entrent en jeu lors de l’apprentissage. La notion d’écologie conceptuelle a été notamment 
sévèrement  critiquée  pour  n’être  centrée  que  sur  le  processus  cognitif  de  l’apprenant,  et  non  sur 
l’apprenant dans sa globalité, et pour ne pas avoir pris en compte les interactions de l’apprenant avec 
ses éventuels  interlocuteurs  (professeur,  autres élèves) dans  l’environnement d’apprentissage.  Il  est 
en effet fort probable que ce dernier influence l’écologie conceptuelle de l’apprenant, influençant par 





forme  d’une  « revisionist  theory  of  conceptual  change »,  se  laissant  notamment  influencer  par  les 
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perspectives socioconstructivistes d’alors (Hewson, Beeth et Thorley, 1998) et affinant leurs concepts. 
En premier  lieu,  ils étendirent  l’idée  initiale d’écologie conceptuelle pour y  inclure  les objectifs et  les 
motivations de l’apprenant, qui ne peuvent pas être tous reliés à de simples facteurs épistémologiques 
(que  l’on pense par exemple à  la motivation que suscite  la peur d’obtenir une mauvaise note). Dans 
leur  article  de  1992,  on  lit  notamment :  « This  theory  of  conceptual  change  is  embedded  in  a  set  of 
epistemological assumptions that are far more generalizable than our application to misconceptions has 
exploited. These epistemological assumptions suggest that the basic problem of understanding cognitive 
development  is  to  understand  how  the  components  of  an  individual’s  conceptual  ecology  interact  and 
develop  and  how  the  conceptual  ecology  interacts  with  experience ».  Sur  cette  base,  Ruhf  (200316) 
reformule  l’idée  d’écologie  conceptuelle  en  la  présentant  comme  un  contexte  cognitif  particulier 
constitué  de  « cognitive  artifacts,  including  anomalies,  analogies,  metaphors,  epistemological  beliefs, 
metaphysical  beliefs,  knowledge  from  other  areas  of  inquiry,  and  knowledge  from  other  areas  of 
competing  conceptions ».  C’est  également  ce qui  fera dire  à Pintrich et al.  (1993) que  le  changement 
conceptuel  est  « plus qu’un  changement de  concepts »  (Duit & Treagust, 2003),  et  à Özdemir & Clark 
(2007) que : « From a conceptual ecology perspective, the constituent ideas, ontological categories, and 
epistemological beliefs highly influence a learners interactions with new ideas and problems ». 
En  second  lieu,  les  conceptions  des  élèves  étaient  originellement  vues  comme  des  objets  auxquels 
l’écologie  conceptuelle  s’appliquait ;  Strike  et  Posner  les  reconnurent  cette  fois  comme  faisant  elles‐
mêmes partie de  l’écologie  conceptuelle. Özdemir & Clark  écrivent notamment  à  ce propos  (2007) : 
« Misconceptions are […] not only inaccurate beliefs; misconceptions organize and constrain learning in a 
manner  similar  to  paradigms  in  science ».  Une  idée  que  l’on  trouve  également  dans  le  modèle 
allostérique,  Giordan  (2000)  indiquant  que  les  conceptions  sont  le  seul  outil  à  la  disposition  de 
l’individu pour appréhender le monde, et sont donc propres à en déformer la perception lorsqu’elles 
sont erronées plutôt qu’à se transformer elles‐mêmes. 




Compte  tenu  de  sa  notoriété,  l’expression  « changement  conceptuel »  a  fini  par  être  employée  dans 
une  relativement grande variété de  sens dans  la  littérature, de  sorte que  le  terme « changement »  a 
souvent  été  utilisé  comme  synonyme  de  « exchange  of  pre‐instructional  conceptions  for  the  science 
concepts » (Duit & Treagust, 2003). Nous préférons suivre Duit (1999) en nous ralliant à une définition 
qui  consiste  à utiliser  le  changement  conceptuel pour désigner  les  apprentissages  « in  such domains 
where the pre‐instructional conceptual structures of the learners have to be fundamentally restructured 
in order to allow understanding of the intended knowledge, that is, the acquisition of science concepts. In 















Comme  le  rappelle  Davis  (2001),  le  processus  de  changement  conceptuel  n’est  pas  spontané : 
« Learner preconceptions are resistant to change. Because learners have relied on these existing notions 
to understand and function in their world, they may not easily discard their ideas and adopt a new way of 
thinking. Thus,  simply presenting a new concept or  telling  the  learners  that  their  views are  inaccurate 
will not result in conceptual change. Teaching for conceptual change requires a constructivist approach 
in  which  learners  take  an  active  role  in  reorganizing  their  knowledge.  Cognitive  conflict  strategies, 
derived  from  a  Piagetian  constructivist  view  of  learning,  are  effective  tools  in  teaching  for  conceptual 
change  (Duit,  1999).  These  strategies  involve  creating  situations  where  learners'  existing  conceptions 
about particular phenomena or topics are made explicit and then directly challenged in order to create a 
state of cognitive conflict or disequilibrium ». 











Une  affirmation  courante  en  matière  de  changement  conceptuel  est  la  suivante :  « l’idée  clef  du 
constructivisme est que la construction des nouvelles conceptions (l’apprentissage) n’est possible que sur 
la  base  de  conceptions  existant  déjà »  (Duit,  1999,  p.  275).  Bien  que  les  connaissances  existantes 
(qu’elles soient correctes ou incorrectes) aident l’apprenant à frayer son chemin dans le monde, il n’en 
est  pas  nécessairement  conscient.  Ainsi  le  premier  pas,  et  le  plus  significatif  dans  l’apprentissage, 
consiste  à  faire  en  sorte  que  les  élèves  se  rendent  compte  de  leurs  propres  idées  sur  le  sujet  ou  le 
phénomène étudié. 
Ces  derniers  peuvent  représenter  leurs  idées  de multiples  façons :  en  écrivant  des  descriptions,  en 
produisant des illustrations, en créant des modèles physiques, en dessinant des cartes conceptuelles, 
en imaginant des pages web ou en créant n’importe quelle combinaison de ces moyens pour mettre en 








L’objectif  de  cette  deuxième  étape  est  de  faire  en  sorte  que  les  élèves  clarifient  et  révisent  leurs 
conceptions  originelles  par  le  biais  de  discussions  en  petits  groups  et  en  classes  entières  (Stepans, 
2009).  Typiquement,  le  professeur  demande  pour  commencer  à  plusieurs  élèves  de  décrire  leurs 
représentations  (conceptions).  Une  fois  toutes  les  conceptions  présentées,  le  professeur  amène  la 
classe  à  évaluer  chacune  d’entre  elles  pour  déterminer  si  elle  est  intelligible,  plausible  et  féconde 
quand il s’agit d’expliquer le cas exposé. 
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que  toutes  les  conceptions  sont  exprimables,  elle  se  rend  inaccessibles  tous  les  modes  de 





par  l’évaluation de celles de  leurs pairs,  il est supposé qu’ils deviennent  insatisfaits de  leurs propres 
idées ; le conflit conceptuel commence à se mettre en place. En reconnaissant l’inadéquation de leurs 
conceptions, les élèves deviennent dès lors plus enclins à les changer. 
Pour  créer  un  conflit  encore  plus  grand,  le  professeur  présente  un  « cas  incompatible ».  Le  cas 
incompatible  est  un  phénomène  ou  une  situation  qui  ne  peut  être  expliqué  grâce  aux  conceptions 
actuelles de l’élève, mais peut l’être par le « concept » qui est le sujet de l’enseignement. Si la matière 
est la science, les élèves pourront suggérer une expérience. Le professeur pourra aussi exposer un cas 




Enfin,  on devra donner  aux  élèves  du  temps pour  réfléchir  et  réconcilier  les  différences  entre  leurs 
conceptions et la théorie visée. Le professeur devra incorporer des activités réflexives dans ses cours 
pour  promouvoir  l’accommodation  cognitive  ou  la  restructuration  des  conceptions  de  l’élève.  Cela 
conduit  à  la  conception  d’un  environnement  coopératif  d’apprentissage,  considéré  par  Davis  comme 
« nécessaire  à  un  enseignement  réussi  par  le  changement  conceptuel »  (2001).  Il  doit  y  avoir  des 
opportunités de discussion,  les étudiants doivent se sentir en sécurité pour partager  leurs points de 
vue lorsqu’ils considèrent et évaluent d’autres perspectives (Bruning, Schraw & Ronning, 1999 ; Scott, 
Asoko  et  Driver,  1991).  Le  « facteur  sécurité »  est  tout  particulièrement  important  quand 
l’enseignement utilise  la stratégie de conflit cognitif :  selon  l’étude de Dreyfus,  Jungwirth & Eliovitch 
(1990),  les  élèves  « les moins  doués »  (quelle  que  soit  la  signification  de  ce  terme  vague  et  un  peu 
dangereux compte tenu de la diversité possible des origines de cet état : déficiences cognitives, conflit 
avec  l’école  ou  l’autorité,  problèmes  personnels, maladie  physiques  ou  psychologies…)  souffriraient 
parfois d’une perte de confiance en eux, percevant le conflit comme un nouvel échec. 
Ces stratégies s’inspirent donc des  théories de Posner et al. en ceci que  leur objectif commun est de 
créer  les  quatre  conditions  nécessaires  au  changement  conceptuel :  les  apprenants  doivent  devenir 
insatisfaits  de  leurs  conceptions  du  moment  et  accepter  une  nouvelle  idée  comme  intelligible, 
plausible et féconde. L’évaluation et la clarification régulière des conceptions aident en outre les élèves 
à  développer  une  conscience  métaconceptuelle,  en  leur  permettant  de  comprendre  comment  ils 
développent leurs propres convictions (Vosniadou, 1994). 
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Ces  points  de  vue  sur  l’apprentissage  encouragent  la  discussion  entre  élèves  et  professeur  comme 
moyen  de  promouvoir  le  changement  conceptuel,  ce  qui  implique  de  faire  évoluer  le  rôle  des 















Un  certain  nombre  de  critiques  peuvent  être  formulées  à  l’encontre  de  l’idée  de  changement 
conceptuel. Il est toutefois difficile de tracer une frontière nette entre ce qui en constituerait le cœur et 
les  travaux  qui  en  ont  découlé.  Nombre  de  défauts  de  la  théorie  initiale  ayant  été  formulés,  puis 


























l’article  princeps  prennent  également  la  peine  de  la  mettre  immédiatement  à  l’épreuve,  sur  un 
exemple d’enseignement concret. La théorie est également évolutive, dans le sens où ils sont capables 
de s’adapter aux critiques formulées par leurs pairs en proposant une théorie révisée. Des critères qui 
seront  plutôt  moins  bien  vérifiés  par  le  modèle  allostérique  dans  sa  version  initiale,  ce  qui  nous 
conduira à travailler notamment dans cette direction. 
C’est  probablement  à  toutes  ces  raisons,  en  plus  du  vide  théorique  existant  à  cette  époque  où  les 
sciences  cognitives  balbutiaient  encore,  que  la  théorie  doit  son  succès  historique.  En  cette matière, 
l’impact sur l’opinion de l’impression de scientificité ne doit pas être négligé dans l’acceptabilité d’une 





L’entité  fondamentale  sur  laquelle  repose  la  théorie du changement conceptuel est  la conception. Or 
c’est peu dire que l’article initial (Posner et al., 1982) n’en donne aucune description. Au contraire, il 
assimile  conceptions  alternatives  et  croyances  naïves,  concepts  et  conceptions :  « In  this  article  the 
terms  « commitments »,  « concepts »,  and  « conceptions »  are  equivalent.  Although  these  terms 




terme  paradigmes  dans  La  structure  des  révolutions  scientifiques  (1970).  A  ce  niveau,  le  modèle 
allostérique de l’apprendre présentera une réelle supériorité sur la théorie du changement conceptuel. 
La notion de p‐prims  introduite par diSessa en 1993 (voir plus  loin) permettra  toutefois de combler 
partiellement cette lacune, bien qu’elle s’applique surtout aux axiomes physiques tirés de l’expérience 
du monde sensible,  et  s’apparente davantage à  la physique naïve :  « Learning physics depends not  so 
much  on  the  quantity  or  quality  of  science  information  presented  to  the  student,  but  on  the  process 






présentera  également  un  avantage  manifeste.  Pour  presque  tous  les  auteurs  du  changement 
conceptuel  en  effet,  les  conceptions  sont  inconscientes  mais  conscientisables,  non  exprimées  mais 























Il  n’est  question  que  de  remplacement  et  de  sélection  de  nouveaux  concepts ;  d’opérations  dont  la 
difficulté de mise en œuvre est corrélée à l’incommensurabilité des concepts initiaux et finaux. Certes 
la notion de « pièces détachées »  et de p‐prims mal utilisées nécessitant une modification des  règles 
d’activation  est  intéressante,  chez  diSessa ;  mais  dans  toute  cette  littérature,  il  manque  une  idée 




Constatant  la  difficulté  du  changement  conceptuel,  les  auteurs  s’en  remettent  alors  quasiment 
exclusivement à  l’analyse de  la conception  future : une  fois que  la conception  initiale a été  identifiée 
par  l’élève  et  perturbée  par  l’enseignant  (deux  opérations  considérées  comme  faciles  à  mettre  en 
œuvre), il suffit de rendre intelligible, plausible et féconde la conception de remplacement. Ces critères 
nous seront certes d’une grande utilité, mais ils placent la difficulté sur l’enseignant et non sur l’élève. 
Et  ils  ne  permettent  pas  de  comprendre  réellement  la  résurgence  de  certaines  conceptions,  alors 
même que l’apprentissage semble avoir été effectué. 
Posner et al. mentionnent bien ce problème dans la fin de leur article de 1983 : « Our interviews also 




to  the  two  postulates  weakens ».  Hélas  ce  problème  n’est  envisagé  qu’en  termes  de  nécessité  d’une 
accommodation plus  large, même si  les auteurs reconnaissent  la non‐linéarité des apprentissages et 
l’existence de fréquents retours en arrière. 
Des nuances ont certes été apportées plus tard à cette idée initiale selon laquelle lors du changement 
conceptuel,  une  conception  nouvelle  chasse  l’ancienne  définitivement.  Duit  &  Treagust  (2003) 
rapportent  notamment  que :  « There  appears  to  be  no  study  which  found  that  a  particular  student’s 
conception could be completely extinguished and then replaced by the science view. Indeed, most studies 
show that  the old  ideas  stay alive  in particular contexts. Usually  the best  that could be achieved was a 
‘peripheral conceptual change’ (Chinn & Brewer, 1993) in that parts of the initial idea merge with parts 
of the new idea to form some sort of hybrid idea (Gilbert et al., 1982; Jung 1993) ». Mais faute d’expliciter 




La  fécondité et  la diffusion de  la  théorie du  changement  conceptuel  conduisit  à un  foisonnement de 
descriptions complémentaires qu’il serait difficile de décrire intégralement. De ce point de vue, elle ne 
peut  être  contournée  et  on  peut  s’étonner  qu’elle  soit  si  peu  enseignée  dans  les  études  d’accès  à 
l’enseignement et, d’une manière générale, connue des enseignants francophones européens. 
Dans un article récent, Özdemir & Clark (2007) proposent une distinction qui permet de séparer en 
deux groupes différents  les recherches sur  le changement conceptuel,  facilitant  la compréhension de 
l’ensemble  de  ces  prolongements.  Ces  groupes  partageraient,  selon  les  auteurs,  des  perspectives 
théoriques contraires en matière de structure du savoir d’un individu ; pour les uns, ce savoir serait vu 
comme  un  ensemble  de  théories,  pour  les  autres  comme  un  ensemble  d’éléments :  « Is  a  student’s 
knowledge most accurately  represented as a  coherent unified  framework of  theory‐like  character  (e.g., 
Carey,  1999;  Chi,  2005;  Ioannides  &  Vosniadou,  2002;  Wellman  &  Gelman,  1992)?  Or  is  a  student’s 
knowledge more aptly considered as an ecology of quasi‐independent elements (e.g., Clark, 2006; diSessa, 
Gillespie, & Esterly, 2004; Harrison, Grayson, & Treagust, 1999; Linn, Eylon, & Davis, 2004)? ». 
Pour  notre  part,  nous  croyons  reconnaître  dans  cette  querelle  un  exemple  typique  de  polarisation 
artificielle d’une communauté autour de deux conceptions de pertinences équivalentes, et préférons 
considérer  que  le  savoir  peut  être  vu  comme  étant  constitué  d’éléments  épars,  dont  certains  sont 
organisés en théories. Mais toujours est‐il qu’au sein de ces deux courants, le nombre et la nature des 
thématiques des recherches effectuées donnent une bonne indication de la fécondité de la théorie de 




- L’évolution  des modèles mentaux  et  des  framework  theories19  (Ioannides & Vosnadiou,  2002 ; 
Vosnadiou & Brewer, 1992, 1994) ; 
- Les changements ontologiques (Chi, 1992 ; Vosnadiou & Ioannides, 1998). 
Du  côté  des  partisans  de  la  knowledge‐as‐elements  perspective,  par  ailleurs,  une  idée  fructueuse 
introduite  par  diSessa  nous  semble  intéressante  à  mentionner,  notamment  parce  que  nous  la 
réutiliserons  plus  tard :  diSessa  choisit  en  effet  d’appeller  p‐prims  les  structures  de  base  de  la 
connaissance  chez  un  individu  (diSessa,  1993).  S’inspirant  des  « phénomènes  primordiaux » 
(Urphänomen) de Goethe, idées abstraites mais issues de l’expérience phénoménologique du monde, il 
propose  de  parler  de  « primitives  phénoménologiques »  pour  décrire  les  axiomes  (souvent 
inconscients) construits à partir de notre vie de tous les jours : « On our experience of everyday physical 
phenomena, we all have collections of common‐sense, intuitive ideas that seek to explain the phenomena. 
These  naive  concepts  or  general  principles  are  called  “phenomenogical  primitives”  or  p‐prims,  and 
usually operate below the level of consciousness ». 




a  re‐ordering  of  the  priority  of  these  p‐prims  so  that  they  do  not  constitute  a  barrier  to  an  expert 




















partiellement  pointée  par  Özdemir  &  Clark  (2007)  lorsqu’ils  écrivent :  « Because  of  this  web‐based 
relationship between concepts, a revision to a concept requires revisions to the others ». 
Par  ailleurs,  dans  ce modèle,  l’apprentissage  est  souvent  exprimé  en  termes  de  comparaison  entre 
l’intelligibilité,  la  plausibilité  et  la  fécondité  des  conceptions  rivales  (Duit  &  Treagust,  2003) ;  c’est 
oublier l’importance du contexte social et affectif, dont nous étudierons les effets en introduisant une 
notion unique destinée à caractériser la stabilité d’une conception. Car si l’enseignant oublie l’impact 
des  simples  opinions  des  proches  et  camarades  de  l’élève,  se  contentant  de  lui  présenter  des 
conceptions scientifiquement intelligibles, plausibles et fécondes, il s’expose à de grandes désillusions. 
Dans  la mesure  où  les  anciennes  conceptions  sont  rarement  totalement  effacées,  c’est  également  le 
contexte  dans  lequel  se  trouve  l’apprenant  qui  le  conduira  à  exprimer  l’une  ou  l’autre,  après mûre 
réflexion  ou par  un mécanisme  réflexe.  La  théorie  ne  permet  donc  pas  de  comprendre  la  notion de 
chemins de pensée, pas plus que  la question de  leur  inhibition, a  fortiori. Des  limites dont  certaines 
devront aussi être dépassées dans le modèle allostérique, ce à quoi nous nous emploierons plus loin. 
En  revanche,  elle  insiste  assez  vite  sur  la  dimension métacognitive  de  l’apprentissage,  Posner  et  al. 
mentionnant très tôt l’importance de la perception de la science par l’apprenant et parlant à cet égard 
d’epistemological commitments. Ce que Duit & Treagust relèvent d’ailleurs en s’étonnant du fait que de 
nombreuses  études  sur  l’apprentissage  des  sciences  ne  portent  toujours  que  sur  les  contenus 
scientifiques  et  non  pas  le  méta‐niveau  de  l’appréhension  de  la  nature  de  la  science  elle‐même : 
« There  are  still  a  remarkable  number  of  studies  on  students’  learning  in  science  that  primarily 
investigate such students’ conceptions at the content level. Since the middle of the 1980s investigations of 
students’ conceptions at meta‐levels, namely conceptions of  the nature of  science and views of  learning 
(i.e., meta‐cognitive conceptions) also have been given considerable attention. ». 
Grâce aux révisions apportées par  l’article de 1992,  la  théorie du changement conceptuel ne néglige 






On  notera  enfin  les  constats  de  Duit  &  Treagust,  (1998)  qui  nous  confortent  dans  notre  propre 
entreprise, selon lesquels : 
1. il  est  nécessaire  de  dépasser  la  vision  constructiviste  de  l’apprentissage  et  de  l’intégrer  à  des 
cadres théoriques plus larges « in order to adequately adresse the complex process of learning », 




Si  les  approches  par  le  changement  conceptuel  se  sont  avérées  être,  depuis  les  années  80,  plus 
performantes  que  nombre  de  pédagogies  fondées  sur  d’autres  modèles  d’apprentissage,  elles 
comportent  un  certain nombre de  limites  intrinsèques,  dont  certaines  ont  été  déjà  évoquées  et  que 
nous reprenons ici de manière plus générale.  
La  première  limitation  des  recherches  dans  ce  domaine  porte  sur  la  nature  des  savoirs  étudiés 
(Fensham, 2001), essentiellement envisagés comme des connaissances notionnelles isolées plutôt que 
comme  des  éléments  intimement  liés  à  des  processus  d’abstraction,  de  conceptualisation  et  de 
formalisation,  dont  l’utilisation  est  régie  par  des  processus  décisionnels  omniprésents,  eux‐mêmes 
guidés par des appréciations sociales, affectives et émotionnelles. Cette focalisation sur  la dimension 
rationnelle de  l’apprentissage,  contestée depuis  l’origine dans  la  théorie du  changement  conceptuel, 
reste  critiquables  en  ne  portant  pas  suffisamment  d’attention  aux  processus  émotionnels  et 
intentionnels (Sinatra & Pintrich 2003). 
Une  deuxième  limitation  porte  sur  la  trop  faible  considération  portée  à  la  dimension  sociale  de 
l’apprentissage  (Matthews,  1993),  notamment  par  rapport  à  la  dimension  épistémologique  (Duit  & 
Treagust, 1998). D’autres critiques, telles que celles de Vosnadiou & Ioannides (1998) considèrent que 
la  théorie  du  changement  conceptuel  porte  trop  d’attention  au  conflit  cognitif,  y  recherchant 
notamment trop souvent un  insight qui s’avère plus qu’hypothétique (Limon, 2001) et sous‐estimant 
la  difficulté  du  « changement »  à  opérer.  Selon  eux,  l’apprentissage  des  sciences  devrait  plutôt  être 
considéré  comme un  « gradual  process  during which  initial  conceptual  structures  based  on  children’s 
interpretations of everyday experience are continuously enriched and restructured ».  Ils ajoutent qu’un 
modèle  d’apprentissage  performant  devra  tenir  compte  et  encourager  une  « conscience  méta‐
conceptuelle » permettant à l’apprenant de contrôler ses propres changements conceptuels d’une part, 
et les facteurs socio‐culturels facilitateurs ou inhibiteurs de ces changements. 
L’importance  de  la métacognition,  qui  rassemble  à  la  fois  la  vision  de  l’élève  sur  la  discipline  qu’il 
apprend  et  sur  son  propre  apprentissage,  semble  toutefois  être  de  plus  en  plus  reconnue, même  à 
l’école  primaire.  Le  modèle  d’apprentissage  de  Georghiades  (2000)  rassemble  notamment  trois 
























Giordan, 1989) :  le  savoir, modulaire et  siège de processus dynamiques permanents,  lui  rappelle  les 






« L'allostérie  (du  grec  ἄλλoς,  allos :  autre  et  στερεός,  stereós :  solide)  est  un  mode  de  régulation  de 
l'activité d'une enzyme par lequel la fixation d'une molécule effectrice en un site modifie les conditions de 




la seconde,  la  fixation de  la seconde augmente  l'affinité pour  la troisième et ainsi de suite (coopération 
positive par effet homotrope). » 
 
Il  ne  faut  pas  plus  que  cette  métaphore  pour  que  les  anglo‐saxons  regroupent  l’ensemble  de  ses 
travaux sous le vocable de « allosteric learning model ». Contrairement à beaucoup d’autres modèles, 
ce dernier possède  la particularité principale de récuser  l’hypothèse de  linéarité de  l’acquisition des 
savoirs,  en  proposant  qu’ils  se  fassent  et  se  défassent  au  gré  des  expériences  vécues  par  l’individu, 
mais  également  sous  l’influence  forte  de  ses  affects  et  de  ses  émotions.  C’est  ainsi  qu’apparaît  le 
concept de « conception » (Giordan, 1978 ; Giordan & De Vecchi, 1987), véritable brique élémentaire 
de la pensée, et que l’apprendre est défini non plus comme une simple dynamique de construction du 
savoir, mais  comme  un  « processus  de  déconstruction‐reconstruction  des  conceptions »  (Giordan & 
Girault,  1996).  Il  induit  alors  une  vision  systémique  qui  étend  les  aspects  cognitifs  aux  paramètres 
émotionnels,  affectifs,  motivationnels,  méta‐  et  infracognitifs  et  qui  prend  en  compte  les  aspects 
paradoxaux de l’apprendre (Giordan, 2007 ; Golay et al., 2010). 
En  portant  une  attention  accrue  au  contexte  dans  lequel  se  déroule  l’apprentissage,  le  modèle 
allostérique commence alors à fournir aux enseignants, par  les nouveaux éclairages sur  l’élaboration 
des  savoirs  individuels  qu’il  propose,  des  clés précieuses  pour mieux  comprendre  leurs  élèves  et  la 
façon  dont  ils  perçoivent  leurs  enseignants,  en  leur  proposant  notamment  un  environnement 
didactique destiné à faciliter l’apprendre (Giordan & Girault, 1992 ; Giordan & Pellaud, 2004). 
De  par  ces  multiples  potentialités  et  depuis  sa  première  formulation,  le  modèle  allostérique  de 
l’apprendre  n’a  cessé  de  se  développer,  selon  de  multiples  axes  (Education  au  développement 












destinées  à  rendre  compte de  toutes  les  caractéristiques utiles  à  la  compréhension de  ces  éléments 
fondamentaux de la pensée. En 2003, la plus complète mêlait la métaphore de l’iceberg (Giordan & De 
Vecchi,  1987)  à  la  description  articulée  de  leurs  soubassements,  comme  le  rappelle  la  figure 14 










Pourquoi  est‐il  si  difficile  d’apprendre  certaines  choses  et  pourquoi  certains  apprentissages  sont‐ils 
réversibles ? Pourquoi au contraire suffit‐il d’entendre une seule fois un mot ou une explication pour 





raisonnement,  à  des  réseaux de  références  et  des  signifiants  variés.  L’ensemble de  ces  éléments  est 
directement  issu du vécu de chacun,  influencé par  les multiples environnements dans  lesquels nous 
baignons  quotidiennement  et  dont  les  aspects  affectifs  vont  souvent  jouer  un  rôle  déterminant 
(figure [14]). 
 73 
Ces  conceptions  ne  sont  jamais  évidentes  et  rarement  exprimées  de manière  explicite.  Tel  l’iceberg 
repéré par la petite fraction qui affleure au‐dessus de l’eau, elles ne sont révélées que par des gestes, 
des  attitudes,  l’expression de  valeurs,  de  croyances  ou  de  connaissances,  qui  peuvent  apparaître  de 
manière tout à fait anodine au cours d’une discussion, d’une réponse à une question, d’un dessin. 
Ces  informations  – qui  proviennent  de  nos  environnements  non  seulement  culturels  et  historiques 
propres, mais également géographiques, religieux, socio‐économiques, politiques et surtout affectifs – 
influencent  nos  modes  de  raisonnements  explicites  (connaissances  logicomathématiques)  ou 
implicites  (paradigmes sociaux, modèles,  etc.), nos  signifiants  (linguistiques,  iconiques,  symboliques, 
etc.)  et  notre  réseau  de  références  (notions,  concepts,  valeurs,  etc.),  définissant  ainsi  un  réseau 
sémantique,  base  de  toute  production  de  sens.  Les  conceptions,  résultat  de  l’ensemble  de  ces 
interactions, sont donc à la fois savoir en place et filtre pour les informations nouvelles. 
Dans la vie de tous les jours, dans nos relations interindividuelles, nous avons habituellement accès à 
cette  partie  émergée,  ainsi  qu’à  quelques  éléments  des  multiples  environnements  de  nos 
interlocuteurs.  Mais  si  cette  connaissance  est  généralement  suffisante  pour  gérer  nos  relations 
sociales,  elle  devient  très  vite  limitée  pour  le  médiateur  qui  doit  intervenir  directement  sur  l’acte 
d’apprendre. Pourquoi ? Parce que les conceptions de ses élèves sont à la base même de leur manière 




élèves d’une même classe ne percevront pas  tous de  la même façon  les propos de  leurs professeurs. 
Lorsqu’il  sera  question  d’énergie  par  exemple,  nul  doute  que  ce  terme  évoquera  des  choses  très 
différentes chez le fils du physicien nucléaire, la fille d’un agriculteur biodynamicien, d’un installateur 




Sur  ces bases,  il  est  possible d’interpréter,  voir  de prévoir,  beaucoup d’observations  en  classe.  C’est 




« bombarder »  un  atome  avec  des  neutrons,  trop  attachée  à  sa  conception  du  bombardier.  Nous 
relevions encore, en réponse à  la question « Que signifie "L’atome a une structure lacunaire ?" », cette 




Il  y  est  suggéré  qu’un  discours  frontal  clair  et  structuré  est  parfois  incapable  de modifier  une  pré‐




Une question préoccupante  et  souvent  posée  consiste  à  se  demander  si  tous  les  élèves  interprètent 
leur  discours  avec  chacun  leur  propre  conception.  Le  cas  échéant,  le  travail  de  l’enseignant  serait 
titanesque.  Or  plusieurs  études  montrent  que  le  nombre  de  conceptions  sur  un  sujet  donné  est 















Dans  une  recherche  menée  au  LDES  sur  les  conceptions  relatives  à  la  digestion21,  par  ailleurs,  à 
l’instruction « En te servant d’un dessin, essaie d’expliquer où vont et que deviennent un pomme et un jus 
d’orange  quand  ils  sont  entrés  dans  ton  corps »,  trois  conceptions  différentes,  représentées  sur  la 
figure 16, revenaient systématiquement : 
1. Les aliments s’arrêtent à l’estomac, la digestion étant réduite à sa seule activité. 



























Il  en  résulte  une  première  question  d’ordre  pédagogique :  comment  se  fait‐il  que  les  conceptions 
initiales des enfants résistent à des années d’enseignement d’un sujet pourtant classique ? Force est de 
constater  leur  stabilité,  dont  l’interprétation  est  un  des  points  fondamentaux  sur  lesquels  nous 
reviendrons  et  que  Giordan  représente  humoristiquement  à  l’aide  des  images  de  la  figure 18.  La 









la  perception  du  risque  de  bombardement  lors  de  la  Guerre  froide,  et  les  choix  erronés  auxquels  il 
avait  pu  conduire  en  matière  de  construction  des  abris  atomiques  suisses.  Il  en  va  de  même  des 
conceptions sur la digestion, qui peuvent avoir des répercussions plus lointaines que prévues. En effet, 
considérer  que  les  « liquides »  subissent  un  traitement  similaire  aux  solides,  dont  on  sait  depuis 
l’enfances qu’ils sont « sales » peut conduire à penser que l’urine est aussi « sale » que les excréments ; 










Info située dans la  
« zone proximale de développement » 
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notre  apport  au  moment  où  la  description  du  modèle  allostérique  commença  à  clairement  se 
distinguer de celle de l’environnement didactique associé, à savoir en 2002, lorsqu’il fut publié sous la 





un  autre,  généralement  sous  l’influence  d’un  ensemble  d’informations  nouvelles,  on  conçoit 
naturellement  la  formule  employée  par  Giordan  en  1998 :  « Apprendre,  c’est  transformer  ses 
conceptions ». Car au sein de la multiplicité d’environnements dans lesquels baigne l’apprenant et face 
aux  informations  qu’il  reçoit,  son  savoir  nouveau  ne  peut  simplement  s’accumuler  qu’extrêmement 
rarement,  comme  le  suppose  l’idée  constructiviste.  En  effet,  si  les  conceptions  sont  indispensables 
pour permettre de créer  le  lien entre  le  savoir déjà acquis et  le  savoir à acquérir,  elles peuvent vite 
constituer un obstacle à l’apprendre, comme Bachelard le précisait en 1938 déjà : 
(…) C'est en termes d'obstacles qu'il faut poser le problème de la connaissance scientifique. Et il ne s'agit 
pas  de  considérer  des  obstacles  externes,  comme  la  complexité  et  la  fugacité  des  phénomènes,  ni 
d'incriminer la faiblesse des sens et de l'esprit humain : c'est dans l'acte même de connaître, intimement, 










Mais  si  les  conceptions  jouent  un  rôle  de  « filtre »  pour  toute  nouvelle  information  et  si  apprendre 
consiste en la transformation des conceptions, nous devons pourtant accepter qu’elles soient en même 
temps les seuls éléments à la disposition de l’individu apprenant pour effectuer cette transformation. 
Il ne  lui est possible d’apprendre qu’à partir d’elles ;  entre  temps,  le  savoir antérieur,  seul outil  à  sa 
disposition, lui a servi de cadre interprétatif. 
La  figure [19]  propose  une  première  modélisation  de  l’apprendre ;  elle  montre  que  l’information 
nouvelle  peut  soit  être  filtrée  et  déformée  par  la  conception,  soit  induire  sa  transformation  en  une 
conception plus opératoire. 
Si l’adaptation de la nouvelle information proposée à l’apprenant n'est pas possible, alors elle peut être 
purement  et  simplement  rejetée.  Pour  qu’elle  ait  quelque  chance  de  passer  « directement »  (sans 
intervention didactique), il faut en effet qu’elle entre en résonance avec l'ensemble des connaissances 
antérieures de  l'apprenant. Pour Vygotsky (1933), cela signifie qu’elle doit se trouver dans sa « zone 
proximale  de  développement »,  ce  qui  ne  peut  se  produire  que  pour  un  pourcentage  très  restreint 
d'élèves.  Pour  tous  les  autres,  il  est  nécessaire  de  mettre  en  place  des  interventions  didactiques 
appropriées (en d’autres mots, un « enseignement »), tenant compte des conceptions et permettant de 
s’approcher au maximum de cette zone proximale de développement. 




Il  est  donc  nécessaire  de  penser  la  transformation  du  savoir  comme  un  processus  simultané  de 
« déconstruction – reconstruction » des conceptions, où l’ancien savoir serait transformé et ne cèderait 
véritablement la place au nouveau que lorsqu’il apparaîtrait périmé. Dès lors, il importe de chercher à 





- La  transformation  du  savoir  s’opère  par  une  succession  d’étapes  élémentaires  permettant 
chacune de « passer d’une conception à une autre »22. 
- Dans  une  situation  pédagogique  donnée,  l’information  apportée  à  l’apprenant  n’est  que 
rarement suffisante pour induire cette transformation ; au contraire, c’est elle en général qui est 
transformée par la conception à modifier. 









Dès  l’origine,  un  « environnement  didactique »  accompagne  le  modèle,  sorte  de  feuille  de  route 
présentée  notamment  sous  la  forme  d’une  carte  conceptuelle  récapitulant  les  différents  leviers  sur 




lesquels  il est possible (et nécessaire) d’agir pour transformer  les conceptions des apprenants.  Il est 
pensé comme l’ensemble des éléments et des méthodes que l'enseignant doit mettre à  la disposition 
de  l'apprenant  pour  tenter  de  favoriser  la  transformation de  ses  conceptions.  L'utilisation  du  verbe 
« tenter » est ici  importante car, comme le précisent Giordan (1987) et Meirieu (2001) : « Seul l'élève 
peut  apprendre,  et  personne  ne  peut  le  faire  à  sa  place ».  Par  contre,  tous  deux  indiquent  également 
que : « Si seul l'élève apprend, il ne peut apprendre seul ». Et c'est là qu'intervient le rôle indispensable 
de l'enseignant ou du médiateur dans un sens large. 
Pour  Pellaud  (Eastes  &  Pellaud,  2003),  « Les  paramètres  présentés  dans  la  figure [20]  en  tant  que 
facteurs favorables à l’acte d’apprendre ne sont efficaces que mis en interactions les uns avec les autres, 
car  c’est  dans  la  diversité  que  l’apprenant  a  le  plus  de  chances  de  construire  son  propre  savoir.  C’est 
pourquoi ils sont présentés, non pas dans une forme linéaire, mais sous celle d’un « conceptogramme », un 
outil  fort  utile  pour  développer  la  pensée  systémique  et  l’approche  globale  et  complexe  que  nécessite 
l'approche des problèmes actuels ». 
Parmi ces paramètres, huit  font référence à ce que  l'élève doit avoir  la possibilité de  faire, d'être, de 
réaliser  ou  de  penser.  Ils  sont  présentés  sur  la  première  couronne.  Les  autres  items,  répartis  tout 
autour  de  la  première  série,  font  référence  au  rôle  de  l'enseignant‐médiateur  et  à  ses  apports 
spécifiques, en lien avec ses objectifs pédagogiques et didactiques. 
Dans  la  publication  évoquée  plus  haut,  (Pellaud  &  Eastes,  2003),  nous  décrivions  l’environnement 
didactique  en  l’illustrant  par  son  application  à  une  situation  pédagogique  relative  à  la  présentation 
publique  d’une  expérience  de  « lévitation »  (voir  l’encadré  ci‐dessous) ;  un  thème  qui  permet 
d’aborder un grand nombre de notions touchant à de très multiples branches de la physique, tout en 
offrant  la  possibilité  de  les  relier  au  quotidien  des  apprenants,  qu’ils  soient  élèves  ou  public  d’une 
activité de vulgarisation. 
 
Se  plaçant  d’entrée  sur  un mode  ludique  et  spectaculaire,  un médiateur  arrive  en  jonglant  avec  trois 
balles,  expliquant  qu’il  tente  de  les  maintenir  en  « suspension »  dans  l’air  autant  que  possible.  L’une 
d’entre elle s’échappe et, découragé, il avoue son impuissance au public : impossible d’empêcher les objets 
de tomber… 
Il  engage  alors  une  discussion,  sorte  de  « brain‐storming »,  en  questionnant  le  public  sur  les  différents 
























Quels sont  les  intérêts de  l’apprenant, en  fonction de son âge, de son milieu de ses connaissances et 
expériences antérieures ? De telles indications, obtenues à travers le dialogue et l'établissement d'une 
relation de confiance entre apprenants et enseignant apportent à ce dernier des pistes  intéressantes 
pour  contextualiser  le  sujet,  poser des questions qui  susciteront  l'intérêt,  la  curiosité  et qui,  tout  en 
étant à la portée de l'apprenant, le pousseront à aller chercher « plus loin », à se sentir en même temps 
concerné par le sujet abordé et assez interpellé pour dépasser ses propres conceptions. 




dans  son  contexte  social  et  temporel,  redonnant  à  la  « découverte »  sa  véritable  dimension. Mais  il 
peut aussi partir d’un événement de l’actualité en commençant par la lecture d’un article de presse ou 
la projection d’une émission de télévision. 
D’une manière  générale,  l’élève  doit  se  sentir  concerné  par  le  sujet  traité,  sans  quoi  il  ne  sera  pas 
motivé. Or la motivation est à la base de l'ensemble du processus d'apprentissage. D’où la pertinence 




Pour  favoriser  l'apprendre,  « il  faut  aussi  inquiéter  la  raison  et  déranger  les  habitudes  de  la 
connaissance  objective »  affirme  Bachelard  (1938).  Ces  paramètres  sont  importants  car,  comme  les 
conceptions  sont  les  seuls  « outils »  que  l’élève  a  à  sa  disposition  pour  comprendre  le  monde  qui 
l’entoure, il s’y accroche fortement. Il doit donc être mis dans une situation qui lui permette de voir les 




mise  en  présence  de  différentes  opinions  défendues  par  des  pairs  lors  de  débats,  de  situations  où 
l’élève est amené à défendre ses  idées, à argumenter. La définition de  la notion de  lévitation dans  la 
situation  pédagogique  évoquée  plus  haut  constitue  une  phase  de  confrontation  et  d’élaboration  en 
commun  extrêmement  porteuse,  car  elle  assure  des  débats  passionnés,  tant  il  est  délicat  de  définir 
scientifiquement une notion employée usuellement pour décrire un phénomène « paranormal ». 
Mais  la  perturbation  peut  également  naître  de  la  confrontation  de  l’élève  avec  le  réel  à  travers  des 
démonstrations ou des expériences qu’il réalise lui‐même, voire avec le savoir lui‐même, à travers les 
médias,  les manuels, des rencontres avec des scientifiques… A ce  titre,  les expériences surprenantes 







Si  la  perturbation  est  un  outil  idéal  pour  ébranler  le  système  cognitif  de  l'élève  (Giordan,  1996  b, 
1998),  elle  peut  également  devenir  un  obstacle  si  elle  provoque une  trop  forte  déstabilisation  ou  si 
l'élève se sent « abandonné », durant ce moment d'intense émotion, voire d'angoisse (Yanni‐Plantevin, 
1998), que provoque  la  transformation des conceptions.  Il  s'agit donc pour  l'enseignant de créer un 
climat de confiance, afin que l'élève ose se « lâcher » : « Faites‐vous aimer d'eux ; qu'ils soient libres avec 
vous, et qu'ils ne craignent point de vous laisser voir leurs défauts », disait déjà Fénélon en 1809. 
La  confiance  en  soi  ne  peut  s’acquérir  qu’à  travers  l’établissement  d’une  relation  saine  entre 






s’apercevra  notamment  que  pour  certaines  personnes,  c’est  parce  que  l’air  « appuie »  sur  les  objets 
qu’ils  sont  maintenus  au  sol,  idée  qui  sera  valorisée  par  le  médiateur  par  un  questionnement  sur 
l’origine  de  cette  idée,  probablement  liée  aux  connaissances  que  possède  le  public  sur  la  notion  de 
pression. Revenant sur la démonstration de jonglage, le médiateur peut également interroger le public 
sur  les  « forces »  qui  s’exercent  sur  les  balles  lors  des  différentes  phases  de  leur  mouvement.  Ce 
faisant,  il  pourra  faire  émerger  les  conceptions  fausses  usuelles  qui  se manifestent  notamment  par 
l’évocation d’une  force verticale dirigée vers  le haut dans  la phase ascendante des balles.  Imaginant 
des expériences ou des raisonnements pour  infirmer ces hypothèses, ou mieux,  laissant  le public en 
imaginer lui‐même, il stimulera à la fois sa confiance en soi et son intérêt pour le sujet. 
Notons  en  outre  que  si  l'erreur  ou,  d'une manière  plus  générale,  l'ignorance,  est  relevée  comme un 
élément important de l'apprendre, elle peut s'avérer un outil utile dans la construction de la relation 
entre  enseigné  et  enseignant,  surtout  si  ce  dernier  sait  avouer  ses  propres  limites  (Fénélon,  1809 ; 
Bachelard, 1938) et reconnaître qu'il peut également apprendre de l'élève. 




« facilitateur »  (Pestalozzi,  1802 ;  Rogers,  1969),  un  « accompagnateur »  (Rousseau,  1762 ;  Cousinet, 
1950), un « médiateur » (Raynal & Rieunier, 1997 ; Rezeau, 2001) ou un « guide » (Montessori, 1958). 









est même nuisible à  la  formation  scientifique et pratique dont  l’homme a  surtout besoin de nos  jours » 





C’est  ainsi que des  solutions extrêmement originales au problème de  la  lévitation pourront prendre 
forme dans l’esprit des élèves, comme par exemple lors de l’évocation d’un phénomène apparemment 




Pour  qu’un  savoir  devienne  réellement  opérationnel,  l’apprenant  a  besoin  de  « l’utiliser ».  A 
l’enseignant  de  lui  offrir  des  situations  dans  lesquelles  il  puisse  le  réinvestir.  Ce  réinvestissement 
permet souvent à l’apprenant de tisser des liens entre les savoirs pré‐existants et les disciplines et de 
comprendre  les  interactions  en  jeu,  notamment  lorsqu’il  s’articule  autour  de  « concepts 
organisateurs »  (Giordan & Pellaud, 2002),  intégrateurs  (Haguenauer, 1996) ou structurants  comme 
les envisage Ausubel (1966) en parlant d'« organizers ». Cette mobilisation, au‐delà de la simple notion 
de  « transfert »  (Meirieu,  1998 ;  Meirieu  &  Tardif,  1998 ;  Develay,  1998)  exige  d'être  capable  de 
reconnaître  le  similaire  dans  le  différent,  de  se  détacher  de  la  réalité,  de  prendre  du  recul  et  de 
parvenir à une forme d'abstraction. Différentes approches pédagogiques permettent de mettre l’élève 
en  situation de  réinvestissement.  En permettant  aux  élèves  d'utiliser  leurs  compétences  spécifiques 
dans  le  travail  de  groupe  (Blaye,  1989),  en  favorisant  les mises  en  relation  et  les  interdépendances 
issues  de  travaux  sur  des  sujets  transversaux  et  interdisciplinaires,  tels  que  le  proposait  déjà 
Coménius  au  XVIIeme  siècle,  l'enseignant  favorise  cette  indépendance  de  l'esprit.  D'autres  voies 
pratiques,  telles  que  l'enseignement  à  d'autres,  la mise  en  place  d'une  exposition,  d'un  jeu  de  rôle, 
participent  à  habituer  l'apprenant  à  décontextualiser  puis  recontextualiser  un  savoir  de  manières 
différentes. 
Ainsi,  durant  de  la  séquence  sur  la  lévitation,  lors  de  la  présentation de  l’expérience de  la  chute  de 
l’aimant  dans  un  tube  de  cuivre  (métal  pourtant  non  magnétique)  ralenti  par  une  induction 
électromagnétique  puissante,  l’élève  sera  à  la  fois  incité  à  relier  le  phénomène  au  principe  du 
ralentisseur  électromagnétique  des  camions  et  à  comprendre  les  implications  énergétiques  du 






Bien  que  les  systèmes  scolaires  actuels  continuent  à  « empiler »  des  savoirs  disparates  et  parfois 
anecdotiques, il est reconnu qu'apprendre ne se limite pas à acquérir des connaissances. Néanmoins, 







Lors de  la présentation d'expériences  aussi  spectaculaires que  technologiques que  sont  la  lévitation 
d’un aimant au dessus d’un supraconducteur baignant dans l’azote liquide, ou la formation de pointes 
dans un  liquide  ferrofluide,  les connaissances présentées ne pourront avoir de sens que si elles sont 
rapportées  à  l’utilisation  qu’il  est  possible  de  faire  de  ces  matériaux  (trains  à  sustentation 
électromagnétique,  billets  de  banque  infalsifiables…).  De  même,  l’évocation  des  implications 
technologiques que cette utilisation présente, celle des aspects économiques ou même éthiques liés à 
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Les  aides  à  penser  telle  que  les  définit  Giordan  (1998)  consistent  en  tout  ce  que  l'enseignant  peut 
proposer,  en  matière  de  supports  d'informations  ou  de  méthodes,  pour  rendre  l'apprendre  plus 
accessible. Dans  le cadre de  la séquence décrite ci‐dessus comme dans n’importe quelle situation de 
médiation, du cours frontal à la démarche expérimentale en passant par le travail de groupe, la visite 
de musée,  l'intervention d'un spécialiste,  la recherche d'informations (Internet, ouvrages, médias),  le 
projet,  la  définition  d'objectifs,  la  création  d'un  spectacle,  l'utilisation  de  jeux,  de  simulation,  de 
modèles,  l'élaboration de  conceptogrammes,  les métaphores,  les histoires…  tout est nécessaire pour 
offrir le maximum de chances à l'apprenant d'accéder aux savoirs et de transformer ses conceptions.  
 
Ainsi  l’environnement  didactique  de  2002  montre  comment  faire  en  sorte  que  les  apprenants 
construisent peu à peu leur savoir en lui donnant du sens, en le renforçant et en établissant des liens 
entre  leurs  connaissances.  L’importance  d’une  telle  approche  réside  surtout  dans  l’autonomie 
qu’acquiert l’apprenant face à son propre apprentissage, cette autonomie devant l’aider à développer 




Comme  la  théorie  du  changement  conceptuel,  le  modèle  allostérique  peut  être  analysé  de manière 
critique  sur  divers  plans :  épistémologique  et  méthodologique  (en  lien  avec  son  ontologie  et  sa 
scientificité),  scientifique  (en  lien  avec  la  précision,  la  pertinence  et  la  cohérence  de  son  contenu), 
théorique  (au regard de sa  fécondité) et pédagogique  (en  lien avec sa capacité à  rendre compte des 
observations et à produire des outils pertinents pour  la pratique). Sa compatibilité avec  les sciences 
cognitives  pourra  également  être  étudiée,  ce  que nous  entreprendrons de  faire  après  la  description 




Une  inquiétude  susceptible  de  survenir  à  la  découverte  de  l’approche  allostérique  tient  à  sa 
formulation métaphorique. Comme  toutes  les « bonnes » métaphores, on pourrait  craindre que celle 
de l’allostérie soit aussi trompeuse du point de vue de sa pertinence et de sa scientificité qu’éclairante 
de point de vue de la compréhension immédiate. Le caractère très controversé du succès de la théorie 
mémétique  par  exemple,  initiée  par  le  dernier  chapitre  de  l’ouvrage  de  Dawkins  (1989),  Le  gène 
égoïste, est là pour nous rappeler le risque inhérent à cette approche. 
Mais il est important de rappeler que la métaphore de l’allostérie n’a pas été préalable à la formulation 
du  modèle  et  n’en  tire  pas  son  origine,  ce  qui  devrait  suffire  à  dissiper  les  craintes  éventuelles. 
Pourtant, nous pensons que la métaphore est si féconde et pertinente qu’elle pourra être développée 
en analogie ; en vertu des  inquiétudes  légitimes  liées à  la  transposition de théories physicalistes aux 









des  observations  précises  conduites  en  classe  et  sur  des  références  bibliographiques  sérieuses.  La 
théorie  est  également  évolutive  et  sait  se nourrir de  toutes  les données  scientifiques nouvelles.  Peu 




reçoit  de  la  part  de  la  communauté  scientifique  internationale.  A  cet  égard,  le  modèle  allostérique 








grâce  à  la  métaphore  de  l’iceberg  notamment,  qu’elles  ne  sont  pas  seulement  de  simples 
représentations mentales qu’il suffirait de faire exprimer par les élèves pour pouvoir les modifier. Bien 


















(littéralement  primitives  phénoménologiques).  Comme  nous  l’avons  vu  plus  haut,  diSessa  (1993) 
imagina en effet l’existence de p‐prims particulières servant à l’activation spécifiques d’autres p‐prims, 
ces dernières traitant elles seules l’information. 
Cette  question  de  l’activation  des  règles  d’utilisation  des  conceptions  ne  devra  pas  être  négligée : 
derrière elle se cache notamment celle de l’existence des chemins de pensée de type réflexe, qui sont 
parfois  empruntés  par  erreurs  dans  des  situations  de  stress  et  conduisent  vers  des  conceptions 
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inappropriées,  sans  pour  autant  que  la  conception  adaptée  soit  inexistante.  Une  question  qui  en 
entraîne  une  troisième :  celle  de  l’inhibition  de  ces  chemins  de  pensée  erronés,  qui  conduit 
naturellement à s’interroger également sur l’existence de processus de désactivation complémentaires 
à l’activation des p‐prims de diSessa. 
A  travers  ce  concept  de  p‐prims,  diSessa  marque  plus  nettement  que  le  modèle  allostérique  la 
distinction  entre  les  idées  naïves  issues  de  l’imprégnation  au  contact  du monde  et  les  conceptions 
construites par des apprentissages ultérieurs. Nous verrons plus loin qu’en matière de connaissances 
naïves, une distinction complémentaire, apportée par les sciences cognitives cette fois, sera nécessaire. 
De même,  bien  que  contestée,  l’idée  d’écologie  conceptuelle  développée  par  Posner  et  al.  dans  leur 
article princeps présente l’intérêt de suggérer l’existence d’un espace de conceptions, pour le moment 
absent  du  modèle  allostérique,  dont  il  convient  alors  d’imaginer  les  caractéristiques :  socle  de 
connaissances naïves, règles d’activation/inhibition des conceptions, structure dynamique du savoir… 
Nous  reviendrons  à  la  fois  sur  la  description  des  règles  d’activation  des  conceptions,  sur  celle  de 
l’inhibition des chemins de pensée erronés et sur celle d’un socle et d’un espace des conceptions (mais 
sans pour autant utiliser l’expression ambigüe d’écologie conceptuelle), en invoquant conjointement le 




Même  s’il  donne  peu  d’indications  sur  sa  véritable  nature  en  termes  de  processus  cognitifs,  c’est  la 
grande force du modèle allostérique que de substituer cette idée de « déconstruction‐reconstruction » 
à celle de « changement » des conceptions, elles‐mêmes vues comme le seul système interprétatif à la 
disposition de l’apprenant, ce qui  le conduit  le plus souvent à adapter  l’information reçue plutôt que 
ses propres connaissances, comme l’explicite la figure 19. C’est probablement à ce stade qu’émerge la 
fécondité  du  modèle :  en  montrant  que  la  transformation  des  conceptions  issue  de  cette 




réflexion  sur  les  soubassements  inconscients de  la  pensée  (niveau  infracognitif),  le  savoir  lui‐même 
(niveau cognitif), le rapport de l’apprenant à ses propres savoirs (niveau métacognitif), sa motivation à 
apprendre  (niveau  intentionnel)  et  les  affects  qui  l’influencent  lors  de  ces  processus  (niveau 
émotionnel). Autant d’aspects qui sont actuellement développés par Giordan (Golay et al., 2010) et que 
nous aborderons plus loin, même si nous ferons porter l’essentiel de notre formalisation sur le niveau 
cognitif.  On  pressent,  par  suite,  la  nécessité  de  construire  un,  voire  plusieurs  environnements 
didactiques, destinés à tenir compte de ces paramètres dans le design de pédagogies conformes à ces 
considérations théoriques. 
Une  limite  du  modèle  serait  peut‐être  toutefois  de  considérer,  ou  de  laisser  penser,  que  tout 





Comme  nous  l’avons  vu,  Giordan  mentionne  souvent  la  propension  des  conceptions  nouvellement 
acquises à s’effacer après quelques temps pour laisser réapparaître les anciennes. Ce phénomène pose 
la  question  de  leur  stabilité,  qui  nous  semble  devoir  être  davantage  explicité  que  cela  n’a  été  fait 
jusqu’en  2002.  En  particulier,  une  liste  la  plus  exhaustive  possible  de  l’ensemble  des  paramètres 
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de  paramètres  à  considérer  conjointement  selon  une  approche  systémique,  il  souffre  d’un  lien  trop 





été produits par  le  laboratoire où  il  était né ; notamment  faute d’une diffusion dans  la  communauté 
scientifique  internationale,  qui  lui  aurait  permis  de  s’émanciper  en  initiant  de  nouveaux  travaux, 
comme  ce  fut  le  cas  de  la  théorie  du  changement  conceptuel.  C’est  probablement  parce  qu’il  a  été 
davantage diffusé dans les milieux enseignants que dans la communauté des chercheurs que l’on peut 
davantage  parler  « d’approche »  que  de  « théorie »  allostérique.  Toutefois,  nous  considérons  que  ce 
modèle  possède,  en  lui‐même,  cette  capacité  à  être  développé  théoriquement  et  à  initier  des 
recherches précises, notamment au regard des concepts qu’il est susceptible de proposer aux sciences 







de »  ce  que  l’on  sait  déjà,  ce  modèle  est  susceptible  de  modifier  assez  largement  les  modèles 
d’apprentissage implicites des enseignants et des médiateurs. Il les conduit en effet à accepter comme 
un phénomène normal l’idée que les savoirs acquis par l’apprenant ne soient pas déjà bien organisés, à 






les  raisons  de  s’émouvoir  de  n’avoir  pas  su  convenablement  emplir  les  cruches  dont  il  a  la  charge 
(pour reprendre le bon mot d’Aristophane : « Enseigner, ce n’est pas remplir des cruches, c’est allumer 
des  brasiers »  (This,  2004)).  Nous  avons  en  effet  pu  constater,  lors  des  diverses  formations  pour 
enseignants  données  sur  le  sujet,  que  le  modèle  allostérique  avait  la  capacité  d’imprégner  les 
praticiens d’un état d’esprit différent, à la fois plus indulgent et plus serein. 
Cet  impact est d’autant plus  fort que  le modèle allostérique possède  le puissant avantage d’être non 
seulement  explicite  et  imagé, mais  également  opératoire  et  fécond.  On  ne  compte  plus,  en  effet,  les 
ateliers lors desquels les visages des enseignants s’éclairent et les exclamations fusent, comme autant 
de  signes  qu’ils  comprennent  de  quoi  il  est  question  et  savent  immédiatement  l’associer  à  leurs 
propres  pratiques,  et  qu’ils  entrevoient  immédiatement  de  nouvelles  applications  pédagogiques  à 
mettre en œuvre. 
 87 
En  effet,  un  autre  avantage  de  l’environnement  didactique  associé  au  modèle  est  l’approche 
systémique qu’il propose. Se nourrissant des préceptes de l’ensemble des théories éducatives23,  il ne 
se  focalise ni  sur un paramètre de  l’apprentissage, ni  sur un outil pédagogique donné, ni ne se perd 
dans  des  objectifs  éducatifs  d’ordres  social  ou  politique.  En  rassemblant  les  différents  éléments 
facilitateurs  de  l’acte  d’apprendre,  il  conduit  simplement  à  une  approche  pédagogique  générale, 
adaptable  à maintes  situations  d’enseignement, mais  sans  jamais  prétendre  constituer  une  panacée 
(dont Giordan écrit souvent qu’en matière d’enseignement, elle n’existe pas). 
Même  si  elle  dévoile  que  l’apprenant  est  seul  auteur  de  ses  apprentissages,  l’approche  allostérique 
n’en  dépossède  pas  pour  autant  l’enseignant  car,  sans  pour  autant  lui  construire  des  protocoles 





Comme  nous  l’avons  évoqué  plus  haut,  toute  réflexion  sur  la  pédagogie  repose  plus  ou  moins 
explicitement sur un modèle d’apprentissage. Andler (2008) va plus loin en considérant que, du point 
de  vue  académique,  elle  repose  même  sur  une  « théorie  de  la  nature  humaine ».  Ainsi,  parmi  « les 
moins  métaphysiques  –  et  les  plus  opératoires  –  les  sciences  de  l’éducation  se  sont  appuyées  sur  la 












à  celle  des  localisations  et  des  pathologies,  soit  à  l’intelligence  artificielle  et  au  développement  de 




langage,  raisonnement,  coordination  motrice,  planification  de  l’action –  en  tant  que  champ  d’étude 
privilégié des sciences dites cognitives. 
Les  études  de  la  cognition  humaine,  ou  sciences  cognitives,  ne  se  limitent  pas  à  l’adulte  sain.  Elles 
explorent largement la cognition du nouveau‐né et de l’enfant (psychologie du développement), ainsi 




les  processus  mentaux  en  tant  que  chargés  de  sens.  La  linguistique  y  joue  par  exemple  un  rôle 




particulier,  participant  également des deux  approches  et  fournissant  des hypothèses précises  sur  la 
manière  dont  elles  s’articulent.  Elles  sont  complétées  par  la  philosophie,  l’anthropologie,  l’éthologie 
cognitive  (étude  de  la  cognition  animale)  et  par  l’intelligence  artificielle  qui  vise  à  constituer  des 
formes de cognition artificielle. 
Historiquement,  ce  courant  de  recherche  est  né  d’une  réflexion  sur  les  processus  logiques  et  leur 




instrument  de  modélisation  de  ses  propres  opérations.  Puis  les  sciences  cognitives  ont  pris  la 
figure d’une psychologie généralisée plutôt que d’une  informatique appliquée. Elles sont aujourd’hui 
largement  marquées  par  les  neurosciences,  notamment  grâce  aux  développements  des  techniques 
d’imagerie cérébrale. 
 
















Les  sciences  cognitives  s’intéressent  à des phénomènes aussi divers  et  conceptuellement  complexes 
que  la  décision,  la  perception,  l’action,  le  langage,  les  émotions,  la  conscience,  le  soi,  les  rapports  à 
autrui, l’imagination, la dissimulation, le jeu, le récit, la culture, les valeurs, normes et préférences, etc. 
Cet ordre du  jour,  les sciences cognitives  le poursuivent avec un outillage conceptuel qui comprend, 
mais excède de beaucoup, celui de la psychologie expérimentale classique. La logique et l’informatique, 
mais  aussi  bien  la  physique  statistique,  la  psychologie  du  développement,  les  neurosciences,  la 
linguistique,  l’anthropologie,  la  paléontologie,  l’éthologie,  la  théorie  de  l’évolution,  les  théories 
formelles de la rationalité, la philosophie elle‐même sont mises à contribution. A cet égard, l’étude des 
équipes de recherche d’un département scientifique tel que l’Institut d’Etude de la Cognition (IEC)24 à 
l’Ecole  normale  supérieure  (Paris),  qui  se  veut  le  plus  interdisciplinaire  possible,  est  également 
instructive en termes d’étendue des domaines de connaissances concernés : 
• Neurosciences cognitives (LNC) 





















dans  certains  cas  de  simuler  les  fonctions  « mentales »,  entendues  en  un  sens  très  large :  pensée 
conceptuelle,  raisonnement,  langage,  mémoire,  mais  aussi  perception,  motricité,  action,  voire 
conscience, émotions, rapport à autrui, activité artistique... 
C'est  dire  qu'elles  reprennent  non  seulement  les  programmes  de  recherche  traditionnels  de  la 
psychologie  scientifique,  des  sciences  du  cerveau  et  de  la  linguistique,  mais  aussi  certaines  des 
questions centrales de la philosophie, en particulier de la théorie de la connaissance, et touchent aux 
sciences  humaines  et  sociales  de multiples  façons. Héritières  d'une  longue  tradition  intellectuelle,  à 
laquelle  appartiennent  de  plein  droit  Aristote,  Descartes,  Leibniz,  Kant,  tout  comme  Helmholtz  et 
Fechner, Darwin et Freud, Broca et Ramon y Cajal, Hilbert et Poincaré, von Neumann et Turing, Frege 
et Saussure, Piaget et Merleau‐Ponty, etc. elles s'appuient sur des méthodes expérimentales relevant 
de  la  psychologie  et  des  neurosciences,  sur  des  instruments  et  sur  des  modèles  physico‐
mathématiques  et  informatiques  apparus  au  cours  du  dernier  demi‐siècle.  Mais  leur  succès,  dont 




Andler,  dont  une  bonne  partie  des  travaux  consiste  justement  à  préciser  les  contours  de  ce  qu’il 
nomme les « études cognitives » (2002, 2004, 2007a, 2007b), précise (2008) : « Les sciences cognitives 
ont  parfois  été  assimilées  à  l’intelligence  artificielle,  et  leur  projection  sur  le  champ  de  l’éducation  à 




des  neurosciences  ou  des  sciences  du  cerveau  qui  s’appuie  principalement  sur  l’imagerie  fonctionnelle 
cérébrale  pour  répondre  à  des  questions  de  localisation,  dans  une  double  perspective  de  repérage  des 
déficits et de cartographie génétique des facultés. Or les sciences cognitives [sont] bien davantage que ces 











l’audition  (audiométrie)…  Autant  de  mesures  psychométriques  dont  l’enregistrement  simultané 
permet  des  corrélations  également  instructives,  et  dont  les  appareils  de  mesure  font  l’objet  de 










essentiellement,  les  variations  de  paramètres  tels  que  la  masse,  les  quantités  de matières  grise  ou 
blanche,  la  structure  des  circonvolutions,  les  réseaux  de  neurones  ou  les  connexions  entre  les 
différentes  parties  du  cerveau.  L’implantation  d’électrodes  permet  de  mesurer  l’activité  cérébrale, 
mais cette  technique n’est pas sans poser de sérieux problèmes éthiques et  idéologiques,  les  images 
correspondantes  étant  largement  exploitées  par  les  antivivisectionnistes.  Plus  récemment,  des 
mesures électriques directes conduites sur  le cerveau humain ont pu toutefois être menées au cours 
d’opérations  chirurgicales  éveillées,  permettant  de  localiser  en  temps  réel  des  aires  cérébrales 
importantes de manière à les épargner lors de l’ablation de tumeurs26. 
Les  premières  de  ces méthodes  sont  efficaces,  souvent  faciles  à mettre  en œuvre  (en  dépit  du  prix 





l’activité  cérébrale,  sans  présenter  l’inconvénient  des  interventions  invasives ;  les  appareillages 
nécessaires  ont  été  développés  spécifiquement  pour  les  études  cognitives  et  sont  à  l’origine  des 
avancées  actuelles  les  plus  spectaculaires,  bien  qu’il  soit  encore  parfois  difficile  d’interpréter  les 
données qu’ils produisent. On regroupe l’ensemble de ces procédés sous le terme générique d’imagerie 
cérébrale ;  ils permettent d’obtenir des aperçus de  l’intérieur du cerveau par des  images qui ne sont 
pas  des  photographies,  mais  des  reconstitutions  dépendant  de  divers  paramètres  physiques.  Les 
techniques d’imagerie permettent d’étudier aussi bien la structure que le fonctionnement du cerveau. 
 









Les  signaux  captés  à  la  surface  du  crâne  (figure 22a)  ne  permettent  toutefois  qu’une  détermination 
indirecte de la région cérébrale qui les a produits. Ce n’est donc que depuis quelques années que l’EEG 
a été suffisamment affinée pour en faire une méthode utilisable en imagerie, à la fois facile à mettre en 
œuvre  et  très  prometteuse.  La  condition nécessaire  à  la  localisation des  aires  cérébrales  actives  est 
toutefois l’utilisation d’un grand nombre d’électrodes (jusqu’à plus de 100). 
Le terme « potentiel évoqué » (figure 22b) désigne particulièrement le signal électrique produit par le 



















spins  des  noyaux  des  atomes  d’hydrogène  de  son  corps  s’orientent  dans  une  certaine  direction.  Or 
l’hydrogène est un composant de la molécule d’eau et donc de tous les tissus humains. On recourt alors 
à  des  ondes  radio  pour  induire  ces  noyaux  à  émettre  des  signaux :  en  général,  un  second  champ 
magnétique, oscillant mais plus faible,  leur est appliqué brièvement, ce qui a pour effet de retourner 
leur  spin.  Le  processus  de  relaxation  induit  alors  un  courant  électrique  dans  une  bobine,  dont  la 
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fréquence  est  caractéristique  de  l’environnement  proche  de  l’atome  concerné.  Les  informations 















cède  son  oxygène,  ses  propriétés  magnétiques  changent.  C’est  ce  phénomène  qui  est  mesuré  par 
l’IRMf.  Elle  permet  par  suite  la  mesure  dans  le  cerveau  des  différences  de  répartition  entre 
l’hémoglobine chargée en oxygène et celle qui ne l’est pas. 
Pour  assurer  son  fonctionnement  rapide  et  efficace,  les  régions particulièrement  actives du  cerveau 
reçoivent  beaucoup  de  sang  oxygéné ;  il  est  ainsi  possible  d’extraire  des  informations  sur  le 
fonctionnement du cerveau de ses processus métaboliques, en suivant notamment dans  le  temps  les 
profils  d’activation  des  aires  cérébrales  tout  au  long  de  la  réalisation  d’une  tâche  particulière.  La 












La  TEP  permet  de  détecter  les  activités métaboliques  tissulaires.  A  cette  fin,  l’appareil  (figure 25a) 
mesure  les  signaux  émis  par  des  traceurs  radioactifs,  introduits  dans  l’organisme  des  sujets 






















L’ensemble de  ces méthodes,  combinées à des processus de modélisation qualitatifs,  physiologiques 












Il  n’est  donc  pas  question  ici  pour  nous  de  décrire  l’état  des  recherches  complètes menées  dans  le 





en  dépit  d’idées  reçues  particulièrement  expansives,  à  la  fois  entretenues  et  combattues  par  la 
communauté scientifique, comme c’est le cas pour nombre de technologies et connaissances nouvelles 
qui nécessitent de susciter  l’intérêt du public par  la promesse des bénéfices à venir, mais qui voient 
ensuite  naître  des mythes  populaires  qui  peuvent  se  retourner  contre  elles,  comme  on  l’a  observé 
récemment avec les nanotechnologies. 
Avec les sciences cognitives, en matière d’éducation, on assiste à une transition équivalente à celle qu’a 
vécue  la  chimie  dans  les  années  60‐70  avec  l’apparition  des mécanismes  réactionnels  (Julia,  1963). 
Supplantant d’un coup la « chimie au lasso », approche phénoménologique des transformations de  la 
matière ignorant la manière dont les réarrangements électroniques et atomiques se déroulaient, cette 
manière  de  voir  a  révolutionné  la  compréhension  de  la  chimie,  en  même  temps  qu’elle  l’a 
extrêmement complexifiée, conduisant à l’émergence de nouvelles techniques d’analyses extrêmement 
perfectionnées  comme  la  spectroscopie  femtoseconde  ou  la  voltampérométrie  cyclique,  et  à 
l’attribution  de  nombreux  Prix  Nobel  (dont  le  dernier  en  date  en  France  avec  le  mécanisme  de  la 
métathèse  des  oléfines  d’Yves  Chauvin).  Il  est  en  effet  possible,  aujourd’hui,  de  « voir  le  cerveau 
penser »,  comme  il  est  devenu  concevable  à  cette  époque  de  voir  la  matière  se  transformer.  Les 
techniques et les modèles n’en sont qu’à leurs balbutiements, mais on peut gager qu’ils nous réservent 
d’immenses découvertes dans les décennies à venir. 
C’est  pourquoi  on observe une polarisation des  attitudes de  la  communauté  éducative  à  l’égard des 
sciences  cognitives,  entre  scepticisme moqueur  et  attentes  excessives,  ce  qu’Andler  (2008)  résume 
bien de  la manière  suivante :  « Si  l’on  pouvait  [inspecter  les  pensées  de  tous  ceux  dont  l’éducation  est 




les  sciences  cognitives  comme  instrument  de  la  rationalité  techniciste,  du  positivisme,  voire  du 
capitalisme  mondial.  Le  second,  tout  ténu  qu’il  soit,  aurait  aussi  deux  pôles,  un  pôle  naturaliste :  les 
sciences  cognitives  comme  fondement  de  la  méthode  scientifique  dans  l’éducation,  et  un  pôle 
artificialiste :  les  sciences  cognitives  comme  déclinaison  du  paradigme  informatique  dans  les  classes ». 
Quoi  qu’il  en  soit,  nous  partageons  son  avis  selon  lequel  la  relation  entre  sciences  cognitives  et 
éducation  est  sérieuse  et  durable,  et  que  les  premières  vont  « graduellement,  mais  plus  rapidement 
qu’on ne l’imagine peut‐être, s’inscrire au cœur de la pensée de [la seconde] ». En guise d’illustration de 










au  service  d’une  réflexion  sur  l’école  de  demain.  En  ce  sens,  et  au  regard  de  la  distinction  que  nous 
établissions  plus  haut,  elle  relève  davantage  d’un processus  de  cognition  appliquée  que  de  pédagogie 
théorisée,  auxquelles  s’apparentent  plus  souvent  les  théories  éducatives  (la  théorie  du  changement 
conceptuel et le modèle allostérique relevant conjointement des deux approches). 
C’est ce qui fait dire à Bruer (1993) que les sciences cognitives entretiennent avec l’éducation le même 
rapport  que  celui  de  la  biologie  avec  la médecine,  comme  nous  l’avons  déjà  évoqué  au  paragraphe 
2.1.3.4. Théories éducatives et modèles d’enseignement. 
Explorer les sciences cognitives pour les appliquer à l’éducation n’est donc pas une simple affaire de 
bonne  volonté :  cela  nécessite  d’une  part  de  connaître  les  sciences  cognitives,  et  pas  seulement  un 





une  école  les  résultats  bruts  produits  dans des  laboratoires  à  partir  de  recherches  sur  les  cerveaux 
d’individus isolés, nourrissons ou adultes, voire de patients malades ou cérébrolésés. 













Larkin,  citée  par  Andler  (2008)  parle  ainsi  d’une  vision  of  serendipity  qu’elle  partage  avec  Bruer, 
consistant  à  parier  que  les  sciences  cognitives,  dont  l’objet  premier  n’est  pas  d’alimenter  en 
découvertes  le  champ  de  l’éducation,  sont  susceptibles  de  leur  apporter  beaucoup  (et 
réciproquement).  Andler  ajoute :  « Le  pari  est  que  ces  apports  seront  le  résultat  de  la  configuration 
théorique [que les sciences cognitives] proposent, alors que le risque présent est de les juger uniquement 
sur  leurs  premiers  résultats  concrets  qui  sont  (en  matière  d’éducation)  de  toute  évidence  encore  non 





Compte  tenu des héritages de  la psychologie,  et  de Piaget  en particulier, mais  aussi  du  fort pouvoir 
évocateur  en  termes  d’images,  de  représentations  et  d’impressions  d’applicabilité  directe  que 
l’expression  suscite,  ce  champ  de  connaissance  n’est  pas  totalement  inoffensif  et,  comme  nous  le 
verrons  plus  loin,  peut  dans  certain  cas  alimenter  davantage  les  mythes  qu’initier  des  pratiques 
véritablement  efficientes.  A  cet  égard,  les  deux  connaissances  générales  les  plus  importantes  pour 




1/  la  plasticité  du  cerveau,  qui  reste  «malléable»,  et  donc  susceptible  d’adaptation,  non  seulement 
durant l’enfance mais tout au long de la vie, et 
2/  l’impact  de  l’apprentissage  sur  le  cerveau,  qui  y  laisse  des  traces  non  seulement  sous  forme  de 
signaux nerveux, mais également au niveau de sa structure même. 
Mais les sciences cognitives défendent tout autant une hypothèse que l’on peut qualifier de structurale, 
qui  accepte  l’idée  d’un  déterminisme  génétique  sur  la  construction  des  structures  cérébrales  de 
l’humain. Une hypothèse non anodine si l’on comprend qu’elle suppose que : 
1/  l’esprit  de  l’élève  est  le  siège  de  structures  relativement  stables  à  chaque  stade  de  son 
développement, ce qui milite pour une pédagogie tentant d’exploiter ces structures en favorisant  les 
chemins mentaux « du moment » favorables à l’apprentissage, et que 
2/  l’élève  construit  activement,  au  cours  de  ses  expériences  et  apprentissages  successifs,  des 
structures cérébrales stables « non prévues dans la dotation initiale du petit humain » (Andler, 2008). 
Ce que confirme la théorie du recyclage neuronal de Stanislas Dehaene (Dehaene & Cohen, 2007), que 
nous  évoquerons  plus  en  détail  ultérieurement.  Et  avec  ces  structures  cérébrales  construites,  ce  ne 
sont pas seulement des apprentissages fondamentaux qui s’opèrent, mais des savoirs spécialisés et des 
expertises  qui  se  construisent,  comme  le  confirment  des  travaux  toujours  plus  nombreux  dont 
l’occurrence se corrèle à l’affaiblissement de l’idée d’une compétence intellectuelle générale qui serait 
indépendante du domaine d’expertise (Bereiter & Scardamalia, 1993). 





enquête bien plus  intéressante non sur  la « part » de chacun, mais  sur  le  jeu entre dispositions  initiales 




Les  sciences  cognitives  peuvent  inspirer  les  recherches  en  sciences  de  l’éducation  par  le  biais  des 
méthodes et protocoles expérimentaux qu’elles ont développés. C’est ainsi que Dweck s’est intéressée 
aux conceptions que  les élèves ont de  l’intelligence, et  l’impact de ces conceptions sur  leurs propres 
marges  de  progrès.  Elle  distingue  ainsi  deux  théories  naïves  de  l’intelligence :  l’une  fixiste 





résultats  issus, non pas des  sciences  cognitives puisque Dweck est psychologue de  l’éducation, mais 
d’une  méthodologie  scientifique  qui  leur  est  propre.  Car  ces  résultats,  qui  auraient  pu  rester  des 










Nous aborderons plus  loin  la manière dont  les  sciences cognitives peuvent permettre de discréditer 
des  théories  éducatives  infondées  en  produisant  des  résultats  factuels  ou  théoriques  robustes  qui 
viennent les contredire. Elles peuvent également, bien entendu, produire des théories constructives et 





Les  neurosciences  peuvent  également  contribuer  à  donner  de  nouvelles  impulsions  à  la 
compréhension des causes des difficultés d’apprentissage  tant  chez  les enfants que chez  les adultes, 
voire  à  l’amélioration  de  la  situation  des  personnes  qui  en  souffrent.  C’est  ainsi  qu’il  est  désormais 
possible  de  comprendre  si  un  enfant  présentant  un  problème  de  lecture  souffre  d’un  retard  de 
développement momentané ou de réels déficits (dyslexie par exemple). 
De même,  les  sciences  cognitives  devraient  permettre  de  détecter  précocement,  dès  l’apparition  de 
troubles d’apprentissage ou du comportement, des dysfonctionnements cérébraux permettant d’une 
part  une  prise  en  charge  rapide  de  l’enfant  et  d’autre  part  la  possibilité  de mettre  un  nom  sur  ses 
troubles et d’éviter que lui, ses parents et ses professeurs ne le dévalorisent en le considérant comme 
un mauvais élève. Dans le cas extrême des troubles autistiques, une équipe londonienne a par exemple 
récemment  fait  la  démonstration  expérimentale  de  la  possibilité  de  distinguer  rapidement,  par 
imagerie,  les  personnes  présentant  cette  pathologie.  La  méthode,  appliquée  à  vingt  personnes 
souffrant  d'autisme  et  à  autant  de  sujets  indemnes,  a  pu  identifier  avec  une  sensibilité  de  90 %  les 
sujets  atteints.  Selon  ces  auteurs29,  les  motifs  spatiaux  détectés  « pourraient  aider  de  plus  amples 
explorations des soubassements génétiques et neuropathologiques spécifiques des troubles autistiques et 
fournir  de  nouveaux  aperçus  sur  cette  affection  vraisemblablement  d'étiologie  multifactorielle »,  mais 
aussi d’en effectuer des dépistages plus précoces. 
 
Il  va  de  soi  que,  même  si  les  apports  des  sciences  cognitives  à  l’éducation  sont  considérés  comme 
maigres, il faudrait à tout le moins un ouvrage entier pour les décrire extensivement l’un après l’autre, 
sans  oublier  les  sujets  prometteurs ;  nous ne nous  y  lancerons pas de manière  exhaustive. Dans  les 
deux  sections  suivantes,  nous  nous  attacherons  toutefois  à  décrire  séparément  deux  types  de 
contributions différentes.  La première  est  d’ordre  théorique  et  guidera a priori  notre  travail  sur  les 
processus d’apprentissage,  grâce à plusieurs  résultats originaux et  concepts  féconds. La  seconde est 
d’ordre  pratique  et  éclaire  les  difficultés  pédagogiques  qui  peuvent  être  rencontrées  dans  des 
domaines  spécifiques  (lecture,  arithmétique…)  ou  avec  des  types  d’élèves  particuliers  (troubles  de 







les  avoir  conduits  à  l’élaboration  de  « théories »  innées,  dites  « naïves »  et  considérées  comme  des 
corps solidaires de croyances tacites articulées par des règles cohérentes, leur permettant de faire face 
aux  situations  courantes.  Ces  connaissances,  opératoires  dans  la  plupart  des  cas,  sont  en  général 
également correctes d’un point de vue scientifique (un objet « tombe » vers le sol lorsqu’on le lâche). 




objets  légers, en contradiction avec  les  lois de Newton dans  le vide ;  il  faut  fournir de  l’énergie à un 
véhicule pour entretenir son mouvement, en contradiction avec le principe d’inertie, etc.). 
On parle  ainsi  de  « physique naïve »,  d’arithmétique naïve  (qui  permet  le  dénombrement  de petites 
quantités),  de  psychologie  naïve  (que  l’on  nomme  également  « théorie  de  l’esprit »  et  qui  permet 
d’attribuer  des  représentations,  des  croyances  et  des  intentions  à  autrui),  voire  de  biologie  ou  de 
sociologie naïves… Autant de croyances qui à  la  fois  servent de socles aux apprentissages ultérieurs 
(un aspect que nous ré‐évoquerons dans la construction du modèle allostérique) et peuvent constituer 
des obstacles à  la progression scolaire des enfants. Bien plus que de déconstruire des connaissances 





























test  de  succion  ceux  qui  les  étonnent  et  ceux  qui  les  ennuient.  Les  résultats  sont  étonnamment 
cohérents :  les  bébés  sont  globalement  intéressés par  la  seconde  situation, mais  seulement dans  les 
séquences 2 et 3. Spelke prouve ainsi l’existence d’un principe cognitif quasi‐inné : la continuité spatio‐
temporelle. En effet,  si  cette compétence est présente chez  l’enfant, alors  il  conçoit  spontanément  la 
présence d’un objet unique dans le cas a) et de deux objets dans le cas b). La présentation subséquente 





(2008),  concerne un  type particulier de « pré‐équipement »  cognitif  renforçant  l’idée d’arithmétique 
naïve  (Gilmore, McCarthy & Spelke, 2007).  Selon ces  travaux,  les  très  jeunes enfants ayant acquis  le 
vocabulaire  de  la  numération  seraient  munis  d’un  système  de  représentation  non  symbolique  des 
nombres  entiers  grâce  auquel  il  leur  serait  possible  de  fournir  rapidement  le  résultat  approximatif 
d’opérations simples. Et Andler de déplorer : « Or, de cette aptitude ou compétence, on ne tient aucun 
compte dans  l’enseignement. Au contraire,  il est proscrit de se  faire une  idée approximative du résultat 
(l’enseignement  des  ordres  de  grandeur  n’intervient  que  beaucoup  plus  tard,  ne  concerne  que  des 
nombres relativement grands et qui ne sont pas, sauf cas particulier, des entiers) ». C’est ce que laissait 
présager l’étude de Karen Wynn (1992) qui, selon un protocole semblable au précédent représenté sur 








Ces  résultats  ne  se  limitent  pas  aux  nourrissons.  Notre  troisième  exemple  est  une  recherche 




ses  collaborateurs  ont  ainsi  alimenté  l’hypothèse  selon  laquelle  la  variation  culturelle  des 











par  les  sciences  cognitives.  Andler  (2008)  écrit  ainsi :  « Aujourd’hui,  les  sciences  cognitives  ont  une 
vision relativement stable […] des différentes manières dont les concepts sont représentés dans l’esprit, et 
de  là peuvent  formuler des hypothèses sur [leur] acquisition, sur  l’existence de protoconcepts […]  innés, 
sur  le  déploiement  des  concepts  à  des  fins  de  catégorisation.  Parmi  les  nombreuses  applications  au 
domaine de l’éducation que l’on peut envisager, c’est le changement conceptuel qui a suscité les travaux 
les plus prometteurs ». 
La  théorie  du  changement  conceptuel  et  le  modèle  allostérique  feraient‐ils  partie  des  sciences 
cognitives ?  Nous  l’avons  vu,  ces  dernières  se  définissent  avant  tout  par  leur  objet  et  entendent 
fédérer,  avec  le  vocabulaire  de  la  psychologie  cognitive,  l’ensemble  des  disciplines  qui  étudient 
individuellement une composante de  l’esprit humain. A cet égard,  il n’est pas étonnant que ceux qui, 







différences  avec  la manière  dont  la  voient  les  sciences  de  l’éducation.  En  premier  lieu,  elle  semble 
davantage  vue  comme  la  transformation  de  concepts  innés  ou  acquis  très  précocement  par  l’enfant 
(comme nous  l’avons évoqué ci‐dessus), plutôt que comme celle de concepts acquis  (ou mal acquis) 
durant l’éducation et faisant obstacle à de nouvelles acquisitions. Là encore, peu importe, la question 




questions  sont  traduites  par  les  sciences  cognitives  en  problèmes  plus  proches  de  l’acquisition  de 
compétences  de  base  et  des  théories  naïves  que  des  apprentissages  complexes  qui  intéressent  les 





Quiconque  a  suivi  un  cours  de  biologie  de  niveau  lycée  connaît  le  rôle  du  cerveau,  sa  structure 
majoritairement  corticale  et  la  nature  des  cellules  qui  transmettent  l’influx  nerveux,  les  neurones, 
connectés  par  des  synapses  chargées  d’assurer  biochimiquement  le  relais  de  l’information.  La 
différence entre substance blanche et matière grise est moins connue, mais d’importance secondaire. 
Quant  à  la  question  de  la  localisation  de  certaines  compétences  dans  des  parties  spécifiques  du 









Les  fonctions  cognitives  sont  quant  à  elles  distribuées  de  façon  partiellement  dissymétrique :  le 
langage  est  ainsi  traité  de  manière  prédominante  par  l’hémisphère  gauche  chez  les  droitiers.  Le 
cerveau  est  en  effet  organisé  selon  une  architecture  fonctionnelle  précise,  chaque  zone  ayant  la 
responsabilité d’une ou de plusieurs activités :  fonctions motrices dans  le  lobe frontal, vision dans  la 
partie postérieure du  lobe occipital, perception de  l’espace dans  le  lobe pariétal,  reconnaissance des 
visages dans le lobe temporal… 
La  plupart  des  fonctions  cognitives  complexes  mettent  toutefois  en  œuvre  la  collaboration  de 
plusieurs  aires  cérébrales,  situées  dans  les  deux  hémisphères.  L’opposition  entre  cerveau  gauche 
(logique  et  rationnel)  et  cerveau  droit  (émotionnel,  intuitif  et  créatif)  est  donc  caricaturale,  surtout 
lorsqu’elle est évoquée pour justifier des différences d’ordre sexiste. 
La  matière  grise  est  constituée  du  corps  cellulaire  des  neurones  (une  centaine  de  milliards  chez 
l’humain). Elle se situe principalement à la surface du cerveau (le cortex), qui se replie en de multiples 







cérébrales,  et  ce  pour  deux  raisons :  d’abord,  cela  a  été  dit,  les  fonctions  cognitives  sont  rarement 
traitées par une zone unique ; ensuite,  la notion d’aire cérébrale est souvent confondue avec celle de 
lobe  ou  d’étage  cérébral  (beaucoup  plus  étendus),  et  il  suffit  d’avoir  l’opportunité  d’observer  une 
image  du  cerveau  en  IRM  pour  se  rendre  compte  de  la  localisation  extrême  de  certaines  aires 
(figure 29 ; Goswami, 2006). Dès lors, tout enseignant souhaitant commencer à s’intéresser aux études 










que  Dehaene  nomme  « cartes  corticales »  (Dehaene  &  Cohen,  2007)  qui  méritent  l’attention.  Ce 




surface du cortex. Dans  les  cas  simples,  cette  condition est  réalisée ; dans  les  cas où  la  structure est 
multidimensionnelle,  il  est  possible  de  la  paramétrer  de  manière  à  ce  que  les  colonnes  corticales 
puissent être projetées sur une surface bidimensionnelle. Dehaene et al. (2005) ont ainsi pu mettre en 
évidence la localisation corticale d’objets culturels tels que les lettres de l’alphabet. 




Ces  cartes  décrivent  l’organisation  géométrique  des  aires  cérébrales.  A  cette  échelle,  de  l’ordre  de 





Ces  cartes  caractérisent  cette  fois  la  structure  cérébrale  spatiale  à  l’intérieur  d’une  aire  donnée,  à 
l’échelle de plusieurs millimètres. Elles permettent de coder spatialement des paramètres spécifiques 




A  un niveau  encore plus  fin,  ces  structures  encodent  des  informations  telles  que  l’orientation d’une 
ligne  à  l’échelle  d’une  colonne  corticale  unique  (quelques  centaines  de microns).  Dehaene &  Cohen 
restent  toutefois  prudents  sur  l’intervention  systématique  de  ces  microstructures  colonnaires,  leur 
caractérisation expérimentale  restant pour  le moment délicate et  toujours  indirecte. Toutefois, dans 
son cours au Collège de France (2008)30, Dehaene évoque les études sur les singes de Nieder & Miller, 
au  MIT,  leur  ayant  permis  de  découvrir  l’existence  de  populations  de  neurones  dont  le  taux  de 
décharge varie avec  le nombre d’objets présentés. Certains neurones sont activés préférentiellement 
par un objet unique, d’autres par deux, par trois, par quatre ou par cinq objets (Nieder, 2005), et même 
jusqu’à  une  trentaine  d’objets  (Nieder  &  Merten,  2007).  Des  « neurones  des  nombres »  propres  à 
renforcer l’hypothèse des micromaps. 
La question fondamentale liée à ces travaux concerne l’origine de ces cartes corticales. Selon Dehaene 
&  Cohen,  la  différenciation  corticale  permettant  la  reproductibilité  des  cartes  culturelles  telles  que 
celles  de  la  lecture  ou  de  l’arithmétique  (voir  plus  loin)  proviendraient  d’une  part  de  l’expression 
génétique  (cartes  morphogénétiques  pour  les  macromaps  au  moins),  comme  c’est  le  cas  de  la 















Cohen  développent  en  détail  l’hypothèse  selon  laquelle  un  certain  nombre  d’apprentissages,  entrés 
trop  récemment  dans  la  culture  humaine,  doivent  s’encoder  sur  des  structures  cérébrales  natives 
adaptées  à  d’autres  tâches  plus  anciennes.  Ils  proposent  notamment  un  modèle  théorique 
d’interaction entre les compétences acquises culturellement et la structure corticale. 
L’article  commence  notamment  par  les  phrases  suivantes :  « Part  of  human  cortex  is  specialized  for 
cultural  domains  such as  reading and arithmetic, whose  invention  is  too  recent  to have  influenced  the 
evolution of our species. Representations of  letter strings and of numbers occupy reproducible locations 
within  large‐scale  macromaps,  respectively  in  the  left  occipito‐temporal  and  bilateral  intraparietal 
cortex. Furthermore, recent fMRI studies reveal a systematic architecture within these areas. To explain 
this  paradoxical  cerebral  invariance  of  cultural  maps,  we  propose  a  neuronal  recycling  hypothesis, 
according  to  which  cultural  inventions  invade  evolutionarily  older  brain  circuits  and  inherit  many  of 
their structural constraints ». Cette dernière partie de phrase est aussi exaltante que féconde ; elle est 
en  effet  susceptible  d’offrir  des  perspectives  abyssales  aux  pédagogues  car  elle  signifie  que  nos 
apprentissages  fondamentaux  (lecture,  écriture,  calcul,  etc.)  seraient  influencés à notre  insu par des 
compétences primitives, mais de toute autre nature. 
L’hypothèse  n’est  pas  anodine  et  semble  aller  à  contre‐courant  du  paradigme  dominant  bâti  sur  la 
découverte de la plasticité cérébrale. Selon cette vision, qui n’est pas sans rappeler le modèle empiriste 
décrit  dans  la  partie  précédente  (à  la  section  2.2.2. La  tradition  empiriste),  la  capacité  du  cerveau 
d’absorber  l’énorme  quantité  d’informations  culturelles  dont  l’humain moderne  est  instruit  tout  au 
long de sa vie serait essentiellement liée à cette plasticité (Barkow et al., 1992 ; Pinker, 1994 ; Pinker, 
2002)  et  à  l’existence  de  larges  aires  cérébrales  non‐spécialisées  (Quartz  &  Sejnowski,  1997) ;  en 
d’autres termes, il y aurait dans le cerveau de l’humain « de la place pour apprendre ». En effet, comme 
le rappelle Dehaene (2007) : « Only humans experience a massive expansion of their evolutionary niche 
through  cultural  invention  and  transmission.  By  definition,  cultural  objects  such  as  tools  or  writing 
systems  are  recent,  optional,  and  acquired  by  learning.  No  selective  pressure  could  have  shaped  the 
human  brain  to  facilitate  reading  or  high‐level  mathematics ».  Il  en  donne  pourtant  une  autre 
interprétation :  notre  capacité  à  acquérir  des  compétences  culturelles  telles  que  l’écriture  ou 
l’arithmétique  serait  fortement  contrainte  par  notre  évolution  antérieure  et  par  l’organisation 
cérébrale  (« We  argue  that  the major  domains  of  human  cultural  variability —including writing  and 
arithmetic— are tightly constrained by our prior evolution and brain organization. In all cultures, these 
domains of knowledge map onto remarkably invariant brain structures that may aptly be called ‘‘cultural 
maps,’’  with  only  small  cross‐cultural  variations »).  La  plasticité  n’est  pas  niée  pour  autant :  elle 




L’idée peut  sembler  saugrenue à première vue :  comment  la  faculté de  lecture pourrait‐elle  s’ancrer 
dans des aires dédiées à la reconnaissance des visages, ou les compétences arithmétiques dériver de 
nos  représentations  spatiales ? La  réponse est de deux ordres : pour  ce qui est des objets purement 
culturels  comme  le  langage,  il  suffit  de  réaliser  qu’ils  ont  été  créés  par  des  humains  eux‐mêmes,  à 
partir  d’aires  cérébrales  qui  en  étaient  capables ;  les  mêmes  aires  qui  permettent  aux  nouveaux 
humains d’acquérir ces  langages. C’est ce qui  laisse penser (et certaines études  le confirment) qu’un 
langage  conçu  totalement  artificiellement  pourrait  s’avérer  « non‐apprenable ».  Une  idée  également 
confirmée  par  l’observation  de  structures  syntaxiques  communes  entre  les  langues  humaines  et  les 
créoles,  même  lorsque  ces  derniers  apparaissent  naturellement  (à  partir  de  pidgins  créés  par  des 
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communautés  d’adultes  de  langues  maternelles  différentes  pour  communiquer  entre  eux,  par 
exemple).  Des  structures  syntaxiques  qui  ne  proviennent  pas  de  l’environnement, mais  des  enfants 
eux‐mêmes,  qui  enrichissent  peu  à  peu  le  pidgin  de  départ  (Christophe,  2008).  Pour  ce  qui  est  des 
compétences logiques comme l’arithmétique, en revanche, la question est un peu plus complexe, mais 
nous  verrons  plus  loin  que  le  lien  entre  l’espace  et  les  nombres  est  plus  resserré  qu’il  n’y  paraît  à 
première vue, et que cette réaffectation neuronale est relativement naturelle (ce qui peut être mis en 
relation avec les compétences arithmétiques des nourrissons évoquées plus haut). 







mécanisme  biologique  dans  un  rôle  totalement  différent.  Dehaene  lui  préfère  toutefois  l’idée  de 
« recyclage  neuronal »  (2005)  « to  refer  to  the  putative  mechanism  by  which  a  novel  cultural  object 
encroaches onto a pre‐existing brain system ». Il se fonde sur trois postulats : 
1. L’organisation du cerveau humain est très contrainte par l’évolution sur les plans anatomique et 
connexionnel.  Des  cartes  neuronales  sont  présentes  chez  le  petit  enfant,  qui  perturbent  les 
apprentissages ultérieurs. 
2. Les  acquisitions  culturelles  telles  que  la  lecture  doivent  trouver  leur  « niche  neuronale »,  un 
système  de  circuits  suffisamment  proches  de  la  fonction  requise  et  suffisamment  plastiques 
pour pouvoir exploiter une fraction significative de leurs ressources à la nouvelle fonction. 
3. Lorsque  les  territoires corticaux dédiés aux anciennes  fonctions sont envahis par de nouveaux 






prolifiques,  et  s’expriment  aussi  bien  en  termes  de  variabilité  culturelle  que  de  compétition  entre 
anciennes et nouvelles  compétences ;  ainsi,  une perte de  la perception de  la  symétrie  (compétences 
primitive fondamentale pour la reconnaissance des visages) semble accompagner l’automatisation de 
la  reconnaissance  des  lettres  et  des  mots  lors  de  l’apprentissage  de  la  lecture  (Lachmann  &  van 
Leeuwen, 2007). Dans d’autres cas bien sûr, les compétences cérébrales peuvent être synergiques : la 




in  children  should  be  predictable  based  on  the  complexity  of  the  cortical  remapping  required ».  En 
d’autres  termes,  la  distance  entre  le  précurseur  évolutif  et  la  nouvelle  fonction  devrait  avoir  une 
influence  sur  la  facilité  d’apprentissage,  tout  comme  la  complexité  computationnelle  intrinsèque  de 
ladite  fonction.  Ainsi,  les  contraintes  corticales  initiales  devraient  permettre  d’expliquer  à  la  fois  la 
facilité avec laquelle les enfants acquièrent certains outils culturels, et les difficultés spécifiques qu’ils 
vont  rencontrer.  Un  exemple  particulièrement  frappant  concerne  la  difficulté  pour  les  enfants  de 
reconnaître les lettres p et q en minuscules. Une difficulté qu’il est possible de relier à la propension 
native de notre  système de  reconnaissance visuelle  à ne pas discriminer  entre  les  images miroir de 
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deux objets, compte tenu de la faible pertinence de cette compétence dans le monde naturel (Dehaene 
et  al.,  2005 ;  Rollenhagen  &  Olson,  2000).  Plus  récemment,  dans  son  cours  du  Collège  de  France31, 
Dehaene  précisait,  à  propos  de  l’aire  de  la  forme  visuelle  des mots  (sillon  occipito‐temporal  latéral 
gauche) et suite à une nouvelle étude en IRMf dans son laboratoire : « [Il n’est] peut‐être pas étonnant 
que les enfants confondent initialement les lettres et leurs images en miroir : pour des raisons que nous ne 
comprenons  encore  qu’imparfaitement,  l’apprentissage  de  la  lecture  recycle  une  aire  cérébrale  qui  est 
précisément celle qui présente, au départ, l’invariance en miroir la plus forte ». 
Mieux, l’augmentation des réponses aux mots pourrait s’accompagner de diminutions des réponses à 
d’autres  catégories  de  connaissances.  Chez  les  analphabètes,  les  résultats  de  Dehaene  et  al.  (2010) 
confirment  que  l’aire  visuelle  de  l’hémisphère  gauche  qui,  chez  les  lecteurs,  décode  les mots  écrits, 
répond à une fonction proche : la reconnaissance visuelle des objets et des visages. Dans cette région, 
au cours de l’apprentissage,  la réponse aux visages diminue légèrement à mesure que la compétence 
de  lecture augmente, et  l’activation aux visages se déplace partiellement dans  l’hémisphère droit. Le 
cortex visuel se réorganise donc, en partie, du fait de la compétition entre l’activité nouvelle de lecture 
et les activités plus anciennes de reconnaissance des visages et des objets. Chez l’enfant de quatre ans, 
Dehaene  et  Cantlon  sont  également  parvenus  à  confirmer  l’existence  d’une  compétition  entre 
l’apprentissage  des  lettres  et  des  visages  :  l’amélioration  des  scores  de  reconnaissance  des  lettres 
s’accompagne  d’une  diminution  systématique  de  l’activité  évoquée  par  les  visages  dans  la  région 




Cohen  montrent  l’existence  de  cartes  culturelles  relativement  invariables,  identifiables  à  l’aide  de 
méthodes d’imagerie, alors que dans son ouvrage Les neurones de la lecture (2007), Dehaene expose et 
discute en détail  les autres  implications du recyclage neuronal. Une  toute dernière question se pose 









Quoi qu’il  en  soit  et  au préalable,  force  est de  constater que  cette  approche  semble  englober,  ou du 
moins  relier,  nombre  d’autres  éléments  de  compréhension  des  structures  de  pensée  et  des 
mécanismes d’apprentissage. Elle ne semble pas, par ailleurs, pouvoir être négligée dans une approche 
constructiviste  de  l’apprendre.  Nous  la  réemploierons  donc  plus  tard,  lors  de  la  construction  du 








que  l’apprenant  doit  construire  pour  pouvoir  activer  ladite  conception  à  bon  escient.  A  plusieurs 
                                         
31  www.college‐de‐france.fr/media/stanislas‐dehaene/upl62003_dehaene.pdf ‐ Dernière consultation le 05/02/2013. 
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perspectives  en  1979  (Kahneman  &  Tversky,  1979),  il  jeta  les  bases  d’une  théorie  de  l’économie 





Dans  l’un  de  leurs  articles  les  plus  célèbres  (Le  jugement  dans  l’incertitude :  heuristiques  et  biais ; 
Tversky  &  Kahneman,  1974),  les  deux  auteurs  introduisent  la  notion  d’heuristique,  qui  nous  sera 
extrêmement utile dans  le développement de notre  théorie  allostérique.  Sans vraiment définir  cette 
notion (qui, comme bien d’autres, a de multiples sens dans la littérature), l’introduction de cet article 
princeps donne une idée relativement précise de  l’emploi qu’ils en feront ensuite (et qui sera encore 
précisé  dans  Kahneman  &  Frederick,  2002) :  « Many  decisions  are  based  on  beliefs  concerning  the 
likelihood of uncertain events such as the outcome of an election, the guilt of a defendant, or the future 








de  faire  des  découvertes  ou  plus  généralement  la  désignation  des  démarches  et  outils  intellectuels 
favorisant  la  découverte  ou  l’invention  dans  les  sciences)  ou  dans  le  sens  que  Polya  lui  donne  en 
mathématiques  (« Ce  qui  met  sur  la  voie »,  1954),  mais  plutôt  comme  le  déclenchement  d’un 
raisonnement  simple,  d’un mécanisme  cérébral  spontané  conduisant  à  un  résultat  rapide  face  à  un 
problème  donné.  En  ce  sens,  sa  signification  se  rapproche  davantage  de  celle  qu’elle  revêt  en 




gagnante :  il  « suffit » de parcourir  l’arborescence de  tous  les  coups possibles et de  choisir à  chaque 
nœud  le  chemin  qui  se  termine  par  la  victoire.  Une  stratégie  évidemment  hors  d’atteinte,  pour  des 
raisons d’explosion combinatoire. Le joueur doit donc se régler sur une fonction d’évaluation (distance 


















plausibilité  d’un  scénario  en  fonction  de  la  facilité  avec  laquelle  des  exemples  qui  l’illustrent 
viennent  à  l’esprit.  Les  auteurs  distinguent  plusieurs  facteurs  susceptibles  de  nourrir  ce 




contient  plus  de  termes  abstraits  ou  concrets ;  l’influence  de  la  capacité  à  imaginer  et  à  se 
représenter  différents  événements  dans  le  calcul  de  leurs  probabilités  respectives ;  le  fait  de 
surestimer  systématiquement  la  cooccurrence  de  deux  événements  lorsqu’ils  sont  considérés 
comme naturellement liés ; etc. 
- La troisième (l’heuristique d’ajustement après ancrage) est utilisée pour évaluer un résultat par 
approximations  successives  à  partir  d’une  valeur  initiale. Un biais  survient  lorsque  le  résultat 






Au  cœur  de  la  théorie  de Kahneman  et  Tversky,  on  trouvera  plus  tard  (Kahneman,  2002)  la  notion 
d’accessibilité, développée par Higgins (1996) et désignant littéralement « la facilité avec laquelle des 
contenus mentaux  particuliers  viennent  à  l’esprit »  (Kahneman,  2002).  Car  dans  les  trois  exemples 
d’heuristiques décrites ci‐dessus, il est clair que l’accessibilité mentale d’une idée la rend toujours plus 
propice  à  être  employée  pour  traiter  une  information  donnée,  et  donc  de  conduire  à  un  jugement 
biaisé car non objectif. 
Nombre  d’exemples  indiqués  par  Tversky  et  Kahneman  pourraient  être  interprétés  en  termes  de 
psychologie  et  de  statistique  naïves,  de  conceptions  fausses  et  de  calculs  contre‐intuitifs  de 
probabilités.  De  leur  côté,  ils  parviennent  systématiquement  à  les  présenter  sous  la  forme 
d’heuristiques  employées  à mauvais  escient.  C’est  ce qui nous  laisse penser que  les deux approches 
sont  très  complémentaires  et  compatibles.  Mais  surtout,  si  les  auteurs  tirent  de  leur  article  la 
conclusion  qu’une  meilleure  compréhension  de  ces  biais  spécifiques  permettraient  de  corriger  les 
erreurs  de  jugements  faits  par  les  acteurs  économiques  lors  de  l’utilisation  des  heuristiques 
correspondantes,  nous  en  déduisons  de manière  plus  générale  deux  éléments  importants  que  nous 
réutiliserons  dans  la  construction  du  modèle  allostérique :  1/  le  fait  que  l’usage  d’une  conception 
erronée  peut  n’être  que  le  résultat  de  l’emploi  d’une  mauvaise  heuristique,  et  2/  qu’apprendre  ne 
consistera  pas  seulement  à  changer  de  conception, mais  parfois  simplement  activer  ou  à  désactiver 
(inhiber) la bonne ou la mauvaise heuristique.  








C’est ce qui  fait  l’objet des développements dans  le paragraphe 3.4.3.6. Les mécanismes de  l’inhibition 
cérébrale. Le concept d’accessibilité n’est d’ailleurs pas sans rappeler  le modèle‐cadre (ou taxinomie) 







- Un comportement basé  sur  les habiletés  (S, Skills‐based behaviour)  requiert  très peu ou aucun 
contrôle  conscient  pour  exécuter  une  action  une  fois  qu'une  intention  est  formée ;  de  type 
réflexe,  il  est  également  connu  sous  la  dénomination  de  comportement  sensorimoteur.  La 
performance  est  lisse,  automatisée  et  consiste  en  des  schèmes  de  comportement  hautement 
intégrés dans la plupart des contrôles basés sur les habiletés (Rasmussen, 1990). Rouler à vélo 
est  par  exemple  considéré  comme  un  comportement  basé  sur  les  habiletés  dans  lequel  peu 
d'attention est requise pour le contrôle une fois que l'habileté est acquise. 
- Si  l’individu est  confronté à une  situation nouvelle,  il  commence par  chercher  s'il  n'a pas déjà 
résolu des difficultés analogues. Sa réaction n'est plus automatique, mais elle repose sur la mise 
en  place  de  procédures  d'action  contrôlées  par  des  règles  (R,  Rule‐based  behaviour)  ou  des 
procédures  dérivées  d'expériences  antérieures.  Un  opérateur  de  conduite  se  réfèrera  à  un 
recueil de consignes pour savoir comment  traiter un cas peu  fréquent. Les hôpitaux disposent 




situations  qu'il  a  déjà  rencontrées,  l'individu  ne  dispose  pas  de  schéma  de  résolution  adapté. 
Pour  trouver  une  solution,  il  tente  de  bâtir  des  raisonnements  permettant  d'atteindre  ses 
objectifs,  sur  la  base  de  ses  seules  connaissances,  sans  disposer  de  règles  sur  lesquelles 
s'appuyer. Les décisions adoptées peuvent être plusieurs fois remises en cause. On parle alors de 
raisonnement  basé  sur  les  connaissances  (K, Knowledge‐based  behaviour).  Contrairement  aux 
deux cas précédents, les opérateurs doivent connaître les principes fondamentaux et les lois qui 
gouvernent le système. Dès lors, puisqu’ils doivent prendre des décisions à partir de leur analyse 




nucléaires.  En  facilitant  les  comportements  basés  sur  les  habiletés  et  sur  les  règles  dans  les  tâches 
familières,  des  ressources  cognitives  supplémentaires  peuvent  être  consacrées  aux  comportements 
basés sur les connaissances, qui sont important pour gérer les événements non anticipés. 
Mais pour ce qui concerne notre étude, elle peut être très naturellement reliée à la notion d’heuristique 











(tableau 3), que Stanovich et West  (2000) ont nommés système 1  (ou  intuition,  rapide et associative, 
semblable aux mécanismes de la perception, mais difficile à apprendre) et système 2 (ou raisonnement, 
nécessitant efforts et application, mais relativement flexible). Les deux systèmes peuvent bien entendu 









ball  coûtent  ensemble  $1,10  et  que  la  batte  coûte  $1  de  plus  que  la  balle,  combien  coûtent‐elles 
séparément ? »,  50%  des  étudiants  de  l’Université  de  Princeton  indiquent  le  résultat  fourni  par  le 
système 1 ($1 pour la batte et $0,1 pour la balle) sans le confronter à la vérification la plus élémentaire 
du système 2 (1 ‐ 0,1 = $0,9 et non pas $1) qui infirmerait le résultat de l’heuristique intuitive. 
Le choix de  l’heuristique peut d’ailleurs être guidé par  le contexte,  comme c’est  le cas dans  les deux 
exemples de la figure 30 : le caractère du milieu est vu comme un B dans la première ligne, et comme 
un 13 dans la seconde. Pour expliquer ce type de choix mentaux spontanés, la notion d’accessibilité de 












décision,  ainsi  que  des  processus  cognitifs  tels  que  les  comportements  S,  R,  K  de Rasmussen  ou  les 
systèmes  1  et  2  de  Stanovich  &  West  conduisent  naturellement,  comme  nous  l’avons  déjà  sous‐
entendu plus haut, à s’interroger sur la capacité de l’esprit humain à inhiber certains de ces processus 
et  à  ne  pas  se  limiter,  comme  le  fait  Kahneman,  à  l’additivité  et  au  contrôle  mutuel  des  actions 
mentales. 
Ainsi,  dans  une  situation‐problème  donnée,  on  peut  imaginer  que  le  système 2  vienne  corriger  les 
résultats fournis par le système 1 mais, comme nous l’avons vu dans l’exemple de la batte et de la balle 
de base‐ball, la probabilité que cela se produise est faible lorsque ces résultats semblent fiables. Pour 




le mode S pour  corriger  les  erreurs de  jugements  spontanées :  par un phénomène  identique  à  celui 
qu’illustre  l’exemple  des  balles  et  battes  de  base‐ball,  on  comprend  que  le  mode  S  entraînant  une 
charge cognitive plus  faible que  les autres modes (Sweller & Chandler, 1991), ces derniers ne soient 
pas sollicités lorsque le premier a fourni un résultat crédible. Il est par suite nécessaire d’apprendre en 
premier  lieu  à  inhiber  le mode  S  erroné,  de manière  à  ce  que  le mode R  ou  le mode K  puissent  se 
mettre en action. 
Dans un petit jeu célèbre et facile à réaliser entre amis, le meneur choisit une personne coopérative et 
lui  demande  d’indiquer  rapidement  la  couleur  des  objets  qu’il  lui  montre :  une  feuille  de  papier 
(blanche),  un T‐shirt  (blanc),  un  encadrement  de  fenêtre  (blanc),  un  plafond  (blanc),  etc.  Puis,  sans 
transition, il pose la question : « Que boit la vache ? ». Quiconque n’a jamais fait l’exercice a toutes les 
chances de répondre « Du lait… » à cette question, à moins d’un énorme effort d’inhibition, suscité par 















l’inhibition dirige  tel  le  cavalier avec  ses  rênes »,  il précise  (Houdé, 1999) :  « l'inhibition neuronale est 






D’inspiration  Piagétienne,  Houdé  a  systématiquement  revisité  les  travaux  du  psychologue  genevois 





contrôle  inhibiteur  de  l’information.  Dans  le  texte  cité  plus  haut  (Houdé,  1999),  il  décrit  les  deux 
paradigmes concurrents qui permettent d’interpréter la manière dont l’esprit traite deux informations 
simultanées dont l’une serait pertinente et l’autre non. 








L’effet  d’amorçage  négatif  (« negative  priming »  en  anglais),  introduit  par  Tipper  en  psychologie 
cognitive  (1935),  est  notamment  l’un  des  concepts  invoqués  pour  prouver  la  réalité  du  contrôle 























une  erreur  d’intuition  perceptive.  Piaget  en  déduisait  que  jusqu’à  cet  âge,  l’enfant  ne  disposait  pas 
encore du concept de nombre, ce que de nombreuses études ont récemment démenti. Celles de Karen 
Wynn, notamment (1992, 1998), qui ont conduit au paradigme du même nom, consista à utiliser des 
figurines  de  Mickey  pour  montrer  que  les  bébés  de  4  mois  connaissent  les  résultats  d’opérations 
algébriques  telles que 1 + 1 = 2 ou 2 – 1 = 1  (voir paragraphe 3.4.3.1. Les  théories naïves). Comment 
expliquer alors les erreurs des enfants dans le test de Piaget ? 
Avec son équipe (Houdé & Guichart, 2001), Houdé a démontré que ce qui pose réellement problème à 
l’enfant dans cette  tâche, ce n’est pas  le nombre en  tant que  tel, puisqu’il  l’utilise bien plus  tôt, mais 
c’est  d’apprendre  à  inhiber  la  stratégie  perceptive  inadéquate,  c’est‐à‐dire  à  inhiber  l’illusion 
« longueur égale nombre ». Reprenant  la  tâche de Piaget avec des enfants de 8 ans,  il  leur a proposé 
sur ordinateur deux situations : d’abord comme Piaget, deux rangées de longueur inégale composées 
du même nombre de jetons, puis deux rangées dont la plus longue contient le plus de jetons. Il leur a 
alors  proposé  ces  deux  situations  dans  l’ordre  inverse,  leur  demandant  à  chaque  fois  si  les  deux 
rangées  comportaient  le même nombre de  jetons  et mesurant  leur  temps de  réponse. Résultat  :  les 
enfants mettent plus de temps à résoudre la situation où la longueur varie avec le nombre si elle leur 








chez  les enfants  sont peu à peu complétés et prolongés par  les  techniques d’imagerie  cérébrale, qui 





répondre  à  des  tests  lors  d’activités  en  classe  où  les  chercheurs  les  placent  dans  des  tentes 
cylindriques préfigurant le scanner dans lequel ils seront placés ultérieurement. 
Les premières études ont toutefois été menées par tomographie à émission de positons (TEP), sur des 
adultes auxquels elle est réservée parce qu’elle  implique  l’injection d’un marqueur radioactif chez  le 
sujet. Celle qui a été menée par Houdé et le couple Tzourio‐Mazoyer à l’université de Caen (2003) est 
particulièrement intéressante car elle montre ce qui se passe dans le cerveau de jeunes adultes avant 
et  après  la  correction  d’une  erreur  de  raisonnement,  c’est‐à‐dire  avant  et  après  l’apprentissage  de 
l’inhibition  d’une  stratégie  inadéquate.  Ils  ont  en  effet  pu  mettre  en  évidence  une  très  nette 
reconfiguration  des  réseaux  cérébraux,  depuis  la  partie  postérieure  du  cerveau  impliquée  dans  la 



















vrai,  et  le  conséquent  faux :  par  exemple,  un  carré  vert  à  gauche  et  un  losange  bleu  à  droite. 
L’expérience  se  poursuit  alors  en  une  seconde  phase,  lors  de  laquelle  les  témoins  sont  placés  en 
situation d’apprentissage selon deux techniques, l’une appelée froide, l’autre chaude. Dans la première 
technique,  l'expérimentateur  explique  aux  témoins,  placés  face  à  un  test  de  même  acabit  que  le 




la même  erreur  que  les  autres,  prouvant  le  rôle  du  contrôle  affectif  sur  l’inhibition  de  l’heuristique 
correspondant  au  biais  d’appariement  perceptif.  Chez  eux,  les  zones  du  cerveau  activées  pour 
résoudre le problème sont les mêmes que lors de la première phase. En second lieu, l’observation des 
clichés  d’imagerie  présentés  à  la  figure 32  permet  de  constater  que  chez  les  témoins  du  deuxième 
groupe,  chez  qui  l’émotion  a  été  associée  à  l’apprentissage,  les  zones  cérébrales  activées  sont  très 






par un  stimulus d’ordre émotionnel. De  l’ensemble de  ces  réflexions,  on peut d’ailleurs extraire une 
sorte de typologie des différentes formes d’inhibition,  illustrée par le tableau 4 qui tente notamment 
de  faire  le  lien  avec  les  approches  de  Kahneman,  de  Rasmussen  et  de  diSessa.  On  y  a  rajouté 
l’inhibition  latente,  processus  inconscient  permettant  de  faire  le  tri  dans  les  stimuli  et  informations 





































‐  Système 1  ‐  Système 2 
Chez 
Rasmussen 






pour  ce  qui  concerne  le  rôle  de  l’émotion  dans  certains  apprentissages  procéduraux),  le  concept 
d’inhibition  sera  en  conséquence  fondamental  pour  notre  étude.  Car  il  pourra  indubitablement 
éclairer  l’idée  de  « déconstruction »  des  structures  de  pensées  préexistantes  exprimée  par  Giordan 
dans le modèle allostérique, lui épargnant de rester dans le paradigme des modèles néo‐piagétiens des 
années  70  et  80  (Houdé,  1998)  qui  sont  tous,  comme  la  théorie  de  Piaget  ou  celle  de  Kahneman 
évoquée plus haut, des modèles de coordination‐activation d’unités structurales et non des modèles de 
sélection‐inhibition. Dans un ouvrage important sur le thème de la construction de l’objet chez l’enfant 
(1991),  Diamond  écrira  notamment :  « le  développement  cognitif  ne  doit  pas  seulement  être  conçu 
comme l'acquisition progressive de connaissances (ou de structures de complexité croissante), mais aussi 
comme  relevant  de  la  capacité  d'inhibition  (en  mémoire  de  travail)  de  réactions  qui  entravent 
l'expression  de  connaissances  déjà  présentes ».  L’inhibition  nous  offrira  donc  une  voie  interprétative 
claire parmi d’autres pour comprendre  la manière dont on peut  transformer ses conceptions, ou ses 
heuristiques. 
Contre Houdé, nous  résisterons  toutefois à  la  tentation de ne plus parler qu’en  termes de  sélection‐
inhibition,  considérant  que  les  deux  approches  restent  complémentaires. Nous  le  suivrons  toutefois 
lorsqu’il écrira (Houdé, 1999) : « Etre intelligent ce n'est pas seulement activer "le rationnel construit", 
mais  c'est  aussi  et  surtout  parvenir  à  inhiber  à  tout moment,  au même  âge  ou  à  un  âge  plus  avancé, 
"l'irrationnel  présumé  révolu"  (qui,  dans  une  situation  donnée,  peut  relever  d'une  autre  forme  de 
rationalité,  antérieure  ou  contemporaine).  Il  en  ressort  la  nécessité  d'une  étude  précise  du  rôle  du 
contrôle  inhibiteur  de  l'information  dans  le  développement  cognitif ».  Une  conception  de  l’esprit 
particulièrement intéressante au sens de la cohabitation de schèmes de pensée indépendant et parfois 
incompatibles.  S’inspirant  de  l’épistémologie  de  Serres  (dans  ses  Eclaircissements,  1992),  Houdé 
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explique en effet comment souvent, chez l’enfant,  le temps cognitif se chiffonne : « les  indicateurs des 
"plis  du  temps"  sont,  dans  ce  cas,  1/  la  proximité  rationnelle  de  conduites  temporellement  éloignées 
(entre  le  bébé  et  l'enfant  d'un  âge  donné  ou  l'adulte),  et  2/  la  coexistence  possible,  à  tout moment  du 





stratégies cognitives et  les raisonnements, mais peu sur  les connaissances. En d’autres  termes, si  les 






D’autres apports  remarquables ou prometteurs des  sciences  cognitives à  l’éducation méritent d’être 






rassemblés  dans  un  ouvrage majeur La  bosse  des maths  (1997b)  puis  repris  et  complétés  dans  son 
cours  au  Collège  de  France  en  2008  (Les  fondements  cognitifs  de  l’arithmétique  élémentaire)35. 
L’essentiel  tient  toutefois dans  la conclusion de ce cours, qui résume à  la  fois  l’état de  la question et 
fixe  un  double  programme  pour  l’avenir :  « L’intuition  arithmétique  humaine  consiste  en  un  réseau 
complexe  de  connaissances  qui  vont  de  la  capacité  d’estimer  rapidement  la  cardinalité  approximative 
d’un ensemble à celle d’anticiper le résultat d’une addition, de juger que 8 est plus grand que 3, ou de voir 
les  nombres  dans  l’espace  et  d’évaluer  que  3  est  plus  proche  de  1  que  de  10.  […]  Ce  noyau  de 
connaissances est déjà présent chez le très jeune enfant et de nombreuses espèces animales, et est associé 
à  un  circuit  cérébral  situé  dans  la  région  intrapariétale  bilatérale.  L’apprentissage  des  symboles  de 
l’arithmétique  formelle  s’appuie  fortement  sur  ce  sens  précoce  des  nombres,  bien  que  notre 
compréhension de la manière dont ce dernier est modifié par l’éducation demeure très imparfaite. Ce sera 
l’une  des  questions  importantes  de  la  recherche  à  venir.  Un  enjeu  essentiel  sera  de  mieux  utiliser  ces 
connaissances  afin  d’améliorer  l’enseignement  de  l’arithmétique  et  de mieux  comprendre  l’origine  des 
dyscalculies ». 
La  position  de  Dehaene  est,  selon  ses  termes,  « intuitionniste » :  elle  postule  que  les  fondements 
cognitifs  des  mathématiques  doivent  être  recherchés  dans  une  série  d’intuitions  fondamentales  de 
l’espace, du temps et du nombre, partagées par de nombreuses espèces animales, et que nous héritons 
d’un  lointain  passé  où  ces  intuitions  jouaient  un  rôle  essentiel  à  la  survie.  Selon  l’expression 
d’Elisabeth  Spelke,  l’arithmétique  élémentaire  pourrait  même  faire  partie  du  « noyau  de 
connaissances » de l’espèce humaine, alors que les nourrissons possèderaient un « sens du nombre » 
inné  reposant  sur  des  circuits  cérébraux  partagés  avec  certains  primates.  Les  enfants  détectent 
notamment la violation des règles d’addition et de soustraction, au moins d’une façon approximative. 
Par exemple,  lorsqu’ils voient 5 objets, puis 5 autres, disparaître derrière un écran,  ils  s’attendent à 




voir  apparaître  environ 10  objets  et  expriment  leur  surprise  en  regardant  plus  longuement  lorsque 
l’écran  s’abaisse  et  révèle  seulement  5  objets  (McCrink  & Wynn,  2004  ;  Wynn,  1992).  Et  Dehaene 
ajoute : « Les mathématiques se construisent par la formalisation et la mise en liaison consciente de ces 










la  droite.  En  revanche,  la  nature  de  ce  lien  semble  varier  avec  l’éducation  mathématique :  il  est 
logarithmique  jusqu’à 6‐10 ans  (ainsi que chez  les  indiens Mundurucus),  et devient  linéaire ensuite. 
L’origine de cet effet tiendrait aux liens qu’entretiennent les relations numériques et spatiales dans le 






pédagogiques  d’acquisition  de  l’arithmétique  ensuite.  Goswami  (2006)  mentionne  à  cet  égard 
différents  outils  pédagogiques,  fondés  sur  des  effets  de  distance,  destinés  à  enseigner  aux  jeunes 
enfants les ordres de magnitude des nombres. Elle ajoute : « The finding that the brain has a preferred 
mode  of  representation  suggests  that  teachers  should  build  on  this  spatial  system  when  teaching 
ordinality  and  place  value —  for  example,  through  teaching  tools  such  as  the  ‘empty  number  line’ » 
(Bramald,  2000). Mais  ces  résultats pourraient  surtout  conduire  à  la mise  en place d’entraînements 
spécifiques précoces.  L’étude développementale de Gilmore et al.  (2007) a par  exemple montré que 
l’intuition  arithmétique  des  quantités  approximatives  précédait  et  sous‐tendait  l’apprentissage  de 
l’arithmétique symbolique ; mieux, leur étude permettait de corréler la capacité d’enfants de 5 à 6 ans 
à  manipuler  approximativement  des  nombres  de  plusieurs  dizaines  avec  leur  réussite  en 
mathématiques  à  l’école.  Un  résultat  à  rapprocher  de  l’étude  de Holloway  et  Ansari  (2008)  qui  ont 
montré que chez des enfants de 6‐8 ans, la variabilité de l’effet de distance au cours de la comparaison 
numérique prédisait  la  réussite  scolaire en mathématiques.  Selon Dehaene,  « Ces  résultats  suggèrent 
que  l’appréhension  de  la  numérosité  approximative  et  des  relations  de  distance  entre  les  nombres  […] 
joue un rôle déterminant pour la bonne compréhension ultérieure de l’arithmétique symbolique ». 
Les  travaux  sur  le  nombre  permettent  aussi  de  mettre  en  évidence  les  origines  cognitives  de  la 
dyscalculie, et de  faire émerger des pistes pour son dépistage et son  traitement précoce. Des études 
d’imagerie  cérébrale  ont  ainsi  permis  d’isoler  une  région  du  cerveau  (dite  intrapariétale)  dont 
l’activation  est  présente  quelle  que  soit  l’opération  mathématique  effectuée,  aussi  simple  soit‐elle, 




D’autres  zones  complétant  le  cortex  intrapariétal  bilatéral  semblent  être  impliquées  dans  les 
représentations des nombres, mais codant pour des stratégies acquises au cours de l’éducation cette 
fois.  C’est  ce  qui  fait  dire  à  Lemer  et  al.  (2003)  que  « les  lésions  intrapariétales  focales  tendent  à 
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perturber  l’intuition  même  des  quantités  numériques,  dans  des  tâches  aussi  simples  que  l’addition,  la 
soustraction,  la  comparaison,  ou  l’estimation  des  numérosités,  tandis  que  les  lésions  des  aires 




Des  travaux  similaires  existent  pour  l’acquisition  du  langage,  l’apprentissage  de  la  lecture  et  de 
l’écriture. Laissons de côté  le  langage qui présente des caractéristiques très particulières,  liées à son 
statut de procédure d’acquisition spécialisée, déterminée génétiquement qui plus est (Pinker, 1994). Il 
vérifie  en  effet  les  critères  proposés  par  Eric  Lenneberg  (1967)  pour  identifier  une  procédure 
d’acquisition déterminée  génétiquement :  1/  apparence  universelle  à  travers  l’espèce,  2/  apparence 
universelle à travers le temps, 3/ calendrier d’acquisition rigide (période critique) et 4/ ne nécessite 
pas d’enseignement explicite  (mais une exposition de  l’individu à  la  compétence à acquérir)36. Nous 
ferons seulement  remarquer qu’il permet d’éclairer par  contraste  l’apprentissage de  la  lecture et de 
l’écriture,  qui  présentent  les  caractéristiques  exactement  inverses. Anne Christophe  (2008)  rappelle 
notamment : « On trouve de nombreuses cultures humaines qui ne possèdent pas de langage écrit (alors 
qu’elles ont un langage oral). On peut retrouver dans l’histoire la date où l’écriture a été inventée. On peut 
apprendre  à  lire  et  à  écrire  à  tout  âge,  et  la  seule  contrainte  semble  être  que  l’apprentissage  ne 




Il serait  là encore possible de citer  l’ouvrage de Stanislas Dehaene  intitulé Les neurones de  la  lecture 
(2007)  et  son  cours  au  collège  de  France  en  2006  (Les  mécanismes  cérébraux  de  la  lecture)37,  qui 
proposent un état de  la question exhaustif  et passionnant. En matière d’alphabétisation,  les  travaux 
des  laboratoires  de  sciences  cognitives  portent  aussi  bien  sur  l’identification  des  aires  cérébrales 
impliquées  (reconnaissances  visuelle  et  phonologique des mots,  par  exemple) que  sur  les  stades de 
développement de ces aptitudes ou les causes de la dyslexie. 
Des sujets périphériques,  tels que  la  justification cognitive de  la  forme des  lettres de  l’alphabet,  font 
l’objet  d’hypothèses  variées  et  parfois  audacieuses,  qui  s’appuient  sur  des  résultats  théoriques 
développés  indépendamment.  Dehaene,  conformément  à  sa  théorie  du  recyclage  neuronal,  propose 
notamment que le choix de la forme de nos lettres se soit imposé naturellement au cours de l’évolution 
culturelle de l’alphabet, car il correspond étroitement aux invariants utilisés par notre système visuel 
pour  la  reconnaissance  des  objets.  Et  il  ajoute :  « Les  travaux  d’Irving  Biederman  ont montré  que  la 
reconnaissance  des  objets  repose  largement  sur  l’extraction,  par  le  système  visuel,  des  propriétés  dites 
« non‐accidentelles »  de  la  projection  du  contour  de  l’objet  en  deux  dimensions.  Il  s’agit  d’invariants 
topologiques  et  projectifs  qui  concernent  notamment  la  manière  dont  les  fragments  de  contours  se 
rejoignent aux sommets pour former des  jonctions caractéristiques (en forme de T, de L, de Y, etc.). Ces 
jonctions seraient extraites au cours de la phylogénèse ou de l’ontogénèse du système visuel car elles sont 
essentielles  à  la  reconnaissance  des  objets,  et  elles  seraient  ensuite  réutilisées  comme  des  symboles  de 
l’écriture ». Et en effet, lorsqu’on présente à des sujets sains des lettres et des objets dont des parties 
sont  effacées,  leur  reconnaissance  est  nettement  plus  lente  lorsque  ce  sont  les  jonctions,  et  non  les 
segments, qui sont manquantes. 
 








reste  encore  à  déterminer.  Nous  aimerions  toutefois  citer  l’impact  des  études  cognitives  sur  une 
question éducative qui a été récemment largement débattue, avec force polémiques :  la comparaison 
entre les méthodes globale et syllabique pour l’enseignement de la lecture. Car en effet, sur la question 








al.  (2008)  prévoit  en  effet  qu’au‐delà  de  deux  espaces,  les  neurones‐bigrammes  permettant 
l’identification rapide des mots n     e      f     o     n     c     t     i     o     n     n     e     n     t      p     l     u     s. 




lettres  et  les  sons.  Une  étude  citée  par  Goswami  (2006) montre  en  outre  que  les  bons  lecteurs  des 
langues  à  l’orthographe  transparente  (où  toutes  les  lettres  sont  prononcées  comme  dans  l’italien) 




les  phrases  rapidement,  et  les  mauvais  lecteurs,  restés  au  stade  du  b.a.‐ba,  ânonnent  syllabe  par 
syllabe, voire lettre par lettre. A la seconde question, et bien que la tentation soit grande de le faire, la 





C’est  ce  qu’ont  cherché  à  comprendre  les  chercheurs  du  Laboratoire  de  sciences  cognitives  et 
psycholinguistiques  (LSCP)  à  l’ENS  (Paris).  Sur  le modèle  présenté  à  la  figure 33,  Christophe  (2008) 
dispose  au  centre  le  dictionnaire mental,  ou  lexique,  qui  contient  l’ensemble  des mots  de  la  langue 
connus par un locuteur donné. La représentation lexicale comprend la forme sonore des mots (lexique 
phonologique),  leur  orthographe  (lexique  orthographique)  ainsi  que  leur  sens  (non  représenté).  Ce 
modèle  de  lecture  reprenant  les  résultats  exposés  ci‐dessus  est  décrit  dans  l’encadré  suivant 
(Christophe, 2008). 
 
 « De  bas  en  haut,  on  a  représenté  les  procédures  qui  permettent  de  reconnaître  les mots  à  partir  du 
signal  de  parole :  on  calcule  tout  d’abord  une  représentation  phonologique,  qui  contient  les  sons 
individuels,  puis  cette  représentation  est  utilisée  pour  identifier  la  forme  phonologique  du  mot 
correspondant (ici, le mot « cheval »). De haut en bas, on a représenté les procédures exploitées lors de la 
lecture :  à  partir  du  texte  écrit,  nous  calculons  une  représentation  des  lettres  constituant  ce  texte,  la 
représentation  alphabétique.  Puis,  on  voit  qu’on  peut  utiliser  deux  voies  différentes  pour  accéder  au 
lexique : soit la voie directe, représentée par la flèche en pointillés qui relie directement la représentation 














sons, mise en œuvre dans  la voie  indirecte,  s’acquiert  relativement vite dès  l’âge de 4‐5 ans,  la  voie 
directe nécessite  l’existence d’un  lexique orthographique  étoffé pour  fonctionner ;  un  lexique qui  se 
construit  par  la  visualisation  répétée  des  mots  écrits,  sur  plusieurs  années.  Autrement  dit,  comme 












est‐elle  tout  sauf  productive.  Et  elle  explique  peut‐être  pourquoi  les  instituteurs  ont  parfois,  à  leur 
grande honte, des doutes sur l’orthographe de certains mots. Qu’ils se rassurent : seules les erreurs de 








L’apprentissage  n’est  pas  qu’une  question  de  performance  intellectuelle :  divers  facteurs  tels  que 
l’anxiété  (envers  la  lecture ou  le  calcul),  l’attention  (en  classe ou  lors de  la  lecture) ou  la  capacité  à 




hyperactivité)  par  des  médicaments  tels  que  le  méthylphénidate  (mieux  connu  sous  la  marque 
Ritalin®),  mais  notre  compréhension  de  la  manière  dont  il  faudrait  préparer  le  cerveau  à  mieux 
profiter  de  l’enseignement  croit  régulièrement  (Goswami,  2006).  Une  étude  récente  a  par  exemple 
montré qu’un entraînement de l’attention de 5 jours n’avait pas permis d’augmenter l’attention mais 
d’accroître  significativement  la  performance  d’enfants  de  4  à  6  ans  dans  des  tests  d’intelligence 
ultérieurs (Rueda et al., 2005). 
Par ailleurs, les recherches sur le rôle de l’amygdale ou des neurones miroirs dans la reconnaissance 
des  émotions peuvent  laisser  espérer des  applications possibles  dans  le  domaine de  l’éducation.  En 
particulier,  il  a  pu  être  montré  que  les  troubles  de  l’anxiété  et  les  désordres  émotionnels  liés  à  la 
maltraitance  lors  de  l’enfance  pouvaient  entraîner  des  troubles  de  l’attention  vers  des  stimuli 




Les  notions  liées  de  « protopédagogie »  et  d’« épistémologie  naïve »  désignent  les  capacités  innées 
dont  disposerait  respectivement  l’humain  de  transmettre  une  information  à  ses  congénères  par  un 
processus  d’instruction  spécifique  et  de  se  représenter  la  manière  dont  ils  l’intègrent  (Csibra  & 
Gergely,  2005).  Selon  Andler  (2008),  « Cette  [seconde]  aptitude  reposerait  sur  un  système  de 
communication antérieur au  langage  et  à  la  capacité de  « lire »  les  intentions d’autrui  (la  « théorie de 
l’esprit »),  deux  capacités  humaines  fondamentales  qui  se  développeraient  justement  grâce  à  cette 
« proto‐pédagogie.  […]  Cette  hypothèse  ouvre  des  perspectives  vertigineuses  sur  le  plan  théorique  et 
pratique, notamment thérapeutique. ». 
Ces  deux  notions  semblent  très  prometteuses,  parce  que  les  pratiques  qui  leur  correspondent  sont 
d’une part  au  centre du processus  éducatif,  et  d’autre part  si  profondément  ancrées dans  la  culture 
quotidienne  et  dans  l’entendement  commun  que  l’enquête  a  des  chances  d’en  révéler  des  aspects 
cachés,  comme  semblent  l’indiquer  les  premiers  résultats  obtenus  en  croisant  psychologie  du 
développement,  psychologie  évolutionniste,  anthropologie,  philosophie  de  la  connaissance, 
philosophie et histoire des sciences. Elles pourraient en particulier être à l’origine d’une théorie de la 
représentation  spontanée  de  l’apprentissage,  comme  Carol  Dweck  l’a  fait  pour  l’intelligence,  qui 
constituerait une manière scientifique et documentée d’accéder aux modèles implicites d’apprentissage 
des enseignants, que nous évoquions dans le paragraphe 2.1.4.1. 
Selon  Andler  (2008),  il  s’agirait  de  « représentations  très  probablement  complexes  et  détaillées, 
impliquant des notions d’autorité, de confiance, de certitude, de correction, de cumulativité, d’identité et 
différence  entre  apprenant  et  enseignant,  etc. ».  Andler  envisage  également  l’idée  de  modèles  de 
l’enseignant : « auto‐modèle » de  l’enseignant pour  lui‐même, « hétéro‐modèle » de  l’enseignant pour 
l’apprenant... des idées encore lointaines mais qui laissent entrevoir des applications intéressantes. Il 
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Nous  terminerons  ce  panorama  par  le  thème  qui  est  peut‐être  le  plus  évident  et  un  des  mieux 
documentés,  mais  dont  les  applications  pédagogiques  semblent  se  faire  attendre.  Mémoire 
sémantique,  mémoire  épisodique,  encodage  et  récupération,  mémoire  de  travail,  à  court  et  à  long 
terme,  mémoire  adressable  par  le  contenu,  variétés  d’amnésie,  faux  souvenirs  et  confabulations... 
autant  de  notions  qui  démontrent  la  vivacité  d’un  champ  de  connaissances  ancré  dans  une  solide 
tradition  de  recherche  interdisciplinaire,  à  laquelle  ont  contribué  la  psychologie  expérimentale,  la 






qui  affaiblissent  la  connexion  cérébrale  entre  les  zones  impliquées  dans  les  émotions  et  les  zones 
impliquées dans  l’encodage des souvenirs, pour prévenir  le trouble du stress post‐traumatique. Rien 









pour  mieux  apprendre  ou  des  approches  pédagogiques  fondées  sur  de  soi‐disant  recherches  sur  le 
cerveau.  Il  suffit,  pour  s’en  convaincre,  d’effectuer  une  recherche  Internet  associant  les  termes 
« éducation » et « cerveau ». Hélas,  comme nous  l’avons vu,  très peu de  travaux en sciences cognitives 
sont encore exploitables pour l’éducation et la plupart des produits que Goswani nomme « brain‐based 
learning packages » (2006) sont mal documentés ou mensongers (voir également Pasquinelli, 2012). 
Il  en  va  des  sciences  cognitives  comme  de  toutes  les  disciplines :  dès  lors  que  leurs  résultats 
commencent à être popularisés, souvent par les chercheurs eux‐mêmes qui cherchent par là un moyen 
à la fois de valoriser leurs travaux et de partager leurs découvertes, elles sont reproduites avec plus ou 












Probablement  issu  d’une  surinterprétation  de  la  spécialisation  hémisphérique  du  cerveau,  dont  les 
aires spécifiques à diverses  facultés ne sont que  très  rarement disposées de manière symétrique,  ce 
mythe consiste à attribuer à chaque enfant une prédisposition à certaines aptitudes en  lui associant 
une aire  cérébrale préférentielle. Ainsi,  l’élève de  type « cerveau‐gauche » aura des  facilités dans  les 
domaines du langage, de la logique et des formules mathématiques, des nombres, des séquences et des 
linéarités  et  de  l’analyse.  L’élève  de  type  « cerveau‐droit »  sera  quant  à  lui  plus  doué  dans 
l’appréhension  des  formes,  la  manipulation  spatiale,  la  perception  des  rythmes  et  des  images,  le 





s’adresse  à  l’élève,  risque  bien  évidemment  de  le  priver  de  la  nécessaire  diversité  des  approches 





La  gymnastique  cérébrale  ne  consiste  pas,  comme  on  pourrait  le  penser,  en  une  série  d’exercices 
psychotechniques, mais elle prescrit une série de mouvements du corps qui font appel à diverses aires 





out  the potential  locked  in  the body and enables  students  to access  those areas of  the brain previously 
unavailable to them. Improvements in learning … are often immediate » (Cohen & Goldsmith, 2000). Il 













Ces  données,  issues  pour  certaines  de  travaux  de  neurosciences  sur  l’animal,  ont  conduit  à 
recommander  un  « régime »  de  stimulation  cognitive  intensive  pour  les  tout‐petits  dans  les  pays 
anglo‐saxons.  Il en découle en effet un certain nombre d’idées reçues, dont certaines ont pu s’avérer 




1/  Plus  nombreuses  sont  les  connexions  établies  grâce  à  l’apprentissage  dans  les  toutes  premières 
années de la vie, mieux l’individu sera cognitivement équipé (mythe synaptogénétique) (Bruer, 1997). 
2/  La  plupart  des  facultés  de  l’enfant  seront  déficitaires  s’il  n’a  pas  été  exposé  en  temps  utile  aux 
stimulations  caractéristiques  prises  en  charge  par  les  aires  cérébrales  concernées  (mythe  de  la 
période critique) (Byrnes, 2001). 
3/  Plus  riche  est  l’environnement  de  l’enfant,  plus  son  cerveau  se  développe  (mythe  de  la  sur‐
stimulation). 
L’ensemble se résume en la rumeur selon laquelle « le très jeune enfant (de la naissance à trois ans) qui 





















individu  exécute  une  action  que  lorsqu'il  en  observe  un  autre  exécuter  la  même  action.  Ils  sont 
supposés  jouer  un  rôle  dans  des  capacités  cognitives  liées  à  la  vie  sociale,  et  notamment  dans 
l'apprentissage par  imitation, mais aussi dans  les processus affectifs,  tels que  l'empathie  (Carr et al., 









valable pour  les  enfants  qui  apprennent  en  imitant  tout naturellement  ce qu’ils  voient.  En présence de 
l’adulte,  ils  captent  et  enregistrent  automatiquement  ce  qui  se  passe  dans  le  cerveau  de  l’adulte  et 
l’imitent ;  ils  apprennent  et  acquièrent  des  comportements,  des  qualités  et  des  capacités.  […]  Les  deux 
cerveaux,  de  la  mère  et  de  l’enfant,  communiquent  constamment,  par  leurs  neurones‐miroirs.  Les 
neurones‐miroirs de la mère envoient à chaque instant des messages, sentiments,  images qui sont reçus 
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par  les neurones‐miroirs naissants de  l’enfant. Ces messages  sont reflétés et engendrent en  lui  le même 
désir, les mêmes images, les mêmes idées que celles de sa mère. […]Par ces neurones‐miroirs récemment 
découverts,  nous  pouvons  finalement  donner  une  explication  scientifique  à  ce  mystérieux  pouvoir 








des  sciences  cognitives.  Pourtant,  il  est  faux  de  croire  qu’elle  s’appuie  sur  une  méthodologie 
scientifique rigoureuse et, surtout, que  les sciences cognitives sont aujourd’hui capables de produire 
une théorie de l’intelligence, même si elles ont contribué à discréditer la notion d’intelligence générale. 
En  vertu  de  ses  lacunes  et  de  la  faiblesse  de  ses  fondements,  elle  doit  donc  être  maniée  avec 
précaution, notamment dans le domaine de l’éducation où les applications maladroites ou précipitées, 
comme nous l’avons vu, peuvent rapidement s’avérer funestes. Si cette « théorie » présente l’avantage 








proposer  des  solutions  inadéquates  et  contraires  aux  besoins  du  terrain.  A  l’inverse,  les  sciences 
cognitives, avant d’être appliquées à l’éducation, sont avant tout des sciences de laboratoires destinées 
à comprendre un objet d’étude particulier (le cerveau,  la pensée,  la conscience) indépendamment de 




Nous  l’avons maintes  fois  indiqué,  la  faiblesse  des  résultats  actuels  ne  permet  pas  de  les  étendre  à 
beaucoup  de  sujets  en  matière  d’éducation,  et  lorsque  la  transposition  est  réalisée,  c’est  souvent 
abusivement. Le Technology Assessment (TA), organe dépendant du Conseil Suisse de la Science, indique 
notamment,  dans  une  étude  sur  l’imagerie  cérébrale40 :  « Quelques  spécialistes  des  neurosciences 
[allèguent]  que  les  procédés  d’imagerie  fourniraient  des  données  objectives  et  précises  susceptibles  de 














danger  de  diffusion  trop  hâtive  de  nouveaux  concepts  pédagogiques  qui,  dans  le  contexte  actuel, 
politiquement  sensible  et  déjà  suffisamment  stressé  par  les  réformes  en  cours,  causeraient  plus  de mal 
que de bien », qu’Andler approuve d’ailleurs en ces termes : « On sait bien que la question […] ne peut 
être traitée que dans  le cadre plus  large d’une réflexion sur  l’école,  laquelle à son tour se situe dans un 








commune,  émancipation  vers  un métier,  construction  de  la  citoyenneté…  autant  de  dimensions  qui 
peuvent, dans certains cas, entrer en contradiction avec des études scientifiques spécifiques. L’effet dit 
de  « menace  du  stéréotype »  (Steele & Aronson,  1995),  particulièrement  vivace  outre‐Atlantique  au 
sein des populations noires, mais également chez nous auprès des jeunes filles, permet de prévoir que, 
mis  en  compétition  avec  des  élèves  blancs  sur  une  tâche  logicomathématique,  des  élèves  noirs 








On ne  peut  qu’être  surpris  de  la  pauvreté  des  résultats  d’une  recherche  sur  Internet  combinant  les 
termes « sciences cognitives » et « éthique » ; a fortiori si on y ajoute le terme « éducation », même en 
anglais.  Pourtant,  de  nombreuses  questions  se  posent  déjà,  et  elles  se  poseront  également  à  nous 
lorsqu’à  partir  du modèle  allostérique  formalisé  que  nous  souhaitons  construire,  nous  proposerons 
des pistes pédagogiques ciblées sur les difficultés des élèves. 
Eliminons  en  premier  lieu  une  peur  légitime  mais  encore  irréaliste  pour  de  nombreuses  années, 




parler  leurs  opposants.  Toutefois,  une  nuance  intéressante  est  proposée  par  Martha  Farah, 
neuropsychologue :  « La  seule  chose  pire  que  d’avoir  des  gens  qui  réussissent  à  lire  vos  pensées  par 
imagerie  cérébrale  est  probablement  d’avoir  des  gens  qui  ne  réussissent  pas  à  lire  vos  pensées  par 
imagerie cérébrale et qui croient ce qu’ils  lisent ». On rejoint ici  la question des neuromythes évoquée 
plus  haut,  et  dont  l’exploitation  maladroite  est  susceptible  de  soulever  des  questions  encore  plus 
graves que les connaissances avérées. 
En  second  lieu,  on  peut  probablement  craindre  un  usage  commercial  massif  de  ces  nouvelles 





Le  troisième écueil  porte  sur  la problématique de  l’amélioration de  l’être humain ;  particulièrement 
bien  traitée par  le  jeu participatif  en  ligne Play decide41,  caractérisé par  l’organisation de débats  sur 
des  questions de  science  et  société  sensibles,  elle  conduit  à  s’interroger  sur  la  pertinence  à  user  de 
traitements (médicamenteux ou non) sur des individus sains et non plus seulement pour soulager des 
troubles spécifiques. Des troubles qui, en tout état de cause, doivent bien être définis par rapport à une 
référence  arbitraire,  qui  définit  une  norme  d’acceptabilité  de  la  performance  cognitive  humaine 
concernée. Une vaste littérature existe sur le sujet, qui rejoint la question du transhumanisme et de la 
« convergence NBIC », par ailleurs bien décrite par Bensaude‐Vincent  (2009). Car enfin,  si  la  science 
conduit à produire de véritables médicaments permettant d’améliorer la mémoire ou la concentration, 
devra‐t‐on les autoriser avant les examens ? Les prescrire à tous pour éviter l’inéquité entre ceux dont 
les  parents  en  auront  les  moyens  et  les  autres ?  Organiser  des  tests  antidopages  à  la  sortie  des 
interrogations écrites ? Et s’ils sont restreints par les prescriptions médicales, qui fixera la limite ? Déjà 
des  enfants,  auparavant  considérés  comme normaux mais  turbulents  et mauvais  élèves,  bénéficient 
désormais (et c’est heureux pour eux) de TDHA pour soigner ce qui a été identifié comme un trouble 
anormal  du  comportement.  On  parle  de  plus  en  plus  des  « dys » :  dyslexie,  dyscalculie, 
dysorthographie, amusie… la frontière entre le dysfonctionnement cognitif et le décrochage passager 
est  parfois  facile  à  définir ; mais  gageons  que  ce  ne  sera  pas  toujours  le  cas  avec  les  connaissances 
nouvelles que nous fourniront les sciences cognitives, et que des cas similaires à la détermination de la 




de  l’élection  de  Nicolas  Sarkozy  alors  qu’il  envisageait  des  tests  de  dépistage  des  comportements 
délinquants  dès  les  premières  années  d’école.  Au‐delà  de  la  question  de  la  pertinence  et  de  la 
légitimité de telles idées, qui frisent ici l’eugénisme, se pose celle de la liberté accordée à l’enfant d’être 
différent et de se construire dans cette différence. Il n’est besoin de citer ici qu’une source : celle que 
constitue  le  magnifique  film  d’Andrew  Nicol,  Bienvenue  à  Gattaca,  sorti  en  1997.  Dans  ce  film,  un 
enfant a malheureusement pour  lui été conçu par des voies « naturelles », et non par  fécondation  in 
vitro  et  sélection  génétique  comme  ses  semblables.  L’histoire  raconte  son  combat  pour  utiliser  ses 
compétences propres, inférieures mais compensées par la ruse et la volonté, et son rapport avec son 
frère cadet, sélectionné lui comme il se doit. Il est déjà difficile, dans notre société actuelle, de faire le 


























Ces  limites  et  précautions  nécessaires,  qui  relèvent  de  la  responsabilité  inhérente  à  toute  mise  en 










l’apprentissage et de  l’intelligence,  il  conviendrait donc d’en  tenir compte mais  la bonne volonté des 
chercheurs est souvent bloquée par ce qu’Andler qualifie de « deux formes d’agitation fébrile : techno‐
politique  et  philosophico‐sentimentale »  (Andler,  2008).  Et  de  poursuivre :  « Les  apports  théoriques, 
présents et futurs, des sciences cognitives sont en effet souvent récusés pour deux raisons. D’une part, elles 
incarnent une approche naturaliste  qui  apparaît,  dans notre  culture,  comme  contrevenant  au principe 
d’indépendance  de  la  sphère  de  l’esprit  par  rapport  à  la  sphère  de  la  nature.  D’autre  part,  elles  sont 
abusivement  assimilées,  comme  on  le  rappelait  plus  haut,  soit  à  l’intelligence  artificielle  (ou 
l’informatique avancée), soit aux neurosciences ». 





Après  avoir  pu  dégager,  dans  la  partie  2. Etat  de  la  question,  les  raisons  qui  faisaient  des  théories 
éducatives  socioconstructivistes  fondées  sur  la  notion  de  changement  conceptuel  les  meilleures 
candidates à  la  réalisation de notre projet  (pour autant qu’elles  soient  capables de  revendiquer une 
approche  scientifique),  nous  avons  également  montré  combien  les  sciences  cognitives,  à  défaut  de 
fournir des résultats généralisables à plus de quelques méthodes d’enseignement seulement, étaient 
riches et prometteuses en termes de compréhension des processus d’apprentissage. 
En  développant  leurs  formulations  respectives,  cette  partie 3. Cadre  théorique  et  pratique  a montré 
que  si  la  théorie  anglo‐saxonne  du  changement  conceptuel  était  riche  de  plus  de  contributions  et 
d’analyses  de  la  part  de  la  communauté  scientifique  que  le  modèle  allostérique  de  l’apprendre 













Après ce  large état des  lieux,  revenons un  instant à notre objectif  général, qui  consiste à élaborer,  à 
partir de  toutes  les connaissances disponibles, un modèle d’apprentissage utile pour  le praticien dans 
les domaines de  l’éducation, de  la  formation et de  la  communication. Nous avons précisé ce que nous 
entendions par « modèle », en  insistant sur  l’importance des dimensions théorique et scientifique du 
terme.  En  matière  « d’apprentissage »,  nous  avons  également  mentionné  plusieurs  fois  notre 
préférence  pour  la  compréhension  de  l’acquisition  de  savoirs  complexes,  telles  que  ceux  que  l’on 
acquiert  dans  les  cours  de  science,  plutôt  que  de  savoirs  fondamentaux  tels  que  le  langage, 
l’arithmétique ou la lecture. 
Par  ailleurs,  pour  définir  ce  que  nous  entendons  par  « utile »,  nous  reprenons  à  notre  compte  les 
quatre  dimensions  contribuant  à  la  stabilité  des  conceptions  dans  la  théorie  du  changement 






qu’il  soit  plus  programmatique  que  normatif,  plus  stimulant  que  descriptif,  et  qu’il  permette  au 
praticien  d’imaginer  lui‐même  des  applications  originales  à  partir  de  la  compréhension  de 





1. Rappeler  pourquoi  notre  choix  s’est  porté  sur  le  modèle  allostérique  de  l’apprendre, 
notamment au regard des informations présentées dans la partie 2. Etat de la question, 











mesurable  ou  directement  observable),  la  conception,  il  appartient  aux modèles  phénoménologiques, 
dans  le sens où nous  les décrivions au paragraphe 2.1.3.2. D’une certaine manière en effet,  il n’a pas 
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même besoin de reconnaître l’existence d’un cerveau tel que nous le connaissons : tout se passe comme 





faudrait‐il  pas  faire  au  contraire  porter  les  efforts  vers  une  approche  plus  réductionniste  de  ces 
processus ?  Nous  ne  le  croyons  pas,  pour  trois  raisons  déjà  évoquées  indépendamment  plus  haut. 
D’une part,  les sciences cognitives ne fournissent pas encore suffisamment de résultats pour pouvoir 
déduire des applications pédagogiques de la description des processus d’apprentissage appliqués aux 
savoirs  complexes.  D’autre  part,  les  modèles  phénoménologiques  sont  souvent  plus  proches  de  la 
réalité  observable  (et  c’est  bien  elle  qui  nous  intéresse  ici  puisque  l’objet  central  est  l’éducation  de 
l’élève et non son cerveau). Enfin, ils sont susceptibles de faire émerger des concepts qui, à leur tour, 








douleur  dans  l'épaule,  un  chatouillement  dans  la  paume  de  la  main,  vois  une  surface  rouge  vif,  suis 
d'humeur mélancolique, sens monter une violente colère, etc. Dans chacun de ces cas, je me trouve dans 
un  état  mental  doté  d'un  caractère  subjectif  spécifique.  Être  dans  l'un  de  ces  états  me  fait  un  effet 
particulier et l'effet que cela fait de sentir l'odeur de la rose n'est pas le même que de sentir l'odeur d'œufs 
pourris  ou  d'entendre  le  son  de  la  trompette.  Chacun  a  sa  phénoménologie  propre ».  Or  les  questions 
posées par  la convergence entre cette description et  la  théorie des neurosciences sont extrêmement 
porteuses : « Quels états mentaux ont des qualia ? Les qualia sont‐ils des propriétés intrinsèques de leurs 
porteurs ?  Quelles  sont  les  relations  entre  les  qualia  et  les  propriétés  représentationnelles  des  états 
mentaux ? Quelles sont les relations entre les qualia et le monde physique tant externe (l'environnement, 




Un  autre  choix  à  justifier  est  celui  que  nous  allons  faire  dans  le  paragraphe  4.3.1. Possibilités  de 
formalisation  du  modèle  consistant  à  rechercher  une  voie  de  formalisation  des  processus 
d’apprentissage dans  la direction de  l’analogie avec  la réactivité chimique plutôt que dans celle, plus 
naturelle  pour  les  sciences  cognitives,  des  processus  neuronaux.  L’approche  phénoménologique 
décrite plus haut l’autorise, mais qu’en est‐il de sa pertinence ? 
Nous croyons pouvoir accorder aux processus cognitifs une dualité épistémologiquement similaire à la 
dualité  onde‐corpuscule  de  la  physique  atomique :  selon  la manière  dont  on  les  observe  (dont  leur 
affordance  s’exprime,  diraient  les  philosophes  de  la  chimie),  les  systèmes  qui  les  sous‐tendent 
apparaissent  alternativement  comme  matériels  (ou  physiques :  neurones,  cartes  corticales,  aires 












Enfin,  l’élément  fondamental  sur  lequel  nous  pensons  pouvoir  faire  reposer  la  pertinence  du 
développement de l’analogie allostérique consiste en un changement de point de vue particulièrement 
audacieux sur la notion de conception. Alors que dans une grande partie de la littérature des sciences 
de  l’éducation  la  « représentation »  est  considérée  comme  une  brique  élémentaire  du  savoir 
relativement  passive,  plus  proche  du  concept  que  de  la  structure  cérébrale  active,  simplement 
structurante et dont le rôle de « grille d’analyse » n’est relevé que dans de rares cas, alors même que 





























Comme  nous  l’avons  précisé  un  peu  plus  haut,  le  modèle  de  l’apprendre  élaboré  par  Giordan  est 
phénoménologique   et  physicaliste :  qualifié  d’allostérique  parce  qu’il  évoque  le  fonctionnement  de 
protéines possédant  cette même propriété,  il  s’appuie  sur des  structures élémentaires qui n’ont pas 
d’existence  réelle,  les  conceptions.  Aussi,  même  si  ces  deux  approches  ne  sont  pas  a  priori 
incompatibles,  nous  ne  tenterons  pas  de  réorienter  ce  modèle  vers  la  conceptualisation  que  les 
neurosciences font de la pensée, usant de circuits et de cartes neuronales ou d’aires cérébrales. 
Au contraire, parce que  le modèle allostérique de 2002 décrit  l’apprentissage comme « un processus 
dynamique  de  transformation  du  savoir,  par  déconstruction  –  reconstruction  des  structures  de  pensée 
préexistantes, sous l’influence de l’environnement de l’apprenant »44, nous pensons qu’il est possible de 
le  formaliser  en  empruntant  concepts  et  représentations  à  une  autre  branche  des  sciences 
expérimentales : la chimie physique et la biochimie. 
La  formulation employée ci‐dessus pour décrire  l’apprentissage est en effet extrêmement proche de 
celle  qui  décrit  les  transformations  physico‐chimiques  de  la  matière.  De  plus,  appliquées  à  des 
molécules  aussi  complexes  que  les  protéines,  elle  permet  d’utiliser  les  représentations  de  ces 
dernières  pour  illustrer  toute  la  complexité  des  conceptions  (en  exploitant  notamment  leurs 
structures  primaire,  secondaire,  tertiaire  et  quaternaire,  mais  aussi  leurs  sites  actifs  et  leurs 







de visualisations des objets qui  interagissent, mais également de grandeurs  représentant  l’évolution 
des  systèmes en évolution :  énergies de  liaison,  courbes d’activation,  stabilités  relatives,  entropie de 
réaction,  encombrement  stérique,  catalyse…  Autant  de  notions  qui  pourront  être  empruntées  pour 
décrire, représenter et donner accès aux processus cérébraux lors des apprentissages. 
Ce type de  formalisation par emprunt à d’autres disciplines présente certes des risques et provoque 
légitimement  la  défiance :  on  a par  exemple  trop  souvent  à déplorer  la  transposition  imprudente  et 
totalement  illégitime de  la dualité onde‐particule ou du principe d’incertitude de Heisenberg, conçus 
pour  décrire  des  objets  microscopiques,  à  des  domaines  macroscopiques,  voire  macrosociaux  et 












plus  grande  partie  d’une  conception,  mais  l’aspect  statique  du  bloc  de  glace  et  son  incapacité  à 
interagir avec d’autres icebergs ne permettent ni de rendre compte de l’aspect dynamique du savoir, ni 




sera  nécessaire  de  changer  de  représentation ;  fidèles  à  la  métaphore  initiale  de  l’allostérie,  nous 
tenterons d’utiliser celle de la protéine, en montrant qu’elle présente les caractéristiques nécessaires. 
Il nous faudra alors nous interroger sur la nature de ces interactions et sur la structure du savoir que 
constituent  les  assemblages dynamiques de  conceptions ; une question non abordée dans  le modèle 
empirique  de  2002,  faute  de  représentation  adéquate.  Ce  faisant,  il  sera  nécessaire  de  conserver  à 
l’esprit  les  descriptions  que  font  des  processus  cérébraux  les  neurosciences :  pour  être 
phénoménologique,  un  modèle  de  la  pensée  ne  peut  plus  s’en  affranchir  pour  autant.  Le  modèle 
empirique de 2002 n’établissant aucun  lien avec  les structures cérébrales, nous devrons notamment 
nous  interroger  sur  le  lien  entre  les  cortical  maps  de  Dehaene  (Dehaene  &  Cohen,  2007 ;  voir 
paragraphe 3.4.3.3. Cerveau, aires cérébrales et cartes corticales) et les conceptions. 
Enfin, la question du « support » (ou du socle) des premières conceptions devra être évoquée et, avec 
elle,  celle des  conceptions naïves  chères  aux psychologues  cognitifs  (Spelke et  al.,  1999), mais  aussi 





Si  la  question  du  traitement  de  l’information  est  toujours  évoquée  par  Giordan  et  al.,  lorsque  la 
conception est considérée comme une « grille d’analyse » par exemple (Giordan & Pellaud, 2004), les 
descriptions  de  2002  ne  permettent  pas  de  comprendre  comment  l’information  est  traitée,  ni  par 
« quoi ». Le recours à  la métaphore de  la protéine devrait permettre d’y répondre de deux manières 
différentes :  en  invoquant  la notion de  site  actif,  site  réactionnel placé  au  cœur de  la  structure,  puis 




regard notamment du modèle‐cadre SRK  (Rasmussen, 1983) qui  induit  l’idée qu’il est certes possible 
que  conceptions  et  heuristiques  préexistent  et  soient  sollicitées  par  l’individu  lorsqu’il  en  a  besoin, 
mais qu’elles soient également dans certains cas recyclées et dévoyées, voire élaborées spécifiquement 
pour  l’occasion.45  Par  ailleurs,  ne  disposant  pas  de  la  notion  d’heuristique,  le modèle  empirique  de 
2002  n’établit  pas  de  différence  entre  l’utilisation  d’une  mauvaise  conception  dans  le  cadre  d’une 




Par  ailleurs,  plusieurs  éléments  nous  conduisent  à  la  nécessité  d’affiner  cette  représentation,  et 
notamment  la  question  de  l’accessibilité  de Higgins  (1996)  chère  à  Kahneman,  l’existence  des  « plis 




Dans  un  premier  temps,  il  pourra  être  intéressant  de  tenter  de  caractériser  cette  prééminence  en 
rendant  compte  de  l’accessibilité  et/ou  de  la  disponibilité  d’une  heuristique  donnée.  Là  encore  la 





métaphore  de  l’allostérie  devrait  pouvoir  être  exploitée  pour  décrire  les  effets  de  contexte,  et  être 
explicitée par le recours aux formalismes de la biochimie. En effet, ces problématiques se retrouvent 
telles quelles dans  les protéines allostériques  comme  l’hémoglobine, dont  les hèmes présentent  à  la 
fois des accessibilités conformationnelles variables en  fonction du nombre de sites déjà occupés par 
des molécules de dioxygène, et des disponibilités modifiables en fonction de la présence d'inhibiteurs 
tels  que  la  molécule  de  monoxyde  de  carbone  ou  l’ion  hydronium.  La  rémanence  de  certaines 
heuristiques,  liée à leur usage récent par un individu, pourra également être étudiée comme l’un des 
avatars des trois heuristiques de Tversky et Kahnemman (1974). 





Une  notion  manquante  dans  la  description  du  modèle  empirique  de  2002,  bien  qu’elle  soit  sous‐
entendue  dans  l’idée  de  métacognition,  est  en  effet  celle  de  conceptions  régissant  les  conditions 
d'application d’autres  conceptions.  diSessa  (1993)  a  évoqué  cette question  à  travers  la  notion de p‐
prims particulières, dont le rôle est de servir à l’activation spécifique d’autres p‐prims. 
Pour notre part, nous préférons continuer à utiliser le terme de conception, mais force est de constater 
qu’il  nous  faudra  en  distinguer  deux  catégories,  notamment  en  situation  raisonnée  (système  2) :  un 













d’indications  sur  la  nature  de  cette  transformation  et  sur  les  mécanismes  par  lesquels  opère  la 
« déconstruction » . 
Par ailleurs, une conception erronée dans une situation donnée peut très bien s’avérer pertinente face 
à  un  problème  différent.  Que  signifie  alors  « transformer  ses  conceptions » ?  S’agit‐il  d’effacer  les 
traces  de  la  conception  initiale  dans  le  système  cognitif  de  l’apprenant ? De  l’enfouir  profondément 
pour en interdire l’accès et l’utilisation ultérieure ? De la mettre en quarantaine, au cas où elle pourrait 
tout  de même  encore  servir ?  Ce  qu’il  s’agit  de  déconstruire  dans  ces  cas‐là,  ce  sont  apparemment 
davantage  les  règles  d’utilisation  de  la  conception  que  la  conception  elle‐même ;  ou  plus  en  amont, 
l’organisation des heuristiques sollicitées lors de la résolution d’un problème.47 
A  ce  stade,  il ne devrait donc plus être nécessaire de se  limiter à  l’existence d’une seule conception, 
d’une  seule  heuristique  à  l’égard  d’une  situation  ou  d’une  information  donnée ;  la  coexistence  de 
plusieurs heuristiques en concurrence, qu’elles soient préexistantes, détournées de leur usage premier 
ou construites ab initio, sera envisageable. Il faudra donc probablement redéfinir l’apprendre, non plus 
uniquement  comme  un  processus  de  déconstruction‐reconstruction  d’une  conception,  mais  comme 
                                         
47  C’est ce que nous verrons dans le paragraphe 6.3.2.3. L’expérience du croissant de Lune. 
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toute  une  série  de  processus  de  natures  diverses :  construction  ou  modification  structurelle  d’une 
conception ou d’un groupe de conceptions, aménagement, désinhibition ou  inhibition d’heuristiques, 
assouplissement ou renforcement d’assemblages de conceptions…48 
Conservant  l’idée  originelle  qu’il  est  possible  de  considérer  l’apprendre  comme  une  succession 




En  effet,  il  nous  faudra montrer que  l’étape  élémentaire de  tout  apprentissage peut  être  considérée 
comme  un  cheminement  individuel  réductible  au  franchissement  d’une  barrière  d’activation  entre 
deux états de savoir via un « état de transition » dont la nature et la structure peuvent être décrites de 
la même manière  que  les  autres  états  de  savoir.  La  notion  d’entropie  d’activation  pourra  alors  être 
introduite, explicitant une dimension  inédite des processus d’apprentissage, avant qu’on ne  tente de 




Dans  une  perspective  de  formalisation  des mécanismes  de  la  pensée,  il  pourrait  ainsi  être  utile  de 
représenter le traitement cognitif de l’information, et notamment le choix d’heuristiques particulières 
(menant éventuellement à des conceptions  inadaptées), comme la progression d’un système sur une 
hypersurface,  progression  qui  serait  liée  à  l’optimisation  d’une  fonction  représentative  des 
caractéristiques  de  l’interaction  entre  une  information  donnée  et  l’espace  des  conceptions  d’un 
individu. Dans ce cadre, il serait pertinent de distinguer deux types de fonctions. 
La première décrirait  les interactions entre une information et un savoir figé, comme cela se produit 
dans  le mode  S  du modèle  SRK,  permettant  de  visualiser  les  raisons  pour  lesquelles  on  peut,  dans 
certains cas, fournir des réponses inadaptées à des problèmes pour lesquels on dispose pourtant des 






K.  Elle  pourrait  probablement  préfigurer  une  fonction  utile  pour  la  représentation  des  processus 




Pour  comprendre  la prééminence  de  telle  ou  telle  conception,  on peut  certes  raisonner  comme plus 
haut en termes d’accessibilité et de disponibilité de  l’heuristique qui y mène Nous verrons que pour 
l’éducation,  ce  point  de  vue  sera  surtout  pertinent  en  situation  de  stress,  c’est‐à‐dire  lorsque  des 
décisions  doivent  être  prises  ou  des  réponses  données  rapidement,  ce  qui  correspond  à  ce  que  les 
chimistes nomment « contrôle cinétique » dans la théorie de la réactivité chimique. Mais c’est surtout 
en raisonnant en  termes de stabilité  (absolue ou différentielle) que  l’on pourra rendre compte de  la 
survivance (ou persistance) des conceptions et des assemblages qu’elles constituent. 
Grâce  au  bagage  conceptuel  de  la  théorie  de  la  réactivité  chimique  et  par  l’emploi  de  la  deuxième 




fonction  introduite  ci‐dessus,  il  sera  ainsi  probablement  utile  d’introduire  une  description  plus 
thermodynamique du  savoir,  décrivant  les  stabilités  structurelles  respectives  des  conceptions  et  des 
heuristiques  associées,  élaborées  par  l’individu  depuis  l’enfance.  Cette  notion  de  stabilité,  dont  il 
conviendra  de  chercher  la  signification  mais  qui  pourra  rassembler  des  aspects  énergétiques  et 
entropiques,  pourra  représenter  la  robustesse  des  conceptions,  constituée  de  son  côté  et 
respectivement par leur solidité et leur souplesse. 
Il  restera  à  rechercher  les  paramètres  qui  régissent  la  stabilité  des  conceptions,  de  manière  à 




Dans  ses  derniers  développements  du  modèle  allostérique  (Giordan  et  al.,  2010),  Giordan  précise 
l’importance des niveaux infracognitif, métacognitif, intentionnel et émotionnel (ou affectif) en plus du 
strict niveau cognitif. Dans Lagger et al. (2008) par exemple, la figure 35 décrit ces niveaux lorsqu’ils 















types  d’apprentissage  ne  sauraient  être  réduits  à  des  paramètres  cognitifs  purement  objectifs  et 
rationnels.  La  critique  en  a  été  faite  aux  théories  du  changement  conceptuel,  et  c’est  un  écueil  qu’il 
faudra nécessairement faire surmonter au modèle allostérique. 
Nous  prévoyons  d’ores  et  déjà  que  ces  contrôles  péricognitifs  apparaîtront  dans  les  facteurs 
circonstanciels qui moduleront  l’accessibilité  et  la  stabilité  structurelle  évoquées plus haut,  agissant 
selon la manière dont l’individu les exerce, consciemment ou inconsciemment, sur son propre savoir. 
L’ensemble des éléments développés dans cette section 4.3.2. devra  finalement conduire à autant de 
pistes possibles pour  faciliter  les apprentissages,  faisant du modèle allostérique un outil prédictif  et 
interprétatif  performant  et  justifiant  entre  autres  la  perspective  de  retrouver  et  d’enrichir 









Comme  nous  l’avons  signalé  au  paragraphe  3.3.5.2. Pertinence  théorique  et  cohérence,  la  distinction 
entre  le modèle  et  ses  applications  (pédagogiques)  n’est  pas  bien  explicitée  dans  la  formulation  de 
2002. Conçu à  l’intention des praticiens,  le « modèle allostérique » est surtout présenté à  travers cet 
environnement didactique, sans toutefois que ce dernier ait pu être réellement déduit point par point 
du modèle,  encore  trop  peu  formalisé  pour  être  à  ce  point  prédictif.  Un  défaut  de  cohérence  (sans 
pourtant que cela mette en doute sa pertinence) qui constitue une faiblesse de l’ensemble. 





parler  d’environnements  didactiques,  au  pluriel,  correspondant  chacun  à  la  mise  en  œuvre  des 
prédictions  relatives  à  un  pan  théorique  particulier.  L’essentiel  du  travail  devra  donc  consister  à 
(re)présenter, sous une forme proche de celle de l’environnement didactique de 2002, les leviers sur 
lesquels  il  est  possible  d’agir  pour  faciliter  un  apprentissage.  On  peut  en  effet  en  attendre  non 
seulement  une  validation  a  posteriori  du  modèle,  si  les  prévisions  concordent  avec  les  préceptes 
empiriques  de  l’environnement  didactique  version  2002, mais  également  l’émergence  de  nouveaux 
leviers  pédagogiques,  ainsi  que  l’explicitation  des  réussites  et  des  échecs  de  certaines  pratiques 









En  s’inspirant  des  critères  de  scientificité  issus  de  l’épistémologie,  il  est  possible  d’imaginer  une 
démarche  moins  intuitive  mais  tout  aussi  performante,  qui  consiste  non  pas  à  le  prouver,  mais  à 
l’éprouver par une recherche expérimentale portant sur certaines de ses prédictions les plus originales. 






Nous  nommons  « expérience  contre‐intuitive »  toute  expérience  qui  produit  un  résultat  inverse  ou 
totalement différent de celui auquel on s'attend avant de la mettre en action (Eastes & Pellaud, 2004b). 
Elle  est  largement  utilisée  dans  les  situations  les  plus  diverses,  de  la  classe  au  musée  de  sciences 
(Eastes  &  Pellaud,  2004b).  Ce  n’est  donc  pas  un  outil  pédagogique  anecdotique  et  il  offre  de 
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L’intérêt  pédagogique  et  les  conditions  d’usage  de  l’expérience  contre‐intuitive  devraient  donc 
correspondre  à  un  ensemble  de  prévisions  majeures  du  modèle  allostérique  formalisé,  mettant  en 











Hypothèse 1 :  Il  est  possible  de  reformuler  le  modèle  allostérique  de  l’apprendre  en  lui 
appliquant  le  formalisme de  la réactivité chimique des protéines, sous une  forme 
compatible avec les diverses théories de l’apprentissage et de la pensée. Il devrait 




construits,  l’élaboration  d’environnements  didactiques  compatibles  avec  les 
connaissances  pédagogiques  actuelles.  Il  permet  d’en  interpréter,  d’en 
perfectionner  certaines,  voire  d’en  produire  de  nouvelles,  inédites  ou 
insuffisamment explicitées. 
 
Hypothèse 3 :  Le  modèle  allostérique  de  l’apprendre  formalisé  peut  être  éprouvé 
expérimentalement dans une démarche falsificationniste à partir d’une prédiction 
théorique  originale  du  modèle,  choisie  pour  sa  facilité  de  mise  en  œuvre 























Le  modèle  théorique  ainsi  construit  soulèvera  de  nouvelles  questions  et  produira  de  premiers 
résultats  en  termes explicatifs des processus d’apprentissage. Ces éléments  seront alors nourris par 
les autres théories et résultats expérimentaux relatifs à l’élaboration de la pensée. Les variantes de la 
théorie du changement conceptuel, décrites plus haut, seront plus particulièrement invoquées de par 
leur  proximité  avec  le  modèle  allostérique.  Les  résultats  des  recherches  actuelles  de  psychologie 







constituant  alors  une  validation  partielle  du  modèle  formalisé,  soit  infirmés,  ce  qui  invitera  à  le 
réaménager pour le rendre plus conforme aux observations, ainsi qu’à en montrer les limites. 
L’ultime étape de la recherche (H3) est la mise à l’épreuve spécifique, dans ses moindres détails, d’une 
prédiction  particulière  du modèle  (figure 37).  Cette  approche,  complémentaire  à  la  précédente,  est 
nécessitée  par  le  risque  que  le modèle  construit  soit  seulement  globalement  et  approximativement 
correct. Contrairement à l’étape précédente de vérification, il s’agira ici bien davantage d’une étape de 









description ?  Ne  risque‐t‐on  pas,  par  cette  approche,  de  tomber  dans  la  catégorie  des  impostures 
intellectuelles (Sokal & Bricmont, 1997) ? 
Pour  éviter  cet  écueil,  la  méthodologie  ne  peut  se  limiter  à  invoquer  un  modèle  issu  de  la  chimie 




pour  traiter  une  question  qui  se  présente  sous  des  formes  analogues.  Ce  dernier  terme  doit  être 
considéré dans son sens le plus dur : la méthodologie appliquée à la première hypothèse de recherche 
















domaine qui constituera ensuite  le domaine de validité de  l’analogie, ce que nous  ferons dans  la sous‐
partie 6.1. Validité et légitimité de l’analogie. Comme nous l’avons vu dans la section 4.3.1. Possibilités de 
formalisation  du  modèle,  le  modèle  allostérique  de  2002  donne  en  effet  de  l’apprentissage  une 
description très analogue à celle des transformations physico‐chimiques de la matière. 
Dans un second  temps,  il  est nécessaire de définir, dans  le  cas analogue, des concepts décrivant des 
objets ou grandeurs susceptibles des mêmes comportements ; c’est par exemple le cas des conceptions 
à  l’égard  des  protéines  ou  des  schèmes  à  l’égard  des  assemblages  de  protéines  d’une  part,  et  des 
notions  de  solidité  et  de  souplesse  des  heuristiques  à  l’égard  des  notions  d’enthalpie  et  d’entropie 
issues de la chimie d’autre part. 








Une  seconde  justification  de  la  démarche  employée  réside  dans  l’existence  de  concepts  transversaux 
applicables  sous  différentes  formes  à  des  champs  variés  de  la  connaissance  (Fourez,  2003).  Aussi  le 
concept  d’énergie  est‐il  utile  aux  thermiciens  autant  qu’aux  biochimistes,  aux  pétroliers  et  aux 
acupuncteurs.  La  théorie  mémétique  (Dawkins,  1989)  donne  un  autre  exemple  de  ces  concepts 
transversaux, en établissant une analogie forte entre propagation des mèmes et transmission des gènes. 









Pour  tirer  parti  de  la  force  de  la  formalisation  propre  aux  sciences  dites  « dures »,  il  est  en  effet 
pertinent  d’y  chercher  concepts  et  modèles  théoriques  transposables  analogiquement  à  notre 
problématique. Mais en conservant en la matière une rigueur extrême, gardant à l’esprit qu’il n’est pas 
question d’extraire, de détourner et de corrompre des lois spécifiques issues des systèmes théoriques 
élaborés  ailleurs ;  il  ne  s’agit  au  contraire  que  d’utiliser  simplement  des  principes  universels  et 




Ce  corpus  a  été  largement  développé  dans  la  section  3.4.3. Apports  théoriques.  Nous  explicitons 
toutefois ici les principales sources qui serviront à la construction et à l’enrichissement du modèle. 
Pour décrire  la structure du savoir,  le modèle allostérique de 2002  fournit  la brique élémentaire  (la 
conception),  qui  doit  toutefois  être  complétée  par  la  question  du  « support »  des  premières 
conceptions et des premières aptitudes du nourrisson. On invoquera pour ce faire, outre les travaux de 
Giordan,  ceux  de  Wynn,  Spelke,  Dehaene  et  al.  sur  les  compétences  naïves  et  sur  la  théorie  du 
recyclage neuronal. 
Très  liée  au  sujet  précédent,  la  question  du  traitement  de  l’information  par  le  système  cognitif 
individuel  sera  largement  enrichie  par  les  travaux  de  Khaneman  &  Tversky  puisqu’ils  nous 
permettront  d’introduire  la  notion  de  chemin  de  pensée  ou  heuristique,  inexistante  dans  le modèle 
allostérique  de  2002.  Cette  approche  sera  complétée  par  celle  de  Rasmussen,  qui  offre  une 
catégorisation précieuse des différents  régimes de  traitement de  l’information,  elle  aussi  fondée  sur 
l’observation, ainsi que par celle de Stanocich et West, reposant sur les notions de systèmes 1 et 2. 
De  ces  notions  découlera  la  nécessité  d’aborder  la  question  de  l’inhibition  cérébrale,  et  de  son  rôle 
dans  l’apprentissage,  en  invoquant  notamment  les  travaux  de Houdé. Mais  la  source  principale  que 
nous  invoquerons  pour  construire  la  version  théorique  du  modèle  allostérique  sera  la  théorie  du 
changement conceptuel (Posner, Duit, Treagust et al.), dont notre travail se rapproche le plus dans sa 
forme  théorique  et  son  inspiration  phénoménologique.  Elle  pourra  être  rapprochée  de  l’idée  de 
plasticité cérébrale développée dans les travaux de Frackowiak ou Pinker. 
Enfin, les questions de stabilité et de robustesse des conceptions seront développées selon un point de 
vue  largement  personnel,  en  s’inspirant  de  l’ensemble  des  sources  précédentes.  La  notion 
d’accessibilité  de  Higgins  sera  en  outre  utile  pour  éclairer  les  processus  de  transformation  des 
conceptions et des heuristiques, éclairée par les notions de conceptions de contrôle (reconnaissance et 
orientation) que nous inspireront les p‐prims de diSessa. 
Comme  sa  version  de  2002  et  la  théorie  du  changement  conceptuel  initiale,  le modèle  allostérique 
formalisé  s’inscrira  dans  les  paradigmes  épistémologiques  que  constituent  les  travaux  de  Kuhn  et 
Bachelard.  Enfin,  l’ensemble  de  l’édifice  s’appuiera  sur  la  théorie  de  la  réactivité  chimique.  Celle‐ci 
repose sur la théorie de l’état de transition (ou théorie du complexe activé) publiée simultanément par 





seront  essentiellement  explicitées  sous  la  forme  de  conceptogrammes,  sur  le  modèle  de 
l’environnement didactique de 2002. Un plus grand nombre de niveaux hiérarchiques sera  toutefois 
nécessaire : 
- le  premier  niveau  précisera  les  paramètres  théoriques  concernés  (ex :  abaisser  la  barrière 
d’activation…) ; 
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- le  quatrième  niveau  explicitera  les  éléments  du  troisième  en  termes  d’actions  à  effectuer  par 










Pour mettre  à  l’épreuve  spécifiquement  les  prévisions  théoriques  du modèle,  l’expérience  que nous 
imaginons n’en porte pas moins sur des situations d’apprentissage réelles. La recherche s’inspire par 










Le participant, muni d’une  feuille de route, y découvre  la nouvelle  intrigue, présentée sous  forme de 
question  ou  d’instruction,  ainsi  qu’un  certain  nombre  d'objets  simples  offrant  des  possibilités 
d'expérimentation. 






recherche  exposée plus  loin. Elles  seront  choisies :  1/ pour  leur  facilité de mise  en œuvre  (matériel 
simple, courant et robuste, reproductibilité…), 2/ pour leur intérêt pédagogique (formulation claire du 
défi,  compréhension  du  phénomène  accessible),  3/  pour  leur  intérêt  didactique  (forte  contre‐
intuitivité,  grand  nombre  d’interprétations  possibles…),  et  4/  leur  diversité  (autant  au  niveau  des 
phénomènes que du matériel mis en jeu). Elles sont décrites dans l’encadré suivant. 
 















Les  feuilles  amoureuses  (effet  Venturi) :  un  sèche‐cheveux  dont  l’embouchure  est  ajustée  sur  un 
disque de carton évidé est présenté à l’élève. Le défi consiste à soulever un disque de papier cartonné 
de même taille (mais non percé) sans le toucher avec les mains. 
La  « ségrégation »  (milieux  granulaires) :  Il  s’agit  ici  de  séparer  plusieurs  types  de  grains  placés 
dans un récipient fermé (pois chiches, grains de poivre et sable). 
 








Un  thermomètre  à  affichage  digital  (gradué  au 
























Un  cercle  de  carton  léger  et  un  sèche‐cheveux 
« habillé »  d’un  disque  de  carton  similaire  au 






































































attendue.  En  revanche,  il  est  demandé  aux  participants  de  justifier  leur  réponse,  quelle  qu
Dans l’expérience « La course des balles », par exemple, ils pensent toujours que l'une des de
touchera  le  sol en premier  (la plupart pense que c’est  la boule de pétanque, mais un cerain
pensent que  c'est  la balle de  tennis). Dans  ce  cas,  il  leur  est demandé où  sera  la  seconde  l
première  touchera  le  sol.  Or  les  écarts  prévus  sont  bien  supérieurs  à  ce  que  l'on  peu
observer ; c'est là que réside la contre‐intuitivité. Mais si les adultes veulent invoquer la rési
l'air, les états de surface, libre à eux : la seule chose qui fera foi in fine, c'est ce qu'ils observe
fois  l'expérience  réalisée.  Car  cet  atelier  des  Atomes  Crochus  n’a  pas  été  pensé  pour  ense





d’enrichissement  de  la  pédagogie  des  sciences,  à  savoir  le  « grand  public »  pour  ce  qui  co
médiation  scientifique d’une part,  et  les enfants et  adolescents de niveaux primaire et  seco
âgés de 8 à 15 ans, pour ce qui concerne l’enseignement d’autre part. 
La  notion  de  « grand  public »  implique  que  les  personnes  interrogées  ne  soient  pas  spécia
sujet traité. Bien que l’expérience montre (Eastes & Pellaud, 2004c) que certaines expériences
être aussi contre‐intuitives pour  les spécialistes que pour  les profanes (et parfois même da
nous n’avons donc approché que des personnes n’ayant aucun  lien direct  connu avec  la pr
recherche ou l’enseignement des sciences expérimentales. 
Par ailleurs, parce qu’une des  finalités de  l’exploitation pédagogique des expériences  contre‐
est l’introduction d’une approche phénoménologique des sciences (Eastes & Pellaud, 2004d) qui




Pour  ce  qui  concerne  cette  hypothèse  de  recherche,  sur  laquelle  porte  la  présent













des  conceptions  les  plus  inédites,  qui  plus  est  dans  les  directions  les  plus  imprévisibles
chercheur, ce type de recherche nécessite l’utilisation d’un outil didactique approprié. En l’oc




ordre  particulier,  le  chercheur,  contrairement  aux  règles  préconisées  en  psychologie  sociale,  ne  se 
limite pas à une fonction de transcripteur. Il peut intervenir de façon active au cours de l’entretien en 
conviant son interlocuteur à fournir des explications relatives à ses réponses, afin d’approcher au plus 
près  la  façon  de  raisonner  de  l’individu,  les  implicites  de  son  discours  ainsi  que  les  facteurs  ou  les 
éléments qui le conduisent à donner une certaine réponse (Giordan, Souchon & Cantor, 1993). 
Cette  méthode  est  également  conseillée  par  Quivy  et  Van  Campenhoudt  (1988)  pour  recueillir  les 





Les questions sont préparées à  l'avance et posées  l'une après  l'autre,  leur ordre étant  important car 
certaines d’entre elles peuvent induire les réponses aux suivantes. La formulation de telles « questions 
à  tiroir »  (Maisonneuve & Margot‐Duclot,  1963),  stimulées  par  l’expérimentation  et  plus  encore par 
l’observation  de  résultats  inattendus  (Eastes  &  Pellaud,  2004c),  favorisent  l'émergence  des 
conceptions des personnes interrogées car elles les forcent à développer et à argumenter leur position 
et  à  préciser  leurs  propos.  Bien  que  l’interviewé  doive  fournir  une  réponse  précise  pour  chaque 
question  posée,  il  est  en  effet  convié  à  fournir  des  explications  relatives  à  cette  réponse,  ce  qui  lui 
permet de s’exprimer de manière très libre et spontanée. De nombreux biais peuvent pourtant fausser 
les résultats de  la recherche,  les enfants ayant tendance à vouloir répondre « juste », c’est‐à‐dire pas 
toujours  ce  qu’ils  pensent  spontanément,  pour  faire  plaisir  à  la maîtresse.  C’est  ce  que  Lamoureux 
(2000) appelle  le phénomène de désirabilité sociale. L’intervieweur doit donc garder ses objectifs en 







mot  pour  mot,  avant  d’être  analysés.  Le  choix  de  cette  méthode  s'est  fait  en  fonction  des  critères 
suivants : 




le  stress  de  l’interviewé  en  lui  laissant  prendre  le  temps  de  la  réflexion  (ce  à  quoi  il  est 
d’ailleurs toujours invité). 
- L’expérience  contre‐intuitive,  par  les  questions  préalables  qu’elle  pose  ou  par  les  paradoxes 
apparents  qu’elle  soulève,  suscite  l’expression  des  conceptions  les  plus  diverses  à  travers 
l’emprunt  d’heuristiques  souvent  inadaptées  (Eastes  &  Pellaud,  2004c).  Ces  errements 
spontanés  sont  fondamentaux  pour  notre  recherche,  ce  qui  justifie  qu’ils  soient  capturés  le 
plus précisément possible, ce qu’une retranscription directe permettrait plus difficilement. 
Pour éviter que le stress de  l’interview ne se rajoute à celui que procure  la réalisation d’expériences 








Bitgood  &  Shettel,  1994)  amenant  à  un  diagnostic  portant  sur  les  intérêts,  les  conceptions,  les 
questions  et  les  réactions  du  public  par  rapport  au  propos  (Guichard,  1990)  s'avère  indispensable, 
même si celle‐ci ne permet qu'une approche approximative (Davallon & Triquet, 1993). Ce diagnostic 
peut  alors  conduire  à  la  formulation  de  divers  constats,  qui  permettent  à  leur  tour  de  fixer  les 
conditions  méthodologiques  d’une  recherche  préliminaire,  confirmée  par  une  recherche 






Cette  quantité  d’expériences  est  potentiellement  très  largement  suffisante  pour  le  type  de 
caractérisation que nous souhaitons réaliser. Aussi cela nous laissera‐t‐il la possibilité de ne traiter les 
données que de 4 d’entre  elles  au niveau de  la  recherche préliminaire,  puis de 3  seulement dans  la 





Le  diagnostic  préalable  a  été  conduit  avant  la  phase  expérimentale  de  falsification  du  modèle 
allostérique,  au  cours  de  séances  d’animation  de  l’association  Les  Atomes  Crochus.  Grâce  à  des 
observations ponctuelles et de brefs entretiens avec les participants, il devait permettre de formuler des 
observations  initiales destinées à comprendre,  indépendamment de  la  théorie,  les caractéristiques des 
expériences contre‐intuitives en termes d’action sur les apprentissages. Ces observations initales avaient 











Observation 3 :  Pour  pouvoir  être  qualifiée  de  contre‐intuitive,  une  expérience  nécessite  un  niveau  de 
connaissances  particulier  pour  pouvoir  entrer  en  conflit  avec  certaines  connaissances 
acquises (préd. 3). 
Observation 4 :  Une  mise  en  scène  est  parfois  nécessaire  pour  accroître,  voire  créer,  l’effet  de  contre‐
intuitivité (préd. 4). 
Observation 5 :  Mais  pour  qu'une  expérience  soit  réellement  contre‐intuitive  pour  un  apprenant,  il  faut 
surtout que celui‐ci ait eu la possibilité d’anticiper le résultat qui pourrait survenir (préd. 5). 














Pour  vérifier  ces  prédictions  et  ainsi  obtenir  le  cadre  expérimental  permettant  de  réaliser  des 
entretiens  pré‐test/post‐test  ciblés  sur  la  mise  à  l’épreuve  des  prédictions  théoriques  du  modèle 
allostérique  formalisé,  une  première  recherche  « grand  public »  a  été  menée.  Les  résultats 
préliminaires ainsi obtenus ont permis d’imaginer des améliorations à la fois au niveau de la forme et 
de la nature des entretiens, de manière à affiner la recherche de plusieurs manières différentes : 





mise  en  œuvre  des  expériences  contre‐intuitives  (notamment  en  termes  de  questionnement 
préalable et d’accompagnement). Ces nouveaux éléments ont par la suite pu être intégrés dans la 
recherche d’approfondissement. 




- De  fait,  l’expérience  relative  à  la  ségrégation  s’étant  avérée  moins  riche  que  les  autres  (les 
résultats  n’en  auront  pas  même  été  dépouillés),  elle  sera  abandonnée  au  profit  des  quatre 












- La  course  des  balles,  en  tant  qu’expérience  contre‐intuitive  au  moment  de  l’observation  du 
résultat ; 








d’approfondissement.  Pour  autant  tout  à  fait  exploitables,  ils  ont  été  ajoutés  à  ceux  de  la  recherche 
préliminaire, qui avait été réalisée dans des conditions similaires avec un public familial. 
Les  résultats  de  cette  recherche  d’approfondissement  sont  synthétisés  dans  la  sous‐partie 
8.2. Résultats et détaillés dans l’annexe 12.2. Résultats de la recherche expérimentale. Ils constituent, de 





Notre  recherche  s’appuie  sur  un  ensemble  de  questions  allant  du  plus  général  au  particulier 
(Maisonneuve & Margot‐Duclot,  1963).  Cette manière  d'approcher  le  sujet  de  façon de  plus  en  plus 
précise  permet  d'utiliser  les  réponses  aux  questions,  non  seulement  de  manière  individuelle,  en 
cernant  l'évolution de  la  pensée de  la  personne  interrogée  à  travers  la  suite  des  réponses  données, 
mais  également de manière  transversale  en  faisant  émerger  les  conceptions  les plus  communes  sur 
des sujets donnés. 










Lors  de  cette  recherche  préliminaire,  deux  types  de  questionnaires  furent  utilisés  pour  valider  les 




L'enquêteur  pose  une  question  préalable  à  toute  expérimentation  par  le  participant.  Il  lui  laisse 

























Ce  type  d'entretien  permet  l’identification  des  heuristiues  et  conceptions  initiales  (en  l'occurrence, 
intuitives) afin de mettre en évidence la pertinence de la contre‐intuitivité de l'expérience. En d'autres 
termes, il permet de répondre aux questions suivantes : le sujet donne‐t‐il des prévisions inverses au 
résultat  qu'autorise  l'expérience ?  Si  oui,  comment  explique‐t‐il  ce  résultat ?  En  quels  termes,  en 
faisant appel à quel cadre de référence, à quels modes de raisonnement, à quelles croyances ? Il devait 
























Lors  du  pré‐test  des  mois  de  février‐mars  2003  réalisé  dans  le  cadre  de  la  recherche 
d’approfondissement,  les  entretiens  furent  menés  grâce  à  l’utilisation  des  questions  ci‐dessous, 
légèrement modifiées en  fonction des observations de  la  recherche préliminaire. Les enfants étaient 
sollicités  sur  les  quatre  expériences  test,  durant  leur  parcours  en  binôme  dans  l’atelier  des  10 






















Ce  type  d'entretien  devait  permettre  la  mise  en  évidence  des  conceptions  initiales  de  l’enfant.  En 
explicitant  ses  prédictions  et  en  analysant  le  résultat  obtenu,  il  devait  donc  donner  accès,  à  travers 
l’interprétation  des  termes  utilisés,  à  son  cadre  de  référence,  ses  modes  de  raisonnement,  ses 
interprétations, ses croyances, etc. Les interactions au sein du binôme n’étaient pas interdites durant 

















Contrairement  à  ce  dernier,  lors  duquel  l’ensemble  de  l’atelier  de  10  expériences  était  réalisé,  les 







le nombre de participants. Les numéros  furent associés aux  lettres a, b, c, d… si  l’entretien avait été 
réalisé  en  présence  de  plusieurs  participants  (ce  qui  arriva  quelques  fois  dans  la  recherche 
préliminaire,  et  ce  qui  fut  organisé  presque  systématiquement  dans  le  pré‐test  de  la  recherche 
d’approfondissement).  La  correspondance entre  les numéros et  les noms des personnes  interrogées 
fut conservée sur un document à part. 
Dans toute la suite, la référence à ce code est annoncée par un astérisque devant le numéro, lui‐même 
suivi  d’une  lettre  le  cas  échéant  (exemple :  *13a) ;  l’annexe  12.2.  Résultats  de  la  recherche 
expérimentale  permet  en  outre  de  savoir  si  l’individu  concerné  est  un  homme  (/garçon :  G)  ou  une 














au‐delà  des  apprentissages  fondamentaux  (langage,  calcul,  lecture  et  écriture,  etc.)  qui  relèvent 
d’autres modèles  spécifiques.  Très  lié  à  l’élaboration de  connaissances,  il  ne peut  par  ailleurs  guère 




entre  agents  lorsqu’ils  apprennent  conjointement,  combinant  leurs  conceptions  pour  produire  une 
connaissance  opératoire  commune.  Il  introduit  enfin  un  certain  nombre  de  paramètres 
phénoménologiques  qui,  s’ils  peuvent  être  reliés  à  d’autres  théories,  mériteraient  d’être  davantage 
explicités. Ces  limites théoriques ne sont pas rédhibitoires et n’invalident pas  le travail réalisé ; elles 






assez  difficile  de  préconiser  l’utilisation  en  classe  des  cartes  conceptuelles  que  constituent  les  quatre 
environnements  didactiques,  trop  riches  et  foisonnantes  pour  pouvoir  s’y  retrouver  simplement. 





Sur  le  plan méthodologique,  la  recherche  expérimentale  est  limitée  par  la  nature  et  le  nombre  des 











Sur  le  plan  expérimental  enfin,  les  prévisions  du  modèle  sont  si  vastes  qu’il  est  impossible  de 
prétendre  le  tester  intégralement.  A  ce  titre,  l’étude  expérimentale  décrite  plus  haut  semble 
insuffisante pour éprouver d’autres dimensions du modèle que celles qui  sont  liées aux expériences 
contre‐intuitives,  alors  que  l’évaluation  des  aspects  généraux  sur  la  base  d’un  environnement 
didactique  global  ne  peut  valider  tous  les  détails.  Certes  l’étude  expérimentale  a‐t‐elle  été 
légitimement  imaginée  pour  constituer,  non  pas  une  validation  directe  du modèle, mais  une mise  à 
l’épreuve  d’ordre  falsificationniste ;  d’autres  études  pourraient  toutefois  être  avantageusement 
conduites pour assurer les premiers résultats expérimentaux. 
 
Enfin,  on  ne  peut  nier  que  le  choix  des  formalismes  de  la  réactivité  chimique  comme  outil  de 
description des processus d’apprentissage est  intimement  lié à  la  formation initiale de  l’auteur de ce 
travail.  Par  conséquent,  rien  ne  prouve  que  le  recours  à  d’autres  formalismes,  inspirés  par  d’autres 
disciplines,  n’auraient  pas  été  tout  aussi  pertinents,  voire  meilleurs.  Il  est  par  ailleurs  nécessaire 
d’avoir  conscience  que  cette  analogie  peut  se  révéler  réductrice  dans  la  mesure  où,  comme  toute 
























































Cette  partie  méthodologique  nous  a  permis  de  décrire  de  quelles  différentes  manières 
hypothèses de recherche allaient pouvoir être testées. Chacune des trois parties suivantes (t
applicative et expérimentale)  correspond à  ces différentes approches méthodologiques app

























- S’appuie  sur  la  méthodologie  de  construction  précisée  à  la  section  5.2.1. Approche 
épistémologique ; 





- La  pertinence  du  choix  du  modèle  allostérique  pour  décrire  les  processus  d’apprentissage 
complexes a été défendue dans la sous‐partie 4.2. La piste de l’allostérie ; 
- Le plan suivi dans cette partie découle directement des éléments développés et problématisés 




Le  recours  à  l’analogie  avec  la  réactivité  chimique  des molécules,  et  des  protéines  allostériques  en 
particulier,  repose  avant  tout  sur  la  définition  des  processus  d’apprentissage  donnés  par  le modèle 
allostérique de l’apprendre : « un processus dynamique de transformation du savoir, par déconstruction 
–  reconstruction  des  structures  de  pensée  préexistantes,  sous  l’influence  de  l’environnement  de 
l’apprenant ». En effet, une définition de la réaction chimique peut être formulée exactement dans les 
mêmes  termes,  dans  la  mesure  où  elle  peut  être  définie  comme  « un  processus  dynamique  de 
transformation  de  la  matière,  par  déconstruction  –  reconstruction  des  structures  supramoléculaires 
préexistantes, sous l’influence du milieu réactionnel ». Développons cette idée… 
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Dans ce cadre,  l’analogie s’appuie à  la  fois sur  la possibilité de représenter matière et savoir par des 
entités similaires, et sur des similitudes fortes en termes de comportements : 
1. La perspective réductionniste adoptée par le modèle allostérique, qui permet de faire émerger 
l’idée  de  conception  comme  unité  active  de  la  pensée,  à  la  fois  constitutive  du  savoir,  grille 
d’analyse  des  informations  fournies  par  l’extérieur  et  sujette  à  modifications  lors  de 
l’apprentissage,  s’inscrit  dans  la  même  perspective  que  celle  du  biochimiste  qui  conçoit  la 
protéine à  la  fois comme une unité structurale et/ou  fonctionnelle  réactive et un senseur du 
milieu cellulaire. 
2. L’idée forte selon laquelle la transformation s’effectue selon un processus de « déconstruction‐
reconstruction »  nécessite,  dans  les  deux  domaines,  une  phase  de  déstabilisation  des 
structures  initiales, qui  se  traduit par  la nécessité de  franchir  ce que  les  chimistes nomment 
une  barrière  d’activation.  Plus  grande  est  la  réorganisation  du  système,  plus  haute  est  la 
barrière  et/ou  plus  nombreuses  doivent  être  les  étapes  intermédiaires  pour  faciliter  son 
franchissement.  Une  notion  fondamentale  en  chimie‐physique,  représentée  par  une  fonction 
dite « courbe d’activation » (figure 38), que l’on retrouve dans le concept de remapping issu de 









Conformément  à  la  condition  nécessaire  décrite  dans  le  paragraphe  5.2.1.1. L’allostérie :  de  la 









1. La  caractérisation  des  unités  de  bases  constitutives  du  système  entier  (matière :  molécules 
avec leurs sites actifs et leurs interactions réciproques ; savoir : conceptions et heuristiques) ; 
2. L’étude  de  la manière  dont  ces  entités  interagissent  entre  elles  et  avec  leur  environnement 
(matière : réactivité des molécules ; savoir : processus de traitement de l’information) ; 
3. La recherche des paramètres régissant les capacités différentielles des édifices constitués par 
ces  entités  à  persister  (matière :  stabilité  des  systèmes  moléculaires ;  savoir :  stabilité  des 
assemblages de conceptions) ; 
4. La  détermination  des  conditions  et  modalités  de  transformation  de  ces  édifices  (matière : 
réactions chimiques ; savoir : apprentissage) ; 






Physiologiquement  parlant,  la  conception  ne  peut  certes  pas  être  considérée  comme  étant  localisée 
dans une  région précise du cerveau ; mais  la  représentation sous  la  forme de protéine permet de  la 
visualiser  tout  en  préservant  ses  propriétés.  En  outre,  la  biologie moléculaire  fournit  une  classe  de 
molécules particulièrement adaptées à cette métaphore initiale, comme le suggèrent les études sur la 
plasticité du cerveau (Frackowiak et al., 1997) ou le recyclage neuronal (Dehaene, 2005) : les protéines 





du vivant, ne  sont ni  autonomes ni  isolées. Chacune d’entre elles peut  être  considérée  comme étant 
reliée  à  beaucoup  d’autres,  par  des  liens  plus  ou  moins  solides,  au  sein  d’agrégats  complexes  et 
organisés.  Les  descriptions  du  savoir  effectuées  dans  la  partie  3. Cadre  théorique  et  pratique 
présentent en outre ces assemblages comme n’étant ni rigides ni statiques, pas plus que ne le sont les 
protéines : plastiques et modifiables, plus ou moins  robustes,  les  conceptions peuvent  se  faire ou se 
défaire au gré des besoins et des apprentissages (Barth, 1993). 
Le  savoir  résulte  ainsi  de  la  juxtaposition  de  conceptions  en  interaction  dynamique  qui,  telles  les 
molécules du vivant, forment des assemblages souples et évolutifs. Nous le visualisons dès lors comme 
un  ensemble  de  protéines,  en  interaction  ou  non  selon  que  les  conceptions  qu’elles  représentent 
constituent  des  systèmes  explicatifs  connectés  (cas  des  connaissances  en  biologie  et  en  chimie,  par 
exemple) ou non (cas de croyances religieuses et de connaissances scientifiques contradictoires). 
Leur plasticité  leur permet bien entendu, dans certains cas, d’entrer en interaction (cas de questions 
métaphysiques  suscitées par des  connaissances  scientifiques par  exemple), mais  il  arrive également 
qu’elles  soient  totalement  incompatibles,  comme  nous  l’avons  vu  au  paragraphe  3.4.3.6. Les 
mécanismes  de  l’inhibition  cérébrale  avec  l’évocation  des  « plis  du  temps  cognitif  de  l’enfant »  par 
Houdé  (1999),  inspiré  par  Serres  (1992),  que  traduit  la  coexistence  du  « rationnel  construit »  et  de 





A  la manière  des  protéines,  qui  résultent  de  l’agencement  d’acides  aminés,  les  conceptions  peuvent 
être imaginées comme étant constituées de sous‐unités élémentaires, dont les organisations spatiales 
et  fonctionnelles  leurs  confèrent  leurs  propriétés  en  termes  de  savoir  constitué,  mais  aussi  leur 
capacité  à  traiter  ou  intégrer  des  informations  nouvelles.  Au  niveau  du  système  cognitif,  une 
correspondance pertinente (et que nous  justifierons plus  loin) semble être celle de ces  informations 
cérébrales élémentaires (orientation d’une ligne, petit nombre, etc.) avec les acides aminés. 
Or c’est l’organisation de ces sous‐unités qui construit leur capacité à produire du sens. C’est pourquoi 
les  structures  primaires,  secondaires,  tertiaires  et  quaternaires  des  protéines  (figure 39),  liées  à 
l’existence  de  liaisons  chimiques  de  natures  variées  (liaisons  covalentes  simples  et multiples,  ponts 
disulfures,  liaisons  hydrogène,  interactions  de  Van  der  Waals…),  rendent  l’analogie  allostérique 








Dans  cette  perspective,  l’acide‐aminé  inclus  dans  la  structure  primaire  de  la  protéine  pourra  être 
rapproché  de  l’idée  de micromap.  Localement,  l’organisation  de  plusieurs  acides‐aminés  dans  une 
structure secondaire (boucles, hélices α ou feuillets β, qui confèrent à la protéine sa réactivité) pourra 
quant  à  elle  être  considérée  comme  représentative de  la mesomap.  Enfin  la  structure  tertiaire de  la 










En  interactions  mutuelles  plus  ou  moins  fortes,  les  conceptions  forment  des  structures  mentales 
dynamiques enchevêtrées qui, à la manière des assemblages supramoléculaires décrits par la chimie, 
possèdent  des  propriétés  émergentes  dont  ne  disposent  pas  les  conceptions  considérées  isolément. 
C’est ainsi que le schème de pensée, unité élémentaire de l’activité intellectuelle (Piaget, 1967) trouve à 
son  tour une  représentation pertinente :  en  tant  qu’assemblage de  conceptions  indépendant,  il  peut 
être  comparé  à  un  groupe  de  protéines  en  interactions  au  sein  d’une  structure  quaternaire ;  une 












plupart  sont acquises. Pourtant,  comme  le précise  la  théorie du  recyclage neuronal  (Dehaene, 2005), 
elles ne peuvent se constituer que par l’organisation spécifique d’éléments structuraux déjà présents 
chez le nourrisson. Cela revient à considérer la construction du savoir non plus comme l’assimilation 
d’éléments  nouveaux,  mais  comme  l’établissement  de  liens  et  de  règles  d’organisation  entre  des 
éléments de base disponibles dès  le départ, en  toutes circonstances et aussi souvent que nécessaire, 
conduisant à des agencements plus ou moins sophistiqués. 










possède  dès  la  naissance  un  stock  complet  des  acides  aminés  évoqués  plus  haut,  en  quantités 





Mieux,  un  schème  de  pensée,  une  conception  ou  une  sous‐conception  peuvent  être  réemployés  en 
diverses circonstances une fois qu’ils ont été élaborés : selon les cas et comme le décrit la théorie SRK 
(Rasmussen,  1983),  ils  sont  détournés  de  leur  usage  initial,  ou  associés  à  d’autres  sous‐unités  pour 
produire  un  raisonnement  complexe  et  inédit,  ou  encore  constitués  de manière  ad  hoc  à  partir  de 
sous‐éléments préexistants. On  considérera par  suite qu’un motif  de  structure primaire,  secondaire, 
tertiaire  ou  quaternaire  déjà  constitué  sera  toujours  potentiellement  disponible  pour  le  traitement 
d’une  information  ou  pour  l’élaboration  de  connaissances  et  de  compétences  nouvelles.  Le  terme 
« potentiellement » a bien sûr son importance, car l’existence d’une structure de pensée, quelle qu’elle 






d’unités  moléculaires  de  base  présentes  en  quantités  suffisantes.  C’est  en  particulier  le  cas  des 
protéines,  où  l’ensemble des  propriétés  réside dans  les  différents  niveaux d’organisation des  acides 
aminés. Hélas,  il  n’existe  pas,  en matière  d’apprentissage,  d’équivalent  de  la  synthèse  des  protéines 
(transcription de l’ADN en ARN messager, puis traduction de ce dernier en protéines) qui garantisse 
une  construction  (presque)  aussi  infaillible  des  savoirs  individuels…  Non  qu’il  n’existe  pas 





Dans  le  cadre  de  ce  nouveau  modèle,  il  est  nécessaire  de  caractériser  un  « support »  permettant 
d’initier l’agrégation des éléments cognitifs de base (représentés par les acides aminés) et de conduire 
à  l’élaboration  des  toutes  premières  conceptions.  Un  support  constitué,  dans  le  cadre  des 




sera  toutefois  suffisante  pour  notre  étude,  dans  la  mesure  où  elle  nous  permettra  de  supposer 
l’existence  d’un  socle  inné  sur  lequel  les  conceptions  initiales  d’un  individu  viendront  se  greffer, 
comme le représentent schématiquement les figures 41a, 41b et 41c. 
Lors  de  la  description  des  différents  modèles  de  l’apprendre  dans  la  sous‐partie  2.2. Théories 
éducatives  et  modèles  d’apprentissage,  nous  avons  montré  que  des  modèles  frustes  tels  que 
l’empirisme  ou  le  behaviorisme  pouvaient  avoir  une  certaine  pertinence  pour  décrire  certains 
apprentissages  simples  (langage,  concepts  de  base,  gestes  techniques…),  et  notamment  les 




d’apprentissage  en  fonction  de  leurs  complexités.  Nous  écrivions  notamment :  « Si  les  premiers 
apprentissages d’un champ disciplinaire ou d’une activité (repensons au nourrisson) sont bien rendus par 





















Notons  bien  que  les  anciennes  conceptions  sont  recouvertes  mais  pas  remplacées  pour  autant,  de 
même  que  les  fondations  et  les murs  porteurs  d’une  habitation  sont  recouverts  par  les  étages,  qui 
contribuent éminemment à  leur stabilité. C’est ce qu’illustrent  les  figures 42a, 42b et 42c, exploitant 
une représentation de modélisation informatique représentant la croissance d’un polymère greffé sur 
un substrat activé. Les billes rouges représentent les extrémités réactives des chaînes, les billes bleues 
constituent  des  chaînes  libres  et  les  vertes  des  chaînes  ramifiées,  déjà  emprisonnées  dans  des 






développer dans des directions différentes pour  se  rejoindre  ensuite  plus  loin,  dans  l’interprétation 
des mêmes  informations, mais  sous des angles  totalement différents, voire  incompatibles,  créant  les 
« plis cognitifs » évoqués plus haut. 











qui  serviront de bases aux suivantes,  sont  fondamentaux : qu’une conception primitive  (telle qu’une 




l’influence  de  l’environnement  familial  sur  les  capacités  futures  des  tous  jeunes  enfants  en  termes 
d’apprentissages scolaires… 
Car  ce  que  ces  schémas  permettent  de  visualiser,  c’est  l’idée  même  de  « déconstruction‐
reconstruction » que nécessite la révision d’une connaissance mal acquise. Un processus évidemment 
plus  aisé  au  niveau  des  chaînes  bleues  (qui  représentent  d’ailleurs  relativement  bien  la  partie 





part,  et de  la  transformation  radicale des  savoirs préexistants d’autre part,  la  voie empiriste n’étant 
pas  réservée  aux  petits  enfants  même  si  elle  leur  est  plus  habituelle  que  la  « déconstruction‐
reconstruction » allostérique. 
Mais surtout, ce que cette représentation permet de visualiser et de questionner, c’est la manière dont 






ses  conceptions,  qui  la  traitent  de  différentes manières.  Elle  peut  en  premier  lieu  être  emmagasinée, 













instantanément  appel  car  elle  entre  en  contradiction  immédiate  avec  leur  perception  directe  (et 
sensible) du monde : celle qui leur permet de se représenter le champ de gravitation terrestre. Parce 
qu’ils ne sont pas capables de l’exercice d’abstraction qui consiste à transposer le champ de gravitation 
à  la  mappemonde  en  même  temps  que  les  personnages  qui  se  trouvent  à  la  surface  du  globe,  ils 
appliquent  à  cette  dernière  le  champ  qu’ils  expérimentent  eux‐mêmes  dans  la  réalité,  et  en  déduit 
qu’ils sont « la tête en bas ». 
La  conséquence  de  cette  analyse  sera,  comme  nous  l’avons  vu  à  la  figure 19,  soit  la  détermination 
d’une  solution  adaptée  à  la  conception,  soit  une  déformation  de  l’information,  soit  son  rejet  pur  et 
simple soit, dans le meilleur des cas mais sans grand espoir, à la transformation de la conception elle‐
même.  Nous  verrons  ultérieurement  ce  que  Quino  a  imaginé mais,  dans  le  cadre  de  notre  analogie 
allostérique,  nous  pensons  pertinent  d’associer  cette  capacité  de  traitement  de  l’information  très 
affûtée  à  la  région  spécifique  qui,  dans  une  protéine,  permet  de  traiter  spécifiquement  un  réactif 
chimique : son site actif. 
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ensemble  deux  molécules :  c’est  ce  que  montre  la  figure 44  où  deux  molécules  A  et  B  viennent 
simultanément  prendre  place  dans  un  site  actif  pour  conduire  au  substrat  AB.  Ces  processus  sont 















Or  ce  sont  les  mêmes  processus  qui  se  produisent  avec  une  information  nouvelle  à  l’égard  d’une 
conception donnée. Bien plus, le recours à l’analogie avec les protéines allostériques permet d’ajouter 
à la représentation une dimension supplémentaire : celle de l’inhibition, une propriété courante dans 











reconnue :  c’est  à  ce  stade  qu’intervient  la  notion  d’heuristique  développée  dans  le  paragraphe 














mode  S  conduit  à  l’utilisation  des  plus  accessibles,  si  elles  sont  reconnues  comme pertinentes  pour 
traiter l’information. Dans le cas où elles semblent seulement partiellement adaptées, ou proches de la 
démarche  de  pensée  à  effectuer,  le  mode  R  prédomine.  Si  elles  sont  inexistantes,  elle  doivent  être 
construites de manière ad hoc c’est le mode K qui décrit le mieux la situation et justifie l’effort cognitif 
et le temps nécessaires pour traiter l’information. 
Un  exemple  permet  d’illustrer  la  complémentarité  de  ces  trois  modes  d’action :  dans  le  cadre  des 
activités  de  La  Main  à  la  Pâte,  lors  d’une  séance  d’accompagnement  scientifique  à  l’école  primaire 
portant sur l’astronomie, un étudiant de l’école polytechnique fût pris au dépourvu lorsque l’enseignante 
lui demanda d’expliquer le mécanisme qui préside à l’alternance des saisons (figures 47a, 47b et 47c)59. 
On  rappelle que  ces dernières ne  sont pas dues  à  la  forme  (très peu)  éliptique de  l’orbite  terrestre, 
mais à l’inclinaison de la Terre sur son axe de rotation sur elle‐même, conduisant selon les périodes de 
l’année les deux hémisphères à être exposés à des rayonnements solaires rasants ou zénithaux. 







de  manière  un  peu  étonnante,  il  répondit 
rapidement  en  illustrant  son  explication  par  le 
schéma  suivant.  Une  réponse  qui  illustre  bien  le 
biais  cognitifErreur !  Signet  non  défini.  dans 
lequel  peut  entraîner  l’activation  du  mode  S, 




Prenant  conscience  de  l’air  dubitatif  de 
l’enseignante,  l’étudiant  se  reprit,  invoqua  la 
forme  elliptique  de  l’orbite  terrestre  et  corrigea 
son  schéma  de  la  manière  suivante :  appliquant 
des  « règles »  connues  dans  un  mode  R,  il 
proposait  ainsi  une  approche  corrigée,  a  priori 




Après  quelques  instants  de  réflexion,  et 
constatant  peut‐être  la  stupeur  de  son  tuteur,  il 
demanda  à  la  classe  d’oublier  ce  qu’il  venait  de 
dire  et  expliqua  finalement  le  phénomène  en 
invoquant  l’inclinaison  de  l’axe  de  rotation  de  la 
Terre  par  rapport  au  plan  de  l’écliptique.  Il 
rassemblait cette fois toutes ses connaissances et, 






On peut  considérer que,  la plupart du  temps,  les heuristiques  sont  courtes,  c’est‐à‐dire que  les  sites 
actifs sont très accessibles, et que les conceptions sont assimilables à ces derniers. C’est probablement 
ce  qui  fait  que,  dans  la  littérature  didactique  en  général,  et  dans  celle  relative  aux  théories  du 
changement  conceptuel  en  particulier,  aucune  distinction  n’est  faite  entre  ces  deux  aspects  du 
problème (la question de l’heuristique n’étant en général même pas abordée). Dans le cas de Mafalda 
évoqué  plus  haut,  on  peut  notamment  considérer  que  sa  perception  de  la  gravité  est  tellement 
prégnante que l’information qu’elle reçoit est traitée par une conception de ce type, précédée par un 









conduise  finalement  à  un  mauvais  site  actif ;  un  cas  illustré  par  les  biais  de  raisonnement 




heuristiques  semblant  toutes  permettre  de  conduire  à  un  site  actif  valable.  Dans  ce  cas‐là, 
même  si  la  conception  associée  au  site  actif  pertinent  est  présente,  il  est  possible  qu’une 
mauvaise heuristique soit choisie, parce que plus accessible, plus plausible, plus économe… et 
qu’une mauvaise  interprétation soit donnée. On perçoit  l’intérêt d’un tel résultat du point de 
vue de  l’enseignement, où  les élèves  sont  souvent évalués en  temps  limité et en situation de 
stress. Nous aborderons ce point dans la section suivante, après avoir illustré ces différents cas 




Une  expérience  simple  permet  de  mettre  ces  divers  effets  en  évidence,  et  peut  être  réalisée  dans 
n’importe  quelle  assemblée.  Après  avoir  préparé  son  auditoire  à  répondre  à  sa  question  le  plus 








1. Les premiers connaissent  très bien  le problème et essayent d’expliquer  l’effet de perspective 
dû à l’éclairage latéral de la Lune par le Soleil ; 









- Les premiers  illustrent  le  troisième cas du paragraphe précédent :  ils  connaissent  la  réponse 
exacte, savent qu’ils la connaissent et, pour cette raison, répondent rapidement. Puis, lorsqu’on 
leur fait réaliser leur erreur, ils se tapent le front en disant « Mais bien sûr ! Quel idiot je fais ! Je 





sur  la  Terre :  ils  ne  disposent  donc  que  d’une  seule  heuristique,  menant  à  une  conception 
unique,  inappropriée. Mais  si,  dans  le  cas précédent,  cette heuristique  si  intuitive  empêchait 
ceux qui avaient en eux la bonne réponse de choisir la bonne conception, il est évident qu’elle 




pose  ainsi  la  question des  raisons du  choix d’une heuristique particulière plutôt que d’une  autre,  et 





Considérons une  information particulière pénétrant  l’espace des conceptions d’un  individu, avec ses 
heuristiques  et  ses  sites  actifs  disponibles  (mode  S),  ajustables  (mode  R)  ou  potentiels  (mode  K). 
Considérons également la fonction Φaffin(ĩ) décrivant l’affinité de l’information ĩ pour ces conceptions. 
Cette fonction, qui possède la dimension d’une énergie potentielle d’interaction, varie en fonction de la 









courante,  il  est  rare  de  disposer  du  temps  nécessaire  (et  de  l’envie)  pour  explorer  toutes  les 
situations : la démarche adoptée intuitivement relève au contraire du même type de stratégie que celle 
qu’adopte  le  joueur  d’échecs,  déjà  évoquée  dans  le  paragraphe  3.4.3.5. Les  chemins  de  pensée  et  le 
modèle‐cadre SRK. Cette stratégie possède une règle locale consistant à minimiser la fonction Φaffin(ĩ) 
dans un espace réduit du savoir, défini par la perception directe de la nature de l’information (comme 
dans  le  cas  de  Mafalda  évoqué  plus  haut),  par  le  contexte  ou  par  la  mise  en  œuvre  active  d’une 
conception de reconnaissance (voir la section 6.3.4. Accessibilité, contrôle et inhibition des heuristiques). 
A partir d’un point (x1, x2, …, xn) donné et si δ est le pas minimum du déplacement, il est possible de se 








δ, …, xn), …, (x1, x2, …, xn+ δ).  Il est  intéressant de constater que ce type de règle  locale est  justement 
l’une des définitions alternatives de la notion d’heuristique que nous avions indiquées au moment de 
son introduction dans le paragraphe 3.4.3.5. Les chemins de pensée et le modèle‐cadre SRK. 
Intéressant  et  pas  tout  à  fait  étonnant,  tant  il  est  évident  que,  si  l’optimisation  locale  de  la  fonction 
Φaffin(ĩ)(x1,  x2, …,  xn)  conduit  la plupart du  temps au  traitement pertinent de  l’information  ĩ,  il  existe 
bien des cas où cette approche conduira à une conception  inadaptée :  les cas où,  justement,  il  serait 
nécessaire de passer par une phase instable avant de parvenir au résultat. On retrouve les heuristiques 
et biais cognitifs de Tversky et Kahneman (1974), parfaitement illustré par ailleurs par l’exemple de la 
batte  et  de  la  balle  de  base‐ball  évoqué  dans  le  paragraphe 3.4.3.5.  cité  ci‐dessus.  Car  comme  nous 
l’avons vu alors, si la voie prise par le système 1 paraît pertinente, le système 2 sera rarement sollicité 
une  fois  le  point  (x1,  x2,  …,  xn)  atteint  pour  vérifier  que  la  valeur  de  Φaffin(ĩ)(x1,  x2,  …,  xn)  est  bien 
minimale et qu’il n’existe pas un point (x1’, x2’, …, xn’) où Φaffin(ĩ)(x1’, x2’, …, xn’) < Φaffin(ĩ)(x1, x2, …, xn). 
Avec  cette  fonction Φaffin(ĩ)(x1,  x2,  …,  xn),  nous  disposons  certes  d’un  outil  formel, mais  surtout  d’une 
autre manière de visualiser la question du traitement de l’information par le savoir : car si Φaffin(ĩ)(x1, x2, 
…, xn) est représentée sur un axe particulier dans un hyperespace de dimension n+1, dans la mesure où 
elle  ne  peut  prendre  qu’une  seule  valeur  pour  un  jeu  de  paramètre  (x1,  x2,  …,  xn),  alors  elle  forme 
nécessairement une hypersurface de dimension n. La question de l’optimisation de Φaffin(ĩ)(x1, x2, …, xn) 
revient donc à la recherche des puits d’énergie potentielle, un type de biais cognitif correspondant aux 
cas où des heuristiques  font prendre  localement une pente négative  (descendante)  vers un minimum 
d’énergie local qui ne correspond pas à la conception adaptée pour traiter l’information. 
Une coupe verticale dans une de ces hypersurfaces, le long du chemin pris par le système information‐








Trajet de l’information !







Cette  manière  de  visualiser  ce  type  de  fonction  sera  redétaillé  dans  la  section  6.4.3. Fonctions 
d’optimisation et d’apprentissage et dans les figures 61 à 63, au moment de la description de la fonction 




Quelles sont  les raisons de  l’existence de  la barrière d’activation à  franchir, comme dans  le cas de  la 
batte et de la balle de base ball ou de la forme du croissant de Lune ? La principale est une question 
d’accessibilité  pour  des  raisons  d’encombrement  (les  chimistes  parleront  d’encombrement  stérique 
pour  signifier  qu’il  est  d’ordre  physique  et  géométrique) :  le  schème  de  pensée  à  atteindre  est 
probablement  plus  difficile  à  activer,  car  nécessitant  plus  de  conceptions  et  de  ressources mentales 
(dans l’exemple de la batte et de la balle, il s’agit en réalité ni plus ni moins que de résoudre de tête le 





la  fonction  Φaffin(ĩ)(x1,  x2,  …,  xn) :  une  heuristique  conduit  à  une  conception  donnée  par  une  voie 
généralement descendante, parfois temporairement montante, mais on imagine que l’information suit 
toujours  le  fond  d’une  vallée  d’énergie  potentielle :  en  d’autres  termes,  un  déplacement  latéral  par 
rapport au chemin suivi, quelle qu’en soit la direction, conduit toujours à un accroissement d’énergie 




Dès  lors,  un  cas  nouveau  apparaît :  celui  qui  est  contraint  non  pas  parce  que  la  variation  d’énergie 
potentielle  le  long  du  chemin  est  positive, mais  parce  que  la  vallée  est  transversalement  si  raide  et 
étroite que l’information a du mal à y « passer ». Il s’agit là d’une autre forme de non accessibilité, liée 








Trajet de l’information !





Trajet de l’information !









représente  une  coupe  dans  la  surface  d’énergie  potentielle  (trait  fort  verts  l’avant,  trais  léger  vers 




toujours une  réalité  concrète,  exacte et bien définie. Mais à partir du moment où  ils deviennent des 
événements ou phénomènes perçus par un individu, ils sont sujets aux interprétations qu’impose leur 
traitement  par  le  filtre  que  constituent  ses  conceptions.  Les  paramètres  évoqués  plus  haut 
(encombrement  et  souplesse déterminant  la hauteur de  la barrière d’activation et  la  courbure de  la 
vallée) dépendent par  conséquent non seulement de  l’espace des conceptions, mais également de  la 
nature  du  paquet  d’information  à  traiter,  c’est‐à‐dire  de  sa  rigidité  et  de  sa  souplesse  propres  (sa 
capacité  à  être  distordue)  et  de  son  encombrement  (la  quantité  d’informations  qu’il  véhicule). 
L’affinité  de  l’information  pour  le  réseau  de  conceptions  dépend  par  suite  donc  non  seulement  des 
variations de (x1, x2, …, xn) comme nous l’avons vu, mais également de celles de ĩ.  
En d’autres termes, une information ne traverse pas « indemne » le réseau de nos conceptions : elle se 








Pour  tenir  compte  du  premier  d’entre  eux  (la  déformation  de  l’information),  il  serait  possible 
d’introduire une  fonction de déformation Ωdéf  (ĩ)  s’ajoutant  à  la  fonction Φaffin  (ĩ)(x1,  x2, …,  xn).  Cette 
nouvelle  fonction dépendrait exclusivement des déformations de  ĩ, pour  lesquelles  il  faudrait définir 
de nouveaux degrés de liberté, notés par exemple (y1, y2, …, yq). Ainsi, la véritable fonction d’affinité de 
l’information (cette  fois variable) pour  le réseau de conceptions (encore  fixe pour  le moment) serait 
constituée par la somme Φaffin (ĩ)(x1, x2, …, xn) + Ωdéf (ĩ)(y1, y2, …, yq). Une autre manière d’écrire cette 
fonction  d’affinité  globale  serait  dès  lors  de  dire  qu’elle  dépend  de  Ωdéf  (ĩ) en  la  notant  plus 
simplement : Φaffin (ĩ) (Ωdéf ĩ)(x1, x2, …, xn), ce qui revient à intégrer Ωdéf (ĩ) dans la Φaffin (ĩ) initiale. 





Φaffin  (ĩ)  revient  donc,  pour  l’apprenant,  à  trouver  la  meilleure  vallée  d’énergie  potentielle  tout  en 
déformant l’information pour qu’elle s’y ajuste. 
Toutes  les courbes présentées plus haut restent  les mêmes, mais en conservant à  l’esprit que  ĩ n’est 
plus  figée.  Une  caractéristique  fondamentale  pour  rendre  compte  du  fait,  comme  le  faisait  déjà  le 









Ajoutons  donc  à  l’énergie  d’interaction  Φaffin  une  énergie  Φréorg  de  réorganisation  de  l’espace  des 
conceptions,  cette  dernière  survenant  dans  les  cas  où  l’information  nouvelle  provoque  une 
déstabilisation  en  entrant  en  contradiction  avec  les  conceptions  préexistantes,  le  sujet  ne  disposant 
pas  des  heuristiques  appropriées  et  utilisables  spontanément  (mode  S  ou  système 1) :  plus  cette 
réorganisation  est  forte,  plus  l’affinité  entre  le  système  en  réorganisation  et  l’information  (en 
supposant  qu’elle  soit  suffisamment  robuste  pour  ne  pas  être  déformée)  devra  être  forte  pour 
compenser cette déstabilisation. 
L’énergie Φréorg ne dépend pas directement de ĩ, même si la transformation est induite par l’existence 
de  ĩ :  en  effet,  elle  désigne  la  réorganisation  de  l’espace  des  conceptions  indépendamment  de 
l’interaction de ces dernières avec l’information. En particulier, Φréorg ne dépend plus de la « position » 
(x1,  x2,  …,  xn)  de  l’information  dans  l’espace  des  conceptions  (et  de  ses  interactions  avec  lui),  mais 
seulement  de  la  direction  dans  laquelle  le  savoir  va  évoluer,  définie  par  des  degrés  de  liberté 
totalement  différents.  Ce  qui  change  à  chaque  pas,  ce  ne  sont  en  effet  plus  des  distances  ou  angles 
entre une information et des conceptions préexistantes et figées : ce sont cette fois des distances et des 




elle  aussi  dépendante de  (α1,  α2, …,  αp).  La  traduction du premier  alinéa de  ce paragraphe  est  alors 
qu’au point  (x1,  x2, …, xn) où débute  la réorganisation (et donc où δΦréorg > 0 car  il en coûte presque 
toujours de commencer à modifier la structure de ses conceptions), la variation de Φaffin(ĩ, x1, x2, …, xn, 






Mais  il  est  possible  que  des  αi  soient  corrélés  et  évoluent  ensemble,  soit  parce  qu’il  sont 
indissociablement corrélés, soit parce que la variation de l’un est compensée par celle des autres. Dans 






une  autre  résolution ;  on  peut  prévoir  soit  la  déformation  de  ĩ,  soit  son  rejet  par  l’apprenant.  D’où 
l’importance  prévisible  de  travailler  avant  tout,  en  tant  qu’enseignant,  sur  la  perception  de  la 
robustesse  de  ĩ  pour  éviter  qu’elle  ne  puisse  être  déformée,  ou  de  fournir  plusieurs  informations 
cohérentes procurant chacune une déstabilisation supplémentaire renforçant  le caractère général de 
la  dissonance  cognitive.  Puis  de  donner  accès  à  l’apprenant  à  une  vision  de  ce  que  pourrait  être  la 
conception reformulée et résultant de la transformation à opérer.  
Dans la suite de l’étude de Φréorg et sauf mention contraire, nous considérerons que ces conditions sont 
réunies,  de manière  à  ne  nous  intéresser  qu’aux  variations  de Φréorg  indépendament  des  risques  de 
déformation ou de rejet de ĩ. 






La  question  de  l’optimisation  devient  dès  lors  beaucoup  plus  délicate.  En  effet,  il  ne  s’agit  plus 
simplement de choisir un chemin optimisé sur une hypersurface figée : à chaque pas, la forme même 
de cette hypersurface est susceptible d’être modifiée, avec une stratégie qui n’est plus seulement de 
minimiser  Φaffin  localement,  mais  de  fabriquer  la  cuvette  d’énergie  potentielle  la  plus  profonde 
possible en évitant de trop faire croître la fonction que nous définissons comme Ψcog, décrivant cette 






laquelle  le sujet  fait évoluer ses conceptions ; un choix qui  lui est propre et qui peut dépendre de  la 
situation, de l’information perturbatrice, du moment choisi pour le faire, de son état d’esprit et de sa 
motivation, etc.  
On  comprend  toute  la  difficulté  de  l’entreprise  lorsqu’il  s’agit  de  traiter  une  information  tout  en 
modifiant  les outils qui permettent de  le  faire ;  l’expression de Giordan « Faire avec [ses conceptions] 
pour aller contre »  (2000) prend réellement  tout son sens. Dans  le cadre du système 2, on comprend 
encore mieux que précédemment pourquoi  et  comment des biais  cognitifs peuvent  apparaître :  non 




D’un point de vue constructiviste et dans  le cadre de  la métaphore de  la maison évoquée à  la section 
2.3.2., cela revient à construire un mur en pierres sèches en les piochant les unes après les autres dans 
un  tas  dont  on  n’a  qu’une  idée  d’ensemble  (sans  connaître  la  forme  de  toutes  les  pierres),  et  en 
modifiant le mur tout en y ajoutant les pierres, pour leur permettre d’y trouver leur place. L’approche 
ne peut  dans  ce  cas  reposer  que  sur une heuristique  locale  d’optimisation,  les  seuls  guides dont  on 
peut  disposer  étant :  1/  la  nécessité  de  faire monter  le mur,  2/  le  besoin  de  solidité  du mur,  3/  la 





dans  le  « bon »  sens,  mais  également  de  savoir  comment  faire  en  sorte  qu’une  fois  modifiés,  les 
nouveaux sites actifs et heuristiques subsistent et ne retrouvent pas leurs formes initiales. Une double 




Avec ces  fonctions d’optimisation et  les  traductions sous  forme de représentations graphiques, nous 
disposons  à  présent  de  plusieurs  niveaux  de  description  du  savoir,  qu’il  convient  de  repréciser  de 
manière à  toujours garder à  l’esprit à quel niveau on se situe. Une problématique qui n’est pas sans 
rappeler  celle  de  la  chimie  où,  d’un  point  de  vue  pédagogique,  une  grande  difficulté  consiste  à 
permettre  à  l’élève  de  naviguer  entre  la  représentation  microscopique  des  molécules,  leurs 
représentations  iconiques,  les  grandeurs  théorique  qui  en  décrivent  les  comportements  et  enfin  le 
niveau macroscopique sensible. 
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1.  Le premier niveau est  celui  des  fonctions d’optimisation décrites plus haut,  lorsqu’elles  sont 









4.  Le quatrième niveau est  fourni par  les sciences cognitives d’une part, avec  leurs descriptions 
de la nature et des comportements des structures cérébrales, et par les sciences de l’éducation 
d’autre part,  avec  leurs modèles plus  empiriques  et phénoménologiques. Un niveau  au  cœur 
duquel s’ancre le modèle allostérique appuyé sur les formalisations des niveaux précédents. 
5.  Le  niveau  supérieur  de  description,  enfin,  est  ce  que  nous  pouvons  nommer  le  « réel », 




d’entre  eux  est  susceptible  de  fournir  de  nouvelles  pistes  de  compréhension  des  processus 
d’apprentissage.  Dans  toute  la  suite,  nous  effectuerons  la  distinction  à  chaque  fois  que  ce  sera 
nécessaire,  et  en  particulier  dans  les  nouveaux  environnements  didactiques  que  nous  introduirons 




Dans  la  section précédente, nous avons décrit  les processus  cognitifs de  traitement de  l’information 
comme  l’optimisation  locale  de  la  fonction  Ψcog(ĩ,  x1,  x2,  …,  xn,  α1,  α2,  …,  αp).  Il  convient  toutefois 
d’interroger  cette  « localisation ».  Le  choix  d’un  chemin  de  pensée  se  fait‐il  parmi  toutes  les 
heuristiques  possibles,  ou  existe‐t‐il  au  contraire  un  contrôle  supracognitif  qui  y  effectue  une  pré‐
sélection ? Y a‐t‐il, en d’autres termes, une directionnalité dans l’optimisation de Ψcog ? Existe‐t‐il des 
heuristiques  inaccessibles ou  indisponibles ? Des expériences simples comme celle de  la vache et du 
lait  (figure 31),  ou  de  la  lettre  B  et  du  nombre  13  (figure 30),  viennent  conforter  cette  idée,  que 
complètent  les  expériences  sur  l’inhibition  de Houdé  et  la  coexistence  de  croyances  contradictoires 





Certaines  heuristiques  sont  toujours  très  accessibles,  stériquement  et  entropiquement.  Dans  la 
figure 42c,  elles  seraient  représentées  en  surface  comme  des  chemins  d’accès  robustes  (elles  sont 
opératoires  la plupart du  temps et ne peuvent pas être modifiées  facilement), et  surtout  très  larges, 
libres  et  mobilisables  facilement.  Les  trois  heuristiques  de  Tversky  et  Kahneman  (1974),  la 
représentativité, la disponibilité et l’ancrage‐ajustement, font partie de cette catégorie, mais il en existe 





rémanence  d’une  heuristique,  qui  est  utilisée  ou  qui  oriente  une  réponse  parce  qu’elle  l’a  été  juste 
avant. Dans l’exemple de la vache et du lait, l’heuristique « blanc » est surutilisée ; liée à l’heuristique 





Plus  intéressants  sont  les  effets  qui  conduisent  à  utiliser  une  heuristique  parce  que  l’esprit  y  a  été 
conduit  par  un  événement  préalable  (ou  simultané).  Dans  l’exemple  de  la  figure 30,  c’est  la 
reconnaissance du A et du C qui conduit à lire le signe intermédiaire comme un B, et la reconnaissance 
du 12 et du 14 qui conduit à  le  lire comme un 13. De même dans  l’exemple du croissant de Lune, des 
interlocuteurs  nous  ont  reproché  d’avoir  utilisé  un  schéma  erroné,  construit  à  l’aide  de  disques  qui 
induisent  la  réponse  fausse  alors  que  la  forme du  vrai  croissant  de  Lune  aurait  été moins  trompeuse 
(figure 51) : c’est bien un effet de contexte qui s’ajoute à la présence d’une heuristique descendante (on 









Dans  le  cadre  de  l’analogie  allostérique,  les  effets  de  contexte  se  comprennent  en  réalisant  que 
l’information finalement traitée par le site actif pour conduire à la réponse exprimée est accompagnée 
par  d’autres  informations  qui,  elles  aussi,  peuvent  être  reconnues  par  des  zones  de  l’espace  des 
conceptions vers lesquelles elles sont susceptibles d’attirer l’ensemble. Si î et ĵ sont deux informations 






trop,  alors  il  est  possible  qu’un  effet  de  contexte  apparaisse  sur  le  traitement  de  ĵ.  C’est  le  cas  de 
l’expérience  décrite  au  paragraphe  3.4.3.6. Les  mécanismes  de  l’inhibition  cérébrale,  consistant  à 
demander  à  un  sujet  d’indiquer  les  couleurs  des  mots  suivants  à  voix  haute : 





décroît,  ou  qu’une  troisième  information  (apportée  par  exemple  par  un  enseignant)  vienne  guider 




l’inhibition  cérébrale  s’interprête  de  la  même  manière  bien  qu’il  soit  légèrement  plus  complexe : 





Ainsi  désignées  par  Slovic  (2002),  ces  heuristiques  sont  mystérieusement  très  prééminentes,  à  tel 
point  qu’elles  peuvent  induire  des  comportements  complètement  irrationnels  et  qu’il  faut  parfois 
plusieurs heures à un individu pour relativiser la colère ou la douleur qu’il a ressentie à l’annonce d’un 
événement, qui serait considéré comme anodin pour d’autres. Un amant jaloux, par exemple, comme 
Paul dans  le  film L’enfer de Claude Chabrol  (1994), peut voir dans  tous  les événements anodins des 
signes  qui  nourrissent  sa  névrose  de  la  suspicion  d’adultère :  une  remarque  de  sa  femme,  une 
plaisanterie,  un  sourire  adressé  à  un  inconnu…  deviennent  autant  d’informations  happées 
automatiquement par l’heuristique de la jalousie. Cet effet est si fort qu’il semble intervenir en amont 
des autres, et orienter le traitement de l’information vers une toute autre zone cognitive que la nature 
de  l’information  ne  la  destinerait  normalement ;  vers  un  autre  « pli  cognitif ».  C’est  pourquoi  elles 






faire  appel  à des  conceptions d’un autre  type. Les  cas  représentatifs  les plus marquants de  cet  effet 
sont ceux dont on dit d’un  individu qu’il « s’enferre » dans son  jugement ou son  interprétation. C’est 
ainsi qu’en 1992, lors de l’épreuve de physique du concours à l’Ecole Polytechnique, un étudiant invité 




Dans  l’analogie  allostérique,  ces  plis  apparaissent  lorsque  les  conceptions  correspondantes 
appartiennent à des régions éloignées dans l’espace des conceptions. Dans le formalisme supporté par 
la fonction Φaffin(ĩ, x1, x2, …, xn), l’interprétation est tout aussi évidente : un pli cognitif apparaît lorsque, 
quelle que  soit  ĩ,  la  fonction Φaffin  présente une haute barrière à  franchir pour passer d’une vallée  à 
l’autre. « Enferré » dans  la vallée qu’il  a  choisie,  l’esprit ne distingue pas  l’autre et persiste dans son 
erreur. 
C’est  encore  le  contexte  initial,  l’action  d’un  tiers  ou  une métaconception,  qui  induira  le  choix  de  la 
vallée ou  le passage de  l’une à  l’autre ;  dans  le  cas de  la  coexistence du « rationnel  construit »  et de 
« l'irrationnel présumé révolu » par exemple (Houdé, 1999), où selon la situation, un enfant pourra se 
comporter  selon  l’un  ou  l’autre.  Pas  seulement  un  enfant,  d’ailleurs :  un  chercheur  peut  très  bien 
                                         
63  Notes autobiographiques. 
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présenter un  comportement  très méthodique dans  le  contexte de  son  laboratoire  et,  au moment de 





















De même  les  étudiants  en  chimie,  lorsqu’ils  abordent  la  notion  d’orbitale  atomique,  ont  encore  une 















l’un  à  l’autre.  Dans  le  cadre  d’un  apprentissage,  cette  transformation  sera  un  objectif  (on  retrouve 
l’idée  de  déconstruction‐reconstruction  du  modèle  allostérique),  mais  dans  le  cadre  de  la  simple 
analyse  d’une  information,  l’énorme  barrière  d’activation  à  laquelle  elle  correspond  sera  tout 








Nous  l’avons  vu  avec  les  travaux  sur  l’inhibition  cérébrale :  certaines  heuristiques  doivent  être 
inhibées pour que, dans des situations où elles auraient tendance à intervenir de manière inadéquate, 
elles  cessent  d’être  sollicitées  au  profit  de  conceptions  plus  appropriées.  Cette  inhibition  est  un 
processus  d’apprentissage  car  elle  s’acquiert  avec  effort,  expérience  et  répétition,  et  à  ce  titre  nous 
l’étudierons  plus  loin.  Mais,  de  même  que  certaines  heuristiques  nécessitent  d’être  inhibées  dans 
certaines situations, il est fort possible que d’autres qui ne devraient pas l’être le soient, préalablement 
à la réalisation d’une tâche. Dans l’expérience dite « de Galilée », consistant à faire tomber côte à côte 
deux  balles  de  même  diamètre  mais  de  masses  très  différentes,  les  personnes  éduquées 










par  la  figure 55,  l’analogie  allostérique  étant  particulièrement  adéquate  pour  expliciter  ces 
phénomènes. Les structures de protéines sont en effet si complexes que certaines voies métaboliques 
peuvent  être  bloquées  par  la  présence  d’un  inhibiteur,  parfois  par  une  simple  déformation 
conformationnelle,  notamment  dans  le  cas  des  protéines  allostériques.  Dans  le  cadre  de  notre 
représentation  des  conceptions  par  des  protéines,  cette  idée  est  compatible  avec  le  fait  qu’une 










1. Le cas  illustré par  l’expérience de Galilée évoquée plus haut, suite à  l’observation de  laquelle 











3. Il en va de même de  la rigidification ou de  la constriction d’une heuristique menant à un site 
actif donné, par un processus analogue à la déformation conformationnelle de la protéine de la 
figure 56b.  C’est  cette  fois  le  cas  où,  devant  « l’expérience  de  Galilée »,  les  spectateurs 
appliquent  la règle « je me souviens qu’il ne  faut pas dire ça ». Parce que ces conceptions sont 
élaborées  pour  reconnaître  les  situations  dans  lesquelles  il  ne  faut  pas  utiliser  un  site  actif 
donné, elles peuvent être considérées comme des agents inhibiteurs d’un autre type que dans 
le cas n°264. 











En  termes énergétiques, dans  le cadre de  la représentation hyperspatiale que nous avons  faite de  la 
fonction  Ψcog(ĩ,  x1,  x2,  …,  xn,  α1,  α2,  …,  αp)  =  Φaffin(ĩ,  x1,  x2,  …,  xn,  α1,  α2,  …,  αp)  +  Φréorg(α1,  α2,  …,  αp) 
décrivant l’interaction entre une information et un espace de conceptions dynamique, ces deux types 
d’inhibition se traduisent respectivement par : 
1. Dans le premier cas, une variation de Φréorg(α1, α2, …, αp)  induisant  localement  le resserrement 
de  la  vallée  de  l’heuristique  inhibée  dans  sa  dimension  transverse  (rigidification  d’ordre 





site  actif  étant  occupé,  il  n’existe  plus  de  possibilités  d’interaction  entre  ce  dernier  et 
l’information  à  traiter.  Cette  variation  positive  est  alors  soit  précédée  par  l’abaissement 
préalable de Φaffin(ĩinhib, x1, x2, …, xn, α1, α2, …, αp), où ĩinhib est  l’information inhibitrice, ce qui ne 




Bien heureusement,  tous  les cas de biais cognitifs évoqués ci‐dessus sont remédiables  (ou du moins 
l’enseignant  doit‐il  avoir  pour  objectif  d’y  remédier).  L’expérience  de  Houdé  et  Tzourio‐Mazoyer 
(2003) décrite dans la figure 32, par exemple, montre comment il est possible d’inhiber activement et 
consciemment la mauvaise heuristique pour parvenir finalement à infirmer la règle « S’il n’y a pas de 
carré rouge à gauche, alors  il y a un cercle  jaune à droite ». L’inhibition, comme lors de la  lecture des 
noms de couleurs écrits dans des couleurs ne correspondant pas au mot en question, a été décrite dans 
le tableau 4 comme étant de type raisonnée car elle fait appel au mode K. 
De  manière  similaire,  après  s’être  « fait  avoir »  avec  la  question  de  la  vache  et  du  lait,  personne 
n’oubliera plus de réfléchir à deux fois avant de répondre (juste cette  fois) : une  inhibition que nous 
qualifiions alors de décisionnelle, car elle fait appel au mode R. 
Enfin,  dans  les  cas  d’inhibition  décrits  dans  le  paragraphe  précédent,  il  est  en  général  possible  de 
prendre  conscience  du  problème  et  de  corriger  son  erreur :  quiconque  pense  que  « tous  les  objets 
tombent  à  la même  vitesse »  parviendra  facilement,  une  fois  placé  devant  la  chute  simultanée  d’une 
feuille  de  papier  froissée  et  d’une  autre  restée  plane,  à  réviser  son  appréciation  et  à  réserver 
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Mais  ces  compétences  supposent  l’existence  de  conceptions  bien  particulières,  que  nous  avons  déjà 
nommées  métaconceptions  de  contrôle,  au  sens  du  contrôle  de  l’interaction  qu’une  information 
nouvelle  pourra  avoir  avec  l’espace  des  conceptions,  traduit  par  la  reconnaissance  qui  en  sera  faite 
puis  par  son  orientation  vers  une  heuristique  particulière.  Ces  conceptions  spécifiques,  qui  ne  sont 
rien  d’autre  que  les  p‐prims  d’activation  de  diSessa  en  1993,  possèdent  une  double  fonction  de 
reconnaissance  et  d’orientation :  reconnaissance  de  la  situation  et  orientation  de  l’information  vers 
une  heuristique  donnée,  transcendant  les  plis  cognitifs  et  relativisant  les  effets  de  contexte  ou  de 
rémanence. Elles gèrent non pas la cognition, mais la métacognition ; c’est pourquoi nous les rangeons 
dans  une  catégorie  de  conceptions  particulières,  nommées métaconceptions.  Comme  nous  l’avions 
annoncé dans le paragraphe 3.4.3.6. Les mécanismes de l’inhibition cérébrale (Les formes de l’inhibition), 
elles vont à l’encontre de la démonstration de Houdé (1998) selon laquelle le paradigme de l’attention‐
activation  devrait  être  éliminé  et  remplacé  par  celui  de  l’attention‐inhibition ;  nous  pensons  au 
contraire que les deux mécanismes sont possibles et compatibles. 
Comme  nous  l’avons  vu,  elles  sont  également  capables  d’inhibition,  en  interdisant  l’accès  à  une 
heuristique reconnue préalablement comme  inadéquate  (parfois à  tort d’ailleurs). On peut même  leur 
attribuer dans certains cas une fonction de désinhibition : en reconnaissant une situation où le site actif a 
été inhibé compétitivement ou non, elles peuvent se lier à l’information inhibitrice pour la « décrocher » 
de  l’heuristique  qu’elle  bloque,  le  gain  énergétique  apporté  par  cette  liaison  servant  à  compenser 
l’apport d’énergie nécessaire à la désinhibition. En termes concrets, ce type de cas se traduira alors par 
un état de conscience du sujet le conduisant par exemple à se dire : « Ah oui, c’est vrai, ce n’est pas intuitif 
pour moi mais  je me  souviens que  ce n’est pas ainsi que  je dois procéder :  certes  l’expérience du  tube de 
Newton  me  montre  que  tous  les  objets  tombent  à  la  même  vitesse,  mais  cela  se  produit  dans  le  vide 




ultérieurement.  Comme  toutes  les  autres,  elles  sont  susceptibles  d’être  transformées  à  leur  tour. 
Comme les autres également, elles sont munies d’heuristiques mais ces dernières, contrairement aux 
autres conceptions, sont « traversantes » : elles ne conduisent pas à un « méta site actif » mais à un pli 
cognitif  particulier,  ou  à  l’entrée  d’une  heuristique  dont  la  barrière  d’activation  est  peu  élevée.  En 
termes énergétiques, elles ont pour effet d’accompagner une information directement dans une vallée 
d’énergie potentielle particulière, plutôt que de la laisser trouver son chemin et explorer l’ensemble de 




A  titre  d’illustration,  la  figure 57  (parmi  bien  d’autres  dans  la  littérature  des  illusions  d’optique)  est 
particulièrement significative : à première vue, le dessin représente une femme nue de dos. Mais à bien y 


















L’analyse des divers processus de  traitement de  l’information nous a  conduits  à décrire une grande 




















Dans  tout ce qui précède, nous avons  toujours suggéré qu’une  fois  l’information dirigée vers un site 
actif  donné,  elle  y  demeurait,  expliquant  ainsi  les  biais  cognitifs  représentés  dans  le  tableau 7.  Il 
convient toutefois de nuancer cet  implicite, dans  la mesure où  la réaction à une donnée nouvelle est 
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toujours révisable et parce que, si le résultat de son traitement ne semble pas pertinent à celui qui l’a 
produit en utilisant une heuristique  inadaptée,  il  lui  est bien entendu possible de  revenir en arrière 
pour tenter une autre approche. 
Ainsi, après avoir répondu « Du lait » à la question « Que boit la vache ? », n’importe qui est susceptible 
de se rendre compte de son erreur et de rectifier : « Euh… de  l’eau ! ». En d’autres termes,  lorsque  la 
fonction Ψcog(ĩ, x1, x2, …, xn, α1, α2, …, αp) a atteint un minimum local, il reste possible d’en repartir. 
La première raison est que, une  fois  transmise par une heuristique à un site actif,  l’information  ĩ est 




question  de  la manière  dont  l’information  ĩ  a  été  traitée.  Dans  ce  cas,  de  deux  choses  l’une :  soit  le 
traitement  semble  avoir  été  correct  et  la  nouvelle  information  ř  est  susceptible  d’entraîner  la 
réorganisation des conceptions qu’elle a heurtées, soit  il est remis en cause et une autre heuristique 
est sollicitée, et ainsi de suite jusqu’à ce qu’une solution stable soit trouvée. 
En mode S ou en situation de stress,  c’est‐à‐dire si  l’on s’arrête à  la première réponse donnée,  l’état 
obtenu  est  contrôlé  par  les  heuristiques  puisque  la  réponse  ř  n’a  pas  eu  le  temps  d’être  analysée. 
Lorsqu’il  s’agit  de  réactions  chimiques,  le  cas  analogue  est  caractérisé par une voie privilégiant une 
plus  grande  réactivité  au  moment  de  l’interaction  des  réactifs,  et  pas  forcément  les  produits  de 
réaction les plus stables : on parle alors de contrôle cinétique. Un terme que nous utiliserons également 
pour décrire les processus cognitifs. 
En  revanche,  si  le  temps  est  laissé  au  sujet  pour  analyser  les  réponses produites par  ses  réflexions, 
l’état  obtenu  est  cette  fois  contrôlé  par  les  sites  actifs.  En  chimie,  on  parlera  de  contrôle 
thermodynamique  lorsque,  de manière  analogue,  les  réactifs  ont  eu  le  temps  d’explorer  les  diverses 
voies réactives pour conduire aux produits les plus stables (et non plus les plus rapidement obtenus). 
En synthèse chimique, il existe des cas très particuliers où la voie la plus rapide conduit aux produits 
les  moins  stables,  et  réciproquement  (figure 58).  On  joue  alors  sur  les  conditions  extérieures  pour 


























rupture  des  premières  liaisons,  nécessaire  à  l’établissement  ultérieur  de  liaisons  nouvelles  et 
conduisant  à  la  restabilisation  du  système.  Dans  le  cas  qui  nous  intéresse,  nous  proposons  que 
l’équivalent  consiste  en  l’effort que  l’on est prêt  à mettre dans  le  traitement de  l’information ou,  en 
d’autres  termes,  en  la  quantité  de  ressources  cognitives  que  l’on  est  prêt  à mobiliser  à  cette  fin.  En 
effet, c’est par paresse cognitive que l’on répondra que la forme du croissant de Lune est due à l’ombre 
de la Terre ou que le prix de la batte de base‐ball est de $1. C’est par paresse cognitive également que 
l’accompagnateur  polytechnicien,  face  à  la  question  imprévue  des  phases  de  la  Lune,  a  produit  des 
dessins totalement faux. Sweller (1991) parle à ce sujet de minimisation de la charge cognitive. 
Il  est  également  nécessaire,  sous  contrôle  thermodynamique,  que  le  système  considéré  (réactifs 








de  trop  rares  actions pédagogiques  telles que  les TPE à  l’école  secondaire,  les TIPE dans  les  classes 
préparatoires ou l’apprentissage par projets dans les écoles d’ingénieurs valorisent avec raison. 
Au niveau cognitif, nous avons évoqué des cas où contrôle cinétique et contrôle thermodynamique ne 
conduisaient  pas  aux  mêmes  résultats  (figure 58).  Précisons  que  dans  la  plupart  des  cas  cognitifs, 
contrairement  à  la  chimie,  c’est  le  contrôle  thermodynamique  qui  conduit  à  la  solution  la  plus 
souhaitable (sauf lorsqu’une conception erronée produit une situation plus stable que la conception à 
laquelle menait  l’heuristique  la moins  activée,  ce  qui  peut  bien  sûr  arriver  de  temps  en  temps).  Au 
moins conduit‐il à la solution la plus « réfléchie », c’est‐à‐dire celle dont le traitement didactique, si elle 
est fausse, est susceptible d’avoir la meilleure efficacité en termes de réorganisation des conceptions. 




l’effort et  la confiance en sa capacité à évoluer sont produites par  l’individu  lui‐même (souvent avec 
difficulté). Par suite, si une solution satisfaisante a été trouvée à l’aide d’une heuristique adaptée, il est 
rare que celui qui  l’a produite  la  remette en question si elle ne heurte pas spontanément ses autres 
conceptions.  C’est  notamment  ce  que  Kahneman  décrivait  dans  sa  conférence  Nobel  (2002)  en 
mentionnant le fait troublant que dans le questionnaire sur les prix de la batte et de la balle de base‐
ball,  les  étudiants  de  Princeton  qui  se  trompaient  étaient  nombreux  à  se  satisfaire  de  leur  réponse 




Dans  cette  sous‐partie  6.3. Représentation  des  processus  cognitifs,  nous  avons  étudié  des  situations 
dans  lesquelles  l’information  est  traitée  par  un  savoir  préexistant,  éventuellement  incité  à  se 
transformer légèrement (dans les modes R et K) mais où, parce que les réponses sont toujours exigées 
rapidement,  elles  sont  essentiellement  produites  sous  contrôle  cinétique  et  où,  par  suite,  les  biais 
cognitifs observés sont liés aux heuristiques et métaheuristiques. Ces éléments fournissent autant de 
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pistes  pour  comprendre  comment  favoriser  l’apprentissage  en  transformant  les  heuristiques  pour 
corriger ces biais. Mais ces erreurs de réflexes ne sont pas les seuls obstacles à la compréhension du 
monde :  la  structure même  des  conceptions  et  de  leurs  sites  actifs,  comme  nous  l’avons  vu  dans  la 
sous‐partie 6.2. Structure et organisation du savoir, se construisent de manière erratique, mouvante, au 
gré  des  expériences  et  des  intuitions,  avec  leurs  heuristiques  associées.  Certaines  sont  pertinentes, 









qu’elles  s’avèrent  non  opératoires.  Apprendre,  outre  la  création  de  conceptions  nouvelles  à  partir 
d’éléments  cognitifs  de  base,  consiste  alors  en  la  modification  du  savoir  préexistant,  de  ses  règles 
d’orientation,  de  sa  souplesse,  de  ses  inhibitions,  des  stabilités  relatives  des  conceptions  qui  le 
constituent. Autant d’éléments, vus dans la sous‐partie précédente, qui permettront de préciser l’idée 
de  « déconstruction‐reconstruction »  qui  se  trouve  au  cœur  du modèle  allostérique  de  l’apprendre. 
Mais  auparavant,  il  semble  important  de  régler  une  question  délicate.  S’il  est  possible  de  créer  une 
conception nouvelle, peut‐il arriver qu’une conception ancienne soit définitivement détruite ? 
Si  elle  est  suffisamment  déstabilisée  pour  ne  plus  être  accessible  dans  l’espace  de  conceptions  d’un 
individu, ou irréversiblement inhibée, on peut la considérer comme supprimée de ses outils cognitifs 
disponibles.  Mais  d’une  certaine  manière,  toute  conception  est  susceptible  d’être  (re)forgée  ou 





Certes, on peut  considérer qu’il  est possible de détruire  les  fonctionnalités des métaconceptions qui 
orientent  une  information  vers  une  heuristique  donnée,  ou  les  capacités  d’interaction  d’une 
heuristique avec une information particulière (fut‐ce au prix de son inhibition). Mais  il s’agit  là de  la 
destruction de propriétés cognitives par le biais de la transformation des structures de pensée, et pas 
de la suppression de ces dernières. 
Un exemple concret peut  illustrer ce propos : en 1978, un enfant apprend à  lire65. Dans  leur salle de 











                                         
65  Notes autobiographiques. 
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sera  utilisée  prioritairement  à  toutes  les  autres ;  mais  cela  ne  signifiera  pas  que  les  autres  aient 
disparu. 
Dans toute la suite, nous considérerons donc l’idée de « déconstruction » comme l’ensemble des modes 





La  description  que  nous  avons  faite  du  savoir  et  des  processus  cognitifs  liés  au  traitement  de 
l’information  nous  amène  à  revisiter  le  modèle  allostérique  de  l’apprendre  de  2002,  tel  qu’il  était 
présenté à la figure 19. L’apprendre y était en effet considéré comme le « passage d’une conception 1 à 





tout  entier  s’élaborant  à  partir  de  conceptions  préalables,  qu’un  site  actif  dont  on  modifie  les 
propriétés. Ce peut être également une heuristique, que  l’on rend plus accessible, que  l’on  inhibe ou 
désinhibe. Ce peuvent être encore les métaconceptions et leurs heuristiques propres, dont on change 
les  propriétés  de  reconnaissance  et  d’orientation  de  l’information.  Nous  verrons  plus  loin,  et 
notamment dans  les sous‐parties 6.5. Stabilisation du savoir et 6.6. Conséquences : de nouveaux  leviers 
d’action pour apprendre, d’autres formes de modifications du savoir pouvant être considérées comme 
relevant  de  l’apprentissage,  tels  que  l’« assouplissement »  ou  la  « stabilisation »  du  savoir,  sans 
modification fondamentale de sa structure. 
L’idée  de  « passage »  de  l’état 1  à  l’état 2  mérite  dès  lors  elle  aussi  d’être  explicitée.  Dans  une 
perspective  néo‐piagétienne  constructiviste,  on  visualiserait  volontiers  le  changement  comme  une 
substitution  d’entités  correspondant  à  l’état 1  par  d’autres  entités  correspondant  à  l’état 2.  Au 
contraire,  de  par  ce  qui  précède,  on  doit  plutôt  le  considérer,  pour  l’apprenant,  comme  l’émergence 
d’une  possibilité  nouvelle  de  traitement  de  l’information,  réalisée  par  la  modification  structurale  des 
schèmes de pensée préexistants ou par celle des règles régissant leur utilisation. En d’autres termes, ces 
nouvelles structures de pensée et leur nouvelle opérationnalité doivent certes être élaborées à partir 
de  celles  du  savoir  préexistant,  mais  rien  ne  garantit  qu’elles  subsisteront  ou  seront  toujours 
employées à bon escient ; on ne peut donc pas parler de « substitution ». 
S’il  fallait  trouver  une  image,  on  pourrait  recourir  à  celle  des  anciennes  cartes  perforées,  que  l’on 






Quoi  qu’il  en  soit,  dans  tous  les  cas  d’apprentissage  évoqués  ci‐dessus,  on  continue  de  passer  d’un 
« état 1 » à un « état 2 », ce dernier découlant du premier par une transformation du savoir préexistant 
(figure 59).  A  chaque  fois,  puisque  les  conceptions  sont  constitutives  de  l’ensemble  du  savoir  et 
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Afin  de  comprendre  les  raisons  pour  lesquelles  un  système  physico‐chimique  se  transforme  en  un 
autre,  le chimiste utilise  les  lois de  la « thermodynamique chimique »,  fondée sur  les concepts et  lois 
forgés par les physiciens des machines thermiques, qui permet une compréhension fine de la stabilité 
de  la matière. Nous  verrons plus  loin,  à  partir  de  considérations  similaires,  comment  il  est  possible 
d’interpréter  la  robustesse  des  conceptions  et  de  leurs  assemblages  à  partir  de  la  solidité  et  de  la 
souplesse de leurs liens. 
En  revanche,  pour  paramétrer  les  transformations  complexes  de  la  matière,  c’est  à  la  « cinétique 
chimique » que  le chimiste  fait appel ;  il parle alors de « mécanismes réactionnels », qu’il décompose 
en  « actes  élémentaires ».  Chacun  d’entre  eux  est  traduit  en  des  termes  énergétiques,  qui  rendent 
compte  de  l’évolution  de  la  stabilité  des  systèmes  moléculaires  en  interaction  au  cours  de  leurs 
transformations  élémentaires  et  donnent  lieu  à  des  représentations  graphiques  particulièrement 
évocatrices et explicites. 
Comme la cinétique chimique, le modèle allostérique de 2002 s’attachait à décomposer tout processus 
complexe  d’acquisition  de  nouveaux  savoirs  en  actes  d’apprendre  élémentaires.  Faisant  porter  nos 
efforts  d’explicitation  sur  ces  actes  simples,  nous  allons  tenter  de  les  traduire  eux  aussi  par  des 
représentations graphiques qualitatives, destinées à rendre compte de l’évolution de la « stabilité » du 
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processus  valables  aussi  bien  pour  les  conceptions  constituant  les  contenus  du  savoir  que  pour  les 
métaconceptions de contrôle, ce qui dédouble l’ensemble des cas possibles : 
 
1. Elaborer  une  conception  (sites  actifs  et  heuristique)  structurant  le  savoir  à  partir 
d’informations cérébrales élémentaires (cas des apprentissages par imprégnation ou imitation 
notamment) ; 
2. Ajouter  des  éléments  à  une  conception  préexistante  (cas  des  apprentissages  de  type 
constructiviste, par assimilation‐accommodation notamment) ; 












Les  4  premiers  processus  nécessitent  de  créer  de  nouveaux  liens  entre  des  structures  de  pensée 
préexistantes,  et  parfois  d’en  casser  pour  permettre  l’établissement  de  ces  liens.  On  retrouve  les 
caractéristiques  des  processus  dits  « activés »,  qui  nécessitent  le  franchissement  d’une  barrière 
d’activation pour pouvoir se dérouler (et déjà décrits pour la chimie à la figure 38). Cette barrière peut 
toutefois  être  de  hauteur  nulle  si  aucun  obstacle  ne  s’oppose  à  l’établissement  des  liens  nouveaux 
(figures 60a  et  60b),  comme  dans  le  cas  du  rapprochement  spontané  entre  deux  conceptions 
compatibles auquel on n’avait jamais fait attention. 
Le  5e  processus  pourrait  sembler  d’une  autre  nature  car  il  ne  s’agit  pas  ici  de  modifier 
structurellement le savoir. Toutefois, l’effort de mémoire nécessaire pour retrouver une heuristique et 
la rendre accessible nécessite un investissement initial qu’il ne sera plus nécessaire de faire ensuite : 


























paradigme  de  pensée.  Toutefois,  en  tant  qu’étapes  préalables  permettant  la  remise  en  cause  de 
certains éléments du savoir, ils ne constituent pas des processus d’apprentissage à proprement parler 
et une fois réalisées, ces étapes débouchent sur l’un des 8 autres cas. 
Enfin,  les  derniers  processus,  de  type  inhibiteur‐désinhibiteur,  nécessitent  soit  la  fermeture  ou 
l’ouverture de certaines heuristiques, soit la construction de métaconceptions de contrôle et, dans tous 
les cas, commencent par une réorganisation des conceptions. Ils sont donc eux aussi activés. 
Pour  l’ensemble  de  ces  processus,  il  est  difficile  de  prédire  la  hauteur  de  la  barrière  d’activation : 
l’inhibition de la réponse « du lait » dans l’exemple de la vache sera par exemple plus aisée que celle du 






Apprendre  peut  donc  être  décrit  comme  un  cheminement  individuel  réductible  à  une  succession 
d’actes élémentaires activés consistant chacun, quelle qu’en soit la nature, en le franchissement d’une 
barrière  d’activation  entre  deux  états  de  savoir,  et  au  passage  par  un  « état  de  transition »  dont  la 
nature  et  la  structure pourront  être  décrites  de  la même manière  que  les  autres  états  de  savoir.  La 






Dans  la  sous‐partie  6.3. Représentation  des  processus  cognitifs,  travaillant  dans  l’hypothèse  de 
processus cognitifs ne faisant intervenir la transformation du savoir que dans de rares cas, et toujours 
de manière légère, nous nous sommes essentiellement intéressés à la fonction Φaffin(ĩ), caractéristique 
                                         
66 Ces effets seront caractérisés et décrits dans la sous‐partie 6.5. Stabilisation du savoir. 
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Comme  chaque  point  (α10,  α20,  …,  αp0)  de  la  fonction  Φréorg  correspond  à  un  état  du  savoir,  il  est 
possible d’y faire circuler une information et de construire l’ensemble de la fonction Φaffin(ĩ, x1, x2, …, xn, 













système  moléculaire  en  transformation.  En  plus  de  constituer  une  confortation  de  l’analogie 
allostérique, c’est une opportunité que nous saisissons pour détourner les représentations graphiques 
des chimistes à des fins de représentation de la transformation des conceptions. 








de  représenter  l’ensemble  dans  un  « s »  de  dimension  3,  c’est‐à‐dire  un  espace  euclidien  dont  on  a 



















Cette  croix  rouge  représente  également  le  maximum  d’énergie  de  la  trajectoire  la  plus  basse  du 
système. Avec les notations de la figure 63, elle correspond à l’état A ‐ ‐ B ‐ ‐ C ; on le nomme état de 













que  nous  allons  les  aborder,  concernent  en  général  une  ou  quelques  conceptions  et  non  l’ensemble 

















Dans  toute  la  suite  et  pour  s’affranchir  de  ces  indices  (dont  nous  conserverons  toutefois  à  l’esprit  la 




heuristique  ou  qu’une  seule  conception,  on  utilisera  respectivement  les  notations  θsite(α1,  α2,  …,  αn), 
θheur(α1, α2, …, αn), θconc(α1, α2, …, αn). Dans cette perspective, une nouvelle manière d’écrire  la  fonction 
Φréorg(α1, α2, …, αp) initiale, qui d’écrivait l’énergie totale de réorganisation du savoir, est θsav(α1, α2, …, αp). 
Dans  la mesure  où  les  variations  de  θ  correspondront  toujours  à  une  transformation  d’une  partie  du 
savoir, on la désignera désormais par le nom de fonction d’apprentissage. 
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Lorsque  nous  considérerons  cette  fonction  d’apprentissage,  nous  garderons  bien  sûr  à  l’esprit  qu’un 
apprentissage ne  se produisant  jamais  seul, ab  initio,  c’est  toujours  la  fonction générale de  traitement 
cognitif Ψcog(ĩ)  qui  détermine  l’évolution de  la  pensée. Mais  nous  avons montré plus  haut  qu’il  était 
possible  de  s’affranchir  du  rôle  conjoncturel  de  l’information  dans  deux  cas  distincts :  1/  lorsque 
l’information est présentée d’une manière  irrévocable qui empêche sa déformation (elle prend alors 
un simple rôle de perturbation de Φréorg et 2/ sur la durée, lorsqu’un faisceau d’informations converge 
pour  « forcer »  Φréorg  à  évoluer  en  finissant  par  rendre  les  schèmes  concernés  manifestement  non 




L’intérêt  de  ces  représentations  et  de  la  fonction  θ  pour  les  processus  d’apprentissage  apparaît 
évident.  En  effet,  nous  avons vu dans  la  section 6.4.2. Des processus  élémentaires  « activés »  que  tout 
processus d’apprentissage pouvait être considéré comme le passage d’un état de savoir à un autre, à 
travers le franchissement d’une barrière d’activation plus ou moins haute. Par ailleurs, rappelons que 
nous  avons  assimilé  la  structure  du  savoir  à  un  ensemble  de  protéines,  liées  entre  elles  par  des 
interactions  similaires  aux  forces  qui  régissent  les  structures  moléculaires.  Dès  lors,  toute 
transformation  du  savoir,  dans  le  cadre  de  cette  analogie,  peut  faire  l’objet  d’une  tentative  de 




plupart  du  temps  le  terme  de  « conception »  pour  décrire  de  manière  générale  l’ensemble  des 




En  particulier,  la  forme  et  la  profondeur  d’une  vallée  représentatitves  d’un  savoir  donné  sont 





par  souci  de  simplification  mais  en  utilisant  souvent  le  terme  enthalpie  qui  est  celui 
qu’emploient  les  chimistes).  La  variation de  l’enthalpie  lors  de  la  transformation  est  par  suite 
directement liée à la nature et au nombre de liens qu’il est nécessaire de casser et de recréer lors 
du processus ; en d’autres termes, au degré de réorganisation du système. En ce sens, l’enthalpie 






la  transformation dépend bien  entendu elle  aussi  de  la  réorganisation du  savoir, mais  elle  est 






Ce  nouveau  paramètre  fournit  un  élément  particulièrement  intéressant  pour  la  transformation  du 
savoir :  si  celle‐ci  est  rendue plus  difficile  lorsque  la  barrière  d’activation  croît,  elle  est  facilitée  par 
toute transformation qui soulage la rigidité du système. En d’autres termes, si l’entropie d’activation, 
définie comme  la différence entre  les courbures  transversales de  l’hypersurface d’énergie à  l’état de 












Un phénomène qu’il  est  facile de  représenter  graphiquement,  comme on  l’a  fait  sur  la  figure 65 :  en 










Une autre correspondance à définir est  celle de  la  température,  seule considérée comme capable de 
permettre aux réactifs de franchir la barrière d’activation dans les modélisations les plus simples des 
transformations  de  la matière.  Dans  la  théorie  cinétique  des  gaz,  où  les  réactions  sont  considérées 
comme  s’effectuant  lorsque  les  réactifs  se  rencontrent  avec  suffisamment  d’énergie,  la  vitesse  de 




En  l’occurrence,  comme  nous  l’avons  déjà  évoqué  pour  les  cas  de  traitement  de  l’information 
nécessitant  également  le  franchissement  d’une  barrière  d’activation  (paragraphe  6.3.4.6. Contrôle 
cinétique  et  contrôle  thermodynamique),  la  seule  grandeur  assimilable  à  la  température  semble  être 
l’agitation donnée à ses conceptions pour leur permettre de se transformer. Pour la stimuler, plusieurs 
paramètres  sont  susceptibles  d’intervenir :  en  premier  lieu  la  volonté  d’apprendre,  qu’on  appellera 
également  motivation ;  en  second  lieu,  les  sollicitations  qui  seront  faites  par  l’environnement  de 
l’apprenant  pour  qu’il  mobilise  son  savoir,  l’explore  et  le  pousse  dans  ses  retranchements ;  en 




les  rassembler  en un  seul,  nous utiliserons un  terme équestre  caractérisant  l’état d'esprit du  cheval 
consistant  en  un  désir  mental  et  physique  de  se  porter  en  avant,  de  se  mettre  naturellement  en 


























Ces grandeurs ne  sont pas quantifiables et nous ne nous  risquerons pas à  les  faire  figurer dans une 
fonction  exponentielle.  Mais  on  conçoit  assez  bien  qu’en  l’absence  de  l’un  de  ces  ingrédients 
seulement,  l’apprenant  risque  de  rester  du  côté  de  la  barrière  ne  correspondant  pas  à  ce  que  son 
enseignant attend de lui. 
A  ce  stade,  mentionnons  encore  que  si  la  motivation,  les  ressources  cognitives  et  la  confiance  de 
l’apprenant  sont  suffisantes  pour  franchir  la  barrière  dans  un  sens,  et  qu’il  arrive  dans  un  état  de 
savoir d’énergie plus élevée (figure 66), il pourra d’autant mieux repasser la barrière dans l’autre sens 




Est‐il  possible  de  combiner  les  trois  paramètres  que  sont  l’enthalpie  d’activation  (Ha),  l’entropie 
d’activation  (Sa)  et  la  température  (T)  lorsqu’il  s’agit  de  décrire  les  processus  d’apprentissage ?  Les 




















que si  tous  les paramètres sont réunis pour faciliter « l’agitation des conceptions » de  l’apprenant,  la 
capacité d’apprentissage sera réduite par une plus grande rigidification de l’état de transition. 
Il peut sembler surprenant que ces paramètres, qui favorisent bien évidemment le franchissement de 
la  barrière  d’activation  d’un  point  de  vue  enthalpique,  le  défavorisent  simultanément  dans  certains 
cas. Deux interprétations peuvent être données de ce résultat : 
- Les  effets  entropiques  sont probablement  toujours  relativement  faibles par  rapport  aux  effets 




définie  pour  parvenir  à  le  surmonter,  il  est  probablement  inutile  d’être  trop  prompt  à  saisir 
toute  nouvelle  information,  à  avancer  de  manière  désordonnée ;  en  d’autres  termes,  il  est 
nécessaire de se concentrer sur un point bien précis. 
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Mais  dans  tous  les  cas,  ces  considérations  incitent  à  réduire  la  rigidité  de  l’état  de  transition.  Que 
signifie un état de transition souple ? Comme nous verrons plus loin avec la stabilité des schèmes de 
pensée, il correspond à une configuration temporaire des structures de pensée en transformation qui 
reste  lâche,  dont  les  interactions  peuvent  se  faire  et  se  défaire  dans  un  ordre  peu  déterminant,  qui 
laisse explorer diverses  configurations avant de  s’engager dans  la vallée adéquate. Notons d’ailleurs 
que  si  plusieurs  vallées,  menant  vers  des  conceptions  différentes,  s’ouvrent  à  l’issue  de  l’état  de 




Ces  considérations  permettent  à  présent  de  donner  une  signification  à  ce  concept  généralement  un 
peu flou proposé par Vygotsky et souvent évoqué en sciences de l’éducation : nous proposons en effet 
de  caractériser  la  « zone  proximale  de  développement »  comme  l’ensemble  des  vallées  d’énergie 
potentielle  situées  juste  derrière  les  barrières  d’activation  franchissables  correspondant  aux 















confiance en soi, qui agirait plutôt  sur  la motivation à  franchir  la barrière d’activation, mais bien en 
son propre savoir. 
L’influence  du  caractère  opératoire  d’une  conception  peut  être  rapproché  de  l’idée  de  plausibilité 








mêmes  proportions.  Bien  au  contraire,  la  conception  la  plus  stable  est  bien  souvent  celle  que 
l’enseignant  a  choisi  de  transformer  en  une  autre  qui,  au  moins  temporairement,  n’est  pas  aussi 
séduisante. L’effet est bien connu en matière d’idées reçues et de croyances populaires :  les idées les 
plus  simples  sont  souvent  tenaces  parce  qu’elles  sont  très  opératoires  à  courte  vue  (figure 67).  Les 





d’économie,  les  idées simplistes sont  les plus difficiles à combattre car elles nécessitent de déployer 
des trésors de complexité pour être appréhendées convenablement. 
 


















produire  une  nouvelle  conception  sous  la  forme  d’une  théorie  très  personnelle  lui  permettant  de 
donner du sens au monde, plutôt que de la remettre en question. 
Cette conception est‐elle stable pour autant ? Peu importe, en l’occurrence, si la conception est juste ou 
pas ;  ce qui compte, c’est  la confiance que Mafalda  lui porte. Une confiance bien sûr évolutive :  il est 
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peu  probable  que  son  papa  lui  laisse  croire  ce  qu’elle  dit  et,  s’il  ne  parvient  pas  à  lui  faire  changer 
d’avis,  elle  se  rendra  vite  compte  du  caractère  non‐opératoire  de  sa  nouvelle  conception, 
momentanément stabilisée par une information fausse. Cette conception passera alors de A à A’ dans 
la figure 69a. 
Pour  illustrer  l’influence  du  caractère  opératoire  sur  la  stabilité  d’une  conception,  on  peut  alors 
considérer que l’information convenablement traitée par elle s’y intégrant temporairement, une partie 
de la stabilisation de Φaffin se répercute sur Φreorg. Mais une fois  l’information (représentée comme la 
petite  protéine  jaune  dans  la  figure 69b)  oubliée,  la  conception  retrouve  sa  stabilité  initiale. 
Finalement,  à  long  terme,  le  caractère  opératoire  devra  concerner  un  grand  nombre  d’informations 




























emploient  une  conception  extrêmement  stable,  car  opératoire  et  correspondant  à  un  phénomène 



















l’aide  d’un  psychothérapeute  reconnu  tel  que  Jacques  Salomé  (2006)  que  l’on  apprend  le  mieux  à 
construire  les  métaconceptions  de  contrôle  permettant  de  reconnaître  et  d’éviter  celles  de  nos 
réactions  spontanées  qui  sont  malsaines  pour  nos  relations,  alors  que  nous  les  considérons 
inconsciemment comme des défenses sensées nous protéger. 
La  stabilité  de  nos  conceptions  dépend  aussi,  d’une  manière  à  peine  différente,  de  leur  degré  de 
consensualité,  c’est‐à‐dire  du  nombre  de  personnes  qui  la  portent.  Le  processus  n’est  pas 
nécessairement conscient : une idée entendue partout finit par être considérée comme une évidence, 
et les conceptions correspondantes sont stabilisées d’autant. C’est notamment le cas des modes et des 
canons  culturels.  Il  faut  un  état  d’esprit  particulier,  et  des  métaconceptions  de  contrôle 







cohérence  avec  les  conceptions  initiales  que  si  elle  les  met  à  mal.  Une  idée  qui  illustre  le  premier 
paramètre  de  la  théorie  du  changement  conceptuel  (l’intelligibilité)  évoquée  plus  haut.  A  cet  égard, 
toutes  les  structures  de  pensée  ne  sont  pas  à  la même  enseigne :  une  conception  très  structurante, 
participant  à  de  nombreux  schèmes  de  pensée,  acquise  depuis  longtemps,  sera  beaucoup  plus 
stabilisée par sa cohérence avec le reste du savoir qu’une idée légère intégrée sur l’évocation d’un seul 
exemple d’un phénomène nouveau. Ce  type de stabilisation atteint son effet  le plus grand  lorsque  la 
cohérence est telle, entre plusieurs schèmes de pensée, que l’on peut parler de paradigme de pensée : 
une  conception  nouvelle  s’y  inscrivant  en  retirera  un  gain  de  stabilité  élevé,  à  l’inverse  d’une 




1. Dans  le  premier,  les  deux  conceptions  appartiennent  à  des  « plis  cognitifs »  disjoints  et  elles 
peuvent  coexister,  n’entrant  jamais  en  conflit  car  relevant  d’usages  dans  des  situations 




6.3.4.6. Contrôle  cinétique  et  contrôle  thermodynamique,  une  fois  traitée  par  le  site  actif  de  la 





                                         
68  Notes autobiographiques. 
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déstabilisation  la valeur de  la  fonction Ψcog(ĩ) et qui nécessite  la  transformation de  l’une ou de 
l’autre,  voire  des  deux,  voire  de  tout  l’échafaudage  cognitif  construit  autour  du  sujet  (un 
phénomène que les élèves de classes préparatoires aux concours des Grandes Ecoles françaises 
connaissent bien,  contraints d’apprendre  trop de choses  trop vite,  et  finissant parfois par voir 







qui  se  lève,  la  conception  invoquée  est  celle  du  soleil  tournant  autour  de  la  Terre ;  lors  de 





























Non  seulement  les  heuristiques  émotionnelles  sont  particulièrement  prégnantes,  notamment  au 
niveau  des  métaconceptions  comme  nous  l’avons  vu  dans  le  paragraphe  6.3.4.1. La  prééminence 





d’heuristiques  particulières,  mais  on  se  résoud  également  difficilement  à  quitter  les  conceptions  qui 




Dans  le  paragraphe  6.3.4.1. La  prééminence  d’heuristiques  particulières,  nous  avons  évoqué  un 
phénomène  de  « rémanence »  conduisant  à  rendre  plus  accessible  une  heuristique  ayant  servi 
récemment  (qu’elle  appartienne  à  une  conception  normale  ou  à  une  métaconception).  A  cet  effet 
d’ordre  cinétique  peut  s’en  ajouter  un  autre,  d’ordre  thermodynamique  cette  fois :  l’usage  fréquent 
d’une  conception,  surtout  s’il  est  fécond  et  opératoire,  permet  de  la  stabiliser  en  lui  apportant  là 
encore un certain degré de confiance. 
De même que l’artisan pourra justifier une technique en disant « J’ai toujours fait ainsi », nous sommes 
sûrs  de  la  pertinence  de  certaines manières  de  penser  « parce  que  nous  pensons  toujours  ainsi ».  La 
stabilité  peut  d’ailleurs  être  temporaire :  particulièrement  séduit  par  un  nouveau  concept  ou  une 
nouvelle  théorie  (la mémétique  évoquée  plus  haut,  par  exemple),  il  nous  arrive  d’avoir  tendance  à 
l’employer à tout moment pour interpréter des événements qui ne le méritent pas toujours. L’habitus 
est  par  suite  un  paramètre  supplémentaire  qui  apporte  de  la  stabilité  à  un  schème  de  pensée,  une 
conception, une heuristique ou un site actif, par la création de métaconceptions ou de liens spécifiques. 
A  l’inverse,  une  conception  insuffisamment  utilisée  et  donc mal  étayée  peut  soit  ne  pas  acquérir  la 
stabilité nécessaire si elle est nouvelle, soit finir par être déstabilisée, comme « oubliée », même si elle 
est  ancienne.  Certains  modes  de  raisonnement  non  intuitifs  tels  que  la  « démonstration  par 
récurrence »  nécessitent  un  réel  entraînement,  destiné  non  seulement  à  permettre  à  l’élève  de 






Le  dernier  paramètre  régissant  la  stabilité  d’une  conception  est  probablement  sa  simplicité 
d’utilisation. Une idée simple est souvent une idée convaincante, de même qu’une théorie économe en 
concepts  et  en  lois  est  en  général  considérée  comme  séduisante.  Un  principe  qui  n’est  pas  sans 
rappeler celui du rasoir d’Ockham (ou d’Occam), considéré comme l’un des principes fondamentaux de 
la  science ;  attribué au  frère  franciscain et philosophe Guillaume d’Ockham (16e  siècle),  il  stipule en 
effet que « les hypothèses les plus simples sont les plus vraisemblables » (source : Wikipédia 2011). Plus 
susceptible d’être intégrée à divers schèmes de pensée, apte à produire des réponses rapides et donc à 





2  dimensions  représentées  jusqu’ici,  mais  au  niveau  de  la  courbure  des  puits  de  potentiel 









correspondant  aux  conceptions  sur  l’hypersurface  représentative  de  la  fonction  θ  (figure 61).  Nous 





facilement  et  sans  effort  cognitif.  Il  est  adaptable  à  de  nombreuses  situations,  capable  de  traiter 
rapidement des  informations diverses  sans créer de conflit  cognitif ;  il  est donc  très bien « installé » 
dans  l’espace  des  conceptions.  A  l’inverse,  une  information  inhibante,  par  exemple,  peut  tout  à  fait 




tant est qu’on continue à y percevoir cette dimension  transversale.  Il peut  toutefois être  intéressant 
d’étudier comment cela est susceptible de se traduire si l’on tente de rassembler les effets enthalpique 
et entropique dans  la même grandeur enthalpie  libre,  en  les  liant par  l’équivalent de  la  température 






le  terme  d’impulsion)  seront  développés.  Une  manière  de  dire  que  les  conceptions  trop  rigides 
résistent  moins  aux  transformations  lorsque  les  conditions  intrinsèques  favorisant  l’apprentissage 











grande  pratique  et  un  meilleur  accent  que  les  autres,  mais  ils  conservent  des  erreurs 
grammaticales qui ne pourront s’aténuer ou disparaître qu’à très long terme, voire jamais. 
La même distinction existe avec la musique, où se distinguent ceux qui jouent pour jouer et ceux qui 
joueront  lorsqu’ils  sauront.  Le  savoir,  lorsqu’il  est  plus  souple,  est  souvent  également moins  étayé, 
moins  structuré.  Mais  parce  qu’il  est  moins  sujet  aux  remises  en  question,  il  n’en  est  pas  moins 




Nous  avons  évoqué  plus  haut  l’importance  de  ménager,  au  cours  d’un  apprentissage,  la  variation 
d’entropie d’apprentissage  la moins négative possible,  correspondant  au  rétrécissement de  la  vallée 
                                         
71   Les littéraires préféreront la métaphore du chêne et du roseau de La Fontaine. 
 206 
d’activation  le  plus  faible  possible.  Mais  ces  considérations  nous  conduisent  également  à  tenter  de 
distinguer des « profils cognitifs » différents du point de vue entropique. 
A  supposer  qu’il  existe  des  individus  qui,  comme  pour  les  langues  et  la  musique,  aient  un  savoir 
globalement  plus  « souple »  que  d’autres,  et  que  les  seconds  aient  construit  le  leur  pas  à  pas,  de 
manière  très  fiable  et  structurée :  n’est‐il  pas  prévisible  que  les  premiers  présentent  de meilleures 
dispositions  que  les  seconds  vis‐à‐vis  de  la  remise  en  question  de  leurs  connaissances,  et  donc  de 
l’apprentissage en général ? Si  les seconds feront de bons enseignants (sauf peut‐être au moment de 
comprendre  les  constructions  mentales  de  leurs  élèves  lorsqu’elles  sont  différentes  des  leurs),  les 
premiers ne  feront‐ils  pas de meilleurs  chercheurs,  prêts  à  tout moment  à  intégrer  à  leur  vision du 
monde de nouvelles informations parfois contradictoires ? 
Il semble en tout état de cause aussi important de disposer d’un savoir souple que structuré ; ces deux 
caractéristiques  sont  certes  contradictoires, mais  comme pour  la  réactivité  de  la matière  en  chimie, 












Dans  le  cadre  d’un  processus  activé  tel  que  ceux  auxquels  nous  avons  réduit  la  quasi  totalité  des 
processus  d’apprentissage,  qu’il  s’agisse  de  la  transformation  des  sites  actifs,  des  heuristiques,  des 
schèmes  entiers  ou  des  métaconceptions  de  contrôle,  l’observation  de  la  courbe  d’activation  (par 
exemple à  la  figure 69)  fournit plusieurs moyens pour  faciliter  la  transition vers un état de  stabilité 
durable : 
1. Augmenter  l’impulsion  à  apprendre :  c’est  probablement  le  paramètre  le  plus  évident  (pour 
autant  que  l’apprenant  jouisse  d’un  accompagnement  adéquat  pour modifier  ses  conceptions 
dans la bonne direction), mais aussi l’un des plus difficiles sur lesquels agir de l’extérieur. 
2. Abaisser  l’énergie  potentielle  de  l’état  final ;  cela  peut  être  réalisé  en  jouant  sur  les  différents 
paramètres  identifiés  dans  la  sous‐partie  6.5. Stabilisation  du  savoir.  Cette  action  suppose 
toutefois, pour qu’elle ait un effet sur l’énergie d’activation (et donc la facilité de franchissement 
de la barrière) et pas seulement sur la persistance de l’état final, que l’apprenant puisse se faire 
une  idée  de  la  conception  à  atteindre,  de  manière  à  l’étayer  en  amont  avec  l’information 
pertinente. 
3. Elever  l’énergie  potentielle  de  l’état  initial ;  en  jouant  sur  les  mêmes  paramètres  mais  dans 











d’autres  conceptions  qui  réduise  drastiquement  l’exploitation  des  premières.  Une  autre 
approche sera évoquée dans la section 6.6.5. Un effet « template ». 
7. Assouplir  les  conceptions  correspondant  à  l’état  final  pour  créer  une  stabilisation  d’ordre 
entropique,  en  les  créant  dans  des  situations  qui  permettent  leur  exploitation  dans  diverses 
formes de problèmes. 






cas‐là,  le  site  actif  persiste  et  n’est  inhibé  que  pour  certaines  situations.  Il  est  toutefois  possible 
d’imaginer  qu’une  conception  soit  totalement  déstabilisée,  indépendamment  de  la  situation,  parce 
qu’elle est globalement toujours inopérante (on ne dit  jamais « si  j’aurais », par exemple, et  la simple 
juxtaposition de ces trois mots finit par choquer l’oreille). 
A  la  création  d’une  métaconception  de  contrôle  peut  donc  se  substituer  une  autre  approche,  qui 
consisterait  à  déstabiliser  fortement  une  conception  initiale  et  à  en  stabiliser  une  autre. 
Graphiquement,  cela  correspond  à  une  première  courbe  montante  et  à  une  seconde  courbe 
descendante. Si (et seulement si) les deux conceptions font partie du même pli cognitif, alors ces deux 
courbes peuvent se croiser et on observe ce qu’en chimie on nomme « levée de dégénérescence à l’état 

































Par outil, on entend aussi bien  les conceptions que  les outils  intellectuels ou physiques : après avoir 
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fauché  à  la  faux  un  champ  rempli  de  cailloux,  on  abandonnera  facilement  et  définitivement  cette 
dernière (sauf exceptions) pour une débroussailleuse électrique ; on pourrait dire la même chose de la 










La  théorie  du  changement  conceptuel  précise  qu’un  des  paramètres  favorisant  l’apprentissage 
consiste en la possibilité pour l’apprenant d’entrevoir la conception vers laquelle il doit faire évoluer 
son savoir. Que cela signifie‐t‐il dans notre représentation des processus d’apprentissage ? Peut‐être 
qu’en  voyant  « à  travers »  la  barrière  d’activation,  il  la  passe  plus  facilement.  Cette  sorte  « d’effet 
tunnel »,  pour  poursuivre  dans  l’analogie  physicaliste  allostérique,  peut  être  justifié  de  quatre 
manières différentes : 
1. L’apprenant sait alors quelle vallée emprunter si par hasard il en existe plusieurs possibles (car 
on  ne  peut  exclure  qu’une  grande  motivation  à  apprendre  ne  facilite  dans  certains  cas  un 
apprentissage faux car précipité et insuffisamment réfléchi). 
2. Entrevoyant  l’état  de  savoir  dans  lequel  il  doit  se  retrouver,  il  peut  s’y  préparer  et  réduire  la 
contrainte entropique en envisageant la transformation au plus près de la trajectoire d’énergie 
minimale (au contraire de la figure 65). 
3. Il peut également prévoir  la  forme que prendra  l’état de  transition et  le  stabiliser en  l’étayant 
avec des métaconceptions de contrôle qui l’aident à opérer la transformation. 
4. Il peut surtout commencer à prévoir le gain énergétique à venir et, ce faisant, admettre une plus 
grande  déstabilisation  psychologique  qu’il  ne  le  ferait  dans  le  cas  où  il  devrait  renoncer  à  sa 
conception de départ sans savoir encore par quoi la remplacer. 








Plus  une  transformation  du  savoir  nécessite  une  grande  réorganisation,  plus  la  déstabilisation 
intermédiaire est importante : l’apprenant doit en effet accepter de remettre en question plusieurs de 
ses  schémes  explicatifs  et,  même  si  les  nouvelles  conceptions  à  élaborer  sont  stables,  cette  phase 
préliminaire se traduit par une forte augmentation de la valeur de la fonction θ d’apprentissage, avant 
que la mise en place des nouveaux éléments ne provoque le passage de l’état de transition. 
Or  en  synthèse  chimique,  il  arrive  souvent  qu’au  cours  d’une  transformation  complexe,  certaines 
étapes du mécanisme réactionnel nécessitent une réorganisation importante, c’est‐à‐dire la rupture de 
liens  nombreux  et  solides  avant  que  les  nouvelles  liaisons  ne  viennent  restabiliser  l’édifice.  Une 
solution, dans ces cas‐là, ne consiste pas à agir sur la trop haute barrière d’activation, mais à remplacer 
l’étape  problématique  par  une  succession  d’étapes  plus  simples,  par  l’introduction  d’un  réactif 
 209 
particulier qui, par exemple,  commencera par casser une seule  liaison en se  liant à  l’un des  réactifs, 
activant  ce  dernier  vis‐à‐vis  de  l’action  du  second  réactif  avant  d’être  libéré  dans  la  solution  et  de 
recommencer son office. 
On  parle  alors  de  « catalyse »,  le  catalyseur  étant  cette  substance  régénérée  à  chaque  cycle,  dont 
l’unique rôle est de créer des étapes intermédiaires de plus faibles énergies d’activation. C’est ce que 
montre la figure 72, où le phénomène a été transposé à la question de l’apprentissage. La voie normale 
et  la  voie  catalysée  y  ont  été  superposées  (bien  qu’elles  correspondent  à  des  coupes  totalement 
différentes dans l’hypersurface d’énergie puisque la présence du catalyseur fait « passer » le système 




Etat de transition unique!
Coordonnée d?apprentissage!











Il  est  très  probablement  possible  d’imaginer  un  effet  catalytique  similaire  en matière  de  processus 
d’apprentissage,  et  nombre  d’enseignants  s’en  acquittent  intuitivement  en  séquençant  l’approche 
pédagogique de manière à ne pas introduire trop de nouveauté en une fois. Toutefois, ce que le schéma 






de  savoir  est  alors  extrêmement  déstabilisé,  car  il  est  difficile  à  comprendre  comment  ce  qu’on  a 
toujours  visualisé  comme  une  petite  bille  est  alors  capable  de  conserver  les  propriétés  qu’on  lui 
attribuait sous cette forme. Mais sans cette phase de déstabilisation, corrigée ensuite par une approche 





Nous  avons  évoqué  plus  haut  un  effet  entropique,  sur  lequel  il  semble  possible  d’agir  de  diverses 
manières pour faciliter la transformation du savoir : en particulier, conserver à l’esprit l’importance de 
préserver une certaine souplesse de l’état de transition, et viser la construction de conceptions qui ne 
soient  pas  trop  rigides  constituent  probablement  deux  approches  pédagogiques  pertinentes.  Pour 
atteindre le second objectif, c’est probablement la diversité des situations dans lesquelles la nouvelle 
conception  intervient  de manière  efficace  (Pellaud  &  Giordan  (2002)  parlent  de  « mobilisation  des 
connaissances ») qui peut permettre de  l’assouplir et de créer des heuristiques  larges et accessibles. 








lui  (par  des  interactions  de  diverses  natures)  les  réactifs  qui  devront  se  lier  entre  eux  ensuite.  Ce 





une  certaine  direction.  Une  autre  manière  d’ailleurs  d’atteindre  l’un  des  paramètres  décrits  par  la 
théorie du changement conceptuel voulant que la conception à atteindre soit « visible » depuis le point 
de  départ.  Mieux  que  l’information,  l’outil  de  pensée  (également  appelé  « aide  à  penser »  dans 
l’environnement didactique de 2002) peut  jouer ce rôle de template : métaphore ou analogie, moyen 
















la  retrouve  ici,  dans  l’espace  de  la  réorganisation  des  conceptions,  puisque  le  phénomène  est 
susceptible  de  se  présenter  à  chaque  fois  que  deux  voies  possibles,  sur  une  hypersurface  d’énergie 
potentielle, conduisent à des états de stabilités différentes en passant par des états de transition dont 
les stabilités relatives sont inversées par rapport à celles des produits (figure 74). 




souvent  nécessaire  de  surmonter  une  barrière  d’activation  plus  ou  moins  élevée :  on  aura  de 
l’antipathie pour untel, alors qu’unetelle nous aura inspiré un véritable coup de foudre. Sous contrôle 
cinétique, les relations se font au gré des affinités immédiates. Il en va en revanche différemment de la 
stabilité des  relations, placées elles  sous  le  contrôle  thermodynamique du  temps et des événements 
vécus en commun. Or rien ne garantit qu’une relation commencée par un coup de foudre conduise à un 


























à  élaborer  sous  contrôle  cinétique,  avant  de  réaliser  son  erreur,  de  faire  machine  arrière  et  de 
construire une autre conception, moins facile à construire mais de plus grande stabilité. 
Un exemple particulièrement probant vient  illustrer cette  idée. Lors de  l’une des séances de  l’Atelier 
des expériences impossibles ayant servi de base à la recherche présentée dans la partie expérimentale 
8. Mise à l’épreuve du modèle allostérique formalisé, une expérience (déjà évoquée dans le paragraphe 
5.4.1. Support  expérimental  de  la  recherche)  consistait  à  effectuer  une  mesure  des  températures 
respectives  d’une  chaussette  de  laine  repliée  sur  elle‐même  et  d’une  feuille  d’aluminium  roulée  en 
boule. Les deux objets étaient placés sur une  table et présentaient un orifice dans  lequel on pouvait 
glisser  l’extrémité  d’un  thermomètre  relativement  sensible  (et  dépourvu  d’inertie  thermique),  sans 
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que  lui  causait  cette  observation,  il  répondit  simplement  « Je  pense  que  la  laine,  c’est  fait  avec  de 
l’aluminium ».  Outre  le  fait  que  cette  anecdote  montre  qu’une  expérience  contre‐intuitive  est 
susceptible  de  favoriser  des  conceptions  plus  erronées  que  celles  qu’elle  prétendait  remplacer,  elle 
illustre  particulièrement  bien  la  notion  de  contrôle  cinétique :  temporairement,  ce  garçon  avait 
stabilisé  une  conception  immédiatement  opératoire  qui  lui  permettait  de  rendre  compte  de 
l’observation qu’il venait de faire (conception B sur la figure 74). Mais cette conception B pouvait elle 
résister  au  contrôle  thermodynamique ?  Probablement  pas :  une  fois  arrivé  chez  lui,  si  l’animateur 




de  sa  nouvelle  conception  avec  certaines  de  ses  autres  connaissances  l’aurait  conduit  à  remettre  la 







notre  cadre  théorique.  Dans  le  paragraphe  précédent,  nous  avons  fait  l’hypothèse  que  l’expérience 
provoquait une modification réelle et durable des conceptions de l’enfant, subsistant temporairement 
au‐delà  du  temps  de  l’expérience ;  en  ce  sens,  nous  avons  raisonné  sur  la  fonction Φréorg. Mais  c’est 
oublier que c’est la fonction Ψcog qui régit les processus cognitifs, et que la réaction de l’enfant pourrait 
également  être  interprétée  à  la  lumière  d’une  stabilisation  de  la  fonction  Φaffin(ĩ).  En  effet,  une 
information  perturbante  est  tout  à  fait  capable,  dans  ce  cadre,  de  se  lier  temporairement  à  une 
conception totalement erronée, qui pourra même être formulée si l’interaction est suffisamment forte 
et  qu’aucune  autre  option  cognitive  n’est  possible.  Dans  ce  cas,  l’idée  ne  durera  que  le  temps  de 
l’expérience : une fois l’information oubliée, il ne restera rien. 
La  différence  entre  les  deux  interprétations  dépend  de  la  mémorisation  ou  non  de  l’information 
fournie par  l’expérience. Si elle est retenue, comme ce  fut  le cas pour cet enfant, c’est sur Φréorg qu’il 
faut  effectivement  raisonner ;  invoquer  le  contrôle  thermodynamique  est  alors  légitime.  Sinon,  c’est 
sur  Φaffin(ĩ)  qu’il  faudra  le  faire.  La  réalité  est  en  général  probablement  hybride,  chacun  des  deux 




Partis  de  modèles  très  orientés  vers  les  aspects  cognitifs  de  la  pensée,  et  bien  que  reconnaissant 
l’importance des soubassements de la pensée (infracognition), de la perception, de l’intention et de la 














Après  le  niveau  cognitif,  c’est  probablement  le  niveau  le  mieux  décrit  par  le  modèle  allostérique 
formalisé  si  l’on  en  exclut  les  aspects  émotionnels  pour  leur  faire  constituer  un  autre  niveau.  Par 
l’introduction des notions d’heuristiques d’une part, d’inhibition d’autre part, et de (méta)conceptions 
de  contrôle  enfin,  ce modèle  fournit  en  effet  une  caractérisation  et  une  représentation  précises  des 
soubassements de la pensée et des processus inconscients qui régissent le traitement de l’information. 
L’évocation du socle  inné des connaissances, des paradigmes de pensée et des plis cognitifs  s’inscrit 
également dans  la description de ce niveau. Nous avons déjà évoqué  les différentes  implications que 
ces différents paramètres pouvaient avoir en termes d’apprentissage. 
On notera que l’emploi du terme « métaconception » a été introduit pour caractériser des conceptions 
agissant  en  amont  des  conceptions  portant  les  sites  actifs  lors  du  processus  de  traitement  de 
l’information ; à cet égard, elles sont « méta » par rapport aux conceptions mais, puisque du point de 
vue  du  savoir,  elles  relèvent  de  processus  parfois  inconscients,  elles  appartiennent  au  niveau 
infracognitif et son « infra » par rapport au savoir. L’emploi du terme « métaconception de contrôle », 




Ce  niveau  n’est  probablement  pas  aussi  important  pour  les  apprentissages  scolaires  définis  par  les 
programmes actuels que pour l’éducation thérapeutique du patient, même s’il s’applique largement à 
la pratique sportive. Nous  limitant à  la didactique des  sciences, nous avons  tout de même abordé  la 
question  de  la  perception  visuelle  (avec  l’exemple  de  la  figure 30) mais  il  aurait  été  intéressant  de 
s’intéresser à l’audition, au toucher et à la motricité fine qui interviennent parfois dans les processus 





Le  niveau  intentionnel  a  été  assez  précisément  abordé  dans  le  cadre  de  l’évocation  de  l’effet  tunnel 
cognitif  (section  6.6.3.),  qui  renvoyait  lui‐même  à  la  théorie  du  changement  conceptuel  en  ce  sens 







de  barrière  d’activation  et  d’impulsion.  Sa  caractérisation  ne  préjuge  toutefois  pas  des  moyens 
nécessaires pour  la  susciter ; mais  ces moyens ont  été décrits  largement par  ailleurs,  et  notamment 
dans  la  version  de  l’environnement  didactique  de  2002.  Reste  qu’une  manière  de  susciter  la 
motivation sera tout de même de la « forcer », par le biais d’expériences contre‐intuitive par exemple, 
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la  compréhension  de  son  niveau  infracognitif.  En  effet,  les  notions  d’heuristiques,  d’inhibition,  de 
métaconceptions de contrôle, de paradigmes de pensée et de plis cognitifs deviennent métacognitives 
lorsque  l’apprenant  apprend  à  les  dépasser.  Ce  constat  est  riche  en  implications  pédagogiques 
puisqu’il invite l’enseignant à prendre lui‐même connaissance de ces éléments cognitifs chez ses élèves 
pour mieux les leur faire découvrir. 
Par  ailleurs,  le  fait  pour  un  individu  de  prendre  conscience  de  l’efficience  ou  de  l’inefficience  d’un 
raisonnement,  ou  de  voir  une  personne  ayant  un  ascendant  sur  lui  valider  ou  invalider  une  idée, 
contribuera à accroître ou à diminuer la disponibilité de telle heuristique ou sa confiance à l’égard de 
telle  conception.  On  peut  donc  également  considérer  que  certains  aspects  liés  à  la  stabilité  des 
schèmes de pensée entrent dans le cadre de la métacognition. 
A  ces différents  égards,  ce niveau peut  être  considéré  comme étant  relativement bien  traité dans  le 




Pour  ce  qui  concerne  le  traitement  du  niveau  émotionnel,  nous  avons  invoqué  l’étude  de Houdé  et 
Tzourio‐Mazoyer  (2003)  pour  préciser  le  contrôle  inhibiteur  que  peuvent  exercer  les  émotions  sur 
certaines heuristiques, voire l’inhibition émotionnelle de conceptions entières que peuvent induire des 
situations  de  stress  sur  un  élève  en  parfaite  maîtrise  de  ses  moyens  en  temps  normal.  Ces  deux 
expériences fourniront quelques pistes d’un point de vue pédagogique. 
Nous  avons  également  précisé  l’importance  du  rôle  de  l’émotion  sur  la  stabilisation  de  certaines 
conceptions  « auxquelles  ont  tient »  d’un  point  de  vue  affectif  par  rapport  à  celles  qui  sont  fondées 
rationnellement.  Ce  point  est  probablement  le  plus  intéressant,  en  ce  sens  qu’il  incite  à  prévoir  des 
environnements affectifs favorables pour faciliter les apprentissages, plutôt que de les proposer sous 




il  est  intéressant  de  constater  que  les  niveaux  intentionnel  et  motivationnel  se  mêlent  parfois  au 





possible  d’imaginer  des  situations  dans  lesquelles  le  désir  d’apprendre  est  stimulé  par  des  effets 
affectifs. Pour preuve, le journal Le Monde annonçait le 14 août 2012 le lancement en décembre 2011 
d’une  initiative  pédagogique  originale  (bien  que  totalement  sexiste)  par  une  japonaise  diplômée  en 
architecture  de  l’université  de  Nottingham,  sous  le  titre  « Des mannequins  dénudés  dispensent  des 
cours de chinois en ligne »74. 
 



































































assurément  un  rôle  majeur  dans  les  apprentissages  (et  en  particulier  dans  leur  inhibition) ;  il  est 
notamment possible d’affirmer que les mauvais souvenirs d’école (ou de science) créent des blocages 
et des résistances quand les bons entretiennent longtemps la soif et la facilité d’apprendre, comme le 
montre  Le  blog  des  traumatismes  scientifiques  que  nous  avons  mis  en  place  pour  l’association  Les 








L’ensemble  des  développements  qui  précèdent  montre  qu’il  a  été  possible  d’effectuer  un 
rapprochement pertinent et souvent fécond entre la description des processus d’apprentissage par les 
sciences  cognitives  et  la  théorie  de  la  réactivité  chimique,  et  ce  dans  le  cadre  général  du  modèle 
allostérique. Mieux, plusieurs prévisions du modèle développé plus haut paraissent pouvoir constituer 











Il  semble désormais possible de valider à  ce  stade  la  cohérence  théorique de  l’analogie allostérique, 
même  s’il  en  faudra  davantage  pour  valider  cette  approche  comme  une  théorie  complètement 
opératoire,  plusieurs  des  résultats  obtenus  posant  des  questions  nouvelles  qui  nécessiteront  un 













Hypothèse 2:  Ce  modèle  formalisé  permet,  par  déduction  directe  des  éléments  théoriques  ainsi  construits, 










Dans  le  paragraphe  6.4.2.2. Première  typologie  des  processus  d’apprentissage  et  la  sous‐partie 
6.6. Conséquences :  de  nouveaux  leviers  d’action  pour  apprendre,  nous  avons  fait  émerger  les 
paramètres  significatifs  sur  lesquels  il  apparaissait  possible d’agir  pour  apprendre,  en  exploitant de 
manière  systématique  les  éléments  théoriques  sur  lesquels  ils  reposaient.  Dans  la  première,  on 
s’appuyait sur les descriptions du savoir et des processus cognitifs de traitement de l’information qui 
venaient d’être  faites,  alors qu’on exploitait dans  la  seconde  les  idées d’activation  et de  stabilité  des 
schèmes  de  pensée  pour  imaginer  de  nouveaux  leviers  de  transformation  et  d’ancrage  des 
conceptions. 
Dans  les  deux  cas,  ces  paramètres  et  leviers  ont  été décrits  dans  le  cadre de  l’analogie  allostérique, 
avec  les  concepts  théoriques  qui  y  ont  été  développés,  c’est‐à‐dire  avec  les  outils  descriptifs  de 
l’apprentissage  correspondant aux niveaux 1, 2  et 3 de  la  typologie du paragraphe 6.3.3.4. Différents 
niveaux  de  description  du  savoir.  Or  ces  descriptions  théoriques  n’ont  de  sens,  compte  tenu  de  la 
perspective qui est la nôtre, que si elles peuvent être traduites en des termes et des recommandations 
directement  et  facilement  exploitables par  les  praticiens de  l’enseignement  et  de  la  communication, 
c’est‐à‐dire relevant des niveaux 4 et 5 de cette typologie. 
Dans ce qui précède, nous avons commencé à tisser des liens avec le quatrième niveau en proposant 
plusieurs  exemples  d’approches  pédagogiques  illustrant  systématiquement  le  propos  théorique.  Il 
reste  toutefois  à  adopter  une  démarche  plus  systématique  consistant  à  traduire  chaque  élément 
théorique  en  une  recommandation  pédagogique  générale.  En  outre,  il  serait  à  présent  utile  de 
rassembler  l’ensemble des  éléments développés dans  la partie  théorique 6. Formalisation du modèle 






au  plus  pratique.  Ce  traitement  pourra  faire  l’objet  de  représentations  sous  forme  de  cartes 
conceptuelles  (ou conceptogrammes),  sur  le modèle de  l’environnement didactique de 2002 élaboré 
par Giordan et Pellaud (figure 20) ; mais il comprendra davantage de niveaux. On y retrouvera bien le 
niveau  cognitif  décrivant  les  actions  à  entreprendre  par  l’individu  pour  apprendre,  conduisant  lui‐
même  à  un  niveau  périphérique  pédagogique  précisant  les  actions  à  entreprendre  par  l’enseignant 






deux  niveaux  non  seulement  sous‐tendent  les  deux  niveaux  périphériques  de  l’environnement 













la  structure  et  à  l’organisation  du  savoir  notamment,  la  description  ne  pourra  pas  être  visualisée 
formellement  en  termes  de  fonctions  d’apprentissage Ψ, Φ  ou  θ  qui  décrivent  ses  transformations. 
Dans ces cas  là,  le premier des quatre disques concentriques sera utilisé pour distinguer  les grandes 
catégories de paramètres théoriques significatifs pour la facilitation des apprentissages, séparées dans 
le schéma par des rayons. 
D’un  point  de  vue  méthodologique,  nous  nous  inspirerons  toujours  d’un  niveau  inférieur  pour 
élaborer les recommandations d’un niveau donné : les deux premiers niveaux étant très théoriques, ils 
seront  directement  reliés  à  la  description  théorique  du modèle  allostérique ; mais  les  deux  niveaux 
suivants, et en particulier le dernier, seront remplis plus intuitivement, en fonction des idées fournies 
par  les  deux premiers. Ainsi  le  cœur des  environnements  didactiques peut‐il  être  considéré  comme 





de  2002,  conçu  empiriquement,  de  manière  à  vérifier  qu’ils  sont  compatibles  et  que  les  nouveaux 
mentionnent  l’ensemble  des  paramètres  de  l’ancien.  Le  cas  échéant,  on  pourra  commencer  à  être 





Parce  que  les  prévisions  et  implications  du  modèle  sont  trop  nombreuses  pour  être  toutes 
représentées sur un même dessin, on les répartira selon les quatre grandes catégories descriptives qui 




Il  s’agira  ici  de  rassembler  les  résultats  obtenus  autour  des  connaissances  naïves,  du  recyclage 
neuronal, de  la  structuration des premiers apprentissages, des  conceptions « clé de voûte », des plis 
cognitifs et des paradigmes de pensée, mais aussi des structures fines des conceptions. On recherchera 
en  particulier  les  différentes  manières  de  les  exploiter  pour  penser  l’apprendre  et  construire  un 
ensemble  de  paramètres  susceptibles  de  faciliter  les  apprentissages.  Parce  que  ces  derniers 




On  abordera  ici  l’ensemble  des  résultats  formulés  au  sujet  des  sites  actifs,  des  heuristiques  et  des 
métaconceptions  de  contrôle,  en  insistant  sur  les  processus  d’inhibition,  sur  les  questions 
d’accessibilité  des  heuristiques,  sur  les  réflexes  de  pensée  et  sur  les  contrôles  cinétique  et 
thermodynamique  de  traitement  de  l’information.  L’introduction  de  ces  diverses  notions  nouvelles 
fournira d’inédites et précieuses pistes didactiques pour rendre la pensée plus efficace. 







Ce volet  sera  l’un des plus  féconds pour  faciliter  les  apprentissages,  tant  la description des processus 







peut  être  stabilisée  et  préservée,  cet  environnement  didactique  permettra  de  faire  la  synthèse  des 
conditions d’apprentissage liées non plus à l’état de transition, mais aux états initiaux et finaux. On y 











Par  ailleurs,  rappelons  que  nous  définissons  désormais  l’apprendre  comme  consistant,  outre  en  la 
création de conceptions nouvelles à partir d’éléments cognitifs de base, en  la modification du savoir 
préexistant,  de  ses  règles d’orientation, de  sa  souplesse, de  ses  inhibitions et des  stabilités  relatives 









processus  d’apprentissage  en  tant  que  tels  mais  plutôt  un  ensemble  de  paramètres  souvent 
inconscients  qui  sous‐tendent  la  pensée.  Leur  connaissance  par  l’apprenant  fait  partie  de  la  bonne 




cadre d’un enseignement,  ce qui  justifie  leur  traitement dans  les  trois autres disques  concentriques. 
Notons  encore  que  plusieurs  d’entre  eux  interviendront  dans  les  processus  d’apprentissage 
proprement  dits,  c’est  pourquoi  ils  se  retrouveront  dans  les  environnements  didactiques  suivants. 
                                         
77  Dans  le  cadre  d’un  enseignement  au  Département  d’Etudes  Cognitives  de  l’Ecole  normale  supérieure,  nous  avons  pu 




1. La  première  (dans  le  sens  antihoraire)  concerne  la  construction  de  la  structure  de  la  partie 
« active »  du  savoir,  c’est‐à‐dire  de  celle  qui  permet  le  traitement  de  l’information.  Des 
paramètres qui seront également développés dans l’environnement didactique suivant. 
2. La seconde concerne quant à elle  le socle fondamental des savoirs, ce qui en fait  la charpente : 
conceptions  clés  de  voûte,  premiers  apprentissages…  Les  suggestions  pédagogiques  qui  en 
découlent sont classiques mais néanmoins fondamentales. 
3. La  troisième porte sur  l’exploitation des structures cérébrales primitives et des connaissances 
naïves. Des dimensions originales, qui ouvrent des pistes intéressantes pour l’enseignant. 
4. La  quatrième,  très  métacognitives,  concerne  la  prise  de  conscience  par  l’apprenant  des 
structures  de  son  savoir,  et  notamment  de  celles  qui  peuvent  rendre  ses  apprentissages 
difficiles.  Le  rôle  de  l’enseignant,  accompagnateur  et  facilitateur  des  apprentissages,  est  là 
encore crucial. 






































































































































































































































































processus  de  traitement  de  l’information.  Il  développe  les  aspects  de  l’apprentissage  relatifs  à 
l’amélioration de l’efficacité de la pensée, rassemblés selon les quatre catégories de la page suivante. 
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1. Les deux premières  (dans  le sens antihoraire) sont de  l’ordre de  l’entrainement des stratégies 
cognitives.  Vis‐à‐vis  de  l’enseignant,  elles  se  traduisent  par  des  recommandations  communes, 




2. La  seconde  concerne  plus  directement  l’aménagement  des  heuristiques  et  conceptions  de 
contrôle  en  vue  de  favoriser  des  réactions  plus  pertinentes  et  plus  efficaces  lors  de  prises  de 
décision  ultérieures  face  à  des  informations  à  traiter.  Elle  prodigue  quelques  conseils  à 
l’apprenant et à l’enseignant pour y parvenir. 
3. La  troisième  insiste  sur  la  gestion  de  la  charge  cognitive,  autant  à  travers  la  limitation  des 
informations  à  traiter  simultanément  que  de  la  sollicitation  des  schèmes  de  pensée  adéquats. 
Les  recommandations  qui  en  découlent  pour  l’enseignant,  souvent  oubliées  dans  le  processus 
d’enseignement, méritent que l’on s’y attarde. 
4. La  quatrième  concerne  l’adoption  d’attitudes  performantes  en  situations  d’évaluation,  selon 






































































































































































































































































































































En  exploitant  la  compréhension  allostérique  des  processus  d’apprentissage  lorsqu’ils  nécessitent  le 
franchissement  d’une  barrière  d’activation,  cet  environnement  didactique  (figure 78)  constitue 
véritablement  le cœur des applications pédagogiques qu’il est possible de déduire de  la  théorisation 
du modèle initial. 
Sa force repose dans la formalisation unique et commune d’un large ensemble de transformations du 
savoir,  à  travers  l’idée  de  processus  activé  dont  il  exploite  les  caractéristiques  génériques  pour 




Ce  troisième  environnement  didactique  s’appuie  essentiellement  sur  la  représentation  des  surfaces 
d’énergies potentielles représentatives de la fonction d’apprentissage θ, et sur leurs coupes verticales 
introduites dans la section 6.4.3. Fonctions d’optimisation et d’apprentissage. Bien entendu, il tire parti 





ou  transformation  de  conceptions  ou  de  métaconceptions,  élargissement,  inhibition  ou 
désinhibition  d’heuristiques,  création  de  règles  d’orientation,  établissement  ou  destruction  de 
liens  entre  conceptions,  etc.)  consiste  à  élever  l’énergie  potentielle  de  l’état  1  de  manière  à 
réduire  la  hauteur  de  la  barrière  d’activation.  Le  processus  a  été  bien  décrit  en  termes  de 
« conflit  cognitif »  ou  « socio‐cognitif »  et  les  procédés  pédagogiques  pour  y  parvenir  sont 
nombreux.  La  description  allostérique  du  savoir  permet  toutefois  d’ajouter  plusieurs  pistes 
intéressantes. 
2. Réciproquement,  il  doit  être  possible  d’agir  directement  sur  l’énergie  de  l’état  de  transition 
(noté ET dans  le schéma) pour amoindrir  la barrière d’activation. Cette stabilisation peut être, 
comme dans  le processus précédent, d’origine  intérieure  (individuelle) ou extérieure  (facilitée 




a  priori  la  plus  contrainte.  Il  n’est  toutefois  pas  exclu  de  tenter  de  rigidifier  l’état  initial  pour 
accroître  l’entropie  d’activation  et  faciliter  le  passage  de  l’état  de  transition.  Cet  aspect 
totalement  inédit  en  sciences  de  l’éducation  ouvre  des  voies  pédagogiques  particulièrement 
intéressantes, bien que délicates à mettre en œuvre. 
4. Une conséquence originale de  la visualisation de  la  fonction d’apprentissage consiste ensuite à 
se  demander  s’il  serait  possible  de  « traverser »  la  barrière  d’activation  plutôt  que  de  la 
surmonter.  C’est  l’effet  tunnel,  décrit  à  la  section  6.6.3. Un  « effet  tunnel »  cognitif,  qui  fournit 
quelques pistes inédites. 
5. Enfin, il ne suffit pas d’abaisser la hauteur de la barrière d’activation et/ou de faciliter le passage 
du col à  l’état de  transition ;  il  reste en effet encore à avoir suffisamment « d’impulsion » pour 
être  en  mesure  de  passer  de  l’état  1  à  l’état  2,  mais  également  à  savoir  prendre  la  bonne 














































































































































































































































































































initiales  et  finales  lors  du  processus  d’apprentissage.  Il  se  décompose  lui‐même  en  six  catégories 
distinctes : 
1. Très naturellement, un savoir sera d’autant mieux acquis que l’énergie potentielle de l’état final 
sera plus basse ;  stabilité  intrinsèque du  schème en question, mais également  stabilité globale 
dudit schème dans son nouvel écosystème, c’est‐à‐dire en interaction avec les autres schèmes de 
l’apprenant (nouveaux ou anciens). 




les déstabilisant,  structurellement ou conjoncturellement. Le procédé est  le même, mais  il doit 
au contraire réduire la confiance de l’apprenant en son schème à modifier. 
4. Au‐delà  des  aspects  enthalpiques,  l’action  sur  l’entropie  des  schèmes  de  pensée  peut  être 
également  envisagée.  Ainsi  une  vallée  d’enthalpie  libre  trop  étroite  ne  sera  pas  propice  à  la 
stabilité des conceptions et il ne sera jamais opportun de s’y laisser enfermer. 
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5. Cette  dimension  entropique  pourra  par  ailleurs  être  utilisée  soit  pour  stabiliser  les  savoirs 
nouveaux,  soit  pour  déstabiliser  les  anciens. Mais  de manière  générale,  un  savoir  souple  sera 
toujours préférable à un savoir trop rigide, pour autant qu’il soit construit de manière cohérente 
et un tant soit peu résistante. 
6. Enfin,  on  pourra  envisager  le  même  type  d’actions  sur  les  conceptions  de  contrôle :  des 

























































































































































































































































































































































modifier.  La  souplesse  du  savoir  ne  sera  alors  pas  un  handicap  car,  bien  qu’elle  stabilise  le  savoir,  elle  facilite 





souhaiterait  préparer  un  cours  ou  par  un  étudiant  qui  voudrait  apprendre  à  enseigner.  Il  convient 















La  lecture  radiale  consiste  à  n’étudier  à  la  fois  qu’un  seul  secteur  d’un  environnement  didactique 
donné, choisi sur la base d’une préoccupation particulière, ou d’un mot ayant attiré l’attention. Dans ce 
cas, cette dernière devrait selon nous se focaliser sur les deux niveaux intermédiaires : le premier n’est 
en effet que  théorique et n’est présent que pour signifier  l’origine des  idées développées ensuite ;  le 
dernier,  comme nous  l’avons  expliqué plus  haut,  fournit  des  propositions pédagogiques  qui  doivent 
avant tout être considérées comme des exemples, illustrant les préconisations des niveaux inférieurs 





l’un  quelconque  des  4  environnements  didactiques,  permet  de  se  construire  une  vision  générale  de 
l’ensemble  des  paramètres  importants.  Ainsi,  la  lecture  circulaire  du  dernier  niveau  du  quatrième 
environnement didactique fournira par exemple un large aperçu des moyens d’actions possibles sur la 
stabilité des structures de pensée des apprenants. De même,  celle du deuxième niveau du  troisième 






pratique,  une  démarche  particulière,  il  est  intéressant  de  survoler  l’ensemble  des  4  cartes 
conceptuelles  en  s’interrogeant  sur  les  niveaux  susceptibles  d’être  concernés.  Ce  faisant,  c’est  non 
seulement l’efficacité de la séquence qui est éclairée, mais également les risques qu’elle présente, voire 




Une  autre  utilisation  possible  consiste  à  s’imprégner  des  différentes  propositions  de  ces 
environnements didactiques, pour en acquérir non seulement une vision d’ensemble, mais également 
un état d’esprit général, qui est celui des enseignants formés par les approches pédagogiques de type 
allostérique.  Plus  que  des  méthodes  précises,  la  description  allostérique  de  l’apprendre  guide 






Dans  la  formation  des  enseignants,  on  pourra  imaginer  d’autres  utilisations  possibles  de  ces 
environnements  didactiques.  Après  un  bref  exposé  de  la  théorie,  on  pourra  par  exemple  les  leur 








Il  convient  à  présent  de  considérer  les  différents  paramètres de  l’environnement didactique de 2002, 





sens  conféré  aux  savoirs  abordés  et  à  l’apprentissage  joue  un  rôle  émotionnel  fort.  Dans  l’ED3,  le 
premier  des  deux  sert  directement  le  second  (la  motivation),  qui  facilite  le  franchissement  de  la 
barrière d’activation. On le retrouve également dans l’ED2, qui rappelle qu’il est préférable d’être « en 





Ce  jeu  de  paramètres  apparaît  particulièrement  dans  l’ED3,  puisqu’il  permet  de  déstabiliser  les 
schèmes  de  pensée  initiaux,  ce  qui  contribue  non  seulement  à  abaisser  la  barrière  d’activation  du 
processus  d’apprentissage,  mais  également  à  stabiliser  de  manière  relative  la  nouvelle  conception 
(ED4).  Les  dissonances  cognitives  permettent  également  d’éprouver  ses  heuristiques  et  d’entraîner 
ses réflexes de pensée, procédés décrits cette fois dans l’ED2. Dans l’ED1, on note qu’elles permettent 
de  prendre  conscience  de  la  structure  de  ses  propres  savoirs.  On  remarquera  qu’à  chaque  fois,  les 




L’idée  de  confiance  (en  soi,  en  son  savoir,  en  l’enseignant,  en  le  regard  des  autres,  en  la  situation 
pédagogique,  en  la  pertinence  du  processus  d’apprentissage  engagé…)  apparaît  dans  tous  les 
nouveaux environnements didactiques : rapport à l’échec (ED1), gestion du stress (ED2), hauteur de la 
barrière  d’activation  et  facilité  du  passage  de  l’état  de  transition,  mais  aussi  motivation  (ED3)  et 
stabilisation  des  conceptions  (ED4).  On  la  retrouve  donc  bien  plus  largement  que  dans 





intervient  dans  l’ED1  au  niveau  de  l’exploitation  de  ses  connaissances  naïves  par  l’apprenant,  dans 
228 
l’ED2  lors  de  l’exploration  de  diverses  heuristiques  pour  lui  permettre  de  déterminer  les  bonnes 










pour permettre  le  traitement de  certaines  tâches en mode S. Elle permet également  les dissonances 
cognitives internes susceptibles de déstabiliser une conception initiale, voire de motiver à en changer 





L’élaboration  de  ses  propres  savoirs  permet  de  les  stabiliser  en  les  personnalisant  (ED4).  La 
métaréflexion  permet  de  prendre  conscience  de  la  structure  de  ses  savoirs  (ED1),  d’entraîner  et 
d’inhiber  ses  heuristiques  et  métaconceptions  (ED2).  Elle  permet  également  de  stabiliser  des 





On  retrouve  cette  notion  dans  les métaconceptions  de  contrôle  (reconnaissance  et  orientation)  qui 
accompagnent  tous  les  processus  cognitifs.  Les  « aides  à  penser »  permettent  de  stabiliser  des 
conceptions  nouvelles  (ED4),  de  structurer  des  savoirs  (ED1),  d’orienter  la  pensée  vers  les  bonnes 
heuristiques (ED2) et, dans le cadre un peu particulier de ce que nous avons nommé « effet template », 
de  stabiliser  l’état  de  transition  et  d’orienter  l’apprentissage  vers  les  bons  processus  (ED3).  La 
diversification des outils didactiques est également suggérée dans l’ED1 et l’ED4. 
 




La  théorie  allostérique  a  permis  de  formuler  quatre  environnements  didactiques  relatifs  à  quatre 
volets de description du savoir, de ses transformations et des processus de pensée. Si cette théorie est 
exacte  et  que  ses  applications  pédagogiques  en  ont  été  déduites  de  manière  pertinente,  alors 
l’ensemble  des  conditions  dans  lesquelles  une  expérience  contre‐intuitive  peut  être  employée 
efficacement  (et  ce,  sur  la  seule base de  sa définition) doit  pouvoir  être non  seulement prévu, mais 











à  l’élaboration de conceptions clés de voûte, dans  la mesure où elle vient au contraire perturber  les 
connaissances  en  place,  elle  peut  en  revanche  permettre  de  visiter  les  connaissances  naïves  de 
l’apprenant,  voire  de  lui  permettre  d’explorer  de  nouvelles  niches  neuronales  en  l’obligeant  à  faire 
preuve de créativité. 
Enfin,  parce  qu’elle  oblige  à  abandonner  des  conceptions  erronées  et  à  trouver  d’autres  voies 






intuitive  au  regard  de  l’entraînement  des  heuristiques  et  de  leur  inhibition  éventuelle.  En mode  S, 
comme cela  a  été  évoqué plus haut,  elle permet d’identifier  les mauvais  réflexes de pensée. Dans  la 
plupart  des  cas,  une  heuristique  erronée  donne  rapidement  un  résultat  dont  la  personne  qui  l’a 
formulé  se  rend  vite  compte  de  l’absurdité ;  le  mauvais  réflexe  de  pensée  n’est  donc  pas  facile  à 
détecter  par  l’enseignant.  En  revanche,  pour  l’expérience  contre‐intuitive,  dans  la  mesure  où  le 
résultat est perturbant et ne peut être  raccroché à  rien de connu, on peut  imaginer qu’il  arrive plus 
souvent  que  la  conception  fausse  soit  stabilisée  temporairement  par  l’information  reçue,  laissant  le 
temps  à  l’enseignant  de  la  détecter  (ce  que  nous  confirmerons  d’ailleurs  dans  la  recherche 
expérimentale de la partie suivante). 













Selon  ce  troisième  environnement  didactique,  elle  permet  en  premier  lieu  d’augmenter  l’énergie 
potentielle  des  conceptions,  heuristiques  et  métaconceptions  initiales  à  modifier  en  montrant  à 
l’apprenant  qu’elles  sont  inopérantes  dans  la  situation  qu’elle  illustre.  Bien  souvent,  il  s’agira  d’une 
destruction pure et simple, obligeant à réorganiser totalement son savoir. Il n’est donc pas pour autant 













remettre  en  question  un  système  explicatif  que  l’on  croyait  fiable,  à  moins  d’un  très  fort 










En  termes  de  stabilisation  des  conceptions,  on  ne  peut  probablement  pas  attendre  beaucoup  de 
l’expérience contre‐intuitive, si ce n’est en procurant une stabilisation relative à certaines conceptions 
en en déstabilisant d’autres. En stimulant l’apprentissage et l’envie de comprendre, elle peut toutefois 
peut‐être  motiver  l’apprenant  à  prendre  en  main  son  évolution,  à  s’approprier  son  savoir  et  ses 
nouvelles conceptions ce qui, selon cet environnement didactique, constitue un paramètre de stabilité. 
En amenant celui qui y assiste à prendre du recul  sur  son savoir,  à préciser des choses qu’il  croyait 
connaître, elle peut en outre avoir un rôle sur l’entropie de ses conceptions en les assouplissant ; pour 
autant,  comme  nous  l’avons  vu  plus  haut,  qu’il  ait  confiance  en  sa  capacité  à  dépasser  ce  type 








La  sous‐partie  7.4. Comparaisons  avec  l’environnement  didactique  de  2002  a  permis  de montrer  que 
tous  les  paramètres  de  ce  dernier  se  retrouvent  dans  les  nouveaux  environnements  didactiques 
déduits de la formalisation du modèle, même si leur organisation est différente. A cet égard, un objectif 






Des  idées plus ambitieuses d’autre part, qui  lui assurent sa  fécondité mais qu’il  faudra valider d’une 
autre manière (ce qui fera l’objet de la partie suivante). 
Par  ailleurs,  en  explorant  simplement  les  quatre  environnements  didactiques  élaborés  à  partir  du 
modèle  allostérique  formalisé,  et  en  les  interrogeant  sur  les  intérêts  et  limites  d’un  concept  aussi 
simple que l’expérience contre‐intuitive, sur la seule base de sa définition, nous avons montré dans la 
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sous‐partie  7.5. Applications  à  l’expérience  contre‐intuitive  qu’il  était  possible  d’élaborer  une  série 
d’éléments susceptibles de guider son utilisation. 
Si cette constatation est insuffisante pour constituer la preuve de la pertinence de la théorie et de ses 
applications directes,  elle  permet néanmoins de  vérifier  qu’elle  ne  conduit  pas  à  des préconisations 
pauvres  ou  absurdes  d’un  élémentaire  point  de  vue  pédagogique.  Cette  première  application  des 
environnements  didactiques  présente  donc  un  intérêt  majeur  pour  notre  recherche,  au  sens  ou  la 
























Dès  lors,  il  semble  légitime  de  considérer  notre  deuxième  hypothèse  de  recherche  comme  étant 
corroborée,  au  sens où  la  formalisation du modèle  allostérique  a  effectivement permis  l’élaboration 
d’environnements  didactiques  pertinents  et  compatibles  avec  les  connaissances  pédagogiques 
validées,  tout  en  proposant  plusieurs  nouvelles  pistes  à  explorer.  C’est  toutefois  la  partie  suivante, 



















non seulement pour motiver  les apprenants et bousculer  les conceptions  (ce qui explique  leur  large 
usage en vulgarisation scientifique), mais également pour le chercheur en sciences de l’éducation qui, 
par  ce  biais,  bénéficie  d’un  accès  facilité  aux  conceptions,  heuristiques  et  modes  de  pensée  de  ses 
sujets.  Il  s’agit  donc  d’un  outil  aussi  bien  didactique  (au  sens  de  l’activité  de  recherche  à  visées 
pédagogiques) que pédagogique (au sens de l’outil utile pour l’enseignant). Ce choix a par ailleurs été 




du  modèle  susceptibles  de  fournir  des  prédictions  intéressantes  en  termes  d’usage  et  d’effets  de 
l’expérience  contre‐intuitive,  et  non  plus  seulement  en  l’analysant  à  l’aune  des  prédictions  des 
environnements  didactiques,  qui  constituaient  déjà  eux‐mêmes des  applications du modèle.  Ce  sont 
d’ailleurs  les  prédictions  directement  issues  de  l’approche  théorique  qui  ont  servi  à  construire  le 
protocole expérimental à la partie 5. Méthodologie. 
Les  résultats  de  la  recherche  expérimentale,  dont  la  méthodologie  est  décrite  dans  la  sous‐partie 






la  réactivité chimique,  il  est possible de prévoir un certain nombre de caractéristiques  relatives à  la 
nature et/ou à l’utilisation de l’expérience contre‐intuitive, en amont de celles qui ont été mentionnées 
dans la sous‐partie 7.5. Applications à l’expérience contre‐intuitive. 
En  d’autres  termes,  un  peu  à  la  manière  des  modèles  numériques  que  l’on  fait  tourner 
informatiquement  en  y  introduisant  des  conditions  initiales  particulières  et  en  regardant  ensuite  le 














Par  ailleurs,  l’existence  d’un  « stock  de  pièces  détachées  cognitives »,  suggéré  dans  la  section 
6.2.3. Préexistence  des  sous‐unités  d’information  cérébrale,  permet  d’imaginer  qu’en  toute  situation 
contre‐intuitive,  l’apprenant  soit  susceptible  de  solliciter  un  schème  de  pensée  préexistant  ou  d’en 
élaborer un ad hoc, dans l’un ou l’autre des trois cas du modèle‐cadre SRK. Cela suppose en premier 
lieu qu’il  ait  reconnu et  compris  les  conditions et  la nature de  l’expérience. Cela  suppose également 
qu’il  puisse  s’être  fait  une  idée  de  la  tâche  cognitive  à  réaliser  pour  en  traiter  le  résultat,  qui  soit 













- Telle  expérience  le  sera  pour  un  enfant  qui  n’aura  pas  encore  construit  les  connaissances 
nécessaires  à  son  interprétation,  mais  pas  pour  l’adulte  ou  le  scientifique  pour  qui  elles 
constitueront  des  évidences  (parce  qu’il  aura  eu  l’occasion  d’en  observer  maintes 
manifestations ou parce qu’il l’aura formalisé scientifiquement). 
- Mais  on  peut  également  imaginer  le  contraire :  tel  enfant  ne  sera  pas  étonné  par  une 
expérience donnée car il n’aura pas encore assisté à suffisamment d’occurrence du phénomène 
contraire qui induit les adultes en erreur, c’est‐à‐dire pas encore construit les biais cognitifs ou 





peut  être  qualifiée  génériquement  de  « contre‐intuitive »  et  pas  employée  comme  outil 





parce  que  leurs  connaissances  sont  en  général  et  notoirement  mal  construites  (parce  que 
fondées  sur  le  sens  commun,  par  exemple).  Il  s’agit  des  cas  où  il  est  possible  d’imaginer  une 
expérience qui pourra être qualifiée a priori de contre‐intuitive, et cela suppose que ces biais de 
raisonnements  courants  soient  connus  de  l’enseignant,  du  vulgarisateur  ou  du  chercheur.  Ce 
faisant, il a la possibilité d’accentuer l’effet de la contre‐intuitivité en aménageant un contexte tel 
que  ce  biais  soit  immanquablement  mis  en  œuvre  au  moment  du  traitement  cognitif  de 
l’expérience. Pour ce faire, il pourra par exemple exploiter les effets heuristiques décrits dans le 





Des  deux  situations  différentes  évoquées  ci‐dessus  découlent  deux  manières  d’exploiter  la  contre‐
intuitivité d’une expérience : en modes S et R, on agira essentiellement sur les biais cognitifs liés aux 
métaconceptions  et  aux  heuristiques.  En  modes  R  et  K,  en  revanche,  on  traitera  davantage  les 
problèmes liés aux sites actifs et aux connexions entre conceptions. Ces modes étant propres à chaque 
apprenant,  une manière d’influencer  ces processus  sera d’agir  sur  le  temps de  réflexion  et  le  stress 









encore  semble  s’offrir  à  l’expérimentateur :  plutôt que de  faire  interpréter  au  sujet  le  résultat d’une 
expérience  réalisée  devant  lui,  pourquoi  ne  pas  se  situer  en  amont  de  ce  résultat  et  lui  demander 
d’anticiper  ce  qu’il  sera ?  Ce  faisant,  l’apprenant  ne  tente  plus  d’interpréter  localement  une 
observation ponctuelle :  il met en œuvre un véritable modèle mental destiné à reproduire a priori  la 
réalité de  la nature à partir des seules conditions  initiales. Qu’il  se  trouve en mode S, R ou K,  il doit 
mettre en branle ses conceptions de contrôle, puis ses heuristiques et ses sites actifs de manière bien 
plus téméraire que lorsqu’on ne  lui demande qu’une interprétation. En mode K en particulier,  il doit 
construire  un  échafaudage  inédit  et  instable,  le  faire  fonctionner  puis  le  mettre  à  l’épreuve  de 
l’observation.  C’est  pourquoi  il  est  très  probable  que  l’anticipation  du  résultat  par  l’apprenant 
accroisse  largement  la contre‐intuitivité des expériences conçues pour bousculer ses conceptions, et 
en particulier dans les cas où le mode K sera sollicité : pourquoi s’étonnerait‐on d’un phénomène que 
















et  que  l’acte  d’apprendre  doit  plutôt  être  considéré  comme  l’émergence  d’une  possibilité  nouvelle  de 
traitement de l’information, réalisée par la modification structurale des schèmes de pensée préexistants 
ou par celle des règles régissant leur utilisation. Or en dépit de la perturbation initiale due au résultat de 
l’expérience  contre‐intuitive,  rien  ne  semble  garantir  que  la  modification  de  ces  schèmes  ou 
l’élaboration  de  ces  nouvelles  règles  se  feront  spontanément  après  la  déstabilisation ;  ni,  si  elles  le 
font, que ce sera « dans  le bon sens ». Rien ne semble non plus empêcher qu’une  fois  le souvenir de 
l’expérience dissipé,  les anciennes  structures  cognitives  se  remettent en place. Ces éléments et  ceux 
des  paragraphes  précédents  suggèrent  que  même  dans  les  cas  où  l’expérience  contre‐intuitive  est 
conduite dans des conditions optimales, elle risque de ne pas permettre à  l’apprenant d’effectuer un 





c’est‐à‐dire  incompatible  avec  ses  conceptions :  quelle  que  soit  la manière  dont  l’information  reçue 
(notée ĩECI) est traitée, quels que soient  les « lieux du savoir » explorés en mode S ou R, elle entre en 
contradiction  avec  les  heuristiques  et  les  conceptions  sollicitées  (qu’il  y  ait  eu  effet  de  contexte  et 








1.  Il  peut  en  premier  lieu  rejeter  ou  renier  l’information ;  cela  peut  consister  à  nier  l’observation 
réalisée, réfuter les conditions dans lesquelles elle a été réalisée, en attribuer le résultat à un autre 
effet, etc. C’est la solution de facilitée, qui n’est toutefois possible que s’il est effectivement possible 
de  le  faire, c’est‐à‐dire si personne ou aucune autre observation ne vient réaffirmer  le résultat de 
l’expérience. 
2.  Il  peut  au  contraire  l’accepter  mais  sans  effectuer  de  modification  de  ses  conceptions,  en 
« l’accrochant » au « moins mauvais endroit » pour stabiliser coûte que coûte Φaffin(ĩECI, x1, x2, …, xn) ; 
ce cas correspond à  la description  faite dans  la section 6.6.7. Des effets d’affinité  temporaire et est 
susceptible  de  conduire  à  l’expression  d’interprétations  totalement  farfelues.  Il  peut  en  outre, 




que  d’accepter  l’information  reçue.  Il  ne  lui  est  alors  possible  d’agir  que  sur Φréorg(α1,  α2,  …,  αp). 
Dans ce cas, on pourra prédire que  l’expérience contre‐intuitive puisse  inciter à  la réorganisation 
des conceptions. Notons que  la « réorganisation des conceptions » n’implique pas nécessairement 
un apprentissage, comme nous le verrons plus loin. Deux cas se présentent alors : 
a.  Toute  tentative  de  modification  de  l’espace  des  conceptions  conduit  à  un  accroissement 





réorganisation  (c’est‐à‐dire  la  variation  des  αi) ;  dans  ce  cas,  l’espace  des  conceptions  se 
réorganise, l’individu passe en mode K et une nouvelle heuristique est créée pour conduire à une 
conception capable de traiter l’information. Deux nouveaux cas peuvent alors survenir : 
α.  Il  est  prévisible  que,  dans  bien  des  cas,  l’heuristique  créée  pour  faire  décroître  localement 
Φaffin(ĩECI,  x1,  x2,  …,  xn,  α1,  α2,  …,  αp)  conduira  à  une  conception  inadaptée  (voire  totalement 
erronée)  si  elle  est  « bricolée »  par  l’apprenant  seul  et  dans  l’urgence.  Voire  qu’une 
conception pertinente soit modifiée à la place de celle qui dysfonctionne, et qu’une nouvelle 
conception, élaborée en mode K, vienne la remplacer inopportunément. 




l’importance  d’un  encadrement  et  d’un  accompagnement  efficace  de  l’utilisation  d’une  expérience 




Sous  l’influence  d’une  expérience  contre‐intuitive,  et  comme  nous  l’avons  vu  dans  le  paragraphe 
précédent, ce n’est pas tant le savoir qui est déstabilisé que l’énergie d’interaction entre ce dernier et 
l’information  reçue  (et  donc  Φaffin(ĩECI,  x1,  x2,  …,  xn,  α1,  α2,  …,  αp)).  Toutefois,  le  cas  intéressant 
pédagogiquement se produit lorsque cette déstabilisation de Φaffin se traduit par le besoin de modifier 
les  structures  de  pensée  initiales.  Une  autre  manière  de  considérer  le  problème,  dans  ces  cas‐là, 








Plaçons‐nous  dans  le  cas  de  figure évoqué  ci‐dessus :  après  la  réalisation  de  l’expérience  contre‐
intuitive,  le  système  cognitif  de  l’apprenant  se  retrouve  dans  un  état  très  déstabilisé.  La  figure 81 
semble indiquer que, ce faisant, l’état initial s’est rapproché de l’état de transition. Mais cet effet tient 
au  fait  qu’elle  représente  une  voie  particulière,  choisie  pour  l’état  final  vers  lequel  elle  mène.  En 
termes de surfaces d’énergie, il faut plutôt considérer que la zone entourant l’état initial a été nivelée 











qu’il  ne  se  décourage  complètement,  il  exploite  en  mode  R  une  vallée  « localement  satisfaisante », 
correspondant à un schème à peu près opératoire sur le moment et qu’il s’en contente ; en désinhibant 
une  heuristique  inappropriée,  par  exemple.  Mais  il  est  également  envisageable  qu’il  construise  en 






Etats de transition des voies 













désinhibition  inopportune d’heuristiques  inadaptées,  voire  en  la  construction de nouveaux  schèmes 
plus  faux  que  ceux  que  l’expérience  contre‐intuitive  prétendait  remplacer.  Pour  limiter  ce  risque, 







dans  sa  zone  proximale  de  développement.  Or  on  peut  prédire  que  dans  certains  cas  idéaux,  cette 
dernière soit si accessible qu’il suffira de quelques informations supplémentaires pour que, depuis son 
état  déstabilisé,  l’apprenant  trouve  presque  seul  et  rapidement  la  voie  conduisant  à  un  nouveau 
schème  pertinent.  C’est  ce  qui  se  produit  dans  l’exemple  mainte  fois  évoqué  dans  ce  texte  de  la 
question de la forme de l’ombre de la Lune. 
A la personne qui répond qu’elle provient de l’ombre projetée de la Terre sur notre satellite, on peut 
montrer  l’image  très  contre‐intuitive  de  la  figure 82.  A  ce  stade,  certaines  personnes  (celles  qui 
s’étaient trompées d’heuristique notamment) trouvent d’elles‐mêmes la solution exacte mais, comme 
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Mais  l’expérience montre  que  pour  certains  autres,  le  fait  de montrer  cette  fois  la  figure 83  suffit  à 

















exogène  sous  la  pression  de  la  situation  pédagogique,  ou  endogène  sous  la  pression  de  la 
contradiction  entre  le  résultat  de  l’expérience  et  les  propres  connaissances  de  l’apprenant) 
contribue  à  rigidifier  les  voies  cognitives  vers  de  nouveaux  schèmes  de  pensée,  c’est‐à‐dire  à 
resserrer  les vallées correspondantes. Une approche plus détendue devrait dès  lors permettre un 
apprentissage plus aisé et une efficacité pédagogique plus grande de la perturbation initiale. 








- Enfin,  l’expérience contre‐intuitive étant susceptible de conduire à  la construction de schèmes de 
pensée erronés, il est probable que ces derniers résistent d’autant moins à la confrontation avec le 
savoir  stabilisé  de  l’apprenant  qu’il  aura  construit  ces  schèmes  rapidement.  En  d’autres  termes, 
c’est sous contrôle thermodynamique que l’expérience contre‐intuitive devrait présenter le moins 
de  risques  en  termes  de  stabilisation  d’idées  fausses,  comme  nous  l’évoquions  déjà  à  la  section 
6.6.6. Des contrôles cinétique et thermodynamique. 
- Enfin,  en  termes  de  contrôles  péricognitifs,  on  peut  prédire  une  plus  grande  efficacité  de 
l’expérience  contre‐intuitive  si  elle  s’accompagne  d’une  réflexion  individuelle  de  l’apprenant  sur 
l’origine du biais perturbé par l’observation du résultat, sur le sentiment que cela lui procure, sur 
les  différentes  voies  substitutives  qui  s’offrent  à  lui.  Une  approche métacognitive  d’ailleurs  utile 
dans tous les apprentissages. 
- Un point qui n’a pas été évoqué, et qui contribue à faire de l’expérience contre‐intuitive un bon outil 
pédagogique,  réside  dans  son  caractère  spectaculaire.  Ce  dernier  est  en  effet  susceptible  de 
contribuer à une certaine motivation à « en savoir plus », et donc à  fournir  l’impulsion nécessaire 
pour  franchir  la  barrière  d’activation  de  l’apprentissage  visé.  Reste  que  la meilleure manière  de 
susciter  la  motivation  sera  tout  de  même  de  la  « forcer »  en  déstabilisant  suffisamment  une 




contre‐intuitive  risque de  s’avérer  totalement  inutile,  voire  néfaste  pour  l’élève. On prédit  par  suite 
que,  pour  être  contre‐intuitive  sans  être  contre‐productive,  pour  permettre  d’atteindre  les  objectifs 















Une  expérience  est  rarement  contre‐intuitive  dans  l’absolu  et  « par  nature ».  Pour  qu'elle  puisse  le 





Pour  pouvoir  être  qualifiée  de  contre‐intuitive,  une  expérience  doit  entrer  en  conflit  avec  certaines 











c’est‐à‐dire  qu’il  ait  eu  la  possibilité  d’anticiper  le  résultat  qui  pourrait  survenir.  En  l’absence  de 





préalable  (lui  offrant  la  possibilité  de  formuler  une  réponse  spontanée  au  problème  posé)  sont 
nécessaires à la contre‐intuitivité, ils ne sont pas pour autant suffisants pour permettre à l'apprenant 
de  dépasser  ses  conceptions  et  de  donner  une  interprétation  correcte  du  phénomène  observé, 













Dans  le  cas  où  la  contre‐intuitivité  s’exprime  mais  où  le  phénomène  mis  en  œuvre  n’est  pas 









Au‐delà  de  l’adéquation  au  cadre  de  référence,  de  la  mise  en  contexte  et  d’un  questionnement 
pertinent  préalable  à  l’expérience,  plusieurs  paramètres  sont  nécessaires  pour  qu’elle  soit  non 















de  la  recherche  expérimentale.  Ils  sont  synthétisés  dans  la  présente  sous‐partie,  et  organisés  de 
manière  à  permettre  de  vérifier  les  prédictions  théoriques  formulées  plus  haut  et  validées  par  le 
diagnostic préalable (section 8.2.1.). 
Pour  ce  qui  concerne  la  recherche  préliminaire  (section 8.2.2.)  et  le  pré‐test  de  la  recherche 
d’approfondissement  (section 8.2.3.),  les  deux  dimensions,  expérimentale  et  théorique,  sont 
systématiquement mises en regard : pour chaque prédiction, un tableau de la section 12.2.1. Tableaux 
récapitulatifs  des  entretiens  confirmant  les  prédictions  relatives  à  l’expérience  contre‐intuitive  précise 
les numéros des entretiens qui la confirment ou la contredisent. 
La section relative à la recherche d’approfondissement fait l’objet d’un traitement similaire mais, dans 
la  mesure  où  moins  d’individus  ont  été  interrogés,  sur  des  questions  plus  ciblées,  elle  privilégie 
l’analyse fine des réponses individuelles à  l’accumulation de réponses corroborant ou infirmant telle 
ou  telle  prédiction.  Elle  va  plus  loin  que  la  recherche  préliminaire  en  apportant  des  informations 





Comme  nous  l’avons  indiqué  dans  le  paragraphe  5.4.4.1.,  le  diagnostic  préalable  a  été  effectué  de 
manière qualitative, par l’observation et la discussion avec les participants des ateliers‐animations des 
Atomes Crochus, sur une période de plusieurs mois en 2001. Il a permis de formuler un certain nombre 
de  constats  qui,  mis  en  regard  avec  les  prédictions  théoriques  du  modèle  allostérique  formalisé, 
peuvent  être  formulés  de  manière  à  leur  correspondre  point  pour  point,  certes  sous  des  formes 
simplifiées, mais constituant d’ores et déjà globalement des indices de validation de ces prédictions. 
Ces observations préalables,  alors publiées dans Eastes & Pellaud  (2004b & 2004c),  réorganisées et 
reformulées  pour  correspondre  aux  8 prédictions  théoriques  développées  plus  haut,  sont  les 
suivantes : 




Observation 3 :  Pour  pouvoir  être  qualifiée  de  contre‐intuitive,  une  expérience  nécessite  un  niveau  de 
connaissances  particulier  pour  pouvoir  entrer  en  conflit  avec  certaines  connaissances 
acquises (préd. 3). 
Observation 4 :  Une  mise  en  scène  est  parfois  nécessaire  pour  accroître,  voire  créer,  l’effet  de  contre‐
intuitivité (préd. 4). 
Observation 5 :  Mais  pour  qu'une  expérience  soit  réellement  contre‐intuitive  pour  un  apprenant,  il  faut 
surtout que celui‐ci ait eu la possibilité d’anticiper le résultat qui pourrait survenir (préd. 5). 









A  titre  d’exemple,  l’anecdote  citée  à  la  section  6.6.6. Des  contrôles  cinétique  et  thermodynamique, 
portant sur une conception fausse induite par une expérience contre‐intuitive chez un enfant à qui on 
avait  demandé  de  prédire  –puis  de mesurer–  la  différence  de  température  entre  une  chaussette  de 




faire :  il  suffit  d’observer  le  comportement  du  public  autour  des  expériences  contre‐intuitives 
exposées  dans  les  coursives  du  premier  étage  du  Palais  de  la  Découverte  (expérience  du 
brachistochrone  par  exemple)  pour  se  rendre  compte  que,  lorsque  les  visiteurs  ne  lisent  pas  les 
indications  avant  de  réaliser  les  expériences  et/ou  qu’elles  n’évoquent  rien  pour  eux,  elles  sont 
totalement insignifiantes et leurs résultats sont acceptés sans étonnement particulier. Des constats qui 
illustrent les propositions 2, 3 et 5 qui, dans notre diagnostic préalable, correspondent par exemple à 
l’observation de  l’absence  totale de  surprise  lors de  la  réalisation de  l’expérience de Galilée  (course 
des balles) par des participants aux ateliers à qui il n’avait pas été demandé de prévoir le résultat. 
Quant à l’observation 4, elle est commune à toute activité pédagogique fondée sur l’expérimentation. 
Mais  du  point  de  vue  de  la  contre‐intuitivité,  il  est  facile  d’observer  que  lorsqu’une  expérience 






formulées  plus  haut  et  proposant  quelques  résultats  complémentaires,  auxquels  s’ajoutent  l’analyse 
des limites de la recherche. 
Chaque  affirmation  fait  référence  au  tableau  annexe  correspondant  présenté  dans  l’annexe 
12.2.1. Tableaux  récapitulatifs  validant  les  prédictions  théoriques  sur  l’expériences  contre‐intuitive,  qui 
présente systématiquement la liste de tous les entretiens ayant permis de la formuler, et s’accompagne 
de quelques exemples illustratifs destinés à en faciliter la compréhension. Lesdits entretiens sont pour 
leur  part  présentés  dans  d’autres  tableaux,  plus  détaillés  encore,  figurant  également  dans  l’annexe 
12.2.2. Tableaux  récapitulatifs  des  entretiens.  Pour  un  rappel  de  la  formulation  des  expériences,  du 
matériel mis à disposition, des concepts scientifiques concernés, de la nature de la contre‐intuitivité et 







Prédiction 1 :  Du  point  de  vue  de  la  recherche  didactique  autant  que  de  la  pratique  pédagogique, 
l’expérience contre‐intuitive est un outil  très performant pour  faire émerger et perturber  les conceptions 
des apprenants, mais aussi pour les motiver à s’intéresser au sujet. 
• Observation 1.1. Les  enregistrements montrent que  c’est  le  cas non  seulement  avant  l’expérience, 
lors  du  questionnement  préalable  (tableau  annexe 1a)  et  surtout  en  présence  de  tiers  lorsqu’ils 
n’ont  pas  d’ascendant  sur  l’expérimentateur  (parents,  enseignants…),  mais  également  et  surtout 
après l’observation du résultat (tableau annexe 1b). 
Exemple : Ainsi on découvre,  contre  toute attente, que  certains enfants pensent que  l’aluminium 
est plus chaud que la laine (entretien *5). Il s’agit d’un cas intéressant de réponse en mode K, où la 
conception  utile  n’étant  pas  construite,  l’enfant  utilise  une  autre  connaissance  (« les  pompiers 
utilisent  des  couvertures  en  aluminium  pour  protéger  les  grandes  brûlés  du  froid »), 
malheureusement  inadaptée  pour  répondre  au  problème  posé  car  nécessitant  la  compréhension 
simultanée  d’autres  phénomènes  (la  notion  de  rayonnement  thermique  en  plus  de  celle  de 
conduction, en l’occurrence). 
• Observation 1.2.  L’entretien  après  expérience  est  généralement  beaucoup  plus  riche  pour  le 
chercheur  didacticien  lorsqu’un  questionnement  préalable  a  été  suscité  (et  les  hypothèses 
verbalisées) : l’apprenant s’étant alors impliqué et investi dans l’expérience, il est plus motivé pour 
trouver une explication adaptée à l’observation qu’il a faite… voire pour soigner un amour‐propre 
mis  à  mal  dans  la  première  phase  (tableau  annexe 1c).  Le  phénomène  est  particulièrement 
observable chez les adultes. 
Exemples : Après la réalisation de l’expérience, probablement de par son côté un peu « magique », 
c’est avec  le  ludion que  le chercheur obtient  les conceptions  fausses  les plus  intéressantes,  sur  la 
pression par exemple (« La pression fait que ça descend, ça fait remonter des bulles d'air… j'en sais 
rien.  Je  sais  pas,  ça  condense,  il  y  a  une  masse  qui  est  plus  forte  autour  de  l'objet  et  donc  ça  fait 
descendre, comme si en fait, l'eau était une sorte de gélatine et ça le comprime et ça le pousse vers le 
bas », entretien *47), mais aussi sur le magnétisme supposé des trombones, l’effet des bulles, etc. 





laine  plus  chaude  se  réfère  à  une  autre  propriété  pour  interpréter  son  résultat :  « l’alu  prend 
[davantage] le soleil » (entretien *17). 
• Observation 1.4. Ces  exemples  illustrent  en  outre  le  fait  que  ces  expériences,  lorsqu’elles  sont  de 
type  « expériences  impossibles »  présentées  sous  forme  de  défis,  favorisent  l’émergence  de 
conceptions très éloignées des phénomènes mis en œuvre (souvent davantage liées au matériel et à 





trombones  est  souvent  invoqué :  « Les  trombones  vont  "crocher"  le  carton,  en même  temps  que  le 
sèche‐cheveux  va  l’aspirer »  (entretien  75).  Dans  celle  des  feuilles  amoureuses,  c’est  l’électricité 
statique qui est citée (81) : « peut‐être parce quand on se  lave les cheveux (…) ils brûlent parce que 
j'avais  mis  trop  près,  c'est  la  chaleur  qui  attire  (…).  Franchement  comme  je  suis  pas  du  tout 




Prédiction 2 :  Une  expérience  est  rarement  contre‐intuitive  dans  l’absolu  et  « par  nature ».  Pour  qu'elle 
















remonter »,  ou  dans  l’entretien  *70  où  le  participant  adulte  suppose  que  « les  trombones  sont 
aimantés »,  ou  encore  dans  l’entretien  *36b  où  la  fillette  s’intéresse  rebond  des  balles,  faute  du 
cadre de référence adapté pour comprendre leurs mouvements respectifs. 
• Observation 2.3.  Ces  aspects  (adéquation  au  cadre  de  référence,  absence  de  boîtes  noires)  sont 








Prédiction 3 :  Pour  pouvoir  être  qualifiée  de  contre‐intuitive,  une  expérience  doit  entrer  en  conflit  avec 
certaines connaissances acquises. Elle nécessite donc un niveau de connaissances particulier, au‐delà des 
frontières duquel elle n’est pas contre‐intuitive. 
• Observation 3.1.  Le  cadre  de  référence  joue  en  effet  de  deux  façons :  il  permet  d’une  part  la 
compréhension de  la manipulation et  induit d’autre part des conceptions qui vont servir de grille 
d’analyse.  Si  ces  conceptions  n’existent  pas,  l’expérience  ne  pourra  pas  être  contre‐intuitive 
(tableau annexe 3). 





• Observation 3.2.  Un  niveau  de  connaissances  maximal  délimite  également  le  cadre  de  référence 
adapté  à  l’expérience  contre‐intuitive :  le  physicien  habitué  au  phénomène  ne  le  trouvera  pas 
contre‐intuitif. Tel  fut  souvent  le cas de personnes non  interrogées dans  le cadre de  la  recherche 
mais  qui  participaient  à  l’atelier,  qui  connaissaient  les  expériences  ou  les  théories  explicitant  les 








Prédiction 4 :  La  reconnaissance  des  biais  cognitifs  relatifs  à  une  expérience  donnée  permet  d’aménager 
des  effets  de  contexte  et  de  mise  en  scène  qui  permettent  d’accroître,  voire  de  créer,  le  phénomène  de 
contre‐intuitivité. Un effet exacerbé en situation en stress. 
Cette  prédiction  n’a  pas  été  testée  dans  le  cadre  de  cette  recherche  préliminaire.  Toutefois,  la 
conception  même  de  « l’atelier  des  expériences  impossibles »  des  Atomes  Crochus  repose  sur  ce 
principe,  qui  s’en  trouve  validé  de manière  très  pragmatique :  à  la manière  du  prestidigitateur  qui 
ouvre la boîte et la tourne en tous sens avant d’y faire entrer sa partenaire et d’y planter des sabres, à 
la manière du  jongleur qui  fait  tomber  ses quilles  avant d’en prendre une de plus  et  de  réussir  son 
tour,  le  médiateur  scientifique  n’hésite  pas,  dans  cet  atelier,  à  montrer  d’abord  le  phénomène 
« habituel »  (celui  qui  va  induire  la  contre‐intuitivité),  avant  de  réaliser  l’expérience :  secouer  un 
récipient  contenant de  l’huile  et  de  l’eau pour  les mélanger  avant  l’expérience de  la  « ségrégation », 
faire toucher un morceau de métal et un pull en laine avant l’expérience « Chaud ou froid ? », montrer 




Prédiction 5 :  Pour  qu'une  expérience  soit  réellement  contre‐intuitive  pour  un  apprenant,  il  faut  surtout 
que celui‐ci ait eu l'occasion de faire appel à son intuition et/ou à ses connaissances avant de la mettre en 
œuvre,  c’est‐à‐dire  qu’il  ait  eu  la  possibilité  d’anticiper  le  résultat  qui  pourrait  survenir.  En  l’absence de 
questionnement  préparatoire  ou  préalable,  il  risque  d’en  accepter  facilement  le  résultat,  sans  autre 
interrogation particulière. 
• Observation 5.1.  Ainsi  l’observation  de  fantastiques  expériences  contre‐intuitives  au  Palais  de  la 
Découverte,  par  exemple,  conduit  à  la  décevante  constatation  qu’elles  ne  suscitent  souvent  ni 
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• Observation 5.3.  Parmi  ces  entretiens,  certains  sont  de  type  1 ;  cela  s’explique  par  le  fait  que 
certaines  expériences  étaient  proposées  sous  la  forme  de  défis  expérimentaux,  où  une  réflexion 
préalable était parfois nécessaire. Mais dans certains cas, même en l’absence d’entretien préalable, 
des apprenants sont très étonnés des résultats observés (tableau annexe 5b). Cela ne signifie pas, 
au  demeurant,  qu’il  n’y  ait  pas  eu  de  questionnement  spontané  avant  qu’ils  ne  réalisent  les 
expériences. 
Exemple :  Ainsi  dans  l’entretien  *43,  suite  à  une  manipulation  imprécise,  une  dame  retraitée 
observe  la  balle  de  tennis  arriver  en  premier,  puis  s’en  étonne  car  elle  pensait  que  ce  serait  le 
contraire. 
• Observation 5.4. Dans certains des cas ci‐dessus, il est toutefois possible (et cela constitue l’une des 
limites  de  notre  recherche)  que  l’entretien  postérieur  à  l’expérimentation  favorise  l’émergence 
d’une  contre‐intuitivité  a  posteriori,  qui  ne  se  serait  pas  manifestée  autrement.  D’où  le  nombre 
important de cas recensés. 
• Observation 5.5.  Il  semblerait  également  (bien  que  ce  sentiment  n’ait  pas  valeur  de  preuve)  que 
dans les cas où le questionnement préalable a été éludé, le résultat de l’expérience soit moins bien 
mémorisé par l’apprenant ; peut‐être parce qu’il s’est moins impliqué et a donc été moins perturbé. 








cette  interprétation  n’appartient  pas  à  sa  zone  proximale  de  développement  ou  si  les  conceptions 
nécessaires  à  cette  interprétation  sont  inaccessibles  ou  inhibées.  Divers  cas  peuvent  alors  se  produire : 
mauvaise  perception  du  résultat  de  l'expérience,  non  utilisation  de  l'information  perturbatrice, 





Exemple : Dans  l’entretien  *26,  la participante n’est pas étonnée que  le  résultat  ait  été difficile  à 
prévoir et ne s’en émeut par suite pas vraiment. 
• Observation 6.2. C’est notamment le cas lorsque ce questionnement est proposé sous forme de défi 
dans  les  expériences  de  type  « expériences  impossibles » ;  en  effet,  la  contre‐intuitivité  ne  peut 
alors émerger que si le défi a été résolu, ce qui n’est pas toujours le cas (tableau annexe 6b). 
Exemple : Dans  l’entretien  *66,  aucun  des  deux  enfants  ne  trouve  le  « truc »  pour  actionner  le 









Exemples :  C’est  le  cas  de  l’interprétation  des  feuilles  amoureuses  faisant  appel  au  fait  que  « le 
sèche‐cheveux aspire »,  évoquée plus haut  (*79), ou de  la  course des balles  lorsque  l’observation 
est perturbée par la conviction originelle (35a). 
• Observation 6.4. C’est  aussi  le  cas  lorsqu’elles  le  conduisent à  l’adapter à  ses  conceptions  initiales 
(tableau annexe 6d)… 
Exemple : Dans l’entretien *5,  l’explication donnée à  l’expérience de la  laine et de  l’aluminium ne 
tient pas à la notion de température ambiante, mais de configuration de l’expérience : « Parce qu'elle 
est pliée, il y a plus de chaleur et celle‐là aussi elle est mise en boule, la chaleur elle est à l'intérieur ». 





Exemple :  Dans  l’entretien  *3,  l’observation  est  admise  mais  mise  en  cause  pour  d’autres 
températures, la question posée par la participante étant notamment de savoir si, « en cas de gel, la 
chaussette et la laine afficheront toutes deux la même température de ‐10°C par exemple ». 
• Observation 6.6. Même  constat  lorsqu’elles  le  conduisent  à  rejeter  l’information  perturbatrice,  et 
éventuellement l’oublier (tableau annexe 6f). 





Exemples :  L’expérience  des  feuilles  amoureuses,  de  manière  générale,  entraîne  ce  type  de 
situations, comme celle du ludion, plus ponctuellement : « après l'eau ça y fait un peu plus dur et le 
vent il peut pas le tenir en haut, après ça descend » (*63). 
• Observation 6.8.  Ainsi,  la  seule  observation  du  phénomène  contre‐intuitif,  même  s’il  s’agit  d’une 
observation dirigée, n’est souvent pas suffisante pour induire son explication correcte et complète, 
notamment  dans  les  cas  où  elle  ne  conduit  qu’à  la  compréhension  des  aspects  techniques  de 
l’expérience.  Cela  ne  l’empêche  pas  d’être  conservée  (stockée)  par  l’apprenant,  qui  semble  alors 
souvent  démuni  et  perdu,  voire démotivé. Aux  cas  ci‐dessus  s’ajoutent  dès  lors  les  entretiens du 
tableau annexe 6h. 
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Exemple :  Ainsi  dans  l’entretien  *28,  le  garçon  accepte  le  résultat,  tout  en  affirmant  qu’il  voit  la 
boule de pétanque arriver la première à cause de son aspect métallique qui attire son œil. 
• Observation 6.9. Dans chacun de ces cas, aucun apprentissage n’est possible, la contre‐intuitivité ne 





Exemple :  Dans  l’entretien  *36,  après  l’échange  avec  le  chercheur,  il  ressort  selon  l’enfant  que 




Prédiction 7 : Dans  le cas où  la contre‐intuitivité s’exprime mais où  le phénomène mis en œuvre n’est pas 
spontanément compris par  l’apprenant, ce  type d'expérience est en outre susceptible d’avoir divers effets 
néfastes  sur  l’apprentissage,  en  contribuant  notamment :  au  découragement  vis‐à‐vis  du  sujet  ou  de  la 
discipline,  au  renforcement  des  conceptions  initiales,  à  la  création  de  nouvelles  conceptions  et 
métaconceptions erronées, à  l’adoption d’heuristiques  inadéquates,  voire à  la destruction de  conceptions 
initialement correctes. 




Exemples :  Le  cas  le  plus  significatif  et  déjà  évoqué  plus  haut,  est  celui  de  l’entretien  *1  qui 
conduisit  à  l’idée  selon  laquelle  « la  laine,  c’est  fait  avec  de  l’aluminium ».  Dans  l’entretien  *69, 










• Observation 7.3. Dans  les  cas,  relevant du  tableau annexe 7b,  où  les participants  invoquent  le  fait 
que « le sèche‐cheveux aspire » pour interpréter l’expérience des feuilles amoureuses, on reportera 
plutôt  la  responsabilité  sur  le  dispositif  (et  la manière  de  poser  le  problème  posé)…  conception 
fausse  certes,  mais  hélas  ensuite  confirmée  par  l’expérience,  comme  dans  l’histoire  de  Mafalda 
présentée à la figure 68. Cet exemple met en évidence un biais insoupçonné de l’expérience contre‐
intuitive :  la  manière  dont  elle  est  présentée  et  les  détails  du  dispositif  mis  en  œuvre  peuvent 
induire des conceptions fausses qui peuvent à leur tour être confortées par la manipulation. 
• Observation 7.4.  Ces  cas  se  retrouvent  particulièrement  dans  les  expériences  inaccessibles  d’un 
point  de  vue  théorique  pour  les  apprenants.  On  observe  alors  des  conceptions  plus  fausses  et 
davantage de gens perdus (tableau annexe 7c). 
Exemples :  Dans  l’entretien  *54a,  l’enfant  finit  par  se  construire  une  interprétation  du  ludion 







conduise  ni  à  un  ancrage  ni  à  la  création  de  conceptions  fausses,  et  qu’elle  participe  ainsi  d’un  réel 
apprentissage :  identification  des  conceptions  initiales,  vérification  du  cadre  de  référence  et  de  la  zone 
proximale  de  développement,  accompagnement  tout  au  long  de  l’expérience,  décomposition  des  étapes 




au  questionnement  préalable  susceptibles  de  procurer  une  efficience  optimale  à  l’usage  de 
l’expérience contre‐intuitive. La recherche préliminaire n’ayant pas été conçue pour y répondre, à 







l’observation  du mouvement  du  niveau  d’eau  dans  la  pipette,  permet  souvent  à  l’enfant  (comme 
dans  l’entretien  *49) de  comprendre  l’idée  selon  laquelle « quand on presse  ça devient plus  lourd, 
alors ça coule ». 
• Observation 8.2. Ce pourrait par exemple être le cas lorsqu’un détail du matériel ou de la situation 
perturbe  clairement  l’apprenant  (nature  de  la  boule  de  métal,  rebond  des  balles,  trombones, 
microbulles…). Les cas correspondants ont été cités dans le traitement de la prédiction 2. 
















Diverses  autres  observations  émanent  de  cette  recherche  préliminaire,  bien  qu’elle  n’ait  pas  été 
conçue pour les mettre en évidence spécifiquement. Il est intéressant de les évoquer. 
• Observation 9.1. Les  conceptions varient peu en  fonction de  l’âge des apprenants.  Les adultes ont 
simplement plus de « théories ingénues » à invoquer lorsque leurs idées sont mises en défaut ; elles 
sont  souvent  inspirées  (de  manière  inappropriée)  par  les  restes  de  leurs  connaissances 
scientifiques scolaires. Les conceptions correspondantes ne sont pas nécessairement plus solides, 
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mais  plus  nombreuses.  On  peut  dire  que  de  manière  paradoxale,  plus  leurs  connaissances  sont 
nombreuses  (sans  être  spécialisées),  plus nombreuses  sont  les  théories  inappropriées,  ce qui  est 
compatible avec le modèle‐cadre SRK (tableau annexe 9a). 
Exemples : Cette observation est particulièrement manifeste dans  les entretiens *3,  *29b,  *48 ou 
*70 : « le souffle n'est pas partout le même à un moment donné, ce qui fait qu'il y un frottement d'un 




• Observation 9.2.  Mieux  encore,  on  observe  une  volubilité  beaucoup  plus  importante  et  des 
conceptions beaucoup plus erronées (à moins qu’il ne s’agisse d’une plus grande accessibilité des 
conceptions  erronées  du  fait  de  cette  volubilité)  chez  les  adultes  qui  ont  reçu  une  formation 





• Observation 9.3. Nombre  de  participants  adultes  tentent  en  outre  de  se  référer  à  leurs  souvenirs 
d’école  (par  des  réponses  du  type :  « Ah  oui,  je  me  souviens  qu’on  avait  vu  ça,  je  devrais  m’en 
souvenir…  je  ne  sais  plus  trop »)  et  finissent  par  abandonner,  au  lieu  de  se  reposer  sur  leur 
observation,  leur  sens  commun  et  leur  logique.  A  l’inverse,  les  enfants  sont  souvent  plus 




par  les  diplômes ;  aspect  ludique  lié  à  la  nature  des  expériences  et  à  leur  présentation  en  loges ; 
aspect  spectaculaire et perturbateur  lié à  la  contre‐intuitivité ;  expérience conçues pour donner du 
sens aux problèmes posés, par l’absence de boîtes noires et l’utilisation de matériel courant ; mise en 
confiance du public grâce à  l’isolement dans  les  loges qui  les protègent du regard des autres et des 








Exemple : Dans  l’entretien *55,  c’est  la maman qui donne une réponse à moitié  fausse à  l’enfant, 
qui la répète : « Parce que ça enlève de l'air, ça se remplace par de l'eau pis ça devient plus lourd ». 
• Observation 9.6. Le questionnement  préalable  est  insuffisant  (voire  néfaste)  à  la mobilisation des 
conceptions  ciblées  par  l’expérience  contre‐intuitive  s’il  ne  porte  pas  précisément  sur  les 









De  manière  très  satisfaisante,  on  constate  que  cette  recherche  préliminaire  a  permis  de  valider 
l’ensemble des prédictions théoriques formulées à partir du modèle allostérique formalisé, à partir de 
cas concrets parfois certes peu nombreux, mais sans qu’aucune observation ne vienne à  l’inverse  les 
invalider.  Quelques  difficultés,  liées  à  la méthodologie même  de  la  recherche,  ont  toutefois  pu  être 
mises en évidence. Elles sont répertoriées ci‐dessous. 
• Le  fait  de  savoir  que  l’expérience  va  être  contre‐intuitive  modifie  le  rapport  de  l’apprenant  à 
l’expérience  en  lui  faisant  soupçonner  un  résultat  contraire  à  celui  auquel  il  s’attend,  d’où  des 
réponses parfois peu fiables du point de vue de la recherche. La solution consiste à ne pas évoquer 





• Comme  nous  l’avons  évoqué  plus  haut,  les  questionnements  préalable  et  postérieur  à 
l’expérimentation  peuvent  dans  bien  des  cas  s’apparenter  à  une  intervention  didactique  (ou 
« accompagnement »),  rendant  en  apparence  les  expériences  proposées  plus  aptes  à  susciter 
l’étonnement et à faire évoluer les conceptions des apprenants qu’elles ne le sont réellement. 
• De par la nature même des expériences de type « expériences impossibles » et dans la mesure où la 
recherche  est  restée  fidèle  à  la manière  dont  elles  sont  présentées  en  général  dans  l’atelier  des 
Atomes Crochus,  le questionnement préalable n’a pas pu porter sur les interrogations susceptibles 
de faire émerger les conceptions initiales des apprenants dans l’expérience du ludion (et dans une 
moindre mesure dans  l’expérience des  feuilles  amoureuses).  La  question  aurait  en  effet  du  être : 
« Que se passera‐t‐il si on appuie sur la bouteille ? ». D’où l’observation de peu de différences entre 
les deux types d’entretiens dans ces deux expériences. 
• Les explications qui émergent  sont parfois  très hésitantes et hasardeuses ;  à  ce  titre, du point de 




telles que  celle‐ci),  ils  sont  souvent en contrôle  cinétique ;  il  s’agit d’un point  fort de  la  recherche 




Destinée  à  approfondir  certaines  des  observations  et  des  analyses  réalisées  dans  la  recherche 
préliminaire,  cette  recherche portait,  à  l’inverse  de  la  précédente,  sur  des  enfants  d’âge  scolaire,  en 
temps moins  limité  pour  qu’ils  ne  soient  plus  sous  contrôle  cinétique,  sur  un  nombre  d’expériences 
restreint et bénéficiait d’un post‐test destiné à évaluer  la qualité des apprentissages en fonctions des 
conditions de réalisation des expériences contre‐intuitives. Les résultats, en sont présentés ci‐dessous 








à  la  réalisation  des  expériences ;  le  troisième,  relatif  à  la  prédiction  8,  met  en  évidence  les  cas 
d’apprentissages facilités par la compréhension des phénomènes mis en œuvre par ces expériences. La 














d’affordance  imprévue de  l’objet  présenté. Mais  cette  capacité d’un objet  à  induire  la manière de 






pallier  à  ce  problème,  le  chercheur  a  demandé,  avant  la  réalisation  de  l’expérience,  pourquoi  ils 
pensaient que  le carton allait « tenir » sur  le sèche‐cheveux. Tous  les enfants ont répondu « parce 
que le sèche‐cheveux aspire l’air ». Comme cela a été évoqué plus haut, il est possible d’imaginer bien 
des  interprétations à  cet  état de  fait :  confusion entre  les  termes d’aspirer et  souffler,  conception 
d’un  sèche‐cheveux  qui  « aspire »  l’eau  quand  on  se  sèche  les  cheveux,  interprétation  d’un 






Ce réflexe cognitif est  très similaire aux réponses, maintes  fois décrites dans  le corps de ce  texte, 
aux  questions  portant  sur  la  forme  du  croissant  de  Lune,  de  ce  que  boit  la  vache  ou  de  la 
composition  de  la  laine.  Elles  correspondent  à  des  heuristiques  improbables,  mais  qu’il  faudra 




• Par  ailleurs,  si  certains  enfants  revenaient  facilement  sur  cette  première  explication,  il  a  parfois 
fallu  que  le  chercheur  « prouve »  que  le  sèche‐cheveux  soufflait  de  l’air,  en  le  dirigeant  vers  leur 
visage, complétant cette démonstration par  la question : « Un sèche‐cheveux, alors, c’est comme un 
aspirateur ? ». L’objectif de cette dénégation consistait à tester la capacité de la contre‐intuitivité de 




évaluée  tout de  suite par  l’enfant ;  ce dernier,  en effet,  doit parer au plus pressé en diminuant  la 
valeur  de  la  fonction  Φaffin(ĩ).  Ce  n’est  que  revenu  en  contrôle  thermodynamique  que  le  savoir 
pourra  commencer  à  se  réorganiser,  laissant  à  l’enfant  la  possibilité  d’abandonner  son 
interprétation erronée pour construire éventuellement un schème plus adapté, s’il en a les moyen, 
conduisant  à  une  stabilité  accrue, mais  cette  fois  de Ψcog(ĩ).  Le  post‐test  devrait  également  nous 
permettre de le vérifier. 
Si  la  remise  en  question  de  l’interprétation  erronée  a  bien  eu  lieu  suite  à  l’intervention  du 




manifestation  de  la  forte  affordance  du  dispositif  expérimental,  mais  aussi  peut‐être  un  effet 
métacognitif,  l’enfant  se disant que, puisqu’on  lui  demande de  réaliser  l’expérience,  elle doit  être 
possible  en dépit des  apparences. Un  seul  enfant n’a  eu aucune  idée, ni  aucune proposition pour 
répondre  au  défi  proposé,  quand  bien  même  il  semblait  parfaitement  comprendre  la  question 
posée. 
• Ainsi, dans cette expérience des « feuilles amoureuses », l’idée d’un sèche‐cheveux aspirant de l’air 






On  retrouve  l’importance  du  contexte  sur  le  degré  de  contre‐intuitivité  (ici,  en  l’occurrence,  le 
contexte de l’expérience qui l’anihile), ainsi que de l’accompagnement de l’apprenant pour l’aider à 
corriger  tous  les  biais  possibles,  dont  certains ne  sont  pas  du  tout  intuitifs  pour  le  chercheur  ou 
l’enseignant. Cet accompagnement s’apparente à l’effet catalyse décrit dans notre partie théorique : 
parce  que  l’apprentissage  spontané  du mécanisme  physique  par  lequel  opère  le  phénomène  est 




• Dans  le cas du « ludion », on observe des conceptions plus diversifiées. En premier  lieu, pour une 
majorité d’enfants (10 sur 12), la présence d’air à l’intérieur du ludion est identifiée sans ambiguïté. 
Néanmoins,  « air » et « vide »  semblent être  confondus dans  leurs explications et  ils argumentent 
par une idée d’aspiration de l’eau par l’air. « Quand on presse, comme ça, ça tire l’eau dedans. Après, 
l’eau ça y  fait un peu plus  lourd et  le vent  il peut pas  le  tenir en haut, après ça descend  (*63a) » ou 
« c’est  comme  un  petit  peu  dedans  que  ça  aspire »  (*52a).  Cette  conception  peut  constituer  un 
obstacle  très  fort,  car  elle  procure  un  système  explicatif  tout  à  fait  performant  dans  la  situation 
présente. 
• D’une  manière  générale,  la  présence  de  l’air  dans  la  partie  supérieure  du  ludion  est  très 
perturbante.  Certains  enfants  ont  de  la  peine  à  distinguer  si  ce  qu’ils  observent  en  termes  de 
changements  de  niveau  correspond  à  de  l’eau  ou  à  de  l’air.  Ainsi,  sur  les  9  enfants  sur  12  qui 
mentionnent sa présence, seuls 2 (*62b, *99) s’en détachent pour n’observer que la montée de l’eau 
et donner directement une explication relative à l’augmentation du poids du ludion. Pour 7 enfants, 




















nécessaire  pour  comprendre  le  phénomène  est  déconnectée  du  cadre  de  référence  des  enfants. 





Mis  en  évidence  dans  la  recherche  préliminaire,  nombreux  sont  les  cas  de  non‐apprentissage 
consécutifs  à  l’observation  ou  la  réalisation  d’une  expérience  contre‐intuitive.  La  recherche 




balles »,  qui  reprend  l’expérience  dite  « de  Galilée »,  est  certainement  la  plus  contre‐intuitive.  Un 
premier  constat  est  que  l’expérience  réalisée  seule  étonne  (4  sur  12 :  *30,  *32,  *33,  *99),  mais  ne 
permet pas d’interprétation du résultat (5 enfants sur 12 ne donnent aucune explication de ce résultat 
contradictoire à leur conception : *30, *32, *33, *39, *99). Et pour cause : l’interprétation est complexe, 
















Dans  la  seconde  catégorie  de  cas,  quand  une  explication  est  donnée,  c’est  l’information  qui  est 
déformée  pour  correspondre  aux  conceptions  initiales,  en  l’occurrence  que  l’une  des  deux  balles 
arrivera en premier au sol : 9 enfants  sur 12 pensent que  la boule de pétanque arrivera en premier 
parce qu’elle est plus lourde, 2 enfants pensent le contraire et 1 enfant, ayant déjà vu l’expérience à la 
télévision,  se  souvient  qu’elles  arrivent  en  même  temps.  Un  résultat  conforme  à  nos  prévisions 
théoriques  dans  l’analyse  de  la  fonction  Ψcog(ĩ)  qui,  rappelons‐le,  possède  deux  composantes  qui 





est  expulsé  du  sèche‐cheveux.  Il  affirme  donc  que  le  carton  tenait  dessus… mais  à  une  certaine 
hauteur. Cet exemple illustre parfaitement la manière dont une information peut être déformée (ici 
dans un  souvenir) pour  rester  en  cohérence avec une  conception. En  l’occurrence,  le  fait  que  cet 
enfant ait pris conscience du  fait que  le sèche‐cheveux souffle de  l’air rend pour  lui  impossible  le 
fait que  le carton reste « collé » au sèche‐cheveux. Un constat d’autant plus étonnant que,  lors du 
pré‐test, une explication relative aux turbulences de l’air à la sortie du sèche‐cheveux faisait penser 
que  cet  enfant  serait  en mesure  de  comprendre  une  explication  plus  élaborée.  C’était  sans  tenir 
compte du  fait que cette explication n’avait qu’un seul but :  rendre compatible  la réalité avec son 
intuition de départ, à savoir que le sèche‐cheveux aspire l’air. 
• Enfin, lorsque l’expérience est trop contre‐intuitive, ou du moins lorsque la conception initiale est 
extrêmement  prégnante,  l’analyse  des  entretiens  montre  parfois  un  rejet  pur  et  simple  de 
l’information  (3  sur 12 :  *32,  *33a,  *45),  tant  lors du pré‐test  que du post‐test. Un  rejet  qui  peut 
apparaître au niveau de  l’observation même de  l’expérience. Dans  l’expérience de  la « course des 
balles »,  lors  du  pré‐test,  2  enfants  (*34a,  *34b)  n’arrivaient  pas  à  « voir »  que  les  deux  balles 
touchaient  le  sol  simultanément,  et  ce  malgré  de  multiples  répétitions  de  l’expérience  et 




Ce  rejet  peut  également  être  observé  a  posteriori,  en  dépit  de  la  transformation  de  la  conception 
initiale  lors  de  la  réalisation  de  l’expérience.  Ainsi,  deux  enfants  (*39a,  *45)  avaient  très  justement 
constaté  l’arrivée  simultanée  des  balles,  mais  au  post‐test,  ils  étaient  tous  deux  revenus  à  leur 
conception  initiale  d’une  boule  de  pétanque  allant  plus  vite  parce  que  plus  lourde.  Un  élément  qui 
valide particulièrement bien l’idée selon laquelle l’expérience contre‐intuitive, même si son résultat a 







plus  lourde ».  On  peut  supposer  que  cette  faible  confiance  dans  sa  conception  initiale  explique  la 
facilité avec  laquelle  il  a  finalement  transformé sa  conception mais, de manière plus  intéressante,  la 
conception initiale de son binôme se retrouve par contre dans le post‐test.  Il affirme en effet qu’il se 
« rappelle que c’est la boule de pétanque qui arrive la première » et sa position ne changera pas, même 
après  l’expérience. Cette observation  illustre particulièrement bien  l’effet de consensus que peuvent 
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de  type  I pensaient  lors du pré‐test que  le sèche‐cheveux aspirait et  ils ont été surpris de constater, 
alors qu’ils  avaient  réalisé qu’au  contraire  il  chassait de  l’air,  que  le  carton  restait  tout de même en 
place « comme s’il était aspiré ». Pourtant, aucun de ces enfants ne s’est souvenu du geste à réaliser et 
aucun n’a pu formuler de proposition alors que tous, au pré‐test, avaient pourtant spontanément posé 






explication relative à  la présence des  trombones. Dans un tel cas,  l’enfant a bien  inhibé  l’heuristique 
erronée relative au fonctionnement du sèche‐cheveux ; mais cette inhibition n’a pas été suffisante pour 




Ces  résultats  montrent  également  que,  pour  que  les  nouveaux  schèmes  de  pensée  deviennent 
opérationnels  et  qu’ils  se  stabilisent,  il  est  nécessaire  qu’ils  soient  souvent  remobilisés.  Un  constat 





des  trombones,  puis  avait  éliminé  les  moins  pertinentes  en  observant  de  manière  très  fine 
l’écoulement de  l’air  entre  les deux  feuilles de  carton.  Ce premier  travail  aurait  pu  lui  permettre de 





Une  information, déformée pour s’adapter à un schème donné, peut venir  le conforter en  le rendant 
faussement  plus  opératoire.  Cette  stabilisation peut  provenir  du  résultat  de  l’expérience  elle‐même. 
C’est le cas observé dans le défi des « feuilles amoureuses », à travers les évolutions de certains enfants 
ayant  participé  au  pré‐test  de  type  II,  c’est‐à‐dire  sans  anticipation  préalable  du  résultat  de 
l’expérience  et  sans  possibilité  de  remettre  en  question  leur  conception  d’un  « sèche‐cheveux 
aspirateur ». Tous trouvent alors « normal » que le carton tienne sur le sèche‐cheveux puisqu’il aspire. 
Le résultat obtenu renforce donc encore cette conception initiale d’un sèche‐cheveux qui aspirerait. Et 




cognitif  spontané,  ce qui  a pour effet d’abaisser Φaffin(ĩ). Puis  l’information déformée est  intégrée au 
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savoir ;  Φaffin(ĩ)  s’annule  puisque  l’information  libre  disparaît, mais  c’est Φréorg(α1,  α2,  …,  αp)  qui  est 
stabilisée,  au  niveau  d’une  vallée  correspondant  à  un  schème  qui  repose  désormais  sur  cette  idée 




Les  manifestations  d’apprentissage  peuvent  prendre  plusieurs  formes  pouvant  aller  jusqu’à  une 
véritable  compréhension  du  phénomène  ou  de  l’information  qui,  alors,  peuvent  conduire  à  des 
explications scientifiquement correctes et être mobilisées à bon escient ultérieurement. La recherche 
d’approfondissement a  toutefois permis de mettre en évidence deux statuts beaucoup plus ambigus. 
Le premier  a  été  évoqué plus haut :  il  s’agit  de  l’inhibition d’heuristique ou de  conceptions dont  les 
enfants  se  souviennent  qu’elles  étaient  erronées,  mais  qui  n’offre  pas  de  solution  alternative.  Le 
second  relève  d’une  simple  mémorisation  de  l’information,  mais  de  manière  non  opératoire.  D’un 
point de vue théorique, cela revient à « accrocher » l’information dans l’espace des conceptions, dans 
un  pli  cognitif  parfois  même  disjoint  des  conceptions  avec  lesquelles  elle  entre  en  conflit ;  un 
phénomène  qui  semble  surtout  se  produire  avec  les  expériences  situées  en  dehors  de  la  zone 
proximale de développement des enfants. 
Pour  ces  enfants,  on  peut  espérer  que  ces  préapprentissages  pourront  être  remobilisés  plus  tard, 













même  temps  (*34a) »,  ou :  « Parce  qu’il  y  en  a  une  qui  est  plus  légère  et  l’autre  qui  est  plus  lourde 
(*44a) ».  Mais  un  début  de  compréhension  semble  parfois  poindre  dans  les  explications :  « Elles 
arrivent en même temps parce que la lourde elle descend plus vite et celle‐là parce qu’elle est légère elle 
part plus vite  (*30) », ce qui n’est pas  très  loin de  la vérité, cette dernière résidant dans  le  fait qu’en 






monte… non, de  l’eau pis ça  fait descendre…  je sais plus  (*49) ». Quant à  l’expérience sur  les « feuilles 






Parmi  les  trois  expériences  testées,  celle  dite  du  « ludion »,  bien  que  très  complexe  puisqu’elle  fait 
appel  à  deux  phénomènes  physiques  parallèles  (la  compressibilité  des  fluides  et  la  poussée 
d’Archimède), était la plus susceptible d’entrer dans la zone proximale de développement des enfants ; 
c’est donc de celle‐ci qu’il était possible d’attendre le plus en termes d’apprentissages. 
Sans  de  véritables  protocoles  leur  permettant  de  prendre  conscience  du  premier  de  ces  deux 
phénomènes, nous étions conscients que cet effet ne pourrait être appréhendé à travers l’expérience. 
Tout  au  plus  espérions‐nous  qu’un  questionnement  apparaisse  au  moment  de  l’observation  de  la 
montée  du  liquide  dans  le  ludion.  Quant  à  la  poussée  d’Archimède,  nous  espérions  parvenir  à  un 
niveau de  formulation proche d’une assertion du  type : « parce que  l’objet  se  remplit d’eau,  il devient 
plus lourd et coule ». Notre objectif était donc de voir si, partant d’une expérience inconnue, les enfants 
allaient  pouvoir  construire  cette  dernière  connaissance  à  travers  l’observation,  l’ancrer  à  une 
connaissance plus générale du phénomène à travers l’expérience commune (un caillou jeté dans l’eau 
coule)  et  la  reformuler  comme  telle.  Quant  aux  compressibilités  relatives  des  liquides  et  des  gaz, 
mentionnées  uniquement  durant  la  phase  d’accompagnement  qui  a  suivi  le  pré‐test,  nous  nous 
doutions qu’elles n’apparaîtraient pas de façon flagrante lors du post‐test. 







d’avoir  refait  l’expérience,  alors  que  la  manipulation  est  indispensable  aux  trois  autres  pour  la 
« retrouver » (*52a, *61b, *63a). 
• D’autre  part,  cette  construction  de  connaissance  a  fait  totalement  disparaître  du  post‐test  les 
explications  en  liens  avec  des  éléments  périphériques  tels  que  les  bulles  (*62c,  *52a),  les 
heuristiques  qui  s’activent  au  moment  de  leur  observation  ayant  été  totalement  inhibées.  On 
constate en revanche que la présence de l’air à l’intérieur du ludion reste souvent mentionnée, sans 
pour autant pouvoir dire qu’elle perturbe les explications. 
• Un point manifeste réside  tout de même dans  le  fait que 3 enfants ont  retenu quelques éléments 
concernant  la  compressibilité  des  gaz,  aspects  abordés  lors  de  l’explication  de  groupe,  suite  à  la 
remarque faite par le chercheur : « Vous me dites qu’il y a de l’air dans le ludion, mais alors, qu’est‐ce 










• Face  à  cette  expérience,  seuls  3  enfants  n’ont  pas  réussi  à  se  forger  une  conception  juste  mais 
seulement partielle du phénomène. Cette dernière remarque montre à quel point il est difficile pour 




lors  nécessaire  pour  que  la  perturbation  introduite  par  la  question  du  chercheur  concernant  le 
devenir de l’air au moment de la montée de l’eau puisse « compléter » cette première conception. 
• Outre  le  passage  d’une  conception  d’un  « sèche‐cheveux  aspirateur »  à  celle  d’un  sèche‐cheveux 
projetant de  l’air, déjà  considéré dans  les paragraphes précédents  comme une  transformation de 
conceptions  allant dans  le  sens d’un  apprentissage,  l’expérience des  « feuilles  amoureuses » offre 













Si  le  terme  de  pression  n’apparaît  pas  dans  ces  explications,  c’est  que  nous  avions  nous‐mêmes 




Si  les  expériences  choisies  dans  cette  recherche  d’approfondissement  sont  opportunément  de  trois 
types  contre‐intuitifs  différents,  on  aurait  pu  les  choisir  de  manière  à  ce  qu’elles  appartiennent 
davantage aux zones proximales de développement des enfants  interrogés. En effet, parce que  leurs 




biais,  mais  moins  les  paramètres  sur  lesquels  agir  pour  permettre,  grâce  à  elle,  un  véritable 




Si  la  recherche  préliminaire  n’invalidait  pas,  voire  confortait  la  plupart  des  prédictions  théoriques 
formulées  dans  la  sous‐partie  8.1. L’expérience  contre‐intuitive  à  travers  la  théorie  allostérique  – 
Prévisions théoriques,  la recherche complémentaire a permis d’aller plus loin en approfondissant, sur 
quelques expériences bien  ciblées,  toute une  série de  cas  représentatifs d’apprentissages et de non‐
apprentissages. Ce  faisant,  elle a  confirmé  les  limites de  l’expérience contre‐intuitive qui avaient été 
prévues, sans jamais invalider elle non plus les prédictions initiales. 
De ce point de vue, on peut considérer que notre troisième hypothèse de recherche H3 a été validée à 
son  tour ;  non  pas  que  tous  les  paramètres  du modèle  allostérique  formalisé  (et  encore moins  des 
environnements  didactiques  qui  en  dérivaient)  aient  été  « prouvés »,  mais  d’une  part  ils  se  sont 































à  la  validation  expérimentale  du  modèle  allostérique  formalisé,  les  résultats  de  notre  recherche 
permettent, grâce à la validation des prédictions initiales et aux observations diverses réalisées sur le 
terrain, de décrire quelques bonnes pratiques relatives à l’utilisation pédagogique de ces expériences. 
Elles  sont  résumées  dans  la  sous‐partie  9.2. Bonnes  pratiques  d’utilisation  de  l’expérience  contre‐
intuitive,  au  sein  d’une  partie  plus  générale  décrivant  quelques  apports  pédagogiques  notables 









Le  modèle  allostérique  et  ses  environnements  didactiques  sont  bien  entendu  applicables  à  maints 
domaines  et  situations  pédagogiques, médiationnelles  ou  communicationnelles.  En  tant  que modèle 
d’apprentissage,  il  est  à  la  fois  susceptible  d’éclairer  des  pratiques  existantes  en  explicitant  leurs 
avantages et  limites,  et de prévoir des applications nouvelles  issues de  certaines de  ses prédictions. 
Nous  proposons  ci‐dessous  cinq  volets  relativement  différents,  portant  indifféremment  sur  des 
approches  de  pédagogie  et  de  vulgarisation  des  sciences,  de  médiation  scientifique  et  de 
communication  institutionnelle  autour  de  questions  faisant  l’objet  de  controverses  sociotechniques. 




Indépendamment des  environnements didactiques développés dans  les  parties  précédentes,  dont  la 
lecture est peu aisée,  il peut être  intéressant d’en extraire  les principales pistes pédagogiques qu’ils 
proposent, en les synthétisant sous la forme de « conseils » ou de « bonnes questions » à se poser face 
à  une  situation  d’enseignement  particulière.  Nous  en  proposons  ici  quelques  unes,  directement 
utilisable par les enseignants : 




- Mes  élèves  sont‐ils  dans  une  situation  pédagogique  favorisant  le  contrôle  cinétique  (où 


















- Comment  leur  procurer  l’impulsion  nécessaire  pour  franchir  ces  barrières ?  Puis‐je  leur  donner 
accès à la visualisation préalable des conceptions vers lesquelles ils doivent tendre ? 
- Pour m’assurer de la persistence des conceptions nouvellement acquises, ai‐je bien prévu d’agir sur 
tous  les  paramètres  favorisant  leur  stabilisation ?  Puis‐je  imaginer  des  situations  pédagogiques 
agissant  à  la  fois  sur  le  caractère  opératoire,  le  consensus,  la  cohérence  cognitive  des  nouveaux 
acquis ? 
 
Pour  plus  de  facilité,  l’enseignant  pourra  par  ailleurs  garder  à  l’esprit  la  typologie  des  processus 
d’apprentissage que nous avons décrites dans le paragraphe 6.4.2.2., qui  lui permettra d’agir sur tous 
les leviers possibles. Nous avons en effet montré qu’apprendre, c’était tout à la fois : 



















Les  résultats  théoriques  et  expérimentaux  menés  sur  l’exemple  des  expériences  contre‐intuitives, 
initialement  obtenus  dans  l’optique  de  mettre  à  l’épreuve  les  prédictions  théoriques  du  modèle 
allostérique  formalisé,  conduisent  de  manière  secondaire,  mais  non  moins  intéressante,  à  la 
formulation de divers constats et recommandations relatifs à l’utilisation de cet outil pédagogique très 
performant (figure 85). Nous les recensons ci‐dessous de manière synthétique : 
• Si  l’expérience  proposée  n’est  pas  compatible  avec  le  cadre  de  référence  de  l’apprenant,  il  n’y 
trouvera  ni  intérêt,  ni  source  de  perturbation  pour  ses  conceptions.  Au  pire,  il  aura  l’impression 
d’être incapable de comprendre la science qui lui est proposée, ce qui l’éloignera de l’objectif visé. 
• En  l’absence  de  questionnement  et  d’accompagnement,  une  expérience  « trop »  contre‐intuitive, 
c’est‐à‐dire  s’éloignant  trop  des  conceptions  initiales  des  apprenants,  aura  peu  de  chances  de 
susciter  de  l’intérêt  pour  son  interprétation.  Au  contraire,  le  résultat  risquera  de  conforter 
l’apprenant que  la nature est  incompréhensible et  la science  inaccessible, voire d’induire chez  lui 
des idées fausses. 
• En  effet,  certaines  expériences,  très  spectaculaires  (et  à  ce  titre  souvent  employées  par  les 
vulgarisateurs) ne peuvent  être  comprises qu’en  faisant  appel  à des notions  totalement hors des 
zones  proximales  de  développement  de  tout  individu  n’ayant  reçu  une  formation  scientifique 
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minimale.  Par  suite,  quelle  que  soit  la  manière  de  les  présenter,  il  est  inutile  d’espérer  qu’elles 
puissent  contribuer  à  un  quelconque  apprentissage.  Au  contraire,  dans  la  mesure  où  elles  sont 
contre‐intuitives  et  ne  peuvent  être  interprétées  avec  les  « bons »  arguments,  il  y  a  toutes  les 
chances  pour  qu’elles  le  soient  avec  des  « mauvais »,  contribuant  ainsi  à  créer  ou  à  ancrer  des 
conceptions erronées. 
• Sans  accompagnement,  les  expériences  contre‐intuitives  nécessitant  par  essence  de  faire  appel  à 
des interprétations inhabituelles, chaque petit détail non maîtrisé (boîtes noires, boutons superflus, 
décorations…) est susceptible d’induire l’apprenant en erreur dans ses tentatives d’explications. 
• S’il ne porte pas précisément sur  les phénomènes mis en œuvre,  le questionnement préalable est 
insuffisant  (voire  néfaste)  à  la  mobilisation  des  conceptions  ciblées  par  l’expérience  contre‐
intuitive. L’apprenant ne peut alors se faire aucune idée de la manipulation à effectuer, du résultat à 
venir  ou  du  degré  de  réflexion  que  l’on  attend  de  lui ;  il  ne  peut  donc  pas mobiliser  et  formuler 
préalablement  les  conceptions  supposées être perturbées par  l’expérience  contre‐intuitive. On  se 
heurte  particulièrement  à  cet  écueil  dans  les  expériences  contre‐intuitives  de  type  « expériences 
impossibles »  où  le  questionnement  est  proposé  sous  forme  de  défi  expérimental  et  non  de 
prévision du résultat d’une expérience donnée. 
• En  l’absence  d’accompagnement, même  le  questionnement  préalable  est  parfois  insuffisant  pour 
susciter  la  contre‐intuitivité,  notamment  lorsque  le  questionnement  est  posé  sous  forme  de  défi 
dans les expériences de type « expériences impossibles » car la contre‐intuitivité ne peut émerger 
que si le défi a été résolu, ce qui n’est pas toujours le cas. 
• L’expérience  de  type  « expérience  impossible »,  présentée  telle  quelle  sans  questionnement  ni 
accompagnement, ne peut conduire à aucun apprentissage si le défi n’est pas relevé. S’il l’est, il est 
probable  que  l’apprenant  se  contentera  d’avoir  trouvé  la  solution  et  ne  se  souciera  pas  de 
comprendre  le  phénomène.  En  tout  état  de  cause,  parce  qu’elle  est  « contre‐intuitive »  et  donc 
incompréhensible pour l’apprenant, ce dernier ne pourra faire évoluer ses conceptions si rien ne le 
pousse à les exprimer et à proposer des interprétations. 
• En  l’absence  de  questionnement  et  d’accompagnement,  il  est  peu  probable  que  le  résultat  d’une 
expérience  contre‐intuitive  puisse  être  enregistré  et  mobilisable  ensuite,  à  moins  qu’il  ne 
corresponde par hasard à une notion juste, assimilable par l’apprenant. 
• L’information perturbatrice n’est pas nécessairement utilisée par l’apprenant pour faire évoluer ses 
conceptions  initiales, même si  elles ont été  formulées et mises en défaut. C’est notamment  le  cas 
lorsque elles le conduisent à mal percevoir l’information fournie par l’expérience, à l’adapter à ses 
conceptions  initiales, à contester  l’observation qu’il a  faite  (invocation du cas particulier, mise en 




pourtant nuire  à  l’apprentissage  en  induisant des  conceptions  fausses,  confortées  ensuite par  les 
résultats de l’expérience. 
• En  tout  état  de  cause,  la  seule  observation  du  phénomène  contre‐intuitif,  même  s’il  s’agit  d’une 
observation dirigée, n’est souvent pas suffisante pour induire son explication correcte et complète, 
notamment  dans  les  cas  où  elle  ne  conduit  qu’à  la  compréhension  des  aspects  techniques  de 















La  difficulté  de  présenter  des  expériences  contre‐intuitives  en  situation  d’enseignement  ou  de 




notre  recherche  expérimentale,  mais  sans  se  rendre  compte  que  cette  approche  ne  permet  pas  de 
comprendre « réellement » ce qui se produit. 
Il est vrai que pour comprendre un phénomène et construire les schèmes interprétatifs adéquats, il est 
souvent  indispensable  (du  moins  en  sciences  expérimentales)  de  commencer  par  en  construire 
d’autres,  liés  à  la  théorie  elle‐même,  avant  de  les  appliquer  au  phénomène  observé.  En  termes  de 
charge  cognitive  et  de  barrières  d’activation,  on  peut  donc  être  pessimiste  quant  à  la  possibilité  de 
procurer  une  compréhension  rapide  des  phénomènes.  Si  ce  temps  de  latence  ne  constitue  pas  un 
problème  en  situation  scolaire  (c’est  même  l’un  des  rôles  des  enseignements  scientifiques  que  de 
donner accès à  la  compréhension des  théories),  il  est nettement plus problématique en  situation de 
vulgarisation scientifique où le temps est toujours beaucoup plus limité et le public moins captif. 
Sur  la base de ces constats, et nous appuyant sur  la compréhension allostérique de  la perception du 
monde  que  confèrent  leurs  structures  cognitives  aux  apprenants,  nous  avons  tenté  d’élaborer  une 
approche  directe  des  phénomènes  de  la  nature,  c’est‐à‐dire  qui  ne  « passe »  pas  par  l’appréhension 
préalable  de  la  théorie,  et  qui  soit  entièrement  fondée  sur  les  connaissances  des  apprenants.  Nous 
l’avons nommée « approche phénoménologique » ; en plus d’une approche pédagogique originale, elle 
propose notamment une analyse de l’idée de « compréhension » en sciences. 
La  double  origine  de  l’idée  de phénoménologie,  philosophique  et  scientifique,  constitue  la  promesse 
d’une  richesse  insoupçonnée  de  son  exploitation  pédagogique.  Son  premier  usage  s’inspire  de  la 
méthode de Husserl et attribue ce qualificatif à toute philosophie qui se propose, par la description des 
choses elles‐mêmes, de « découvrir  les structures  transcendantes de  la conscience et des essences ». 






La  mécanique  des  fluides  se  risque  par  exemple  à  l’utilisation  de  l’hydrophobicité,  pour  éviter  le 
recours à un traitement de thermodynamique statistique des  interactions des  fluides avec  les parois 
solides.  Or  ce  paramètre  n’a  pas  de  signification  réelle,  la  notion  de  « caractère  hydrophobe »  ne 
désignant qu’une absence d’hydrophilie. De même que « l’interaction hydrophobe » n’existe pas, une 
substance hydrophobe ne « repousse » pas les molécules d’eau ; ses constituants moléculaires attirent 
simplement  moins  ces  molécules  qu’elles  ne  s’attirent  mutuellement.  Ce  dernier  exemple  permet 
d’insister  sur  le  fait  que,  bien  que  pas  toujours  exprimée  par  le  chercheur,  la  « pensée 
phénoménologique »  peut  faire  partie  intégrante  du  processus  de  théorisation.  Il  ne  s’agit  donc  pas 
d’une approche parallèle. 
D’un  point  de  vue  épistémologique  également,  cette  approche  constitue  presque  un  passage  obligé 
dans  l'élaboration historique d’une discipline  scientifique. C'est  la  raison pour  laquelle,  on  la  trouve 
dans  les  sciences  très  récentes,  tout  simplement  parce  que  les  concepts  et  modèles  qui  peuvent 
l’appuyer  n’ont  pas  encore  été  imaginés.  C’est  le  cas  de  la  physique  des milieux  granulaires  où  des 
phénomènes  aussi  spectaculaires  et  contre‐intuitifs  que  le  « chant  des  dunes »  (Douady,  2002),  la 
« dilatance de Reynolds »79 ou la « ségrégation » des assemblées de grains sont encore expliqués « avec 
les mains », faute d’approches thermodynamiques, mécaniques ou numériques élaborées. 
Une  approche  pédagogique  fondée  d’une  part  sur  les  pré‐conceptions  les  plus  robustes  et  les  plus 
communes des  individus,  et  d’autre part  inspirée de  cette  démarche de  recherche ne nécessitant  ni 
prérequis,  ni  formalismes mathématiques, mais  seulement  de  bonnes  compétences  d’observation  et 
un minimum de bon sens est susceptible de permettre une médiation pédagogique performante sur le 
plan explicatif. Un exemple très simple, relatant une expérience réalisée dans une classe primaire lors 








Telle  est  la  question  qui  nous  fut  posée  un  jour,  lors  d’une  intervention  des Atomes  Crochus  dans  une  classe 
primaire  (classe  de  CE2,  Ecole  de  l’Arbalète,  Paris  5e).  L’intervention  consistait  alors  à  exposer  les  propriétés 
physico‐chimiques de  l’œuf,  illustrées notamment par  l’expérience de « décuisson » du blanc d’œuf  cuit  et par 
celle de la cuisson du blanc d’œuf cru « sans source de chaleur » (c’est‐à‐dire dans l’alcool à 90°). 
Posée  à  des  collègues  physiciens  ou  chimistes,  la  question  suscite  invariablement  l’appel  à  des  concepts 
complexes tels que la « diffusion » de la lumière sur les bulles d’air ou sa « réfraction » aux « interfaces » air‐œuf. 
Des  concepts  qu’il  ne  serait  évidemment  pas  raisonnable  d’évoquer  dans  une  classe  primaire.  Fallait‐il  pour 
autant faire à ces enfants cette réponse désespérante : « Vous verrez ça quand vous serez plus grands » ? 














Les A. C. :  Très bien ! En fait,  tu vois  les reflets de toutes les sources de lumière de la salle : vitres,  lampes, 


















C’est  ainsi  que  les  enfants  ont  compris  phénoménologiquement,  c’est‐à‐dire  sans  effort  et  sans  concepts 
théoriques,  pourquoi  les  blancs  battus  sont  qualifiés  de  blancs  « en  neige ».  Quant  à  savoir  s’ils  auront  été 





de médiation  scientifique,  ne  pas  justement  tenter  d’emprunter  aux meilleurs  vulgarisateurs  et  aux 
sciences  expérimentales  en  cours  de  construction,  cette  approche  largement  qualitative  fondée  sur 
l’analyse expérimentale  et  la mise en  relation des phénomènes, dont des  indices de pertinence  sont 




Pour  compenser  le manque  d’outils  théoriques,  une  telle  approche  devra  se  fonder  en  très  grande 
partie sur l’observation du monde réel et faire souvent référence aux phénomènes les plus courants et 
les  plus  intuitifs  qui  s’y  déroulent  (figure 86).  Ainsi,  pour  pallier  l’impossibilité  d’évoquer  la  notion 
« d’induction  électromagnétique »  ou  de  « courants  de  Foucault »  dans  l’interprétation  du 
fonctionnement du ralentisseur électromagnétique des camions, on  fera au préalable  référence à un 
objet courant, la dynamo de vélo ou l’alternateur de voiture. En démontant la dynamo, on constatera 
qu’un courant électrique est créé par  la rotation d’un aimant devant une bobine de  fil,  ce qui suffira 
(toujours dans le cadre de cette approche) pour admettre plus généralement qu’un objet conducteur 
en mouvement relatif par rapport à un aimant, est parcouru par un courant électrique. Bien entendu, 
elle  pourra  s’appliquer  aux  sciences  anciennes  autant  que  récentes.  Elle  s’appuiera  alors  sur  des 
connaissances  théoriques  déjà  bien maîtrisées  et  à  ce  titre,  étayées  par  des modèles  scientifiques ; 
pour  le  médiateur  habitué  à  l’approche  formelle,  cette  approche  nécessitera  donc  une  « dé‐
formalisation » des théories en vigueur. « A partir de l’observation et de la description des phénomènes 





nouvelle :  d’autres  y  ont  déjà  songé,  sous  des  formes  un  peu  différentes  dénommées  Conceptual 
Physics outre Atlantique (Hewitt, 2002) ou Fisica Ingenua en Italie (Bozzi, 1998), l’association française 
1,2,3  Sciences  ayant  par  ailleurs  proposé  l’idée  du  « gros  mot  scientifique »80.  Toutefois,  faute  d’un 
cadre théorique construit et diffusé, elle reste confinée à de petits îlots de praticiens inspirés. 
 













conceptions  relevées  lors  d’enquêtes  préliminaires  auprès  d’eux  permet  d’imaginer  des  formes 
littéraires ou théâtrales originales. C’est ce à quoi se sont livrés les Atomes Crochus dans divers projets 
tels que : 
- Un  « livre  magique »  intitulé  Mais  qui  fabrique  les  bébés ?  inspiré  du  travail  de  licence  de 
Francine  Pellaud  (LDES),  dans  lequel  des  enfants  discutent  de  la  procréation  humaine  en 
émettant des  idées effectivement relevées dans des classes auprès d’enfants du même âge que 
ces  personnages.  Les  conceptions  fausses  sur  la  procréation  humaine  sont  ici  exprimées  sous 




relevés  de  conceptions mais  s’inspirent  de  l’approche  phénoménologique  et  des  progressions 












L’observation  d’une  grande  proximité  entre  le  clown  et  les  enfants,  surtout  lorsqu’elle  est  mise  en 
perspective  avec  la  distance  qui,  dans  les  spectacles  des  Atomes  Crochus,  sépare  ces  derniers  du 
Professeur  Spatule  incarnant  le  savant,  ouvre  la  voie  d’un  processus  pédagogique  extrêmement 
intéressant. Car le clown, plongé dans l’univers hostile d’un laboratoire face à un personnage bien plus 
savant  que  lui  et  presque  un  peu  dédaigneux,  est  véritablement  susceptible  d’incarner  l’élève  en 
difficulté  face à  son professeur. C’est  ce que confirme par exemple  J.‐B. Bonange  lorsqu’il  écrit :  « Le 
clown se nourrit de notre faiblesse et de notre fragilité –l’enfant, le naïf, le raté, l’écorché en nous– et c’est 
justement  sa  vulnérabilité  qui  lui  donne  sa  force  et  son  aura.  Le  clown,  c’est  l’amplificateur  de  nos 
dimensions cachées » (2002). 
Plus qu’une appréhension du clown comme un « presque camarade » par  l’enfant,  il existe donc une 




qu’aux pires moments  de  son péril,  le  clown  réussit  des  prouesses  inattendues »,  alors  le plus mauvais 
élève  doit  encore  pouvoir  rêver  devenir  scientifique  lorsqu’il  voit  un  clown  progresser  dans  sa 
compréhension des phénomènes de la nature et dans sa maîtrise des instruments des scientifiques. 
Personnage  novice  maladroit  se  retrouvant  un  peu  par  hasard  au  milieu  d’objets  et  de  produits 
hétéroclites et inquiétants, le clown de science pose des questions, se trompe, imagine, se fait gronder 
ou  encourager.  Bref,  il  apprend.  Et  il  montre  aux  enfants  qu’eux  aussi  peuvent  apprendre.  Ce  que 
confirme à nouveau J.‐B. Bonange en rappelant que « Le jeu du clown révèle des vérités mais ce n’est pas 
lui  qui  les  détient.  Il  a  un  rôle  de  catalyseur  et  non  de  donneur  de  leçons  (le  pauvre !  il  en  serait  bien 





Mis  en  perspective  avec  le  modèle  allostérique  de  l’apprendre,  ce  processus  d’identification  ouvre 
d’autres pistes pédagogiques.  Il nous  incite en effet à  récolter en classe  les conceptions erronées  les 
plus  courantes  sur  des  enfants  d’âge  donné,  puis  à  les  redéposer  dans  la  bouche  du  clown  avec  la 
même formulation que la  leur. Comme il est prévisible qu’il soit peu pris au sérieux, on s’attend à ce 














Nous  avons  développé  l’utilisation  pédagogique  des  contes  scientifiques  dans  diverses  publications 
entre 2007 et 2001, et notamment dans les Annales des Mines (Pellaud et al., 2007 a), 2/ la revue Grand 
N (Pellaud et al., 2007 b) et 3/ un ouvrage collectif publié aux éditions Les Atomes Crochus (Eastes & 









Enfin,  la  compréhension  des  processus  d’apprentissage  et  du  fonctionnement  de  la  pensée  permet 
d’explorer  la question du  traitement cognitif  individuel de  l’information dans  le cadre des questions 
socialement vives. Elle est alors  susceptible de permettre de mieux comprendre comment  la  société 
civile,  ou  du moins  le  citoyen  confronté  aux  informations  livrées  par  les médias,  réagit  à  des  sujets 
sociotechniques controversés tels que les OGM, nanotechnologies, pesticides et autres vaccins… 
Dans  un modèle  très  simplifié,  car  se  situant  à  un  niveau  différent  du modèle  allostérique,  on  peut 
considérer  que  le  système  cognitif  individuel  reçoit  et  interprète  les  informations  à  partir  de  deux 
composantes  distinctes :  l’une  est  en  effet  rationnelle  mais  l’autre,  au  moins  aussi  importante,  est 
émotionnelle. Certes cette distinction est‐elle un peu artificielle et aucun individu n’aura probablement 
jamais conscience d’interpréter une donnée à l’aide de l’une ou de l’autre exclusivement, pour la bonne 




La  première  composante  est  rationnelle  et  nous  distinguons  trois  pôles  principaux  autour  desquels 
elle s’organise : 
• Les représentations sont de l’ordre des connaissances, des idées reçues et des images mentales. 
Elles  représentent  ce  que  l’on  nomme  naïvement  le  « savoir »,  en  oubliant  que  ce  dernier  est 
riche  de  caractéristiques  et  composantes  beaucoup  moins  concrètes.  En  fonction  de  ces 
représentations,  on  peut  désirer  une  chose  objectivement  (un  poulet  avec  label),  ou  en  avoir 
légitimement  peur  (des  murs  isolés  à  l’amiante).  A  partir  d’informations  objectives,  voire 
factuelles,  elles  influencent  notre  perception  du  monde  et  la  manière  dont  nous  traitons  les 
informations nouvelles. 
• Les  valeurs  peuvent  être  simplement  définies  comme  « ce  à  quoi  l’on  tient,  parfois 
inconsciemment,  et  ce  pour  quoi  on  est  prêt  à  se  battre ».  Parce  qu’elles  correspondent  à  nos 
convictions et à nos croyances, au monde idéal que l’on souhaite, à celui dans lequel on se sent le 
plus  adapté,  à  celui  qui  limitera  nos  tourments  et  afflictions,  ou  encore  à  celui  qui  permettra 
l’épanouissement  de  nos  enfants,  elles  influencent  très  largement  nos  attentes  (en  matière  de 
qualité de l’alimentation par exemple) et conditionnent ce que nous refusons et rejetons (les OGM 
en  tant  qu’inacceptable  « manipulation  du  vivant »  par  exemple).  Contre  elles,  les  discours 
rationnels ne peuvent donc rien s’ils ne s’accompagnent pas d’une clarification de celles qui sont 
impliquées. 
• Faute d’être  capables de  « tout  savoir »  et  de disposer de  valeurs  claires  sur  tous  les  sujets,  il 
nous faut produire seuls ce qui nous manque. C’est le rôle de l’imaginaire, qui représente notre 
capacité  à  produire  des  informations,  des  images mentales,  des  opinions.  C’est  le  pôle  le  plus 
proche de l’émotion et il est fortement alimenté par cette composante. A ce titre, et parce qu’il 
gère également la relation entre nos représentations et nos valeurs, il produit tout à la fois peurs 
et  attrait,  attentes  et  rejet.  Ainsi,  il  joue  un  large  rôle  dans  la  perception  collective  des 
technologies  telles  que  les  biotechnologies  par  exemple  (on  parle  même  « d’imaginaire 
collectif »), notamment en vertu de la complexité du sujet et de sa sensibilité sur le plan éthique. 
Ces  trois  pôles  fonctionnent  en  étroite  relation,  donnant  un  sens  aux  choses  et  produisant 
« l’impression  de  compréhension ».  Mus  par  des  « capacités  de  raisonnement »  plus  ou  moins 




La  seconde  composante  est  émotionnelle.  Nous  distinguons  là  encore  trois  pôles  principaux,  qui  la 
conditionnent d’une manière similaire : 
• Les désirs sont les équivalents émotionnels des représentations et dialoguent avec elles. En tant 
que  volontés  d’obtenir  une  chose  ou  au  contraire  de  ne  pas  la  subir,  ils  sont  généralement 
explicites et concrets. Selon les modes, les habitudes de consommation, les âges et les catégories 





• Les  besoins  sont  quant  à  eux  les  pendants  émotionnels  des  valeurs.  Souvent  implicites  et 
abstraits, ils représentent non plus « ce qui est souhaitable » comme c’est le cas des désirs, mais 
« ce  qui  est  indispensable ». A  ce  titre,  ils  produisent  de  formidables  attentes  en même  temps 
que  des  rejets  absolus,  en  définissant  en  creux  des  « zones  d’intolérance ».  Ils  ne  sont  pas 
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qu’à  l’autre,  il  rappellera  l’accident  qui  lui  aura  fait  perdre  l’usage  des  jambes.  Dans 
l’impossibilité  d’exploiter  tous  les  ressentis  susceptibles  d’habiter  les  personnes  cibles,  la 
communication ne devra pas pour autant oublier de tenir compte de leur diversité. 





La  figure 88  résume  les  articulations  entre  ces  différents  paramètres  et  montre  comment  une 




les  contenus  autour  d’une  argumentation  rationnelle,  risquera  de  se  heurter  aux  valeurs,  désirs, 
imaginaires, besoins et ressentis de ses destinataires, avant même de toucher à leurs représentations. 


















Dans  le  cadre de  chacune de  ces deux  stratégies,  une  campagne de  communication pourra  en outre 





de  base  aux  travaux  et  publications  d’autres  ouvrages  par  le  groupe  Traces83  (Eastes,  2011c  par 
exemple). 
















Grâce  à  ses  volets  théoriques,  pratiques  et  expérimentaux,  cette  recherche  a  permis  d’atteindre 
plusieurs  objectifs,  et  notamment  les  perspectives  annoncées  par  le  titre  de  la  thèse :  « Processus 
d’apprentissage,  savoirs  complexes  et  traitement  de  l’information :  un  modèle  théorique  à  l’usage  des 
praticiens entre sciences cognitives, didactique et philosophie des sciences ». 
 
En  premier  lieu,  elle  a  permis  de  développer  les  aspects  formels  d’un modèle  didactique  déjà  très 
diffusé auprès des enseignant, le modèle allostérique de l’apprendre développé par Giordan et al., dans 
la perspective de  le  renforcer, de  l’étayer et de  le  crédibiliser d’un point de vue non plus  seulement 
pratique  mais  également  théorique.  Pour  ce  faire,  il  a  été  nécessaire  de  le  ré‐intégrer  dans  le 
paradigme des théories du changement conceptuel, tout en montrant ses larges avantages par rapport 
aux  approches  qui  relevaient  jusqu’ici  de  ces  théories.  Surtout,  ces  aspects  théoriques  ont  été 
développés  en  tenant  compte  des  résultats  les  plus  probants  des  sciences  cognitives  et,  plus 
particulièrement,  des  neurosciences,  qui  ouvrent  des  voies  nouvelles  à  l’étude  des  processus 
d’apprentissage. En outre, parce qu’il a été nécessaire d’imaginer des protocoles destinés à valider ou 
éprouver  nos  hypothèses  de  recherche  relatives  aux  développements  théoriques  du  modèle,  nous 
pouvons  considérer  que  notre  recherche  a  permis  de  prouver  globalement  la  pertinence  des 
fondements sur lesquels il repose. 
Certes,  comme  l’indique  le  titre,  notre  travail  s’est  limité  aux  processus  d’acquisition  des  savoirs 






approche  inédite,  féconde  et  originale  pour  décrire  les  processus  de  pensée,  et  pas  seulement  les 
mécanismes  d’apprentissage.  Certes  le  recours  à  des  théories  issues  de  champs  disciplinaires 




d’apprentissage  et  leurs  représentations  graphiques,  nous  semble  intéressant  pour  des 
développements ultérieurs en sciences de l’éducation et en philosophie des sciences, mais également 
en épistémologie. 
Car  nombreux  sont  les  processus  qui  nécessitent  le  passage  d’un  état  initial  à  un  état  final  via  le 
passage d’une barrière d’activation. Et parmi eux, nombreux sont les cas où la formalisation que nous 








sa  confrontation  aux  théories  existantes,  ses  développements  sont  en  retour  susceptibles  d’éclairer 
certaines  d’entre  elles,  d’en  proposer  des  explicitations,  des  formulations  nouvelles,  voire  des 
récusations.  Il  en  va  ainsi  des  processus  de  traitement  de  l’information  par  le  système  cognitif 
individuel, qui ont été complètement explicités par la description de la dynamique de la construction 
des  heuristiques  du  modèle  allostérique,  et  caractérisés  formellement  par  les  grandeurs 
thermodynamiques, liées aux hypersurfaces d’énergie que nous avons introduites pour représenter les 
fonctions  d’apprentissage.  Un  tel  outil,  théorique  mais  inspiré  et  éprouvé  par  la  pratique,  pourrait 
également se révéler utile aux recherches en sciences cognitives lorsqu’elles portent sur les processus 




En quatrième  lieu,  il est notable que  la définition d’environnements didactiques correspondants aux 
différents  paramètres  du  modèle  allostérique  ait  permis  d’imaginer  une  approche  pédagogique 
globale, applicable à toutes les situations d’apprentissage, et en particulier aux situations éducatives, 
qu’il  s’agisse d’enseignement, de  formation, de vulgarisation ou même de communication.  Ils offrent 
au  choix  une  grille  d’analyse  de  pratiques  existantes,  un  guide  pour  la  mise  en  place  de  pratiques 
nouvelles,  ou  des  pistes  de  compréhesion  concrètes  des  processus  d’apprentissage.  Dans  la  partie 
9. Applications  et  perspectives,  plusieurs  pistes  ont  été  proposées,  notamment  dans  la  sous‐partie 
9.1. Conseils aux enseignants pour une approche pédagogique « allostérique ». 
Selon  les cas,  la nature des savoirs en  jeu,  la manière de  les aborder et  les conditions matérielles de 
l’enseignement,  l’exploration d’un ou de plusieurs paramètres pourra toujours être privilégiée ; mais 
l’approche  globale  et  l’état  d’esprit  général  pourront  être  qualifiés  d’allostérique,  l’ensemble 
constituant une sorte de cadre pédagogique programmatique. 
 
En  cinquième et dernier  lieu,  la  recherche expérimentale qu’il  nous a  été nécessaire de mener pour 
éprouver  les  développements  théoriques  du  modèle  allostérique  nous  semble  avoir  apporté  des 






cœur de  cible de  cette étude, doit  toutefois être posée : une grande  force du modèle allostérique de 
Giordan est d’être rapidement appréhendé par  les enseignants,  tout en  leur offrant des  informations 
nouvelles  et  même  parfois  contre‐intuitives.  D’une  certaine  manière,  il  se  situe  dans  leur  zone 
proximale  de  développement.  Il  est  clair  que  l’approche  formalisée,  à  l’aide  de  fonctions 
mathématiques,  de  représentations  graphiques  et  de  fonctions  d’état  tirées  de  la  théorie  de  la 
réactivité chimique, ne jouit pas des mêmes attraits. 
L’expérience montre toutefois qu’il n’est pas nécessaire de disposer de connaissances approfondies en 










une  analogie  avec  la  réactivité  chimique  et  en  emprunte  des  concepts  spécifiques,  il  n’est  pas 
nécessaire de maîtriser  cette dernière pour  comprendre  cette nouvelle  version du modèle.  En  effet, 





à  la  fois  complète  des  travaux  existants  et  appelle  des  prolongements  plus  pertinents.  Qu’il  ait  une 
utilité  à  l’avenir ne  change  toutefois  rien au  constat  selon  lequel  la  science accroît quotidiennement 
notre compréhension du cerveau, de  la pensée et de  l’apprentissage, et que cette compréhension est 
appellée à jouer un rôle important à l’avenir dans notre manière d’éduquer nos enfants, de remédier à 
leurs  difficultés  d’apprentissage,  de  les  former  à  leurs  futurs  métiers  et  de  bâtir  les  sociétés  de  la 
connaissance de demain. L’enjeu est fondamental, mais ces connaissances fines pourraient tout aussi 























7. ANDLER,  D.  (2008)  Sciences  cognitives  et  éducation :  une  relation  sérieuse,  Apprendre  demain, 
sciences  cognitives  et  éducation  à  l’heure  du  numérique,  Cap  Digital  Education,  Editions  Hatier, 
Paris. 
8. AUGUSTINE, D. GREBER, K. & HANSON, L. (1990) Cooperation Works, Educational Leadership, 47, 4, 4‐7. 





12. BACHELARD,  G.  (1938)  La  formation  de  l’esprit  scientifique,  Librairie  philosophique  J.  Vrin,  (pour 
l’édition de poche, 1993), Paris. 
13. BALACHEFF, N.  (1995).  Conception,  propriété  du  système  sujet/milieu,  in  NOIRFALISE,  R.  PERRIN‐





16. BANG,  V.  (1989)  Introduction,  in  A.  GIORDAN,  A.  HENRIQUES  et  BANG,  Psychologie  génétique  et 
didactique des sciences, Peter Lang, Berne. 
17. BARKOW,  J.H. COSMIDES, L. & TOOBY,  J. eds. (1992) The Adapted Mind : Evolutionary Psychology and 
the Generation of Culture, Oxford University Press. 
18. BARTH, B.‐M. (1993) Le savoir en construction, Éditions Retz, Paris. 








et  al.  (Eds),  Knowing,  learning  and  instruction:  essays  in  honor  of  Robert  Glaser  (361–392). 
Lawrence Erlbaum Associates, Hillsdale, NJ. 
23. BEREITER,  C.  &  SCARDAMALIA,  M.  (1993)  Surpassing  ourselves:  An  inquiry  into  the  nature  and 
implications of expertise, La Salle Ill, Open Court, Chicago. 
24. BERGERON,  A.  (1990)  L’outil,  concepts  et  méthodes  pour  la  construction  d’environnement 
d’apprentissage, Télé‐Université. 
25. BERTHOZ, A. (1997) Le sens du mouvement, Odile Jacob, Paris. 
26. BETY, M.‐N.  (2010)  Pont  théorique  entre  les  principaux  modèles  de  changement  conceptuel  et 
l’enseignement des sciences au primaire, Canadian Journal for New Scholars in Education, Vol. 3, 1, 
june. 





30. BLANCHARD, A.  (2011) Science blogs  in  research and popularization of  science: why, how and for 






33. BLOOM,  B.  ENGELHART,  M.  HILL,  M.  FURST,  E.  &  KRATHWOH,  L.D.  (1956)  Taxonomy  of  Educational 
Objectives, Handbook, Cognitive domain, Longman, New York. 
34. BONANGE, J.‐B. (1998) De l’expression corporelle à la clownanalyse, Art et thérapie, n°28‐29. 
35. BONANGE,  J.‐B.  (2000)  Du  travail  du  clown  à  la  clownanalyse,  Le  Joker – Documents  n°2,  Le 
Bataclown. 










42. BRANDT,  R.  (1990)  On  cooperative  learning:  a  conversation  with  Spencer  Kagan,  Educational 
leadership, 47, 4. 
43. BRANSFORD, J. et al. (2006) Learning Theories and Education: Toward a Decade of Synergy, 209‐245 
in  ALEXANDER  P.A.  WINNE  P.H.  (éd.).  Handbook  of  Educational  Psychology,  Lawrence  Erlbaum, 
Mahwah, NJ. 
















55. CAREY,  S.  (1999)  Sources of  conceptual  change,  in  SCHOLNICK,  E.K. NELSON,  K. & MILLER, P.  (Eds.), 
Conceptual development: Piaget’s legacy, Lawrence Erlbaum Associates, Mahwah, NJ, 293‐326. 




58. CARUGATI,  F.  &  MUGNY,  G.  (1985)  La  théorie  du  conflit  socio‐cognitif,  dans  Mugny  G.  (Ed.), 
Psychologie sociale du développement cognitif, Peter Lang, Berne. 
59. CHAMPAGNE,  A.B. GUNSTONE,  R.F. & KLOPFER,  L.E.  (1985) Effecting  changes  in  cognitive  structures 
among physics students. In WEST, L. & PINES, A. (Eds.), Cognitive Structure and Conceptual Change, 
Academic Press, Orlando, FL, 163‐188.  




62. CHI,  M.T.H.  (1992).  Conceptual  change  in  and  across  ontological  categories:  Examples  from 




64. CHINN,  C.A.  &  BREWER,  W.F.  (1993).  The  role  of  anomalous  data  in  knowledge  acquisition:  A 






68. CHOMSKY,  N.  (2005)  Nouveaux  horizons  dans  l'étude  du  langage  et  de  l'esprit,  trad.  CREVIER,  R.  et 
KIHM, A. Stock, Paris. 
69. CHRISTOPHE, A. sous la direction de ANDLER D. & GUERRY, B. (2008) Rôle des nouvelles technologies 




de  doctorat  en  ligne :  www.nicolas.claidiere.fr/doctorat/theories‐darwiniennes‐de‐levolution‐
culturelle‐modeles‐et‐mecanismes.html ‐ Dernière consultation le 11/02/2013. 
71. CLARK,  D.B.  (2006)  Longitudinal  conceptual  change  in  students'  understanding  of  thermal 
equilibrium: An examination of the process of conceptual restructuring. Cognition and Instruction, 
24(4), 467‐563. 








76. CONDILLAC  (de),  E.B.  (1746) Essai  sur  l’origine  des  connaissances  humaines  in Œuvres  complètes 
(1798, Paris). 
77. CONDILLAC (de), E.B. (1754) Traité des sensations in Œuvres complètes (1798, Paris). 
78. COQUEUGNIOT, H. HUBLIN,  J.J. VEILLON, F. HOUET, F. &  JACOB, T.  (2004)  Early  brain  growth  in Homo 
erectus and implications for cognitive ability, Nature 431, 299–302. 
79. COSGROVE, M. & OSBORNE, R. (1985). Lesson frameworks for changing children's ideas in OSBORNE, R. 
&  FREYBERG,  F.  P.  (Eds.),  Learning  in  Science:  The  Implications  of  Children's  Science,  Heinemann, 
Portsmouth, NH, 101‐111. 
80. COUSINET, R. (1950) L'éducation nouvelle, Delachaux et Niestlé, Neuchâtel. 
81. CSIBRA,  G.  &  GERGELY,  G.  (2005)  Social  learning  and  social  cognition  :  The  case  for  pedagogy,  in 







85. DECROLY,  O.  &  MONCHAMP  (1937)  L'initiation  à  l'activité  intellectuelle  et  motrice  par  les  jeux 
éducatifs:  contribution  à  la  pédagogie  des  jeunes  enfants  et  des  irréguliers,  Delachaux  et  Niestlé, 
Neuchâtel. 
86. DEFERNE,  J.  (1996)  Vulgarisation  scientifique  et  muséographie :  comment  concevoir  une 
exposition ? Musées et Médias, sous la direction d'A. Giordan, Georg éditeur, Genève. 
87. DEHAENE,  S.  (1997a) Le  Cerveau  en  action.  L'imagerie  cérébrale  en  psychologie  cognitive.  Presses 
Universitaires de France, Paris. 
88. DEHAENE, S. (1997b) La bosse des maths. Odile Jacob, Paris. 








R. MORAIS,  J. COHEN, L.  (2010) How  learning  to  read  changes  the  corticalnetworks  for  vision  and 
language, Science, 6009, 1359‐1364. 
93. DEHAENE,  S.  BOSSINI,  S.  &  GIRAUX,  P.  (1993)  The  mental  representation  of  parity  and  numerical 
magnitude, Journal of Experimental Psychology, General, 122, 371‐396. 
94. DEHAENE, S. & COHEN, L. (2007) Cultural recycling of cortical maps, Neuron, 56, october 25. 
















104. DICK,  W.  &  CAREY,  L.  (1990)  The  Systematic  Design  of  Instruction,  2e  édition,  Scott  Foresman, 
Glenview. 






109. DREYFUS,  A.  JUNGWIRTH,  E.  &  ELIOVITCH,  R.  (1990)  Applying  the  “cognitive  conflict”  strategy  for 
conceptual change: Some implications, difficulties, and problems, Science Education, 74, 555‐569. 



























125. EASTES,  R.‐E.  &  PELLAUD,  F.  (2004  d)  Comment  "déconceptualiser  les  sciences"  ou  les  vertus  de 












130. EASTES, R.‐E. & PELLAUD, F.  (2010 a) Le clown,  le scientifique et  l’enfant :  la pratique des Atomes 
Crochus, Le clown / Les clowns, archétype et diversité, Culture Clown, 17, oct. 
131. EASTES, R.‐E. & PELLAUD, F. (2010 b) The Child,  the Clown and the Scientist, Current Challenges  in 
Basic Science Education, Unesco, 101 pages. 








136. FENELON,  F.  (1687)  De  l'éducation  des  filles,  Édition  des Œuvres  complètes,  tome  V,  J.  Leroux  et 
Jouby, Paris. 















145. GAGNE,  R.M.  (1976)  Les  principes  fondamentaux  de  l’apprentissage,  application  à  l’enseignement, 
HRW, Montréal. 
146. GAILLARD,  R.  NACCACHE,  L.  PINEL,  P.  CLEMENCEAU,  S.  VOLLE,  E.  HASBOUN,  D.  DUPONT,  S.  BAULAC,  M. 












152. GEORHIADES,  P.  (2000)  Beyond  conceptual  change  learning  in  science  education :  focusing  on 
transfer, durability and metacognition. Educational Research, 42(2), 119–139. 




















164. GIORDAN,  A.  (1996  a)  Nouveaux  modèles  pour  sensibiliser  et  apprendre :  conséquences  sur  les 







168. GIORDAN,  A.  (2010),  Le  modèle  allostérique :  une  nouvelle  approche  pour  les  recherches  sur 
l’apprendre, Educational Science Publishing House, Shanghai. 
169. GIORDAN, A. & GIRAULT, Y. (éd) (1996) New learning models, Z’éditions, Nice. 
170. GIORDAN,  A.  &  GIRAULT,  Y.  (1992)  Un  environnement  pédagogique  pour  apprendre,  le  modèle 
allostérique, Repères, 14, Université de Montréal, 95–124. 







175. GIORDAN,  A.  &  SOUCHON,  C.  (2008)  Une  éducation  pour  l’environnement,  vers  un  développement 
durable, Delagrave, Paris. 
176. GIORDAN, A. & VECCHI, G. (de) (1987) Les origines du savoir, Delachaux, Neuchâtel. 

























FRASER,  B.J.  (Eds.),  International  Handbook  of  Science  Education,  Kluwer  Academic  Publishers, 
Dordrecht, 199‐218. 
191. HIGGINS, E.T. (1996) Knowledge activation : Accessibility, applicability, and salience,  in HIGGINS, E. 
T.  &  KRUGLANSKI,  A.  (Eds.),  Social  psychology :  Handbook  of  basic  principles,  New  York :  Guilford 
Press, 133–168. 
192. HOLLAND, J.G. & SKINNER, B.F. (1961) The analysis of behavior, Mac Graw Hill, New York. 
193. HOLLAND,  J.G. HOLYOAK, K.J. NISBETT, R.E. & THAGARD, P.R.  (1987)  Induction, Processes of  inference, 
Learning, and Discovery, MIT press, Cambridge. 
194. HOLLOWAY, I.D. & ANSARI, D. (2008) Mapping numerical magnitudes onto symbols : The numerical 
distance  effect  and  individual  differences  in  children’s  mathematics  achievement.  J  Exp  Child 
Psychol. 
195. HONOREZ,  M.  REMY,  F.  MONFORT,  B.  CAHAY  R.  &  THERER,  J.  (2000)  L’acquisition  des  compétences 
terminales en sciences. Recherche‐action sur la construction de séquences didactiques axées sur le 
modèle allostérique de Giordan, Informations pédagogiques, 50, 9‐27. 
196. HOSSON, C.  (de) & KAMINSKI, W.  (2007). Historical  controversy  as  an  educational  tool.  Evaluating 
elements  of  a  teaching‐learning  sequence  conducted with  the  « dialogue  on  the way  that  vision 
operates », International Journal of Science Education, 29 [5], 617‐642. 





200. HOUDE, O. (1998) Activation/inhibition,  in HOUDE, O. KaYser, D. KOENIG, O. PROUST,  J. & RASTIER, F. 
(Eds), Vocabulaire des sciences cognitives, PUF, Paris, 39‐42. 





























217. JOYCE,  B. WEIL,  M.  &  CALHOUN,  E.  (2003). Models  of  teaching  (7th  ed.),  Prentice‐Hall,  Englewood 
Cliffs, NJ. 
218. JULIA, M. (1963) Mécanismes électroniques en chimie organique, Gauthier Villars, Paris. 









223. KAHNEMAN,  D.  &  FREDERICK,  S.  (2002)  Representativeness  revisited :  Attribute  substitution  in 
intuitive  judgment,  in  GILOVICH,  T.  GRIFFIN,  D.  &  KAHNEMAN,  D.  (Eds.),  Heuristics  and  Biases, 
Cambridge University Press, New York, 49‐81. 
224. KAHNEMAN, D. SLOVIC, P. & TVERSKY, A.  (1982)  Judgment Under Uncertainty : Heuristics and Biases, 
Cambridge University Press. 
225. KAHNEMAN,  D.  &  TVERSKY,  A.  (1979)  Prospect  Theory :  An  Analysis  of  Decision  under  Risk, 
Econometrica, XLVII, 263‐291. 
226. KANT, I. (1781/1921) Traité de pédagogie, Alcan, Paris. 
227. KAPFERER,  J.N.  (1983)  Comprendre  le  processus  de  choix  des  consommateurs  pour  mieux 
l’influencer,  sous  la  direction  de  PIQUET,  S.  La  publicité,  nerf  de  la  communication,  éd. 
D’organisation, Paris. 
228. KEARSLEY, G. (1987) Artificial Intelligence and Instruction, Addison Wesley, Boston. 
229. KIRSCH,  M.  (2008),  sous  la  direction  de  Andler  D.  &  Guerry,  B.  La  pédagogie  appuyée  sur  des 
preuves,  un  cadre  pour  les  relations  entre  l’École,  les  sciences  et  les  technologies  in  Apprendre 















238. LANDA,  L.N.  (1974)  Algorithmization  in  Learning  and  Instruction,  Educational  Technology 
Publications, Englewood Cliffs. 








244. LEMER,  C.  DEHAENE,  S.  SPELKE,  E.  &  COHEN,  L.  (2003)  Approximate  quantities  and  exact  number 
words : Dissociable systems. Neuropsychologia, 41, 1942‐1958. 
245. LENNEBERG, E. (1967) Biological foundations of language, Wiley, New York. 
246. LEROUX,  G.  JOLIOT,  M.  DUBAL,  S.  MAZOYER,  B.  TZOURIO‐MAZOYER,  N.  &  HOUDE,  O.  (2006)  Cognitive 
inhibition  of  number/length  interference  in  a  Piaget‐like  task:  Evidence  from  ERP  and  fMRI, 
Human Brain Mapping, 27, 498‐509. 
247. LIMON, M.  (2001) On  the  cognitive  conflict  as  an  instructional  strategy  for  conceptual  change:  a 
critical appraisal. Learning and Instruction, 11, 357–380. 
248. LINN, M.C. EYLON, B. & DAVIS, E.A.  (2004) The Knowledge  Integration Perspective on Learning,  in 










254. MARQUET,  A.  (2002)  La  Commission  Chimie  et  Société,  Lettres  des  sciences  chimiques  du  CNRS, 
janvier 2002. 
255. MARTINAND,  J.L.  (1986)  Connaître  et  transformer  la  matière ;  des  objectifs  pour  l’initiation  aux 
sciences et techniques, Peter Lang, Berne. 
256. MATHE,  S. MEHEUT, M. & HOSSON,  C.  (de)  (2008)  La  démarche  d'investigation  au  collège :  quels 
enjeux. Didaskalia, vol. 32, 41‐76. 
257. MATTHEWS,  M.  (1993)  Constructivism  and  science  education:  Some  epistemological  problems. 
Journal of Science Education and Technology, 2, 359–369. 









263. MESTRE,  J.P.  (1994)  Cognitive  aspects  of  learning  and  teaching  science,  in  FITZSIMMONS,  S.J.  & 
KERPELMAN,  L.C.  (Eds.),  Teacher  Enhancement  for  Elementary  and  Secondary  Science  and 
Mathematics: Status, Issues, and Problems (3‐1 & 3‐53), National Science Foundation, Washington.  





267. MONOD,  J. WYMAN,  J.  &  CHANGEUX,  J.‐P.  (1965) On  the  nature  of  allosteric  transitions:  a  plausible 
model, Journal of Molecular Biology, May: 12, 88‐118. 
268. MONTESSORI, M. (1916) Pédagogie scientifique, tome I et II, Larousse, Paris. 










273. MORGENSZTERN,  A.  (1983)  Une  synthèse  des  travaux  sur  la  mémorisation  des  messages 
publicitaires,  sous  la  direction  de  PIQUET,  S.  La  publicité,  nerf  de  la  communication,  éd. 
d'organisation, Paris. 
274. MOSCOVICI, S. (1961) La psychanalyse, son image et son public, PUF, Paris. 
275. MOUTIER,  S.  PLAGNE,  S.  MELOT,  A.‐M.  &  HOUDE,  O.  (2006)  Syllogistic  reasoning  and  belief‐bias 
inhibition in school children, Developmental Science, 9, 166‐172. 


























289. PELLAUD,  F.  (2002)  Pédagogie  à  la  carte  in Apprendre  le  cheval  autrement,  actes  du  colloque  de 
novembre 2001, Ecole Nationale d'Equitation, Belin, Paris. 
290. PELLAUD, F. (2002) Une histoire des pédagogies, document de travail LDES. 
291. PELLAUD,  F.  (2011)  Pour  une  éducation  au  développement  durable,  collection  Essais,  Quae, 
Versailles. 
292. PELLAUD,  F.  &  EASTES,  R.‐E.  (2003)  The  importance  on  "presenting"  knowledge:  The  role  of  the 
teaching environment in the Allosteric Learning Model in Actes du Hawaii international conference 
on social sciences, Honolulu. 









297. PELLAUD,  F.  GIORDAN,  A.  &  EASTES,  R.‐E.  (2007)  Développement  Durable :  vers  de  nouveaux 
paradigmes scolaires, Chemins de Traverse, décembre 2007. 
298. PERRET‐CLERMONT,  A.N.  (1979)  La  construction  de  l’intelligence  dans  l’interaction  sociale,  Peter 
Lang, Berne. 













307. PINTRICH,  P.R.  MARX,  R.W.  &  BOYLE,  R.A.  (1993)  Beyond  cold  conceptual  change :  The  role  of 
motivational beliefs and classroom contextual factors in the process of conceptual change, Review 
of Educational Research, 6, 167‐199.  
308. POLYA,  G.  (1954) Mathematics  and  plausible  reasoning.  I.  Induction  and  analogy  in mathematics, 
Princeton University Press, Princeton, NJ. 
309. POPPER, K.R.  (1935) La  logique de  la découverte  scientifique,  trad. 1973,  réed. 1995, Bibliothèque 
Scientifique, Payot, Paris. 














318. RASMUSSEN,  J.  (1983)  Skills,  Rules  and  Knowledge :  signals,  signs  and  symbols  and  other 
distinctions in human performance models, IEEE trans. On Systems, Man and Cybernetics, 13, 257‐
266. 













327. RUEDA,  M.R.  ROTHBART,  M.K.  MCCANDLISS,  B.D.  SACCOMANNO,  L.  &  POSNER,  M.L.  (2005)  Training, 
maturation and genetic influences on the development of executive attention, Proc. Natl Acad. Sci. 
USA 102, 14931–14936. 










333. SCHURMANS,  M.‐N.  &  DOMINICE,  L.  (1998)  Le  coup  de  foudre  amoureux.  Essai  de  sociologie 
compréhensive, Réédition, PUF, Paris. 
334. SCOTT, P. ASOKO, H. & DRIVER, R. (1992) Teaching for conceptual change: A review of strategies, in 








340. SLAVIN,  R.  (1990)  Research  on  Cooperative  Learning:  Consensus  and  Contreversy,  Educational 
Leadership, 47, 4, 52‐54. 








347. SPELKE, E. KESTENBAUM, R. SIMONS, D.J. WEIN, D.  (1995)  Spatiotemporal  continuity,  smoothness  of 
motion and object identity in infancy, British Journal of Developmental Psychology, 13, 113‐142. 
348. SPERBER,  D.  &  HIRSCHFELD,  L.  (1999)  Evolution,  Cognition  and  Culture, MIT  Encyclopedia  of  the 
Cognitive Sciences, Robert Wilson & Frank Keil (eds), MIT Press, Cambridge. 
349. SPERBER, D. & HIRSCHFELD, L.  (2004) The cognitive  foundations of cultural  stability and diversity, 
Trends in Cognitive Sciences, 8 (1). 






353. STRIKE,  K.A.  &  POSNER,  G.J.  (1992)  A  revisionist  theory  of  conceptual  change,  in  DUSCHL,  R.  & 
HAMILTON,  R.  (Eds.),  Philosophy  of  Science,  Cognitive  Psychology,  and  Educational  Theory  and 
Practice, SUNY, Albany, NY, 147‐176.  








357. THEODULE, M.‐L.  (2005)  Olivier  Houdé :  “Se  developer,  c’est  apprendre  à  inhiber”, La  Recherche, 
juillet‐août 2005, 388, 74‐77. 
358. THIS, H. (2002) Casseroles et éprouvettes, Editions Pour la Science/Belin, Paris. 
359. THIS, H.  in PELLAUD,  F.  (2004)  « Vive  la  chimie,  en  particulier,  et  la  connaissance  en  général ! »  ‐ 
Entretien avec Hervé This, Numéro Spécial Médiation de  la chimie, L’actualité Chimique, nov‐déc. 
2004. 
360. THORNDIKE,  E.L.  (1911)  Animal  Intelligence,  Macmillan,  New  York  (reprinted  1999,  Thoemmes, 
Bristol). 
361. TICKTON, S. (1971) To improve learning, Bowker, New York. 
362. TIPPER,  S.P.  (1935)  The  negative  priming  effect:  inhibitory  priming  by  ignored  objects, Quaterly 
Journal of Experimental Psychology, 37, 571‐590. 
363. TOBELEM, J.M. (1992) De l'approche marketing dans les musées, Publics & Musées, no 2. 















372. VOSNIADOU,  S.  &  IOANNIDES,  C.  (1998)  From  conceptual  development  to  science  education:  A 
psychological point of view. International Journal of Science Education, 20, 1213‐1230. 
373. VOSNIADOU,  S.  (1994)  Capturing  and  modeling  the  process  of  conceptual  change,  Learning  and 
Instruction, 4, 45‐69. 
374. VYGOSTKY,  L.  (1930/1978) Mind  and  Society:  the  Development  of  Higher  Psychological  Processes, 
Harvard University Press, Cambridge. 
375. VYGOSTKY, L. (1934/1985) Pensée et Langage, Éd. Sociales, Paris. 












383. WATSON,  J.B.  (1936)  John  Broadus  Watson  [Autobiography],  A  History  of  Psychology  in 
Autobiography, C. Murchison (Ed.) Clark University Press, Vol. 3, 271‐81. 
384. WEINBERG, S. (1999) Une vision corrosive du progrès scientifique, La Recherche, 318. 




387. WITTMANN M.C.  (2002) The object coordination class applied  to waves pulses: analysing student 
reasonning in wave physics, International Journal of Science Education, 24(1), 97‐118. 
388. WYNN, K. (1992) Addition and subtraction by human infants, Nature, 358, 749‐750. 


































Chacun des  tableaux qui suivent  fait référence aux numéros des personnes  interrogées dans  le cadre des recherches préliminaires et d’approfondissement 
(pré‐test uniquement). Ils signalent les entretiens qui permettent de valider les affirmations développées dans la section 8.2.2. Recherche préliminaire (2002) 
























































































































































































































      Q du chercheur : si c’était autre 
objet : temp. = ? 
réponse non  non apprentissage 






      QC : Qu'est‐ce que tu entends par ça 
attire le soleil? 
Ça se réchauffe  non apprentissage 





















      QC2 : c'est un peu la même matière?  Oui   































































































Cette  expérience  a  fait  l’objet  d’un  pré‐test  dans  les  classes  enfantines  de  Bienne,  en  février‐mars 































*10  a  6G‐12  - laine, électricité statique  pas d’expérimentation : défaut du 
matériel 
 








-   pas d’enregistrement   













































    10G=11  - la laine  parce qu’elle retient le chaud  Retour à la conception 
initiale 



























No    Sexe‐Age  Réponse après expérience et arguments  Analyse 
*19  a  13G=9  pas d’étonnement  Pas de contre‐intuitivité. 
  b  11F=91/2  étonnée, laine devrait être plus chaude  Mémorisation d’une info perturbatrice 
*20  a  14G=10  étonné, laine devrait être plus chaude  Mémorisation d’une info perturbatrice 
  b  12F=9  étonné, laine devrait être plus chaude  Mémorisation d’une info perturbatrice 
  c  13F=9  étonné, laine devrait être plus chaude  Mémorisation d’une info perturbatrice 






No    Sexe‐Age  Réponse après expérience et arguments  Analyse 
*21  a  15G=10  étonné, la laine devrait marquer plus, elle est déjà 
chaude (par nature). Pas d’explication possible 
Mémorisation d’une info perturbatrice 
  b  14F=13  pas étonnée, dit pourtant que la laine devrait être 
plus chaude. Pas d’explication possible 
Pas de contre‐intuitivité., voire rejet de l’info 
*23  a  16G‐10  températures identiques : aucun étonnement  Pas de contre‐intuitivité. 




induites par le chercheur.       QC : et la laine ? Réponse : également, donc même 
température 


























































































































































































































































































































































































*78    23G=7  étonné, car pensait qu’il devrait le maintenir en l’air. 
Et : « je croyais que ça allait s'envoler avec la force » 
Mémorisation de l’info 









































































*32    5G‐10  Pétanque, plus lourde  étonné, mais pas d’explication  Rejet de l’info 
*33  a  6F=9  Pétanque, plus lourde  admet que son camarade a raison, 
mais est étonnée du résultat 
Rejet de l’info 


































*35  a  8G=12  Tennis, plus légère  voit la pétanque arriver en premier  Rejet de l’info, mais pas en 
adéquation à sa conception 
initiale 






































  b  9F=10  Pétanque, plus lourde (différence 
5cm) 
Voit la pétanque arriver plus vite  Rejet de l’info 
*38  a  15G=10  Pétanque, plus lourde donc plus 
vite (différence 20 cm) 
accepte le résultat, sans explication  Mémorisation de l’info 
  b  14F=13  Même temps, pas d’explication  met en doute le résultat, pas 
d’explication 
Pas de contre‐intuitivité 




































*44  a  14G=10  pétanque : plus lourde donc plus vite  Pas de contre‐intuitivité 
  b  12F=9   idem  Pas de contre‐intuitivité 








*45  a  31F=10  ensemble, pas d’étonnement  Pas de contre‐intuitivité 





























































































































































































































  b  8F=10  Acquiesce en disant « ça aspire ».  Mémorisation de l’info 








































































































































































































































































































choix  est  justifié  par  les  résultats  moins  probants  obtenus  sur  cette  expérience  dans  la  recherche 
préliminaire. L’expérience intitulée « Chaud ou froid ? » a également été abandonnée après le pré‐test 
de  la  recherche  d’approfondissement,  comme  nous  l’avons  justifié  dans  la  méthodologie,  au 






- L’expérience  contre‐intuitive  seule  étonne  (4  sur  12 :  *30,  *32,  *33,  *99)  mais  ne  permet  pas 
d’interprétation  du  résultat  (5  ne  donnent  aucune  explication  de  ce  résultat  contradictoire :  *30, 
*32,  *33,  *39, *99). Quand une explication est donnée, elle reste proche des conceptions  initiales. 
Par exemple, en prenant comme référence la fusée pour expliquer que la balle de pétanque ira plus 









- La  conception  ne  peut  donc  être  transformée  de  manière  durable  qu’avec  un  accompagnement. 
Mais  là  encore,  bien  qu’elles  soient  données  de  manière  interactive  et  sans  recourir  à  aucune 
formule ni à aucun vocabulaire scientifiques, on constate que les explications données restent très 
fortement  influencées par  les conceptions  initiales. En effet, des  interprétations  telles que celle‐ci 
sont observées : « Elles arrivent en même temps parce que la lourde elle descend plus vite et celle‐là 
parce qu’elle est  légère elle part plus vite  (*30) », voire des simplifications de  l’information reçue : 
« Parce qu’elles partent en même temps pis elles tombent en même temps (*34a) » ; « Parce qu’il y en a 
une qui est plus légère et l’autre qui est plus lourde (*44a) ». 
- Lorsque  l’expérience est  trop  contre‐intuitive,  ou du moins  lorsque  la  conception  initiale  est  très 
prégnante, il peut y avoir rejet pur et simple de l’information (3 sur 12 : *32, *33a, *45), tant lors du 
pré‐test  que  du  post‐test.  Ce  rejet  peut  apparaître  dans  l’observation  même  de  l’expérience.  En 
effet,  lors  du  pré‐test,  2  enfants  (*34a,  *34b)  n’arrivaient  pas  à  « voir »  que  les  deux  balles 
touchaient le sol de manière simultanée, et ce malgré d’autres enfants « témoins » qui tentaient de 
le  leur  faire  visualiser. Malgré  ce  qui  pourrait  être  considéré  comme  un  handicap,  l’un  des  deux 
enfants,  lors  du  post‐test,  montre  une  réelle  transformation  de  ses  conceptions,  puisque  non 
seulement  il  se  souvient du  résultat  correct, mais  tente une explication simplifiée du phénomène 
(*34a). Il est intéressant de constater que ce même enfant, lors du pré‐test, avait anticipé le résultat 




première »  et  que  sa  position  ne  changera  pas,  même  après  l’expérience.  Cette  déformation  du 
« souvenir » du résultat de l’expérience se retrouve également chez deux autres enfants (*32, *45) 
qui, tout comme ce dernier rejettent complètement l’information liée à l’expérimentation. 
- Ce rejet peut également être observé  lorsqu’une certaine  transformation de  la conception  initiale 
s’est  produite  lors  du  pré‐test.  Ainsi,  deux  enfants  (*39a,  *45)  avaient  très  justement  constaté 
l’arrivée  simultanée des balles, mais  au post‐test,  ils  étaient  tous deux  revenus à  leur  conception 
initiale d’une balle de pétanque allant plus vite parce que plus lourde. 






- Comme pour  l’expérience des  feuilles  amoureuses,  c’est  avant  tout  le  « truc » qui marque  l’esprit 
des enfants (10 enfants sur 12 s’en rappellent, dont 5 sans aucune hésitation). 
o Sur les 8 enfants qui, au pré‐test, déduisent, par observation dirigée, que l’eau entrant dans le 
ludion,  il  devient  plus  lourd  et  coule  (*49,  *51,  *52a,  *53a,  *61b,  *62b,  *63a,  *99),  7 
conservent cette conception au post‐test (*51, *52a, *53a, *61b, *62b, *63a, *99). Parmi ceux‐
ci, notons que 4 donnent cette explication avant même d’avoir refait  l’expérience, alors que 


















pas  le  tenir  en  haut,  après  ça  descend  (*63a) »  ou  « c’est  comme un  petit  peu  dedans  que  ça 
aspire (*52a) ». 
- Sur  l’ensemble,  2  enfants  (*53b,  *62c)  rejettent  totalement  l’information,  tant  au pré  qu’au post‐







o La première,  c’est qu’aucun enfant ne  fait plus  intervenir des explications en  liens avec des 
éléments périphériques tels que les bulles (*62c, *52a).  
o La seconde, c’est que la présence de l’air continue à être relevée, sans pour autant que nous 
puissions  dire  qu’elle  perturbe  les  explications.  Le  seul  point  qu’il  est  possible  de  relever, 
c’est  que  3  enfants  ont  retenu  quelques  éléments  concernant  la  compressibilité  des  gaz, 









cause de  l’eau  (*99) ». L’explication  la plus complète ou du moins  la mieux  intégrée semble 
être  la suivante : « parce que ça pousse  l’air, y a  l’eau qui monte et ça  fait plus  lourd donc ça 
descend (*63a) » 
o Enfin,  en  plus  de  ces  3  enfants,  nous  pouvons  affirmer  que  6  autres  se  sont  forgés  une 
conception juste mais partielle du phénomène. Cette dernière remarque montre jusqu’à quel 
point  il  est  difficile  pour  des  enfants  d’appréhender  des  explications  très  éloignées  de  leur 
système  de  référence.  De  plus,  l’enjeu  de  la  question  étant  de  pouvoir  faire  descendre  le 








l’égard de  l’expérience,  et  c’est  sans beaucoup d’hésitation que 11  sur 12 proposent d’emblée de 
poser  le  sèche‐cheveux  coiffé  du  carton  sur  l’autre  carton.  Dès  lors,  l’expérience  perd  toute  sa 
contre‐intuitivité.  Pour  pallier  ce  problème,  le  chercheur  a  demandé,  avant  la  réalisation  de 
l’expérience,  pourquoi  ils  pensaient  que  le  carton  allait  « tenir »  sur  le  sèche‐cheveux.  Tous  les 
enfants ont répondu « parce que le sèche‐cheveux aspire l’air ». Difficulté de vocabulaire, aspirer et 
souffler  n’étant  pas  assez  différents  pour  eux ?  Adaptation  afin  de  donner  une  cohérence  à  leur 
solution,  très  intuitive ? Conception d’un sèche‐cheveux qui « aspire »  l’eau quand on se sèche  les 
cheveux ? Interprétation d’un « dispositif scientifique » où le sèche‐cheveux aurait été modifié pour 
l’occasion ? Bien des interprétations peuvent être données à cet état de fait. Quoi qu’il en soit,  il a 
fallu  que  le  chercheur  « prouve »  que  le  sèche‐cheveux  soufflait  de  l’air  en  projetant  ce  dernier 
contre  le  visage  des  enfants,  tout  en  leur  demandant  si  « un  sèche‐cheveux,  alors,  c’est  comme un 
aspirateur ? »  pour  qu’ils  remettent  en  question  leur  première  explication.  Mais  cette  remise  en 
question n’a  pas  été  systématique,  puisque  seuls  4  enfants  (*74,  *76b,  *83b,  *99)  reviennent  sur 




encore  cette  conception  initiale  d’un  sèche‐cheveux  qui  aspirerait.  Ceci  se  confirme  par  les 
réflexions des enfants ayant participé au pré‐test de type II, c’est‐à‐dire sans anticipation préalable 





o 1 n’envisage aucune explication  (*76b). A ce niveau,  seule une  information anecdotique est 
mémorisée, sans aucune opérationnalité. 
o 1  ne  comprend  plus  comment  ça  pouvait  tenir  puisque  l’air  est  soufflé.  Il  donne  alors  une 
explication  relative  à  la  présence  des  trombones  (*84a).  Dans  un  tel  cas,  nous  pouvons 
avancer  que  la  transformation  se  situe  exclusivement  sur  le  fait  qu’un  sèche‐cheveux  ne 
fonctionne pas comme un aspirateur. 
o 1  déforme  son  « souvenir »  du  résultat  en  fonction  du  fait  qu’il  se  souvient  que  l’air  était 
expulsé du sèche‐cheveux.  Il affirme donc que  le carton tenait dessus… mais à une certaine 




du  pré‐test,  une  explication  relative  aux  turbulences  de  l’air  à  la  sortie  du  sèche‐cheveux 
faisait penser que cet enfant serait en mesure de comprendre une explication plus élaborée. 
C’était  sans  tenir  compte  du  fait  que  cette  explication  n’avait  qu’un  seul  but,  rendre 
compatible la réalité avec son intuition de départ, à savoir que le sèche‐cheveux aspire l’air. 
o 3 pensent qu’un  lien  fort existe entre  le  fait que  l’air est  justement expulsé et que  le carton 
tienne sur  le  sèche‐cheveux. Parmi ces 3  réponses, notons que  l’une d’entre elles  reste  très 
322 





comme  des  petites  graines  et  pis  qu’elles  voulaient  toujours  se  rejoindre  ensemble  alors  ça 













il  avait  spontanément  placé  le  sèche‐cheveux  sur  le  carton.  Il  avait  ensuite  émis  plusieurs 
hypothèses, portant notamment sur la présence des trombones, puis les avaient éliminées en 
observant  de  manière  très  fine  l’écoulement  de  l’air  entre  les  deux  feuilles  de  carton.  Ce 
premier  résultat  aurait  pu  nous  conduire  à  penser  que  cet  enfant  accéderait  à  une 
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Processus d’apprentissage, savoirs complexes et traitement de l’information : un 
modèle théorique à l’usage des praticiens, entre sciences cognitives, didactique et 
philosophie des sciences 
 
 
Cherchant à établir un pont théorique et pratique entre les sciences de l'éducation, les sciences cognitives et 
la philosophie des sciences, la thèse développe un modèle didactique à l'interface entre ces disciplines : le 
modèle allostérique de l'apprendre développé par Giordan et al. (1992), qui s'inscrit dans le paradigme des 
théories du changement conceptuel. 
Nourri par les travaux récents des psychologues cognitifs sur les processus d'apprentissage tels que les théories 
du recyclage neuronal (Dehaene, 2007) ou de l'inhibition cérébrale (Houdé & Tzourio-Mazoyer, 2003), ainsi 
que sur diverses théories relatives à l'élaboration de la pensée telles que l'économie comportementale (Tversky & 
Kahneman, 1982) ou le modèle-cadre SRK (Rasmussen, 1990), ce modèle développe et précise le concept 
d'allostérie à travers la description et la formalisation des processus de déconstruction-reconstruction des 
conceptions, qui ont lieu lors des apprentissages complexes. 
De la phase de théorisation du modèle, effectuée par un recours aux formalismes de la réactivité chimique en 
accord avec la métaphore initiale de l'allostérie, on déduit divers environnements didactiques opératoires et 
féconds pour le praticien de l'enseignement et de la communication des sciences. Ces prévisions théoriques 
sont alors mises à l’épreuve de l’expérimentation didactique à travers une recherche de terrain sur la notion 
d'expérience contre-intuitive (Eastes & Pellaud, 2004) menée auprès de différents types de publics. 
 
 
Mots-clés : Processus d’apprentissage – Traitement cognitif de l’information – Changement conceptuel 
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