From modular forms to differential equations for Feynman integrals by Broedel, Johannes et al.
ar
X
iv
:1
80
7.
00
84
2v
1 
 [h
ep
-th
]  
2 J
ul 
20
18
From modular forms to differential equations
for Feynman integrals
Johannes Broedela, Claude Duhrb,c, Falko Dulatd , Brenda Penanteb and Lorenzo
Tancredib
CP3-18-41, CERN-TH-2018-152, HU-Mathematik-2018-07, HU-EP-18/19, SLAC-PUB-17293
Abstract In these proceedings we discuss a representation for modular forms that
is more suitable for their application to the calculation of Feynman integrals in the
context of iterated integrals and the differential equation method. In particular, we
show that for every modular form we can find a representation in terms of powers
of complete elliptic integrals of the first kind multiplied by algebraic functions. We
illustrate this result on several examples. In particular, we show how to explicitly
rewrite elliptic multiple zeta values as iterated integrals over powers of complete
elliptic integrals and rational functions, and we discuss how to use our results in
the context of the system of differential equations satisfied by the sunrise and kite
integrals.
1 Introduction
Recently, a lot of progress has been made in understanding elliptic multiple poly-
logarithms (eMPLs) [20], and in particular their use in the calculation of multi-
loop Feynman integrals [11–13]. As of today, a clear formulation for these func-
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tions is available in two different languages. The first, as iterated integrals over a
set of kernels defined on a torus, is preferred in the mathematics community and
finds natural applications in the calculation of one-loop open-string scattering am-
plitudes [14–16]. The second, as iterated integrals on an elliptic curve defined as
the zero-set of a polynomial equation of degree three or four, is more natural in the
context of the calculation of multiloop Feynman integrals by direct integration (for
example over their Feynman-Schwinger parameter representation). In spite of this
impressive progress, it remains not obvious how to connect these two languages to
that of the differential equations method [22–24, 29], which constitutes one of the
most powerful tools for the computation of large numbers of complicated multiloop
Feynman integrals.
It is well known that Feynman integrals fulfil systems of linear differential equa-
tions with rational coefficients in the kinematical invariants and the dimensional
regularization parameter ε . Once the differential equations are expanded in ε , a
straightforward application of Euler’s variation of constants allows one to naturally
write their solutions as iterated integrals over rational functions and (products of)
their homogeneous solutions. The homogeneous solutions can in turn be inferred by
the study of the maximal cut of the corresponding Feynman integrals [28] and are in
general given by non-trivial transcendental functions of the kinematical invariants.
When dealing with Feynman integrals which evaluate to ordinary multiple polylog-
arithms (MPLs), the homogeneous solutions are expected to be algebraic functions
(or at most logarithms). In the ellipitic case, they are instead given by (products of)
complete elliptic integrals [5,6,10,25,27,30,32]. The iterated integrals arising nat-
urally from this construction have been studied in the literature in different special
cases [4, 31], and are particular instances of the ‘iterative non-iterative integrals’
considered in refs. [3, 4]. A natural question is how and when these new types of
iterated integrals can be written in terms of the eMPLs defined in the mathemati-
cal literature. In other words, is it possible to phrase the solution of the differential
equations for elliptic Feynman integrals directly in terms of eMPLs, and if yes un-
der which conditions? An obstacle when trying to address this question is that the
kernels defining eMPLs do not present themselves in terms of complete elliptic inte-
grals. A first possible hint to an answer to this apparent conundrum comes from the
observation that elliptic polylogarithms evaluated at some special points can always
be written as iterated integrals of modular forms [17], and a representation of the
equal-mass sunrise in terms of this class of iterated integrals also exists [7, 8, 17]. It
is therefore tantalising to speculate that the new class of iterated integrals showing
up in Feynman integrals are closely connected to iterated integrals of modular forms
and generalisations thereof.
In these proceedings, we start investigating the fascinating problem of how to re-
late iterated integrals of modular forms to iterated integrals over rational/algebraic
functions and products of complete elliptic integrals. We mostly focus here on a
simpler subproblem, namely on how to express modular forms in terms of pow-
ers of complete elliptic integrals, multiplied by suitable algebraic functions. This
is a first step towards classifying the new classes of integration kernels that show
up in Feynman integral computations, and how these new objects are connected to
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classes of iterated integrals studied in the mathematics literature. As a main result,
we will show that, quite in general, modular forms admit a representation in terms
of linearly independent products of elliptic integrals and algebraic functions. The
advantage of this formulation of modular forms (for applications to Feynman inte-
grals) lies in the fact that we can describe them in “purely algebraic terms”, where
all quantities are parametrised by variables constrained by polynomial equations –
a setting more commonly encountered in physics problems than the formulation in
terms of modular curves encountered in the mathematics (and string theory) litera-
ture. At the same time, since this formulation is purely algebraic, it lends itself more
directly to generalisations to cases that cannot immediately be matched to the math-
ematics of modular forms, e.g., in cases of Feynman integrals depending on more
than one kinematic variable.
This contribution to the proceedings is organised as follows: in section 2 we
provide a brief survey of the necessary concepts such as congruence subgroups of
SL(2,Z), modular forms, Eisenstein and cuspidal subspaces and modular curves.
Section 3 contains the main part of our contribution: we will show that one can
indeed find suitable one-forms in an algebraic way, which we demonstrate to be
in one-to-one correspondence with a basis of modular forms. Finally, we briefly
discuss three applications in section 4 and present our conclusions in section 5.
2 Terms and definitions
2.1 The modular group SL(2,Z) and its congruence subgroups
In these proceedings we are going to consider functions defined on the extended
upper half-plane H = H∪Q∪ {i∞}, where H= {τ ∈ C | Imτ > 0}. The modular
group SL(2,Z) acts on the points in H through Möbius transformations of the form
γ · τ = aτ + b
cτ + d
, γ =
(
a b
c d
) ∈ SL(2,Z). (1)
In the following, we will be interested in subgroups of the full modular group. Of
particular interest are the so-called congruence subgroups of level N of SL(2,Z),
Γ0(N) = {
(
a b
c d
) ∈ SL(2,Z) : c= 0 mod N} ,
Γ1(N) = {
(
a b
c d
) ∈ SL(2,Z) : c= 0 mod N and a= d = 1 mod N} ,
Γ (N) = {(a bc d ) ∈ SL(2,Z) : b= c= 0 mod N and a= d = 1 mod N} .
(2)
It is easy to see that Γ ⊆ SL(2,Z) acts separately on H and Q∪{i∞}. The action
of Γ decomposes Q∪ {i∞} into disjoint orbits. We refer to the elements of the
coset-space (Q∪ {i∞})/Γ (i.e., the space of all orbits) as cusps of Γ . By abuse
of language, we usually refer to the elements of the orbits also as cusps. We note
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here that the number of cusps is always finite for any of the congruence subgroups
considered in eq. (2).
Example 1 One can show that for every rational number a
c
∈ Q, there is a matrix(
a b
c d
) ∈ SL(2,Z) such that a
c
= limτ→i∞ aτ+bcτ+d . Hence, under the action of the group
Γ (1)≃ SL(2,Z) every rational number lies in the orbit of the point i∞, and so Γ (1)
has a single cusp which we can represent by the point i∞ ∈ H, often referred to as
the cusp at infinity.
At higher levels a congruence subgroup usually has more than one cusp. For
example, the group Γ (2) has three cusps, which we may represent by τ = i∞, τ = 0
and τ = 1. Representatives for the cusps of congruence subgroups of general level N
can be obtained from SAGE [1].
2.2 Modular curves
Since the action of any congruence subgroup Γ of SL(2,Z) allows us to identify
points in the (extended) upper half-planeH (H), it is natural to consider its quotient
by Γ , commonly referred to as a modular curve,
XΓ ≡H/Γ and YΓ ≡H/Γ . (3)
In the cases where Γ is any of the congruence subgroups in eq. (2), the correspond-
ing modular curves are usually denoted by X0(N) ≡ XΓ0(N), X1(N) ≡ XΓ1(N) and
X(N)≡ XΓ (N).
There is a vast mathematical literature on modular curves, and we content our-
selves here to summarise the main results which we will use in the remainder of
these proceedings. It can be shown that YΓ always defines a Riemann surface, which
can be compactified by adding a finite number of points to YΓ , which are precisely
the cusps of Γ . In other words, while YΓ is in general not compact, XΓ always de-
fines a compact Riemann surface. Hence, we can apply very general results from the
theory of compact Riemann surfaces to the study of modular curves, as we review
now.
First, every (compact) Riemann surface can be explicitly realised as the zero-
set of a polynomial Φ(x,y) in two variables.1 In other words, we have (at least
in principle) two ways to describe the modular curve XΓ : either as the quotient of
the extended upper half plane, or as the projective curve C in CP2 defined by the
polynomial equationΦ(x,y) = 0. Hence, there must be a map fromH/Γ toC which
assigns to τ ∈H/Γ a point (x(τ),y(τ)) ∈ C such that Φ(x(τ),y(τ)) = 0. Since two
points in H/Γ are identified if they are related by a Möbius transformation for Γ ,
the functions x(τ) and y(τ) must be invariant under modular transformations for Γ ,
e.g.,
1 More rigorously, one should consider the zero set a homogeneous polynomial Φ(x,y, z) in CP2.
For simplicity, we will always work here in the affine chart z= 1 of CP2.
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x
(
aτ + b
cτ + d
)
= x(τ) , ∀( a bc d ) ∈ Γ , (4)
and similarly for y(τ). A meromorphic function satisfying eq. (4) is called amodular
function forΓ . Equivalently, the modular functions forΓ are precisely the meromor-
phic functions on XΓ . Note that since XΓ is compact, there are no non-constant holo-
morphic functions on XΓ (because they would necessarily violate Liouville’s theo-
rem). Modular functions can easily be described in terms of the algebraic curve C :
they are precisely the rational functions in (x,y) subject to the constraintΦ(x,y) = 0.
Equivalently, the field of modular functions for XΓ is the field C(x(τ),y(τ)). In par-
ticular, we see that the field of meromorphic functions of a modular curve (or of any
compact Riemann surface) has always (at most) two generators x and y.
Example 2 It can be shown that the modular curve X0(2) is isomorphic to the al-
gebraic variety C described by the zero-set of the polynomial
Φ2(x,y) = x
3+ y3− 162000(x2+ y2)+ 1488xy(x+ y)− x2y2+ 8748000000(x+ y)
+ 40773375xy− 157464000000000 .
(5)
In general, the coefficients of the polynomials describing modular curves are very
large numbers, already for small values of the level N. The map from the quotient
space H/Γ0(2) to the curve C is given by
2
τ 7→ (x,y) = ( j(τ), j′(τ))≡ ( j(τ), j(2τ)) , (6)
where j : H→ C denotes Klein’s j-invariant. The field of meromorphic functions
of X0(2) is the field of rational functions in two variables (x,y) subject to the con-
straint Φ2(x,y) = 0, or equivalently the field C( j(τ), j
′(τ)) of rational functions in
( j(τ), j′(τ)).
In general, the polynomials ΦN(x,y) describing the classical modular curves
X0(N) can be constructed explicitly, cf. e.g. ref. [18, 21], and they are avail-
able in computer-readable format up to level 300 [2]. The zeroes of ΦN(x,y) are
parametrised by ( j(τ), j′(τ))≡ ( j(τ), j(Nτ)), the field of meromorphic functions is
C( j(τ), j′(τ)).
In some cases it is possible to find purely rational solutions to the polynomial
equation Φ(x,y) = 0, i.e., one can find rational functions (X(t),Y (t)) such that
Φ(X(t),Y (t)) = 0 for all values of t ∈ Ĉ ≡ C∪ {∞}. In such a scenario we have
constructed a map from the Riemann sphere Ĉ to the curve C , and so we can iden-
tify the curve C , and thus the corresponding modular curve XΓ , with the Riemann
sphere. By a very similar argument one can conclude that there must be a modular
function t(τ) for Γ which allows us to identify the quotientH/Γ with the Riemann
sphere. Such a modular function is called a Hauptmodul for Γ . It is easy to see that
2 The notation j′(τ) ≡ j(2τ) is standard in this context in the mathematics literature, though we
emphasise that j′(τ) does not correpsond to the derivative of j(τ).
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in this case the field of meromorphic functions reduces to the field C(t(τ)) of ratio-
nal functions in the Hauptmodul, in agreement with the fact that the meromorphic
functions on the Riemann sphere are precisely the rational functions.
Example 3 It is easy to check that eq. (5) admits a purely rational solution of the
form [26]
(x,y) = (X(t),Y (t)) =
(
(t+ 16)3
t
,
(t+ 256)3
t2
)
. (7)
We have thus constructed a map from the Riemann sphere to the modular curve
X0(2), and so X0(2) is a curve of genus zero. A Hauptmodul for X0(2) can be chosen
to be [26]
t2(τ) = 2
12
(
η(2τ)
η(τ)
)24
, (8)
where η denotes Dedekind’s η-function.
It is possible to compute the genus of a modular curve. In particular, it is possi-
ble to decide for which values of the level N the modular curves associated to the
congruence subgroups in eq. (2) have genus zero. Here is a list of results:
• X0(N) has genus 0 iff N ∈ {1, . . . ,10,12,13,16,18,25}.
• X1(N) has genus 0 iff N ∈ {1, . . . ,10,12}.
• X(N) has genus 0 iff N ∈ {1,2,3,4,5}.
Hauptmodule for these modular curves have been studied in the mathematics liter-
ature. In particular, the complete list of Hauptmodule for the modular curves X0(N)
of genus zero can be found in ref. [26] in terms of η-quotients. Other cases are also
known in the literature, but they may involve Hauptmodule that require generalisa-
tions of Dedekind’s η-function, see e.g. ref. [33].
Example 4 The modular curves X(1) and X(2) have genus zero, and the respective
Hauptmodule are Klein’s j-invariant j(τ) and the modular λ -function,
λ (τ) = θ 42 (0,τ)/θ
4
3 (0,τ) = 2
4
(
η(τ/2)η(2τ)2
η(τ)3
)8
, (9)
where θn(0,τ) are Jacobi’s θ -functions.
2.3 Modular forms
One of the deficiencies when working with modular curves is the absence of holo-
morphic modular functions on XΓ . We can, however, introduce a notion of holo-
morphic functions by relaxing the condition on how the functions should transform
underΓ . For every non-negative integer k, we can define an action ofΓ on functions
on H by
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( f |kγ)(τ)≡ (cτ + d)−k f (γ · τ) , γ =
(
a b
c d
) ∈ Γ . (10)
A meromorphic function H→ C is called weakly modular of weight k for Γ if it is
invariant under this action,
( f |nγ)(τ) = f (τ). (11)
Note that weakly modular functions of weight zero are precisely the modular func-
tions for Γ .
A modular form of weight k for Γ is, loosely speaking, a weakly modular func-
tion of weight k that is holomorphic on H. In particular it is holomorphic at all the
cusps of Γ . We denote the Q-vector space of modular forms of weight k for Γ by
Mk(Γ ). It can be shown that this space is always finite-dimensional. We summarise
here some properties of spaces of modular forms that are easy to prove and that will
be useful later on.
1. The space of all modular forms is a graded algebra,
M•(Γ ) =
∞⊕
k=0
Mk(Γ ), with Mk(Γ ) ·Mℓ(Γ )⊆Mk+ℓ(Γ ). (12)
2. If Γ ′ ⊆ Γ , then Mk(Γ )⊆Mk(Γ ′).
3. If
(−1 0
0 −1
) ∈ Γ , then there are no modular forms of odd weight for Γ .
A modular form that vanishes at all cusps of Γ is called a cusp form. The space of
all cusp forms of weight k for Γ is denoted by Sk(Γ ). The space of all cusp forms
S•(Γ ) =
⊕∞
k=0Sk(Γ ) is obviously a graded subalgebra of M•(Γ ) and an ideal in
M•(Γ ). The quotient space is the Eisenstein subspace:
E•(Γ )≃M•(Γ )/S•(Γ ). (13)
Note that at each weight the dimension of the Eisenstein subspace for Γ is equal3 to
the number of cusps of Γ .
Example 5 Let us analyse modular forms for Γ (1)≃ SL(2,Z). There are no modu-
lar forms for Γ (1) of odd weight. Since Γ (1) has only one cusp, there is one Eisen-
stein series for every even weight, the Eisenstein series G2m,
G2m(τ) = ∑
(α ,β )∈Z2\{(0,0)}
1
(α +β τ)2m
. (14)
It is easy to check that G2m(τ) transforms as a modular form of weight 2m, except
when m= 1, which will be discussed below. The first cusp form for Γ (1) appears at
weight 12, known as the modular discriminant,
∆(τ) = 212 η(τ)24 = 10800
(
20G4(τ)
3− 49G6(τ)2
)
. (15)
3 There are exceptions for small values of the weight and the level.
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In the same way as the Eisenstein subspace for Γ (1) is generated by the Eisen-
stein series G2m(τ), there exist analogues for the Eisenstein subspaces for congru-
ence subgroups.
G2(τ) is an example of a quasi modular form. A quasi modular form of weight n
and depth p for Γ is a holomorphic function f :H→C that transforms as,
( f |nγ)(τ) = f (τ)+
p
∑
r=1
fr(τ)
(
c
cτ + d
)r
, γ =
(
a b
c d
) ∈ Γ , (16)
where f1, . . . , fp are holomorphic functions. In the case of the Eisenstein series
G2(τ) we have,
G2
(
aτ + b
cτ + d
)
= (cτ + d)2
(
G2(τ)− 1
4pi i
c
cτ + d
)
. (17)
Comparing eq. (17) to eq. (16), we see thatG2(τ) is a quasi-modular form of weight
two and depth one.
It is easy to check that any congruence subgroup Γ of level N contains the ele-
ment
TN =
(
1 N
0 1
)
, (18)
which generates the Möbius transformation τ → τ +N. Consequently, modular
forms of level N are periodic functions with period N and thus admit Fourier ex-
pansions of the form
f (τ) =
∞
∑
m=0
ame
2pi imτ/N =
∞
∑
m=0
amq
m
N , (19)
with q≡ exp(2pi iτ) and qN = q1/N, which are called q-expansions.
Example 6 The Eisenstein series for Γ (1) admit the q-expansion
G2m(τ) = 2ζ2m+
2(2pi i)2m
(2m− 1)!
∞
∑
n=1
σ2m−1(n)qn , (20)
where σp(n) = ∑d|n d p is the divisor sum function.
In the previous section we have argued that modular curves admit a purely alge-
braic description in terms of zeroes of polynomials in two variables. For practical
applications in physics such an algebraic description is often desirable, because con-
crete applications often present themselves in terms of polynomial equations. Such
an algebraic description also exists for (quasi-)modular forms. In particular, it was
shown by Zagier that every modular form of positive weight k satisfies a linear dif-
ferential equation of order k+ 1 with algebraic coefficients [34]. More precisely,
consider a modular form f (τ) of weight k for Γ . We can pick a modular function
t(τ) for Γ and locally invert it to express τ as a function of t. Then the function
F(t)≡ f (τ(t)) satisfies a linear differential equation in t of degree k+ 1 with coef-
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ficients that are algebraic functions in t. In the case where Γ has genus zero4 we can
choose t(τ) to be a Hauptmodul, in which case the coefficients of the differential
equation are rational functions. We emphasise that the function F(t) is only defined
locally, and in general it has branch cuts.
One of the goals of these proceedings is to make this algebraic description of
modular forms concrete and to present a way how it can be obtained in some specific
cases. For simplicity we only focus on the genus zero case, because so far modular
forms corresponding to congruence subgroups of higher genus have not appeared in
Feynman integral computations. We emphasise, however, that this restriction is not
essential and it is straightforward to extend our results to congruence subgroups of
higher genus.
3 An algebraic representation of modular forms
3.1 General considerations
In this section, we will make the considerations at the end of the previous section
concrete, and we are going to construct a basis of modular forms of given weight for
different congruence subgroups of SL(2,Z) in terms of objects that admit a purely
algebraic description. More precisely, consider a modular form f of weight k for Γ ,
where Γ can be any of the congruence subgroups in eq. (2). Then, at least locally,
we can find a modular function x(τ) for Γ and an algebraic function A such that
f (τ) = K(λ (τ))k A(x(τ)) , (21)
where λ denotes the modular λ function of eq. (9) and K is the complete elliptic
integral of the first kind,
K(λ ) =
∫ 1
0
1√
(1− t2)(1−λ t2) dt . (22)
Note that locally we can write λ as an algebraic function of x, so that the argument
of the complete elliptic integral can be written as an algebraic function of x. Since K
satisfies a linear differential equation of order two, it is then easy to see that the right-
hand side of eq. (21) satisfies a linear differential equation of order k+ 1 in x with
algebraic coefficients. The existence of the local representation in eq. (21) can be in-
ferred from the following very simple reasoning. First, since Γ (N)⊆Γ1(N)⊆Γ0(N)
it is sufficient to discuss the case of the group Γ (N). Next, let M = lcm(4,N) be
the least common multiple of 4 and N. Since Γ (M)⊆ Γ (N), f is a modular form of
weight k forΓ (M). One can check that K(λ (τ)) is a modular form of weight one for
Γ (4), and therefore also forΓ (M). The ratio f (τ)/K(λ (τ))k is then a modular form
4 We define the genus of a congruence subgroup Γ to be the genus of the modular curve XΓ .
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of weight zero for Γ (M), and thus a modular function, i.e., an element of the func-
tion field C(x(τ),y(τ)) of Γ (M). Hence we have f (τ)/K(λ (τ))k = R(x(τ),y(τ)).
y is an algebraic function of x (because they are related by the polynomial equation
Φ(x,y) = 0 that defines X(M)), and so we can choose A(x(τ)) = R(x(τ),y(τ)) in
eq. (21).
While the previous argument shows that a representation of the form (21) exists
for any modular form of level N, finding this representation in explicit cases can
be rather hard. Our goal is to show that often one can find this representation using
analytic constraints, which allow us to infer the precise form of the algebraic co-
efficient A. We focus here exclusively on congruence subgroups of genus zero, but
we expect that similar arguments apply to higher genera. In the next paragraphs, we
are going to describe the general strategy. In subsequent sections we will illustrate
the procedure on concrete examples, namely the congruence subgroups Γ (2) and
Γ0(N) for N ∈ {2,4,6}, as well as the group Γ1(6) which is relevant for the sunrise
graph [7, 9]. In particular, we will construct an explicit basis of modular forms for
these groups for arbitrary weights.
Assume that we are given a modular form B(τ) of weight p for Γ , which we call
seed modular form in the following. In the argument at the beginning of this section
the seed modular form is K(λ (τ)), assuming that Γ contains Γ (4) as a subgroup.
It is however useful to formulate the argument in general without explicit reference
to K(λ (τ)). Next, consider a modular form f (τ) of weight k for Γ with p|k. Then
by an argument very similar to the one presented at the beginning of this section we
conclude that there is a modular function x(τ) for Γ and an algebraic function A(x)
such that
A(x(τ)) =
f (τ)
B(τ)k/p
. (23)
If Γ has genus zero and x is a Hauptmodul for Γ , then the function A is a rational
function of x. From now on we assume for simplicity that we work within this
setting.
Up to now the argument was similar to the one leading to the form (21), and we
have not constrained the form of the rational function A. We now discuss how this
can be achieved. Being a modular form, f (τ) needs to be holomorphic everywhere.
Correspondingly, the rational function A(x(τ)) can have poles at most for B(τ) = 0.
In applications, the location of the poles is usually known (see the next sections).
Let us denote them by τi, and we set xi = x(τi) (with xi 6= ∞). We must have
A(x) =
P(x)
∏i(x− xi)ni
, (24)
where P(x) is a polynomial. The degree of P is bounded by analysing the behaviour
of the seed modular form at points where x(τ) = ∞, where both f and B must be
holomorphic. Finally, the modular form f (τ) can be written as
f (τ) =
B(τ)k/p
∏i(x(τ)− xi)ni
[d0+ d1 x(τ)+ . . .+ dm x(τ)
m] , (25)
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where the di are free coefficients. In the next sections we illustrate this construction
explicitly on the examples of the congruence subgroups Γ (2), Γ0(N), N ∈ {2,4,6}
and Γ1(6). However, before we do so, let us make a few comments about eq. (25).
First, we see that we can immediately recast eq. (25) in the form (21) if we know
how to express the seed modular form B in terms of the complete elliptic integral
of the first kind. While we do not know any generic way of doing this a priori, in
practical applications the seed modular form will usually be given by a Picard-Fuchs
equation whose solutions can be written in terms of elliptic integrals. Second, we
see that eq. (25) depends on m+ 1 free coefficients, and so dimMk(Γ ) = m+ 1.
Finally, let us discuss how cusp forms arise in this framework. Let us assume that
Γ has nC cusps, which we denote by τr, 1 ≤ r ≤ nC. For simplicity we assume that
cr = x(τr) 6= ∞, though the conclusions will not depend on this assumption. Then
f is a cusp form if f (τr) = 0 for all 1 ≤ r ≤ nC. It can easily be checked that,
by construction, the ratio multiplying the polynomial in eq. (25) can never vanish.
Hence, all the zeroes of f are encoded into the zeroes of the polynomial part in
eq. (25). Therefore f is a cusp form if and only if it can locally be written in the
form
f (τ) =
B(τ)k/p
∏i(x(τ)− xi)ni
 nC∏
r=1
cr 6=∞
(x(τ)− cr)
 [m−nc−δ∞∑
j=1
d j x(τ)
j
]
, (26)
with
δ∞ =
{
1 , if cr = ∞ for some r ,
0 , otherwise .
(27)
3.2 A basis for modular forms for Γ (2)
In this section we derive an algebraic representation for all modular forms of weight
2k for the group Γ (2), and we present an explicit basis for such modular forms
for arbitrary weights. As already mentioned in Example 4, the modular curve X(2)
has genus zero and the associated Hauptmodul is the modular λ -function. Since(−1 0
0 −1
) ∈ Γ (2), there are no modular forms of odd weight. The group Γ (2) has
three cusps, which are represented by τ = i∞, τ = 1 and τ = 0. Under the modular
λ function the cusps are mapped to
λ (i∞) = 0 , λ (0) = 1 , λ (1) = ∞ . (28)
Next, we need to identify our seed modular form. One can easily check that
B(τ)≡K(λ (τ))2 is a modular form of weight two for Γ (2). If f denotes a modular
form of weight 2k for Γ (2), then we can form the ratio
R(λ (τ))≡ f (τ)
B(τ)k
=
f (τ)
K(λ (τ))2k
, (29)
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where R is a rational function in the Hauptmodul λ .
In order to proceed, we need to determine the pole structure of R, or equivalently
the zeroes of the seed modular form B, i.e., of the complete elliptic integral of the
first kind. The elliptic integral K(ℓ) has no zeroes in the complex plane. Further-
more, it is not difficult to show that K(ℓ) behaves like 1/
√
ℓ for ℓ→ ∞. So the func-
tion B(τ) becomes zero only at λ (τ) = ∞, which corresponds to τ = 1 mod Γ (2).
We thus conclude that R(λ (τ)) cannot have poles at finite values of λ (τ), and so it
must be a polynomial. The degree of the polynomial is bounded by the requirement
that the ratio in eq. (29) has no pole at τ = 1. Starting from a polynomial ansatz
R(λ (τ)) =
m
∑
n=0
anλ (τ)
n (30)
we find
f (τ) = K(λ (τ))2k
m
∑
n=0
anλ (τ)
n τ→1∼
(
1√
λ (τ)
)2k
amλ (τ)
m = amλ (τ)
m−k . (31)
We see that f (τ) is holomorphic at τ = 1 if and only if the degree of R is at most k.
Thus, we can write the most general ansatz for the modular form of weight 2k for
Γ (2):
f (τ) = K(λ (τ))2k
k
∑
n=0
cnλ (τ)
n . (32)
In turn, this allows to infer the dimension of the space of modular forms of weight
2k:
dimM2k(Γ (2)) = k+ 1, k > 1 , (33)
and we see that the modular forms
K(λ (τ))2k λ (τ)n , 0≤ n≤ k+ 1 , (34)
form a basis for M2k(Γ (2)).
Finally, let us comment on the space of cusp forms of weight 2k for Γ (2). Using
eq. (26), we conclude that the most general element of S2k(Γ (2)) has the form
K(λ (τ))2k λ (τ)(1−λ (τ))
k−3
∑
n=0
an λ (τ)
n . (35)
We see that there are k−2 cups forms forΓ (2) of weight 2k> 2. This number agrees
with the data for the dimensions of Eisenstein and cuspidal subspaces delivered by
SAGE [1]. Moreover, we can easily read off a basis of cusp forms for arbitrary
weights.
Example 7 Every Eisenstein series for Γ (1) (see eq. (14)) is a modular form for
Γ (2), and so we can write them locally in the form
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G2k(τ) = K(λ (τ))
2k
G2k(λ (τ)) , k> 1 , (36)
where G2k(ℓ) is a polynomial of degree k. For example, for low weights we find
G4(ℓ) =
16
45
(ℓ2− ℓ+ 1) ,
G6(ℓ) =
64
945
(ℓ− 2)(ℓ+ 1)(2ℓ− 1) ,
G8(ℓ) =
256
4725
(ℓ2− ℓ+ 1)2 .
(37)
In this basis the modular discriminant of eq. (15) takes the form
∆(τ) = 65536K(λ (τ))12 λ (τ)2 (1−λ (τ))2 , (38)
in agreement with eq. (35). Finally, the Eisenstein series of weight two is not modu-
lar, so it cannot be expressed in terms of the basis in eq. (34). We note however that
one can write
G2(τ) = 4K(λ (τ))E(λ (τ))+
4
3
(λ (τ)− 2)K(λ (τ))2 , (39)
where E denotes the complete elliptic integral of the second kind
E(λ ) =
∫ 1
0
dt
√
1−λ t2
1− t2 . (40)
3.3 A basis for modular forms for Γ0(2)
In this section we perform the same analysis for the congruence subgroupΓ0(2). The
analysis will be very similar to the previous case, so we will not present all the steps
in detail. However, there are a couple of differences which we want to highlight.
We start by reviewing some general facts about Γ0(2). First, there are no mod-
ular forms of odd weight. Second, Γ0(2) has genus zero (cf. Section 2.2), and a
Hauptmodul for Γ0(2) is the function t2 defined in eq. (8). Since Γ (2) ⊆ Γ0(2), the
Hauptmodul t2 is a modular function for Γ (2), and so it can be written as a rational
function of λ , the Hauptmodul for Γ (2). Indeed, one finds
t2(τ) = 16
λ (τ)2
1−λ (τ) . (41)
Inverting the previous relation, we find
λ (τ) =
1
32
[√
t2(τ)(t2(τ)+ 64)− t2(τ)
]
− 2 . (42)
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We see that λ (τ) is an algebraic function of the Hauptmodul t2.
Next, let us identify a seed modular form B0(τ). As can be checked for example
with SAGE, there is a unique modular form of weight 2 for Γ0(2) (up to rescaling).
Since Γ (2)⊆ Γ0(2), this form has to be in the space M2(Γ (2)), so we can – using
the results from the previous subsection – write the ansatz
B0(τ) = K(λ (τ))
2(c0+ c1λ (τ)) . (43)
The coefficients can be fixed by matching q-expansions with the expression deliv-
ered by SAGE and one finds that M2(Γ0(2)) is generated by
B0(τ) = K(λ (τ))
2(λ (τ)− 2) . (44)
Equipped with the seed modular form B0, we can now repeat the analysis from the
previous subsection. For a modular form f (τ) of weight 2k for Γ0(2), the function
R(t2(τ)) =
f (τ)
B0(τ)k
(45)
is meromorphic and has weight 0, thus it must be a rational function of the Haupt-
modul t2. In order to fix the precise form of R(t2), let us again consider the pole
structure of the right-hand side of eq. (45): since both f (τ) and B0(τ) are holomor-
phic, poles in R(τ) can appear only for B0(τ) = 0, which translates into
λ (τ) = 2 or K(λ (τ)) = 0 . (46)
As spelt out in the previous subsection, the second situation is realised for λ → ∞,
i.e., for τ → 1. Considering this limit, we find
lim
τ→1
B0(τ) = lim
τ→1
K(λ (τ))2(λ (τ)− 2)∼ λ (τ)
( 1√
λ (τ)
)2
= O(1) , (47)
and we see that B0(τ) does not vanish in the limit K(λ (τ))→ 0. As K(λ (τ)) is finite
for λ (τ) = 2, B0 will have a simple zero there. As a function of the Hauptmodul t2,
however, B0(t2) behaves like
B0(t2)
t2→−64∼
√
t2+ 64 , (48)
which can be seen by expanding eq. (42) around t2 = −64. Accordingly, R(t2) can
at most have a pole of order ⌊k/2⌋ at t2 = −64. Hence, we can write down the
following ansatz for R(t2),
R(t2) =
P(t2)
(t2+ 64)⌊k/2⌋
, (49)
where P(t2) is a polynomial in the Hauptmodul. Its degree can be bounded by de-
manding regularity for t2 → ∞. We obtain in this way the most general form for a
From modular forms to differential equations for Feynman integrals 15
modular form of weight 2k for Γ0(2):
f (τ) = K(λ (τ))2k
(λ (τ)− 2)k
(t2(τ)+ 64)⌊k/2⌋
⌊k/2⌋
∑
m=0
cmt2(τ)
m . (50)
In particular we see that
dimM2k(Γ0(2)) = ⌊k/2⌋+ 1 , (51)
and an explicit basis for M2k(Γ0(2)) is
K(λ (τ))2k
(λ (τ)− 2)k t2(τ)m
(t2(τ)+ 64)⌊k/2⌋
, 0≤ m≤ ⌊k/2⌋ . (52)
We have checked up to weight 10 that our results are in agreement with the explicit
basis for modular forms for Γ0(2) obtained by SAGE. Finally, let us comment on
the cusp forms for Γ0(2). Γ0(2) has two cusps, which can be represented by τ = i∞
and τ = 0. The Hauptmodul t2 maps the cusps to
t2(i∞) = 0 and t2(0) = ∞ . (53)
We then see from eq. (26) that a basis for S2k(Γ0(2)) is
K(λ (τ))2k
(λ (τ)− 2)k t2(τ)m
(t2(τ)+ 64)⌊k/2⌋
, 1≤ m≤ ⌊k/2⌋− 1 . (54)
Example 8 Since Γ (2)⊆ Γ0(2), we have M2k(Γ0(2))⊆M2k(Γ (2)). In particular,
this means that we must be able to write every basis element for M2k(Γ0(2)) in
eq. (52) in terms of the basis for M2k(Γ (2)) in eq. (34). Indeed, inserting eq. (41)
into eq. (52), we find,
(λ − 2)k tm2
(t2+ 64)⌊k/2⌋
= 16m−⌊k/2⌋λ 2m (1−λ )⌊k/2⌋−m (λ − 2)k−2⌊k/2⌋ . (55)
It is easy to see that the previous expression is polynomial in λ provided that 0 ≤
m≤ ⌊k/2⌋. Hence, we see that every element in eq. (52) can be written in terms of
the basis in eq. (34).
3.4 A basis for modular forms for Γ0(4) and Γ0(6)
In this section we discuss the congruence subgroups Γ0(4) and Γ0(6). The analysis
is identical to the case of Γ0(2) in the previous section, so we will be brief. There are
no modular forms of odd weight and both groups have genus zero. The respective
Hauptmodule t4 and t6 can be found in ref. [26] in terms of η-quotients, though
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their explicit forms are irrelevant for what follows. Here we only mention that we
can write the Hauptmodul t2 as a rational function in either t4 or t6 [26]
t2 = t4(t4+ 16) =
t6(t6+ 8)
3
t6+ 9
. (56)
Since Γ0(2N) ⊆ Γ0(2), the modular form B0(τ) in eq. (44) is a modular form of
weight two for Γ0(2N) for any value of N. Hence, we can choose B0(τ) as our
seed modular form, and so if f ∈ M2k(Γ0(2N)), then f (τ)/Bk0(τ) is is a modular
function for Γ0(2N). In the cases N = 2,3 which we are interested in this implies
that f (τ)/Bk0(τ) is a rational function in the Hauptmodul t2N ,
R(t2N(τ)) =
f (τ)
B0(τ)k
, N = 4,6 . (57)
Let us now analyse the pole structure of R(t4). From the last section we know
that B0(τ) has a simple zero at λ (τ) = 2, or equivalently t2 = −64, and eq. (56)
then implies t4 =−8. Writing down an ansatz for R(t4) and bounding the degree of
the polynomial in the numerator in the usual way, one finds that a basis of modular
forms of weight 2k for Γ0(4) is
K(λ (τ))2k
(
λ (τ)− 2
t4(τ)+ 8
)k
t4(τ)
m , 0≤ m≤ k . (58)
Γ0(4) has three cusps which can be represented by τ ∈ {i∞,1,1/2} and which
under t4 are mapped to
t4(i∞) = 0 t4(1) = ∞ , t4(1/2) =−16 . (59)
Hence a basis for S2k(Γ0(4)) is
K(λ (τ))2k
(
λ (τ)− 2
t4(τ)+ 8
)k
t4(τ)
m (t4(τ)+ 16) , 1≤ m≤ k− 2 . (60)
As a last example, let us have a short peek at Γ0(6). Equation (56) implies that
B0(τ) has simple poles for
t6(τ) =−6± 2
√
3 . (61)
The argument proceeds in the familiar way, with the only difference that now there
are two distinct poles. The most general ansatz for a modular form of weight 2k for
Γ0(6) reads
f (τ)
Bk0(τ)
=
P(t6(τ))
[(t6(τ)+ 6− 2
√
3)(t6(τ)+ 6+ 2
√
3)]k
=
P(t6(τ))
(t6(τ)2+ 12t6(τ)+ 24)k
, (62)
where the degree of the polynomial P can again be bounded by the common holo-
morphicity argument. This leads to the following basis for modular forms of weight
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2k for Γ0(6),
K(λ (τ))2k
(
λ (τ)− 2
t6(τ)2+ 12t6(τ)+ 24
)k
t6(τ)
m , 0≤ m≤ 2k . (63)
The cusps of Γ0(6) are represented by τ ∈ {i∞,1,1/2,1/3}, or equivalently
t6(i∞) = 0 , t6(1) = ∞ , t6(1/2) =−8 , t6(1/3) =−9 . (64)
Hence a basis for S2k(Γ0(6)) is, with 1≤ m≤ 2k− 3,
K(λ (τ))2k
(
λ (τ)− 2
t6(τ)2+ 12t6(τ)+ 24
)k
t6(τ)
m (t6(τ)+ 8)(t6(τ)+ 9) . (65)
3.5 A basis for modular forms for Γ1(6)
As a last application we discuss the structure of modular forms for Γ1(6), which
is known to be relevant for the sunrise and kite integrals [7, 9]. The general story
will be very similar to the examples in previous sections. In particular, Γ1(6) has
genus zero, and Γ1(6) and Γ0(6) have the same Hauptmodul t6 [9]. Here we find
it convenient to work with an alternative Hauptmodul t which is related to t6 by a
simple Möbius transformation [7],
t =
t6
t6+ 8
. (66)
The main difference to the previous examples lies in the fact that
(−1 0
0 −1
)
/∈ Γ1(6),
and so Γ1(6) admits modular forms of odd weight. In particular, it is known that
M1(Γ1(6)) is two-dimensional (this can easily be checked with SAGE for example).
Therefore, we would like to choose our seed modular form to have weight one. We
find it convenient to choose as seed modular form a solution of the Picard-Fuchs
operator associated to the sunrise graph [9, 25]. A particularly convenient choice is
B1(τ) =Ψ1(t(τ)) , (67)
where
Ψ1(t) =
4
[(t− 9)(t− 1)3]1/4 K
(
t2− 6t− 3+
√
(t− 9)(t− 1)3
2
√
(t− 9)(t− 1)3
)
. (68)
It can be shown thatΨ1(t(τ)) is indeed a modular form of weight one for Γ1(6) [7].
Next consider a modular form f (τ) of weight k for Γ1(6). Following the usual
argument, the ratio
R(t(τ)) =
f (τ)
B1(τ)k
(69)
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is a rational function in the Hauptmodul t with poles at most at points whereΨ1(t)
vanishes. It is easy to check that the only zero ofΨ1(t) is at t = ∞, and we have
Ψ1(t)
t→∞∼ 1/t . (70)
Hence, R(t) must be a polynomial in t whose degree is bounded by requiring that
Ψ1(t)
kR(t) be free of poles at t = ∞. It immediately follows that a basis of modular
forms of weight k for Γ1(6) is
Ψ1(t(τ))
k t(τ)m , 0≤ m≤ k . (71)
The cusps of Γ1(6) can be represented by τ ∈ {i∞,1,1/2,1/3}, and they are mapped
to
t(i∞) = 0, , t(1) = 1 , t(1/2) = ∞ , t(1/3) = 9 . (72)
So a basis of cusp forms of weight k for Γ1(6) is
Ψ1(t(τ))
k t(τ)m (t(τ)− 1)(t(τ)− 9) , 1≤ m≤ k− 3 . (73)
Let us conclude by commenting on the structure of the modular forms for Γ1(6),
and their relationship to modular forms for Γ0(6). Since Γ1(6)⊆Γ0(6) we obviously
have Mk(Γ0(6)) ⊆ Mk(Γ1(6)). Moreover, from eq. (63) and (71) we see that for
even weights these spaces have the same dimension, and so we conclude that
M2k(Γ1(6)) = M2k(Γ0(6)) . (74)
There is a similar interpretation of the modular forms of odd weights. It can be
shown that the algebra of modular forms for Γ1(N) admits the decomposition
Mk(Γ1(N)) =
⊕
χ
Mk(Γ0(N),χ) , (75)
where the sum runs over all Dirichlet characters moduloN, i.e., all homomorphisms
χ : Z×N → C×. Here Mk(Γ0(N),χ) denotes the vector space of modular forms of
weight k for Γ0(N) with character χ , i.e., the vector space of holomorphic functions
f :H→C such that
f
(
aτ + b
cτ + d
)
= χ(d)(cτ + d)k f (τ) ,
(
a b
c d
) ∈ Γ0(N) . (76)
For N = 6 there are two Dirichlet characters modulo 6,
χ0(n) = 1 and χ1(n) = (−1)n . (77)
Hence, in the case we are interested in, eq. (75) reduces to
Mk(Γ1(6))=Mk(Γ0(6),χ0)⊕Mk(Γ0(6),χ1)=Mk(Γ0(6))⊕Mk(Γ0(6),χ1) . (78)
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We then conclude that
M2k(Γ0(6),χ1) = 0 and M2k+1(Γ0(6),χ1) = M2k+1(Γ1(6)) . (79)
4 Some examples and applications
4.1 Elliptic multiple zeta values as iterated integrals over modular
forms for Γ (2)
Elliptic multiple zeta values have appeared in calculations in quantum field theory
and string theory in various formulations during the last couple of years. While
initially formulated as special values of elliptic multiple polylogarithms, they can
be conveniently rewritten as iterated integrals over the Eisenstein series G2k defined
in eq. (20) [16]. In other words, elliptic multiple zeta values are iterated integrals
over modular forms for Γ (1) = SL(2,Z) (though it is known that not every such
integral defines an element in the space of elliptic multiple zeta value [19]).
We have seen in Example 7 that every modular form for Γ (1) is a modular form
for Γ (2). In particular, for k > 1 we can always write G2k as the 2k-th power of
K(λ (τ))multiplied by a polynomialG2k of degree k in λ (τ) (see eq. (36)). The case
k = 1 is special, and involves the elliptic integral of the second kind, see eq. (39).
As a consequence, we can write every iterated integral of Eisenstein series of
level N = 1, and thus every elliptic multiple zeta value, as iterated integrals over
integration kernels that involve powers of complete elliptic integrals of the first kind
multiplied by the polynomials G2k(λ (τ)). More precisely, consider the one-forms
dτG2k(τ) which define iterated integrals of Eisenstein series of level one. Changing
variables from τ to ℓ= λ (τ), we obtain, for k > 1,
dτ G2k(τ) =
ipi dℓ
4ℓ(ℓ− 1)K(ℓ)
2k−2
G2k(ℓ) , (80)
where Jacobian is given by
2pi i∂τ λ (τ) = 8λ (τ)(λ (τ)− 1)K(λ (τ))2 . (81)
Note that we also need to include the Eisenstein series of weight zero, G0(τ) =−1,
and eq. (80) remains valid if we let G0(ℓ) = −1. For k = 1 we can derive from
eq. (39) a similar relation involving the complete elliptic integral of the second kind.
As a conclusion, we can always write iterated integrals of Eisenstein series of level
one in terms of iterated integrals involving powers of complete elliptic integrals
multiplied by rational functions. We stress that this construction is not specific to
level N = 1 or to Eisenstein series, but using the results from previous sections it is
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possible to derive similar representations of ‘algebraic type’ for iterated integrals of
general modular forms.
4.2 A canonical differential equation for some classes of
hypergeometric functions
As an example of how the ideas from previous sections can be used in the context
of differential equations, let us consider the family of integrals
T (n1,n2,n3) =
∫ 1
0
dxx−1/2+n1+aε(1− x)−1/2+n2+bε(1− zx)−1/2+n3+cε . (82)
This family is related to a special class of hypergeometric functions whose ε-ex-
pansion has been studied in detail in refs. [11,12]. It is easy to show that all integrals
in eq. (82), for any choice of n1,n2,n3, can be expressed as linear combination of
two independent master integrals, which can be chosen as
F1 = T (0,0,0) and F2 = T (1,0,0) . (83)
The two masters satisfy the system of two differential equations,
∂zF = (A+ εB)F , with F = (F1,F2)
T , (84)
where A,B are two 2× 2 matrices
A=
1
z
(
0 0
1/2 −1
)
+
1
z− 1
(−1/2 1/2
−1/2 1/2
)
, (85)
B=
1
z
(
0 0
a −a− b
)
+
1
z− 1
(−a a+ b+ c
−a a+ b+ c
)
. (86)
A suitable boundary condition for the differential equations (84) can be determined
by computing directly the integrals in eq. (82) at z= 0
lim
z→0
F =
Γ
(
aε + 1
2
)
Γ
(
bε + 1
2
)
Γ (1+(a+ b)ε)
(
1,
2aε + 1
2ε(a+ b)+ 2
)T
. (87)
We are now ready to solve the differential equations. It is relatively easy to see
that by performing the following change of basis
F =MG , G= (G1,G2)
T , (88)
with
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M =
1
(2(a+ b+ c)ε+ 1)
 2K(z)(2(a+ b+ c)ε+ 1) 0
ε
2zK(z) −
2E(z)
z
+ 2((a+b)ε+(a+c)zε+1)K(z)
z
ε
2 zK(z)
 ,
(89)
the new master integrals G1,G2 fulfil the system of differential equations
∂zG=
ε
2z(z− 1)K(z)2 Ω G , (90)
where the matrix Ω can be written as
Ω = Ω0+Ω1+Ω2 , (91)
with
Ω0 =
1
4
(
1 1
−1 −1
)
, Ω1 = (a+ b+(c− a)z)K(z)2
(
1 0
0 1
)
,
Ω2 = 4
(
(a+ b)2+(a+ c)2z2− 2(a2+ ba+ ca− bc)z) K(z)4 ( 0 0
1 0
)
. (92)
We stress that the differential equations in eq. (90) are ε-factorised.
In order to solve eq. (90), let us change variable from z to τ via z= λ (τ), where
λ denotes the modular λ -function. Using the form of the Jacobian in eq. (81), we
find that the differential equations become
∂τG=
2ε
pi i
Ω G . (93)
As the last step, we know from the discussion in Section 3.2 that a basis of
modular forms of weight 2k for Γ (2) is given by λ (τ)pK(λ (τ))2k, with 0≤ p≤ k.
Using this, we see that the entries of Ω are indeed linear combinations of modular
forms of Γ (2). The boundary condition at z = 0 in eq. (87) translates directly into
a boundary condition in τ = i∞. Hence, we have proved that the two entries of the
vector G can be written, to all orders in ε , in terms of iterated integrals of modular
forms for Γ (2).
4.3 Modular forms for Γ1(6) and the sunrise and the kite integrals
In section 3 of ref. [8] the integral family for the integral for the kite family has been
investigated, and it was shown that all the kernels presented in eq. (34) of ref. [8]
are modular forms for the congruence subgroupΓ1(6). The analysis of ref. [8] relies
on a direct matching of the kernels that appear in the sunrise and kite integrals to
the basis of Eisenstein for Γ1(6) given in the mathematics literature. In Section 3.5
we have constructed an alternative basis for Γ1(6), and so we must be able to write
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all the integration kernels that appear in the sunrise integral in terms of our basis.
This is the content of this section, and we argue that our basis makes the fact that the
sunrise and kite integrals can be expressed in terms of iterated integrals of modular
forms for Γ1(6) completely manifest.
In order to make our point, we proceed by example, and we consider in particular
the function f2 defined in eq. (34) of ref. [8]. This function is one of the coefficients
that appear in the differential equation satisfied by the master integrals of the kite
topology, after the differential equations have been transformed to ε-form [8,23]. All
other coefficients appearing in the system of differential equations can be analysed
in the same way. The function f2 is defined as
f2(x) =
1
24pi2
Ψ1(x)
2
(
3x2− 10x− 9) (94)
where x = p2/m2, with m the mass of the massive state flowing in the loop and p
the external momentum, and (in our notations)Ψ1 was defined in eq. (68) (note that
compared to ref. [8] we have explicitly inserted the expression for the WronskianW
as a function of x into the definition of f2). From the form of eq. (94) we can imme-
diately read off that f2 defines a modular form for Γ1(6). Indeed, changing variables
to x = t(τ), where t(τ) is the Hauptmodul for Γ1(6) introduced in Section 3.5, we
see that f2(t(τ)) takes the formΨ1(t(τ))
2P(t(τ)), whereP is a polynomial of degree
two. Thus f2(t(τ)) can be written as a linear combination of the basis of modular
forms of weight two for Γ1(6) given in eq. (71), and so f2(t(τ)) itself defines a mod-
ular form of weight two for Γ1(6). It is easy to repeat the same analysis for all the
coefficients that appear in the system of differential equations for sunrise and kite
integrals, and we can conclude that the sunrise and kite integrals can be written in
terms of iterated integrals of modular forms to all orders in ε . We emphasise that
we have reached this conclusion solely based on the knowledge of the Hauptmodul
of Γ1(6) and the fact that Ψ1(t(τ)) defines a modular form of weight one for Γ1(6).
The rest follows from our analysis performed in Section 3.5, and we do not require
any further input from the mathematics literature on the structure of modular forms
for Γ1(6).
5 Conclusions and Outlook
In this contribution to the proceedings of the conference “Elliptic integrals, elliptic
functions and modular forms in quantum field theory”, we presented a systematic
way of writing a basis modular forms for congruence subgroups of the modular
group SL(2,Z) in terms of powers of complete elliptic integrals of the first kind
multiplied by algebraic functions. We considered congruence groups whose modu-
lar curves have genus zero and as such all modular forms can be written as powers of
complete elliptic integrals of the first kind multiplied by rational functions of their
corresponding Hauptmodule. Our construction relied simply on the knowledge of
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a seed modular form of lowest weight for each congruence group and its analytic
properties. This, put together with the holomorphicity condition for modular forms,
allowed us to write a general ansatz for a basis of modular forms.
We presented concrete examples for the congruence groups Γ (2), Γ0(N) for
N = 2,4,6, and finally Γ1(6) which features in physical applications such as the
sunrise and kite integrals. By this method we showed how to write elliptic multiple
zeta values as iterated integrals of rational functions weighted by complete elliptic
integrals. Likewise, rewriting the differential equations of the sunrise and kite inte-
grals, we were able to show that to all orders in ε these can be written as iterated
integrals of modular forms for Γ1(6), confirming the findings of [7, 8].
We hope that our construction constitutes a first step into clarifying the connec-
tion between solutions of differential equations for elliptic Feynman integrals and
elliptic multiple polylogarithms, allowing for a systematic application of this class
of functions to realistic physical problems.
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