The joint bidiagonalization(JBD) process is a useful algorithm for approximating some extreme generalized singular values and vectors of a large sparse or structured matrix pair {A, L}. We present a rounding error analysis of the JBD process in finite precision arithmetic. The analysis builds connections between the JBD process and the two joint Lanczos bidiagonalizations. We investigate the loss of orthogonalities of the three groups of Lanczos vectors computed by the JBD process and show that semiorthogonality of the Lanczos vectors is enough to guarantee the accuracy of the computed quantities, which is a guidance for designing an efficient semiorthogonalization strategy for the JBD process. Based on the results of rounding error analysis, we investigate the convergence and accuracy of the approximate generalized values and vectors of {A, L}. We also analyze the residual norm appeared in the GSVD computation and show that we can use the residual norm as a stopping criterion for approximating generalized singular values and vectors.
1. Introduction. The joint bidiagonalization process was initially presented by Zha [27] for computing a few extreme generalized singular values and vectors of a large sparse or structured matrix pair {A, L} [17, 25, 26] . The process iteratively reduces {A, L} to lower or upper bidiagonal forms. It was then adapt by Kilmer et al. [9] that iteratively reduce {A, L} to lower and upper bidiagnol forms simultaneously, which is based on the Lanczos bidiagonalization process [3] .
Consider the compact QR factorization of the stacked matrix:
where Q ∈ R (m+p)×n is column orthonormal and R ∈ R n×n . We partition Q such that Q A ∈ R m×n and Q L ∈ R p×n , so we have A = Q A R and L = Q L R. Applying the BIDIAG-1 algorithm and BIDIAG-2 algorithm [18] , which correspond to the lower and upper Lanczos bidiagonalization processes, to Q A and Q L , respectively, we can reduce Q A and Q L to the following lower and upper bidiagonal matrices respectively: (1.2)
This process has computed four column orthonormal matrices, that is (1.3) U k+1 = (u 1 , · · · , u k+1 ) ∈ R m×(k+1) , V k = (v 1 , · · · , v k ) ∈ R n×k computed by the BIDIAG-1 algorithm, and (1.4)Û k = (û 1 , · · · ,û k ) ∈ R p×k ,V k = (v 1 , · · · ,v k ) ∈ R n×k computed by the BIDIAG-2 algorithm. In order to joint BIDIAG-1 and BIDIAG-2, the starting vector of BIDIAG-2 is chosen to bev 1 = v 1 and the upper bidiagonalization process continues. The Lanczos vectorv i and the elementβ i ofB k can be computed via (1.5) 
If A and L are large scale matrices, the QR factorization (1.1) is impractical due to efficiency and storage. In order to avoid explicitly computing Q A and Q L , the solution to a least squares problem with (A T , L T ) T as the coefficient matrix is approximately computed [1, 18] at each iteration. Through the above adjustments, we obtain the JBD process which can efficiently reduce a large scale matrix pair {A, L} to a bidiagonal matrix pair {B k ,B k }.
Initially, the JBD process can be used to approximate a few largest or smallest generalized singular values and corresponding vectors of {A, L} iteratively by projecting the original large scale problem to the reduced small scale problem {B k ,B k }. Furthermore, Kilmer et al. [9] presented an iterative method to solve ill-posed problem with general form Tikhonov regularization [5, 6] . The main thought is to use projection method to solved a series of small scale general form Tikhonov problems corresponding to {B k ,B k } which lies in low dimensional subspaces. Jia and Yang [8] analyzed this iterative regularized method and presented a new iterative regularized algorithm based on the JBD process. They made an insightful analysis on the regularization effect of the proposed algorithm, which shows that the iterations take the desired and attractive form of filtered GSVD expansions.
In exact arithmetic, the JBD process is equivalent to the combination of the lower and upper Lanczos bidiagonalization processes. The lower Lanczos bidiagonalization computes two orthonormal matrices U k+1 , V k and a lower bidiagonal matrix B k , while the upper Lanczos bidiagonalization computes two orthonormal matricesÛ k ,V k and an upper bidiagonal matrixB k . For the k-step JBD process, it explicitly computes U k+1 ,Ṽ k ,Û k , B k andB k , and the two orthonormal matrices V k andV k can be obtained fromṼ k implicitly.
When it is carried out in finite precision arithmetic, however, the equivalence between the JBD process and the combination of the lower and upper Lanczos bidiagonalization processes does not hold. One can easily affirm that the process of computing U k+1 , V k and B k is still equivalent to the lower Lanczos bidiagonalization with rounding error O(ǫ), but the process of computingÛ k ,V k andB k is not equivalent to the upper Lanczos bidiagonalization with rounding error O(ǫ) any longer, due to rounding errors would be amplified as the iteration number increases. An important problem is what a role the rounding errors play in the loss of this equivalence and how the rounding errors be amplified. Up to now, there is no research on the rounding error analysis of the JBD process. One aim of this paper is to make a rounding error analysis of the JBD process and give some important properties in finite precision arithmetic. The analysis is based on the results of rounding error analysis of symmetric Lanczos process [10, 15, 16] and Lanczos bidiagonalization process [11] .
Due to the influence of rounding errors, the orthogonality among Lanczos vectors computed by the JBD process will be lost. This phenomenon was first observed in symmetric Lanczos process and it leads a delay in the computation of some eigenvalues [13, 14, 12] . Sometimes it is also difficult to determine whether some computed approximations are additional copies or genuine close eigenvalues. Paige has first analyzed the finite precision behavior of the symmetric Lanczos process. He built a theory which links the convergence of the computed eigenvalue approximations to the loss of orthogonality, see [13, 14, 15, 16] . Following Paige, the theory was further developed by Parlett and Scott [20] , Parlett [19] and Simon [21] . Simon built a recurrence formula to describe the loss of orthogonality among Lanczos vectors. His backward error analysis shows that semiorthogonality among Lanczos vectors is enough to guarantee the accuracy of the computed quantities up to machine precision. Based on the recurrence and semiorthogonalization strategy, he introduced a new reorthogonalization method called partial reorthogonalization [22] , which saves a big amount of reorthogonalization work compared to the full reorthogonalization.
Based on the results of symmetric Lanczos process, Larsen [11] analyzed the Lanczos bidiagonalization process in finite precision arithmetic. Like the symmetric Lanczos process, the Lanczos bidiagonalization is plagued by the rounding errors. When it is carried out in finite precision arithmetic this leads to the loss of orthogonality among Lanczos vectors and the appearance of spurious singular values. By building connections between the Lanczos bidiagonalization process and symmetric Lanczos process in finite precision arithmetic, he shows that it is sufficient to maintain semiorthogonality among Lanczos vectors to obtain accurate approximations to the singular values up to machine precision and avoid ghost singular values from appearing. Based on partial reorthogonalization for the symmetric Lanczos process, he presented the Lanczos bidiagonalization with partial reorthogonalization algorithm [11] . Later, Simon and Zha [23] found that the orthogonal levels of the two groups of Lanczos vectors are closely related to each other and thus they suggested a one-side reorthogonalization method.
For the JBD process, the loss of orthogonalities of Lanczos vectors u i and v i is the same as that of Lanczos bidiagonalization process since the process of computing U k+1 , V k and B k is equivalent to the lower Lanczos bidiagonalization with rounding error O(ǫ). But how the orthogonality of the Lanczos vectorû i lose? We will prove that the orthogonal level ofû i is affected by orthogonal levels of u i and v i , and the quantity B −1 k is an essential factor influencing the orthogonal level ofû i . Thus, the orthogonal level ofû i can be described by that of u i and v i and the growth of B −1 k . For the GSVD computation, we can use the SVD of B k orB k to approximate the extreme generalized singular values of {A, L}. We will make a detailed discussion of the convergence and accuracy of the approximate generalized values and vectors. We point out that the loss of orthogonalities of Lanczos vectors computed by the JBD process leads to a delay of the computed approximations and the appearance of spurious generalized singular values. When we useB k for computations, we prove that the orthogonal level ofû i is only needed to be maintained under δ/(2k + 1) in order to obtain approximate quantities with accuracy δ = O((m + p) B −1 k ǫ) and avoid spurious generalized singular values from appearing. This result is a guidance for the design of semiorthogonalization strategies for the JBD process, which will be proposed in our following research work. For the stopping criterion, Zha [27] has give a residual norm to measure the accuracy of approximated generalized singular values and vectors. When considering rounding errors in the JBD process, does this residual norm still be valid as a stopping criterion? Based on our results of rounding error analysis, we investigate this problem and give a definite answer.
Our paper is organized as follows. In Section 2, we review the GSVD and describe the JBD process with some basic properties in exact arithmetic. In Section 3, we analyze the JBD process in finite precision arithmetic and build connections between the JBD process and the two joint Lanczos bidiagonalization processes. In section 4, we discuss the convergence, accuracy and stopping criterion of the GSVD computation using the JBD process. In Section 5, we report numerical examples to illustrate our results. Finally, we conclude the paper in Section 6. In this paper, the norm notation · always refers to · 2 , which denotes the Euclidean norm for vectors or the associated matrix norm. The machine precision, which is also called roundoff unit, is denoted by the Greek letter ǫ.
GSVD, joint bidiagonolization and Lanczos bidiagonalization.
In this section, we provide some necessary backgrounds. We describe the GSVD, the JBD process and their basic properties. We also review some important properties of Lanczos bidiagonalization, which are useful tools for our analysis.
We first look at the GSVD of the matrix pair {A, L} [4, 27] . The compact QR factorization of (A T , L T ) T is follows as (1.1), let 
If we write C l = diag(c q+1 , . . . , c q+l ), c q+1 ≥ · · · ≥ c q+l > 0 and S l = diag(s q+1 , . . . , s q+l ), 0 < s q+1 ≤ · · · ≤ s q+l , then c 2 i + s 2 i = 1, i = q + 1, . . . , q + l, and the generalized singular values of {A, L} are
To simplify the presentation, throughout this paper we assume that (A T , L T ) T is of full column rank. Then the GSVD of {A, L} is
where the invertibility of G follows from the assumption that (A T , L T ) T has full rank. We now describe the joint bidiagonalization process. In order to reduce the matrix pair {A, L} to {B k ,B k }, we apply the BIDIAG-1 algorithm and BIDIAG-2 algorithm to Q A and Q L respectively. For the aim of jointing BIDIAG-1 and BIDIAG-2 in the JBD process, we choose the starting vector of BIDIAG-2 to bev 1 = v 1 and continue the upper bidiagonalization process. Zha [27] and Kilmer [9] have investigated the relationships between V k andV k and between B k andB k in exact arithmetic, respectively, and they have established the following result.
Theorem 2.1. Given the two bidiagonolization process of Q A and Q L computed by BIDIAG-1 and BIDIAG-2 respectively. Ifv 1 = v 1 , then
Theorem 2.1 together with the QR factorization (1.1) shows that A and L can be jointly bidiagonalized [9] .
Theorem 2.2. Assume A ∈ R m×n and L ∈ R p×n with m ≥ n.Then there exist orthogonal matrices U ∈ R m×m ,Û ∈ R p×p and V ∈ R n×n , and a lower bidiagonal matrix B ∈ R m×n , an upper bidiagonal matrixB ∈ R p×n and an invertible n × n matrix Z such that
, and the remaining matrices are obtained by running the joint bidiagonalization process to complete. In particular, when p < n, columns p + 1, . . . , n ofB contain only zero entries.
By Theorem 2.2, the generalized singular values of {A, L} and {B,B} are the same, so we can use the k-step joint bidiagonalization process to approximate the generalized singular values of {A, L}. From (2.4), we obtain
where Z k ∈ R n×k is the first k columns of Z, and B k andB k are the first (k + 1) × k and k × k submatrices of B andB, respectively. We then compute the generalized singular values of {B k ,B k } to approximate the generalized singular values and vectors of {A, L}.
When A and L are large scale matrices, in order to avoid explicitly computing Q A and Q L , Kilmer et al. [9] developed the following JBD process, where 0 p denotes the zero vector of dimension p.
Algorithm 1 k-step Joint bidiagonalization(JBD) process
In Algorithm 1, we need to compute QQ T u i 0 p at each iteration i = 1, 2, . . . , k, which is not directly accessible since Q is not available. Notice that QQ T u i 0 p is just the orthogonal projection of
The large scale least squares problem (2.6) can be solved by an iterative solver, e.g., the most commonly used LSQR algorithm [18] . We now give some basic properties of the JBD process in exact arithmetic. If we write all the k recurrences of computing u i ,ṽ i andû i in matrix forms, we can obtain
where P = diag(1, −1, 1, . . . , (−1) k−1 ) k×k , and e k+1 is the (k + 1)-th canonical vector of dimension k + 1.
Supposing that the inner least squares problem (2.6) are solved accurately, that is, matrix Q is strictly column orthonormal. Noticing thatṽ i is in the subspace spanned by the columns of Q for i = 1, . . . , k, let v i = Q Tṽ i andv i = (−1) i−1 v i , then we have the following relations:
where V k = (v 1 , · · · , v k ) andV k = (v 1 , · · · ,v k ) are column orthonormal. Relation (2.10) together with (2.11) indicates that the process of computing U k+1 , V k and B k is equivalent to the lower Lanczos bidiagonalization of Q A in exact arithmetic.
There also exists a matrix form relation between B k andB k , which is as follows.
Theorem 2.3. For the k-step JBD process in exact arithmetic, the following relation holds:
In exact arithmetic, since matrices U k+1 , V k andÛ k are orthonormal, from (2.10) and (2.11) we get 
From relations (2.10)∼(2.13), one can obtain
where e k is the k-th canonical vectors of dimension k. Relation (2.12) together with (2.17) indicates that the process of computingÛ k , V k andB k is equivalent to the upper Lanczos bidiagonalization process of Q L in exact arithmetic.
We now review some important properties of the lower Lanczos bidiagonalization process Q A in finite precision arithmetic. The properties of the upper Lanczos bidiagonalization of Q L are the same and we omit them. For the m × n matrix Q A , the Lanczos bidiagonalization process is described in Algorithm 2.
Algorithm 2 k-step Lanczos bidiagonalization process
We can define the orthogonal level of Lanczos vectors as follows, see [11] .
Definition 2.1. We call µ ij = |u T i u j | and ν ij = |v T i v j | the orthogonal levels among {u i , u j } and {v i , v j } respectively. Define the orthogonal levels of Lanczos vectors {u 1 , . . . , u k } and {v 1 , . . . , v k }, respectively, be
The above definition is also used for {û 1 , . . . ,û k } and {v 1 , . . . ,v k } appeared in the JBD process, and we use notationsμ ij ,ν ij ,ω k andη k to denote the above four quantities.
By the influence of rounding errors, orthogonality of Lanczos vectors is completely destroyed. Supposing that the roundoff unit is ǫ, it was shown by Larsen [11] that it is sufficient to keep orthogonality of Lanczos vectors below ǫ/(2k + 1), to obtain accurate approximations to the singular values and avoid ghost singular values from appearing.
Theorem 2.4. Let B k be the bidiagonal matrix computed by the k-step lower Lanczos bidiagonalization process, the compact QR factorizations of U k+1 and V k are U k+1 = M k+1 R k+1 and V k = N k S k , where the diagonals of upper triangular matrices are nonnegative. If
The theorem shows that if the Lanczos vectors are kept semiorthogonal, the computed B k is up to roundoff the Ritz-Galerkin projection of Q A on the subspaces span(U k+1 ) and span(V k ). The subspaces are different from the optimal ones computed in exact arithmetic, but in practice that has not been observed to affect the convergence or final accuracy of Ritz values.
Joint bidiagonalization in finite precision arithmetic.
When it is carried in finite precision arithmetic, by the influence of rounding errors, the behavior of the JBD process will deviate far from the ideal case in exact arithmetic. First, the JBD process is no longer equivalent to the combination of the two Lanczos bidiagonalization processes. Second, orthogonalities of the three groups of Lanczos vectors U k+1 ,Ṽ k andÛ k will be lost gradually. In this section, we will examine the properties of the JBD process in finite precision arithmetic in detail.
In the following analysis, we always suppose the inner least squares problem (2.6) is solved accurately and thus matrix Q is always strictly column orthonormal. Note thatṽ i is approximately in the subspace spanned by the columns of Q with error
In order to simplify the analysis in finite precision, we first state a set of assumptions on the behavior of the rounding errors occurring in the JBD process. These assumptions constitute a model for the actual computation and include essential features while discard irrelevant ones. The rationality of these assumptions is from the results of rigorous analysis of symmetric Lanczos process, see e.g., [15, 16, 21] and Lanczos bidiagonalization, see [11] .
First, the matrix form reccurences (2.10)∼(2.12) should be rewritten by adding rounding error matrices:
. This inequality can be easily obtained by Paige's theory of the symmetric Lanczos process [15, 22] and the analysis of the Lanczos bidiagonalization [11] . Since Q A , Q L ≤ Q = 1, we obtain
Third, the property of local orthogonality of u i andû i holds, that is, locally the orthogonal levels of u i andû i satisfy the following relations respectively, see Paige [15] and Simon [22] :
Finally let us assume that
which is almost always true in practice, and the rare cases where α i , β i+1 ,α i orβ i do become smaller are actually the lucky ones, since then the algorithm should be terminated, having found an invariant singular subspace.
3.1. Connections beteen the JBD process and Lanczos bidiagonalizations in finite precision arithmetic. From (3.1) and (3.2), we can verify that the process of computing U k+1 , V k and B k is equivalent to the lower Lanczos bidiagonalization of Q A in finite arithmetic. Our following analysis focuses on the connections between the process of computingÛ k ,V k ,B k and the upper Lanczos bidiagonalization of Q L in finite arithmetic.
We first give the relation of the two computed quantities B k andB k .
Theorem 3.1. Let B k andB k be the two bidiagonal matrices computed by the k-step JBD process on a computer with roundoff unit ǫ. Then
Proof. Since
nonzero elements in the left side of (3.8) are contained only in the diagonal and subdiagonal parts. For diagonal part, with rounding errors, we
For subdiagonal part, since the k-th step recurrences are
using the local orthogonality among u i , u i+1 andû i ,û i−1 we obtain
For the error terms, we have
where we neglict high order terms of ǫ. By the similar calculation we get
Combining with
we finally get
Combining (3.9) and (3.12) the result (3.8) follows.
Remark 3.1. The error bound O((m+p)ǫ) in (3.8), which is a constant quantity, can be hardly reached in real computation. The real error of (3.8) can only increase slightly as the iteration number k increases, and it will not grow obviously as the matrix dimension m and p become bigger for large sparse matrix A and L, which is just the case where the algorithm is most useful.
We now show the connection between the process of computingÛ k ,V k ,B k and the upper Lanczos bidiagonalization of Q L in finite precision.
Theorem 3.2. Given the k-step JBD process of {A, L}, the following relation holds:
Proof. Combining (3.1) and (3.2), we get
Adding the above two equalities we obtain
For the last two error terms, we have can be controlled. In the GSVD computation problem or the linear ill-posed problem with general form Tikhonov regularization, usually at least one matrix of {A, L} is well conditioned, which results to that at least one of {Q A , Q L } is well conditioned. If Q L is the well conditioned one, we implements the JBD process on {A, L}, which leadsB k to be a well conditioned matrix; otherwise if Q A is the well conditioned one, we implements the JBD process on {L, A}, which still leadsB k to be a well conditioned matrix. By this modification, we could always make sure that B −1 k can not grow too big. 
Loss of orthogonality of the Lanczos vectors.
For the Lanczos bidiagonalization, by the influence of rounding errors, orthogonality of Lanczos vectors is completely destroyed, that is, once the orthogonality is destroyed at one step, the errors will propagate to future steps, which results to the loss of orthogonality of subsequent computed Lanczos vectors. The loss of orthogonality of Lanczos vectors {u 1 , · · · , u k+1 } and {v 1 , · · · , v k } computed by the JBD process is the same, as the process of computing U k+1 , V k and B k is equivalent to the lower Lanczos bidiagonalization of Q A in finite arithmetic. For Lanczos vectors {û 1 , · · · ,û k }, as it is described in Remark 3.3 that the error δ grows gradually, the loss of orthogonality of {û 1 , · · · ,û k } will be more quickly than that of {u 1 , · · · , u k+1 } and {v 1 , · · · , v k }.
It has been shown by Simon and Zha [23] that the orthogonalities of U k+1 and V k are closely related. For the JBD process, here we can prove that the orthogonal level ofÛ k is affected by the orthogonal levels of both U k+1 and V k and a factor B −1 k . Theorem 3.3. Given the k-step JBD process of {A, L}, the following relation holds:
substituting the above into (3.16), we obtain
By some simple calculation we can get
so finally we obtain can be used to measure the orthogonal level of {û 1 , . . . ,û k }.
Notice that the orthogonal level ofṼ k is the same as that of V k up to O(ǫ), so (3.15) implies that
which gives the relation of orthogonal levels of the three groups of Lanczos vectors U k+1 ,Ṽ k andÛ k computed by the JBD process.
As we know, to keep Lanczos bidiagonalization from making spurious copies of converged singular values, we need to use reorthogonalization strategy to maintain the orthogonality of Lanczos vectors at a certain level. It is proved by Larsen in [11] that if the Lanczos vectors {u 1 , · · · , u k+1 } and {v 1 , · · · , v k } are kept semiorthogonality, then the computed B k , is up to roundoff, the Ritz-Galerkin projection of Q A on the subspaces span(U k+1 ) and span(V k ). For the process of computingÛ k ,V k andB k , which is the upper Lanczos bidiagonalization of Q L with error δ instead of O(ǫ), we can obtain the similar result as Theorem 2.4.
Theorem 3.4. LetB k be the upper bidiagonal matrix computed after the k-step JBD process, the compact QR factorizations ofÛ k andV k areÛ k =M kRk and V k =N kŜk , where the diagonals of upper triangular matrices are nonnegative. If
The theorem indicates that for the process of computingB k , the orthogonal levels ofÛ k andV k are only needed to be maintained under δ/(2k + 1), in order to obtain approximations to the singular values and vectors of Q L with accuracy δ and to avoid ghost singular values from appearing. We also call a group of Lanczos vectors semiorthogonal if its orthogonal level is below δ/(2k + 1). Theorem 2.4 and Theorem 3.4 imply that full reorthogonalization is not needed when we use the JBD process to compute some extreme generalized singular values and vectors. We will raise up a semiorthogonalization strategy and its implementation in our following research work.
4. Applications to the GSVD computation. Now we investigate the GSVD computation based on the JBD process. Following (2.2), the i-th generalized singular value of {A, L} is c i /s i , while the i-th corresponding generalized singular vectors are g i , p A i and p L i , which are the i-th columns of G, P A and P L , respectively. In the following, we use the number pair {c i , s i } to denote c i /s i .
Supposing we have computed the SVD of B k :
where P k = (p i . If we also want to compute the approximation of the left generalized singular vectors of L, we need to compute the SVD ofB k . Supposing
i . We point out that the approximate generalized singular value and the corresponding right vector can also be computed from the SVD
i , respectively. For large scale matrices, the explicit computation of R −1 can be avoided. Notice that
hence by solving a least squares problem, we obtain x On the other hand, if we compute the generalized singular values, corresponding right vectors and left vectors of L using the SVD ofB k , noticing that to measure the difference between them. However, this formula no longer applies when s i = 0. Notice that the pair {c i , s i } could be regarded as a unit vector in the nonnegative quadrant of the real 2 dimensional space, it was shown by Sun in [24] that, we can use the quantity | sin θ| as the measure of distance between these two pairs, where θ is the angle between the two unit vectors (c i , s i ) and (c i ,s i ). Here 
so we can only obtain the approximate value of s 1 with accuracy O( √ ǫ). In this case, we should useŝ
to approximate s 1 , which is the smallest singular value ofB k . Now we investigate the convergence of Ritz values computed by the singular value decompositions of B k orB k , where the name "Ritz value" refers to c (k) i orŝ (k) i . As was mentioned above, in order to compute the generalized singular value pair {c i , s i }, we only need to compute c i or s i , which is a singular value of Q A or Q L . The approximate value c (k) i computed by the SVD of B k in (4.1) is actually a Ritz value of Q A after Lanczos bidiagonalization. It was discussed in [11] that the convergence of Ritz values is mainly impacted by two factors: (1) the Ritz values approximating the extreme singular values of Q A will converge rapidly, while the interior singular values will converge more slowly; (2) if the singular value is well separated from others, then the corresponding Ritz values converge more rapidly, otherwise converge more slowly. Hence, if we compute c i by the SVD of B k , the Ritz value pairs approximating the extreme generalized singular values of {A, L} will converge rapidly, while the interior ones will converge more slowly. The convergence of the Ritz values computed by the SVD ofB k is the same.
In finite precision arithmetic, when we use the SVD of B k orB k to compute approximate generalized singular values of {A, L}, the spectrum of B k orB k will contain false multiple copies of converged Ritz values as the iteration number k increases, which is the so called ghost singular values. Thus the generalized singular values of {A, L} will be approximated by many false multiple copies of converged Ritz values and it leads to a delay of the convergence of Ritz values. Moreover, sometimes it is difficult to determine whether some computed approximations are spurious copies or genuine close or multiple generalized singular values.
The above problem can be avoided by using some types of reorthogonalization strategies. By Theorem 2.4 and Theorem 3.4, semiorthogonalities of U k+1 ,Ṽ k andÛ k are enough to keep the ghosts from appearing as well as not affect the convergence or final accuracy of Ritz values, and the multiple generalized singular values can be found one by one. In this paper we use the full reorthogonalization strategy. We will propose a semiorthogonalization strategy in our following research work.
4.2.
Residual norm and stopping criterion. Now we discuss about the stopping criterion of the GSVD computation when we use the JBD process to compute some extreme generalized singular values and corresponding right vectors of {A, L}. The analysis focus on computing the GSVD based on the SVD of B k , the case ofB k is similar. For simplicity, we only consider rounding errors in the JBD process, and the subsequent steps to compute approximate generalized singular values and vectors are assumed to be implemented in exact arithmetic.
It is well known that the generalized eigenvalues of the following symmetric generalized eigenvalue problem
and the corresponding generalized eigenvectors are the right generalized singular vectors of {A, L}. For this reason, it was shown in [27] by Zha, that one can use the residual norm (4.6) r
as a measure for the accuracy of approximate generalized singular value pair {c
We show how the residual norm is influenced by rounding errors appeared in the JBD process. By the calculation of Q T A Q A V k in the proof of Theorem 3.2, we have
By Theorem 3.2 and equality (4.3), we have 
(4.9)
The error term in (4.9), with bound O((m + p)ǫ), will not influence the accuracy of ((s
, hence we can still use it to measure the accuracy of approximate generalized singular values and corresponding right vectors when considering rounding errors. Notice that e T k w (k) i is available from the SVD of B k , so we can use the quantity
i |) as a stopping criterion. 5. Numerical examples. We now provide several numerical examples to illustrate the theory developed in the previous sections.
Throughout this section, all the numerical experiments were performed on an Intel (R) Core (TM) i7-7700 CPU 3.60GHz with the main memory 8GB using the Matlab R2017a with the machine precision ǫ = 2.22 × 10 −16 under the Windows 10 operating system. Remember that our theory bases on the assumption that Q is strictly column orthonormal, so for the implementation of the JBD process in our numerical examples, we explicitly computes the QR factorization of {A, L} and Q is directly available.
5.1.
Examples for the results of rounding error analysis. In this subsection, we have chosen four matrix pairs. For the first pair, the matrices A and L, which are denoted by A c and L s respectively, are constructed by ourselves. Let n = 800, construct C = diag(c), where c = ( 3n 2 , 3n 2 − 1, . . . , n 2 + 1)/2n. Then let s = ( 1 − c 2 1 , . . . , 1 − c 2 n ), construct S = diag(s). Let D be the matrix generated by the MATLAB function D = gallery( ′ orthog ′ , n, 2), which means that D is a symmetric orthogonal matrix. Let A = CD and L = SD. By the construction, we know that the generalized singular value of {A, L} is {c i /s i } and the corresponding right vector g i is the i-th column of D T , where i = 1, . . . , n. For the second pair, A is the rectangle matrix well1850 from least squares problem, L is the discrete approximation of the first order derivative operator, denoted by L 1 , see below. For the third pair, A and L are two square matrices rdb2048 and dw2048 from electromagnetics problem and computational fluid dynamics problem respectively. For the fourth pair, A is the square matrix ex31 from computational fluid dynamics problem, L m = diag(l), where l = (2m, 2m − 1, . . . , m + 1)/1000 and m is the row number of A.
The properties of our test problems are described in table 1. (3.14) . Finally we illustrate the result from Theorem 3.3 by comparing the orthogonal level ofÛ k with estimated bound (3.19) . Figure 1 depicts the the variation of E k = I k − B T k B k − PB T kB k P and its estimated bound O((m + p)ǫ) as iteration number k increases from 1 to 200. From the four examples, we find that (m + p)ǫ, which is a constant number for the m × n matrix A and p × n matrix L, is indeed a bound of E k . The bound (m + p)ǫ is much bigger than the real value because the constant factor (m + p) comes from equalities (3.5) and (3.6), which holds for dense matrix. For sparse matrix, the factor (m + p) can be replaced by (s m + s p ), where s m and s p denote the maximum number of nonzero elements per column of A and L, respectively. This insures that E k can only grow slightly as the matrix dimension m and p become bigger for large sparse matrices A and L. as well as G k slows down. Figure 5 depicts the orthogonal level ofÛ k which denoted by I k −Û T kÛ k , and its estimated bound (3.19) as iteration number k increases from 1 to 200. From the four examples, we find that the orthogonality ofÛ k is gradually lost if we implement the JBD process without reorthogonalization. The growth trends of the paired red and blue curves in the four pictures are of high similarity, which implies that the orthogonal level ofÛ k is controlled by the orthogonal levels of U k+1 andṼ k and the factor B . . , 1 − c 2 n ). Let C = diag(c), S = diag(s) and D be the matrix generated by the MATLAB function D = gallery( ′ orthog ′ , n, 2), which means that D is a symmetric orthogonal matrix. Finally let A = CD and L = SD. By the construction, we know that the i-th generalized singular value pair of {A, L} is {c i , s i }, and the multiplicities of generated singular value pairs {0.99, √ 1 − 0.99 2 }, {0.95, √ 1 − 0.95 2 }, {0, 1} are 2. Figure 6 depicts the convergence of the first six largest and smallest Ritz values computed by the SVD of B k , where the JBD process is implemented without reorthogonalization or with full reorthogonalization. The right horizontal line indicates the value of c i for i = 1, . . . , 500. In the left panel, which shows the convergence behavior without reorthogonalization, we see the interesting phenomenon that some of the converged Ritz values suddenly "jump" to become a ghost and then converge to the next larger or smaller singular values after a few iterations. From subfigure (a) we find that the first six largest Ritz values just converge to the first largest c 1 after 200 steps of the JBD process, which results to many unwanted spurious copies of generalized singular values and make it difficult to determine whether these spurious copies are real multiple generalized singular values. In the right panel, where full reorthogonalization was used, the convergence behavior is much simpler and similar to the ideal situation in exact arithmetic. It can be found from subfigure (b) and (d), that only one Ritz value converges to any given simple generalized singular values with no ghosts appear and the multiple generalized singular values can be approximated one by one by the Ritz values. Notice in both panels that the extreme Ritz values converge more quickly than the interior Ritz values, and the well separated Ritz values converge more rapidly than the dense ones. Figure 7 depicts the convergence of the first six smallest Ritz values computed by the SVD ofB k , which corresponding to the first largest generalized singular values of {A, L}. The convergence behavior of the largest Ritz values are similar and we omit it. The right horizontal line indicates the value of s i for i = 1, . . . , 500. From subfigure (a), which shows the convergence behavior without reorthogonalization, we find the "ghost" phenomenon that some converged Ritz values suddenly jumped and then converge to the next smaller singular values after a few iterations. In subfigure (b), where full reorthogonalization was used, the spurious copies are prohibited from appearing, and the multiplicities of the generalized singular values can be determined correctly from the convergence of Ritz values. Comparing figure7 and figure 6, we find that the convergence behavior of the smallest Ritz values computed by the SVD ofB k is very similar to that of the largest Ritz values computed by the SVD of B k , which is due to both of them are used to approximate the largest generalized singular values of {A, L}, see equality (4.3). c(499 : 500) = linspace(0.10, 0.05) using the MATLAB function linspace(), then let s = ( 1 − c 2 1 , . . . , 1 − c 2 n ). Let C = diag(c), S = diag(s) and D be the matrix generated by the MATLAB function D = gallery( ′ orthog ′ , n, 2), which means that D is a symmetric orthogonal matrix. Finally let A = CD and L = SD. By the construction, the i-th generalized singular value pair is {c i , s i }, the corresponding right vector g i is the i-th column of D T , the corresponding left vectors of A and L are both e i , which is the i-th canonical vector of dimension 500.
We use the JBD process with full reorthogonalization to compute the largest generalized singular value and vectors. Since {c 1 , s 1 } = {1, 0}, we use {c
is the largest singular value of B k andŝ (k) 1 is the smallest singular value ofB k . The corresponding right vector and left vector of A are computed from the SVD of B k , while the corresponding left vector of L is computed from the SVD ofB k .
We use the angle error
to measure the error between {c
1 } and {c 1 , s 1 }. Notice that the corresponding vectors are of length 1, we use the Euclidean norm of the difference between the computed vector and real one to measure the vector error. For example, for the right generalized singular vector g 1 , the error is
where sign(g 1 (1)) and sign(x Example 3. In this example, we illustrate the residual norm and its bound appeared in (4.9), which can be used as a stopping criterion for the GSVD computation. The matrix pair {A, L} is chosen to be {A c , L s } appeared in subsection 5.1, and we use the SVD of B k to approximate the largest generalized singular value and corresponding right vector.
From Moreover, the descending trends of the residual norm and relative error is very similar. As a consequence, we can use the residual norm as a stopping criterion for computing approximate generalized singular values and corresponding right vectors based on the JBD process.
Conclusion.
We have made an error analysis of the JBD process in finite precision arithmetic. Our analysis builds connections of the JBD process and the two joint Lanczos bidiagonalization processes. We showed that the k-step process of computing U k+1 , V k and B k is equivalent to the lower Lanczos bidiagonalization of Q A with error O(ǫ), while the k-step process of computingÛ k+1 ,V k andB k is equivalent to the lower Lanczos bidiagonalization of Q L with error δ = O((m + p) B k ǫ). We investigated the loss of orthogonalities of the three groups of Lanczos vectors U k+1 ,Ṽ k andÛ k and gave an estimated bound of I k −Û T kÛ k . The bound showed that the orthogonal level ofÛ k is affected by those of U k+1 andṼ k and the factor B −1 k . Next, we showed that the orthogonal levels ofû i andv i are only needed to be maintained under δ/(2k + 1), in order to obtain approximate quantities with accuracy δ and to avoid ghost singular values from appearing. This result is a guidance for the design of semiorthogonalization strategy for the JBD process, which will be proposed in our following research work.
We showed how to use the JBD process to compute some extreme generalized singular values and vectors of {A, L} and investigate the convergence and accuracy of the approximate generalized values and vectors. We also analyzed the residual norm appeared in the GSVD computation and showed that we can use the residual norm as a stopping criterion for approximating generalized singular values and vectors. Finally, we use several numerical examples to illustrate our results.
