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1. Introduction 
A problem which often arises in areas such as pattern recognition and statistical 
analysis of data is that of approximating sets of points by linear surfaces. Sometimes 
situations occur where the points are not all of equal importance; each point can 
be considered to have a weight determining its importance relative to the other 
points of the set. In this paper, we examine the problem of fitting hyperplanes to 
sets of weighted points according to two well-known and related criteria. 
Let S=(sl,s2,..., s,} be a set of n sites in Ed, where each Si is represented as Si = 
(sil,Si2* a*) Sid). With each site Si, we associate a positive real weight Oi. Given a 
hyperplane h in Ed, let 6(si,h) denote the orthogonal Euclidean distance between 
site Si and h. The weighted orthogonal Euclidean distance between si and h (de- 
noted OS(Si, h)) is defined as Wi 6(Si, h). The weighted orthogonal L, approxima- 
tion (WOL,A) problem is that of finding a hyperplane h in Ed such that the 
weighted L, norm maxi WS(Si, h) of h is minimized over all choices of h. The 
weighted orthogonal L, approximation (WOL,A) problem is that of finding a 
hyperplane h in Ed such that the weighted L, norm Cy=, W6(Si, h) of h is mini- 
mized over all choices of h. 
The WOL,A problem and its variations have received much attention. In [27], 
Morris and Norback outlined a brute-force O(n4) time algorithm for the WOL,A 
problem in the plane. For the unweighted orthogonal L, problem, Houle and 
Toussaint [19] gave algorithms in two and three dimensions taking O(n log n) and 
O(n2) worst-case time, respectively. The optimality of their planar algorithm was 
later proven by Lee and Wu [24]. Also in [24], an O(n2 log n) time algorithm for 
the weighted problem in the plane is presented. In [lo], Edelsbrunner claimed an 
O(n log n) time algorithm for this same problem. 
The first algorithm to solve the WOLIA problem in the plane was outlined by 
Morris and Norback [26]. Their brute-force algorithm required O(n3) time and 
O(n) space, and relied on their proof that the solution line must contain at least two 
points of the given set. This result was improved successively by Megiddo and Tamir 
[25], who presented an 0(n2 log n) time and 0(n2) space algorithm, and by Lee and 
Ching [23], who gave an 0(n2) time and space algorithm. Recently, Yamamoto, 
Kato, Imai, and Imai [34] reduced the space complexity to O(n) while retaining the 
O(n2) time complexity of [23]. For the case where all points have equal weight, 
they reduced this time complexity to 0(n’.510g2n). In the same paper, they proved 
an Q(n log n) time lower bound for both the weighted and unweighted problems. 
In the next section, we formulate the WOL,A and WOLIA problems as mathe- 
matical programming problems in terms of a convenient parameterization of hyper- 
planes. In Section 3, we present an algorithm which solves the WOL,A problem 
through the construction of the convex hull of 2n points in Ed+‘. This algorithm 
will be shown to take O(CH(2n,d+ 1)) time, where CH(m,k) is the time required 
to construct the convex hull of m points in Ek. 
Sections 4 and 5 are concerned with applications of the WOL,A algorithm. A 
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hyperplane is said to stab a set of objects if it intersects each member of the set. 
In Section 4, we reduce the problem of finding a stabbing hyperplane for a set of 
hyperspheres with varying radii to the WOL,A problem. The width of a set of 
points is defined as the minimum distance between parallel bounding hyperplanes. 
In Section 5, we transform the problem of finding the width of a point set into an 
instance of the unweighted L, problem. Both these applications are solved in 
O(CH(2n, d + 1)) time. 
In Section 6, we develop an algorithm to solve the WOL,A problem by first 
showing the existence of an optimal hyperplane containing d sites (assuming that 
n 2 d). This algorithm will rely on the enumeration of the edges of an arrangement 
of “homogeneous” hyperplanes in Ed+‘, and will be seen to have a time complexi- 
ty of O(nd). 
The main results of this paper originally appeared in 1988, in [18,20]. However, 
we wish to acknowledge the work of Korneenko and Martini [21], who in 1989 in- 
dependently arrived at an algorithm for the WOL,A problem equivalent to that 
which we present in Section 6. 
2. Geometric preliminaries and problem definitions 
Let the (d + 1)-tuple h = (h,, hZ, . . . , hd+ 1) E E d+ ’ represent the hyperplane in Ed 
defined as {xeEdI h’+x+h d+ , = 0}, where h’ is its nonzero normal vector (h,, 
h2, . . . , hd). Given any (d+ I)-tuple x, we will say that x’ is the d-tuple formed by 
taking the first d coordinates of x. If two (d+ I)-tuples a and p represent the same 
hyperplane, we shall say that a and p are equivalent, and denote this by a=/3. Let 
/(x(( be the usual Euclidean norm of d-dimensional vector x. The (d+ I)-tuple p is 
equivalent to cr if and only if there exists some t #0 such that /?= ta, and, given any 
k>O, there exists some (d+ I)-tuple /3 such that p=a and 11/3’11 =k.
The orthogonal Euclidean distance between a point p E Ed and a hyperplane h is 
given by 
6(P h)= lP.h’+hd+ll 
, 
llh’ll 
(see [6]). For the weighted orthogonal Euclidean distance between site si and h, it 
will be convenient to consider the augmentation ST = (sil, si2, . . . , s;& 1) of si in Ed+ ‘. 
Let pi = w; s:. Then the weighted distance from site si to hyperplane h is given by 
co;a(s;,h)=+-+ 
We may now restate the WOL,A and WOL,A problems as minimization prob- 
lems over h, using the definitions and expressions given above. The WOL,A prob- 
lem becomes that of finding a (d+ 1)-tuple optimal for 
minimize F,(h) = rnax F. , 
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Similarly, the WOL,A problem becomes that of finding an optimal solution for 
minimize F,(h) = C - 
i=l llh’ll . 
3. The L, approximation problem 
To solve the WOL,A problem, we will establish a strong correspondence be- 
tween the formulation in (1) and the following problem: 
maximize II h'll , 
subject to lrmax Ipi. hi. (3) 
i 
The constraints of (3) may be expressed as a collection of 2n halfspaces, and the 
feasibility region is thus the common intersection of these halfspaces. This leads us 
to the following equivalent formulation: 
maximize 11 h'll , 
subject to pi’h2 -1, 
pi.hll (i=l,...,n). 
(4) 
It should be noted that every hyperplane defined by a constraint of (4) has a normal 
vector with positive (d+ l)-coordinate J)i,d+ 1 = Oi. This implies that no such hyper- 
plane contains a translate of the hd+l- axis. We shall call vertical any flat con- 
taining a translate of the hd+,-axis. 
In this new setting, it will be shown that an optimal solution must lie on the 
boundary of the feasibility region. We will produce such a solution through the con- 
struction of the region. This region is nonempty, as it is clear that a feasible solution 
to this problem may be exhibited. Thus this problem either has an optimal solution, 
or is unbounded. 
The next four lemmas describe the relationship between the formulations of (1) 
and (4). 
Lemma 3.1. There exists a hyperplane (Y containing all sites in S if and only if prob- 
lem (4) is unbounded. 
Proof. If there exists a hyperplane a containing all sites in S, we see that a#0 and 
maxi Ipi. crl = 0. Hence, for any t, ta is feasible, and, making t infinite, IIta’ll 
becomes infinite. 
If problem (4) is unbounded, its feasible region is an unbounded convex poly- 
hedron, and so there exists a feasible solution h and a direction p#O such that, for 
any t 2 0, h + tb is feasible. This implies that pi * fi= 0 for any i. 0 
Lemma 3.2. If problem (4) has an optimal solution, then its feasibility region is a 
bounded convex polytope. 
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Proof. First, we note that the feasibility region is convex, as it is the common in- 
tersection of halfspaces. Let .Q be the optimal value of the objective function of (4). 
Then every h in the feasibility region of (4) is contained in the hypercylinder T= 
{h EEd+l 1 JJh’l( se}. s ince the region Ri defined by the constraints pia hr - 1 and 
pi. h 5 1 contains no translate of the (d+ 1)-axis, Rin T is bounded and contains 
the feasibility region of (4). 0 
Lemma 3.3. Any optimal solution of problem (4) must be a vertex of the feasibility 
region. 
Proof. Let 9be the convex bounded polytope defined by the constraints of (4), and 
let 8’ be its orthogonal projection onto the hyperplane hd+, = 0. Let omin be an op- 
timal solution for (4). Clearly, okin is in 9’. It is also obvious that any maximum- 
length vector in 9’ is a vertex of 9’. Therefore okin is a vertex of 9’, and thus (T,in 
is either a vertex of 9 or is contained in a vertical edge of 9’. However, a vertical 
edge implies the existence of bounding hyperplanes containing vertical lines, con- 
tradicting the nature of the constraints of (4). 0 
Lemma 3.4. Let a be an optimal solution for (4). Then a is also an optimal solution 
for (1). 
Proof. Note that a is optimal for (4) if and only if a is optimal for (3). Since there 
is an optimal solution a, there is no hyperplane containing all sites in S. Then, in 
problem (l), we can restrict h so that it satisfies maxi Ipi* hJ = 1. Lemma 3.1 im- 
plies that the optimal solution of (4) is on the boundary of the feasibility region. 
In this manner, the restricted problem is equivalent to problem (3). 0 
With this explicit characterization of the optimal solutions of (4), we may now 
state our algorithm: 
Algorithm WOL,A. 
Input: Set of sites S and their corresponding weights. 
Output: (d+ 1)-tuple amin representing the approximating hyperplane. 
Step 1. Determine if the sites of S are contained in a common hyperplane. If so, 
let o,,,i, be such a hyperplane, and terminate. 
Step 2. Construct the convex polytope determined by the intersection of the 2n 
halfspaces obtained from the constraints of (4). 
Step 3. Evaluate the objective function of (4) for every vertex of the polytope. Let 
amin be the vertex with the greatest value of the objective function. 
To perform Step 1, we note that if a hyperplane represented by (d+ I)-tuple h 
contains site Si, then sr. h = 0. This gives rise to a system of n equations with d + 1 
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unknowns, which may be solved in O(n) time and space using straightforward Gaus- 
sian elimination techniques (see [S]). 
Step 2 may be solved using Brown’s algorithm [7], which finds the intersection 
of 2n closed (d+ 1)-dimensional halfspaces by computing the convex hull of 2n 
points in Ed+‘, using a dual transformation between hyperplanes and points. 
Therefore, Step 2 can be performed in O(CH(2n, d+ 1)) time. For d=2, the three- 
dimensional convex hull algorithm of Preparata and Hong [30] may be used to com- 
pute the convex hul in O(n log n) time and linear space. For higher dimensions, 
Seidel’s generalization of the “beneath-beyond” method [32] yields an algorithm 
which computes the convex hull of n points in Ek in O(nL(k+1)‘2J) time and 
O(nLk”l) space. For k=d+ 1, these complexities become O(nLdn+‘l) time and 
O(nLcd+ t)“J) space. 
Another way in which the vertices of the convex hull may be generated is through 
the use of randomized methods. Clarkson and Shor [9] presented a randomized 
algorithm which runs in 0(nlk’21) expected time in Ek, for k>3. More recently, 
Seidel [33] proposed a simpler randomized algorithm with the same complexity. 
Using these algorithms in the case where d>2, Step 2 may be performed in 
0(nL(d+1)‘2’) expected time and worst-case space. It should be noted that this is an 
improvement over the worst-case time of the “beneath-beyond” method only when 
d is even. 
In practice, the computation of the objective function in Step 3 may be made dur- 
ing the construction of the polytope in Step 2. The function is evaluated at a vertex 
immediately upon its creation. Furthermore, making use of the fact that any vertex 
maximizing the objective function also maximizes its square, one may avoid the 
calculation of square roots. In the case where the input sites are not in degenerate 
position, the algorithm may easily be modified in Step 3 to give all optimal 
solutions. 
Theorem 3.5. Algorithm WOLA correctly solves the WOLJ problem in 
O(n log n) worst-case time and O(n) space for d=2, and in O(nLd”+‘J) time and 
0(nL(d+1)‘2J) space for d>2. Zn the latter case, using randomized methods, the 
expected time complexity can be reduced to O(nL(d+1)‘2J). 
Proof. Lemma 3.1 implies that either the solution to the WOL,A problem is exact 
or problem (3) has an optimal solution. In the latter case, Lemma 3.4 implies that 
this optimal solution is also a solution to the WOL,A problem. The correctness of 
the solution of problem (3) in Steps 2 and 3 of the algorithm follows from Lem- 
ma 3.3 and the correctness of the randomized and nonrandomized convex hull 
algorithms mentioned above. The time and space complexities are dominated by the 
cost of Step 2. 0 
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4. Stabbing byperspheres with a hyperplane 
Over the years, many solutions to stabbing problems in E2 have appeared in the 
literature. In [ 141, Edelsbrunner et al. presented an O(n log n) time algorithm to find 
all stabbing lines when the object set is composed of n line segment. Bajaj and Li 
[5] described an O(n log n) time algorithm for solving the problem for a set of n 
circles with equal radii. Later, Atallah and Bajaj [2] removed the equality assump- 
tion on the radii and obtained an algorithm with the same complexity. Recently, 
Avis, Robert and Wenger [4] proved that these algorithms are optimal by showing 
an Q(n log n) time lower bound for each of these variations. Also in [2], Atallah and 
Bajaj reduced the problem of stabbing a set of polygons with a linear total number 
of vertices into the problem of finding the lower envelope of a set of n line segments 
in the plane. An O(n log n) time algorithm presented by Hershberger [16] for this 
lower envelope problem is thus an optimal time algorithm for the general stabbing 
problem in the plane. 
There are comparatively fewer results for hyperplane stabbing problems in higher 
dimensions. In E3, Edelsbrunner, Guibas and Sharir [13] described a method of 
finding all stabbing planes for a set of n line segments in O(n2) time, and for a set 
of polyhedra with n total vertices in O(n*a(n)) time, where a(n) represents the in- 
verse of Ackermann’s function. In dimensions higher than three, Edelsbrunner [lo] 
presented an O(n) time algorithm to find a stabbing hyperplane for a set of n d- 
dimensional orthogonal hyperrectangles. Avis and Doskas [3] showed that it is 
possible to solve the hyperplane stabbing problem for a set of n line segments in Ed 
in O(nd) time. In this section, we will consider the problem of finding a stabbing 
plane for a set of hyperspheres with varying radii. 
Let S={o,,a2,..., o,> be a set of d-dimensional hyperspheres, where each oi is 
defined by 
(1) its center cj= (Cilr C;2, . . . , Cjd) E Ed, and 
(2) its radius rirz IR. 
Formally, CJ; = {x~ Ed ) 6(x, ci) = ri}, where 6(x, y) is the distance between points x 
and y. To reduce the stabbing problem to an instance of the WOL,A problem, 
consider the set of sites {ci, c,, . . . , c,], where each site Ci has associated weight 
wi = l/ri. A hyperplane h is clearly seen to stab cri if and only if 6(ci, h) 5 r;; that 
is, if oa(c,,h)ll. It can easily be shown that the following lemma holds: 
Lemma 4.1. There exists a stabbing hyperplane for the members of S if and only 
if the minimization problem 
minimize max oS(cj, h) 
i 
(5) 
has optimal value I 1. 
It is quite clear that problems (1) and (5) are virtually identical. Thus the methods 
of the previous section may be applied to find an optimal solution amin for (5). The 
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optimal value of the problem can then be found by explicitly calculating the max- 
imum of the weighted distances from amin to the sites. 
Theorem 4.2. The hyperplane stabbing problem for a set of n d-dimensional 
hyperspheres of varying radii can be solved in O(n log n) time and O(n) space for 
d= 2, and in O(nLd’2+‘1) time and O(nLcd+ I)‘~J) space for d> 2. In the latter case, 
using randomized methods, the expected time complexity can be reduced to 
O(nL(d+ 1)/2J). 
5. Computing the width of a set of points 
The width of a set of d-dimensional points S with respect to direction u= 
(4,u29 .a-, ud) is defined as the orthogonal distance between the parallel supporting 
hyperplanes {X E Ed 1 U. x = maXi (Si. U)} and {X E Ed 1 U. x = mini (Si* u)}. We shall 
denote this orthogonal distance by (see [a]): 
width@, u) = 
IIlaXi(Si* U)-ITliIli(Si* 0) 
II4 . 
The width of S, denoted width(S), is simply the minimum of width@, u) over all 
uzo. 
The two-dimensional width problem has been studied by Kurozumi and Davis 
[22], where binary search is used to obtain an O(n log n) time solution. Another 
O(n log n) time solution can be found in Houle and Toussaint [19], as well as a 
three-dimensional algorithm taking worst-case time in 0(n2). Their paper also 
shows that if the convex hull of the point set is precomputed, linear time suffices 
in the plane. In this section, we solve the width problem in higher dimensions using 
a reduction to the WOL,A problem. 
Consider the unweighted orthogonal L, approximation problem, formulated 
using the (d + 1)-tuple representation for hyperplanes: 
minimize max a($, h). (6) 
The following lemma relates the optimal value of this problem with the width of S: 
Lemma 5.1. Let S= {sl,s2, .. . ,s,} be a set of points in Ed. Let A,i, be the optimal 
value of (6) on S. Then width(S) = 2Ami”. 
Proof. Width(S)S24,,: Let a be an optimal solution for (6). Then consider the 
two (distinct) hyperplanes parallel to (Y and of distance Amjn from (Y. Clearly, the 
points of S are all located between these parallel hyperplanes. Hence width(S)5 
2A,i,. 
Width(S) L 2A,,: Let rrl and 7r2 be the two supporting hyperplanes of S deter- 
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mining width(S). Let a be the hyperplane parallel to ni and 7c2 and equidistant 
from both. Since a must be between pi and 7c2, we have 6(sj, h) I width(S)/2 for all 
Sic S. The result follows. 0 
Since problem (6) may be solved using the methods of Section 3, Lemma 5.1 im- 
plies the following theorem: 
Theorem 5.2. The width of a set of n points in Ed can be calculated in O(n log n) 
time and O(n) space for d = 2, and in O(nLd’2+1j) time and 0(nL(d+1)‘2d) space for 
d>2. In the latter case, using randomized methods, the expected time complexity 
can be reduced to O(nLcd+ ‘)“I). 
6. The L, approximation problem 
We now turn our attention to the problem of finding an L1 approximating 
hyperplane for a set of n weighted sites in Ed. In a preliminary version of this 
paper, the techniques of Section 3 for the WOL,A problem were applied to the 
WOL,A problem, in that the formulation of (2) was transformed to a mathe- 
matical programming problem whose feasibility region is a zonotope [18]. In this 
paper, we provide an equivalent analysis of the problem, one which does not require 
knowledge of the theory of zonotopes. 
This section is divided into two parts. In the first, we shall show the existence of 
a solution of the WOLiA problem containing at least d sites, assuming that n>d. 
To this end, we consider two intermediate problems whose solutions are similar in 
character to those of the WOL,A problem. The second subsection is concerned 
with obtaining such solutions through the enumeration of edges of an arrangement 
of hyperplanes in Ed+ ‘. 
6.1. Characterization of solutions 
Hyperplane h shall be called horizontal if hi = 0 for all i E { 1, . . . , d - 1 } . If hd = 0, 
then h shall be called vertical. The vertical Euclidean distance between a point 
peEd and a nonvertical hyperplane h is given by 
UP, h) = 
P*h'+h,+, 
h 
d 
(see [6]). As in the orthogonal case of Section 2, the weighted vertical Euclidean 
distance between site Si E S and h is given by 
Pi* h 
Oi Gv(Si, h) = - , I I f% 
where pi= Wisjc. Since h is nonvertical, we have the freedom to simplify these ex- 
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pressions by setting h,= 1. The weighted vertical L, approximation (WVLiA) prob- 
lem is then that of finding an optimal solution for 
minimize v(h) = i$, Ipi. hl. (7) 
The WVLiA problem is easily formulated as a linear programming problem 
through the introduction of n new variables. Consider the following problem: 
minimize ic, ei, 03) 
subject to eirpi* h, 
ei>-pi.h (i=l,...,n). 
The variables of (8) shall be described by (e : h), where e is the n-dimensional vector 
(el,e2, . . . . e,). Here, the vector h accounts for only d of the variables of problem 
(8), hd having been set to 1. Clearly, problems (7) and (8) are equivalent, since both 
have feasible solutions, and any optimal solution of (8) would have ei= Ipi. hj and 
Cr=i ei= q(h). 
Lemma 6.1. Let S be a set of n sites in Ed, where n > d. Zf there exists no hyper- 
plane containing all sites of S, the set of all optimal solutions of (8) is bounded. 
Proof. Assume otherwise. By convexity, the set of optimal solutions contains some 
ray r. Let o be the optimal value of (8), and let (e* : h*) be an optimal solution con- 
tained in r. Since eF=Ip,.h*l, OceFlo for all iE{1,2,...,n}. The bounds on e 
therefore imply that e = e* for all solutions (e : h) contained in ray r. 
Since no hyperplane contains all sites of S, there must exist an index set ZG 
(132, . . . . n}, of cardinality d + 1, such that the set of sites {SiE S 1 ieZ} is affinely 
independent. The constraints ef = 1 pi. h 1 for i E Z therefore define a bounded region 
in the d dimensions panned by h, contradicting the assumption that the set of op- 
timal solutions of (8) contained a ray. 0 
The next two lemmas are due to Norback and Morris [28]. In their paper, they 
mention the first lemma without offering a proof; we provide one here. 
Lemma 6.2. Let S be a set of n sites in Ed, where n > d. There exists a hyperplane 
optimal for the WVL,A problem containing at least d sites of S. 
Proof. If there exists a hyperplane containing all sites of S, the lemma holds trivial- 
ly. Otherwise, Lemma 6.1 implies that the set of optimal solutions of (8) is bounded, 
which in turn implies the existence of an optimal solution (e* : h*) which is a vertex 
of the feasibility region. Therefore n + d of the 2n constraints must be tight. Clearly, 
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there must be at least d pairs of constraints of the form e,rp;. h and ei2 -Pi* h 
which are tight for (e*: h*). For such a pair, 
from which it is readily seen that si is contained in h*. The lemma follows from the 
optimality of h* for the WVLrA problem. q 
Lemma 6.3 (Norback and Morris). Let S be a set of n sites in Ed, where n>d. 
There exists a hyperplane optimal for the WOL,A problem containing at least d 
sites of S. 
Proof. Let h” be an optimal solution for (2). Without loss of generality, let us 
assume that ho is horizontal, from which it can easily be shown that V,(hO) = 
FI (ho). Let hU be any optimal solution for (7). Noting that F,(h) I 6 (h) for all non- 
vertical hyperplanes h, we have 
F,(hO)<FI(hu)r v,(h’)< V,(h”)=FI(hO). 
Noting that Fr (ho) = F,(h’), every optimal solution for (7) must also be optimal for 
(2). Since by Lemma 6.2, there exists an optimal solution for (7) containing d sites, 
the result follows. 0 
6.2. The algorithm 
As a result of Lemma 6.3, if we can enumerate all subsets of d sites contained 
in a common hyperplane of Ed, along with their weighted L, norms, we can solve 
the WOLrA problem simply by choosing a hyperplane with minimum weighted L, 
norm from among these. We can do so by using an appropriate point-hyperplane 
dual transform, and examining the arrangement of hyperplanes in the dual space. 
For a given point p E P, the hyperplanes which contain p are given by the dual 
expression g(p) = {h ( p. h = 01. This expression is itself a description of a homo- 
geneous hyperplane of Ed+ I; that is, a hyperplane which passes through the origin. 
Let C@(P) be defined as the set of hyperplanes {B(p) 1 p E P], and consider the ar- 
rangement &(CB(P)) of these hyperplanes. Then, any subset of d affinely indepen- 
dent sites in the primal space corresponds to a homogeneous line formed by the 
intersection of at least d hyperplanes of the arrangement. One advantage of this dual 
transform over others, notably those of [7], is that every such subset is represented 
in the arrangement. 
A solution for the WOLrA problem could thus be obtained by constructing the 
homogeneous arrangement explicitly, and evaluating each edge (l-face) as it is 
created. General hyperplane arrangements in Ed may be constructed in O(nd) time 
and space, using an incremental algorithm due to Edelsbrunner, O’Rourke, and 
Seidel [15]. However, homogeneous arrangements in Em+ ’ have virtually the same 
combinatorial structure as general arrangements in E’n, for m 11. Each i-face of 
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the general arrangement corresponds to a symmetric pair of (i + 1)-faces of the 
homogeneous arrangement. Thus the homogeneous arrangement J(%Y(P)) may be 
constructed in O(nd) time and space, for dz2. 
The high space cost of construction may be avoided using the “topological” line 
sweep technique of Edelsbrunner and Guibas [ 121. For general arrangements in the 
plane, their algorithm requires O(n2) time but only O(n) storage. Although it gen- 
erates all faces of the arrangement, only a limited number of faces are kept on hand 
at any given time. In higher dimensions, faces are enumerated by sweeping every 
two-dimensional “slice” of the arrangement contained in the intersection of d - 2 
hyperplanes; the total time taken is O(nd). For homogeneous arrangements in E3, 
their method may easily be adapted to run in 0(n2) time and O(n) space. 
We now outline an algorithm to solve the WOLiA problem based upon the topo- 
logical line sweep algorithm. The WOLiA algorithm visits all edges of v$(g(P)) by 
sweeping all three-dimensional homogeneous “slices” of &!($@P)), contained in the 
intersection of d - 2 hyperplanes of 9(P). The internal details of the line sweep 
algorithm will not be given in this paper. For the full details, the reader is referred 
to [12,17]. In the interest of clarity of exposition, we list the features of this algo- 
rithm upon which the WOL,A algorithm relies heavily: 
l Sweeping a homogeneous arrangement of n planes in E3 requires 0(n2) time 
and O(n) space. 
l Degenerate dges are resolved by a perturbation scheme; internally, all edges 
are nondegenerate. 
l Except for a linear number of edges examined at the start of the sweep, each 
edge u swept over is adjacent to some previously visited edge w (u and w are con- 
tained in the closure of a common 2-face), which can be accessed in constant time. 
Algorithm WOL,A. 
Input: Set of sites S and their corresponding weights. 
Output: (d+ 1)-tuple o,in representing the approximating hyperplane. 
Step 1. Determine if the sites of S are contained in a common hyperplane. If so, 
let amin be such a hyperplane, and terminate. 
Step 2. From the sites of S and their weights, construct P= (oisT 1 S;E S} and 
9(P). Initialize amin to be any hyperplane. 
Step 3. For each set of d - 2 hyperplanes of 9(P) do: 
(a) Let $i? be the common intersection of these d - 2 hyperplanes. If @ is 
not a homogeneous 3-flat, go to the next iteration of Step 3. 
(b) Let $3(P) be the set of planes obtained by intersecting the hyper- 
planes of G@(P) with g. 
(c) Generate all edges of the three-dimensional homogeneous arrange- 
ment 4$37(P)), using the modified topological sweep. As each edge 
u is produced, compute the weighted L, norm of the corresponding 
hyperplane in the primal space, and update amin if necessary. 
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Before discussing the computational complexity of the algorithm, we must first 
examine the subproblem of computing the L, norms at Step 3(c). These norms may 
of course be calculated in linear time each; however, we claim that the norm 
evaluated at u may be obtained in constant time from the norm of any edge adjacent 
to u, resulting in a reduction of the overall cost by a factor of n. 
A given tuple h defines a partition of P into the disjoint subsets 
P’(h) ={pEPlp.h>O), 
P(h) = {pEPlp* h=O}, 
and 
P_(h) = {pEPIp*h<o}. 
Note that the points of P’(h) correspond to those sites contained in the hyperplane 
associated with h. Since all points of a homogeneous ray define the same partition 
of P, we will allow these functions to be applied to the edges of d@(P)). 
Given a set of vectors V, we will denote by ZV the vector sum of the elements 
of V. Using this notation, problem (2) may be restated as follows: 
minimize 
(_zP + (h) - .zP_ (h)) . h 
llh’ll . 
(9) 
Lemma 6.4. Let w be an edge of ~(9(P)), and let v be an edge adjacent to w. Let 
v+ = P’(u)fl PO(w), 
v- = P-(opPo(w), 
w+ = P’(w) n PO(o), 
and 
Then 
w- = P-(W) n PO(O). 
and 
ZP’(u) = zP+(w)+zv+ -,zw+ 
CP_(u) = zP-(w)+zv- -cw-. 
Proof. Since o and w are adjacent, no hyperplane of g(p) separates them. Thus 
P+(u)\V+ =P+(w)\ W+. Since P+(o), V+, and W+ are disjoint (as well as 
P’(w), I/+, and W’), we have 2i’P’(u)=ZPt(w)+ZV+ -ZW+. Treating the case 
involving P-(o), P-(w), V-, and W- in a similar fashion, the result follows. 0 
We will say that an edge of A?(c@(P)) is nondegenerate if it is the intersection of 
d members of 9(P). If adjacent edges u and w are nondegenerate, Lemma 6.4 im- 
plies that ZP’(o) -ZP-(u) may be calculated from .ZP’(w) -_ZP-(w) using exactly 
two vector additions or subtractions. 
In the topological sweep of a three-dimensional homogeneous arrangement, a 
linear number of edges are initially generated which are not adjacent to previously 
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visited edges. For each such edge, the weighted L, norm of its corresponding 
hyperplane may be calculated in O(n) time. For the remaining edges of the arrange- 
ment, adjacent edges may be used to calculated norms in constant time, since 
degenerate edges are perturbed into nondegenerate edges. The total time spent 
calculating the norms is therefore O(n2). 
We may now summarize the main theorem of this section: 
Theorem 6.5. Algorithm WOL,A correctly solves the WOL,A problem in O(nd) 
time and O(n) space, for d22. 
Proof. Step 1 may be performed as in Step 1 of Algorithm WOL,A, and Step 2 
may be performed in linear time. Step 3(a) may be solved in constant time and space 
(for fixed 6) using Gaussian elimination techniques (see [S]), and Step 3(b) may be 
solved in O(n) time and space. The topological line sweep in Step 3(c) can be per- 
formed in O(n2) time and O(n) space. As discussed earlier, the norms of Step 3(c) 
may be calculated in 0(n2) time. The total time spent performing an iteration of 
Step 3 is thus O(n2), from which it follows that Algorithm WOL,A requires O(nd) 
time and O(n) space. 
The correctness of Algorithm WOL,A follows from the correctness of the topo- 
logical sweep method, and the observations and lemmas of this section. 0 
7. Conclusion 
In two dimensions, the algorithms presented in this paper solving the WOL,A, 
width, and stabbing problems are all optimal in worst-case time and space [4,24]. 
A large question remaining is whether the time complexities of the higher-dimen- 
sional algorithms can be reduced. In some sense, the WOL,A algorithms are 
wasteful in time, since the vertices of the feasibility region of (4) which are not ex- 
treme cannot possibly correspond to a solution. The WOL,A algorithm also seems 
inefficient-the equivalent approach of [ 181 needlessly examines all faces of a zono- 
tope in E d+’ Unfortunately, the task of efficiently generating only those faces . 
needed seems very hard. 
Perhaps a more attainable goal is that of reducing the complexity of the WOL,A 
algorithm in the case where all points have equal weight. As observed in [34,21] (and 
implicitly in [26]), it suffices to examine only the so-called “median belt” of the 
hyperplane arrangement considered in the previous section, the size of which is pro- 
portional to the number of halving hyperplanes of the set of points. In the plane, 
the best known bound on this number is O(nfi/log*n) [29], and in E3, the best 
known bound is O(n8’310g5’3n) [ 11. The subquadratic algorithm of [34] exploits this 
planar bound; however, in three dimensions, there is as yet no known subcubic 
algorithm. 
Another open question is that of whether the space complexity of the WOL,A 
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algorithm may be reduced without worsening the time complexity. Any method of 
visiting the faces of a convex polytope which requires only limited working storage 
could be used to achieve a reduction in the space used by the WOL,A, width, and 
stabbing algorithms. 
One area which invites further research is that of restrictions of the basic 
WOLiA and WOL,A problems, several of which have already been considered. 
For the planar WOLiA problem, Morris and Norback [27] gave a quadratic time 
algorithm for the case where the solution line is constrained to pass through a given 
point. In their independent reatment of the higher-dimensional WOL,A problem, 
Korneenko and Martini [21] imply that, for dr2, an instance of this “anchored” 
WOL,A problem in Ed may be solved through a transformation into an instance 
of the general problem in E d-’ Another variant of the WOLiA problem con- . 
strains the solution hyperplane to avoid the interior of the convex hull of the point 
set. For this problem, Robert [31] proved that the hyperplane must contain a facet 
of the convex hull. Analogous variants of the WOL,A problem are also discussed 
in [31]. 
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