Abstract-In the statistical data collection it is very possible that there are variables that do not respond or in other words empty, called missing value, that can cause problems in data analysis. In this research we will analyze some simple imputation technique to solve the missing value problem, are zero imputation, mean imputation median imputation, and random imputation. This study used a Pima Indians, hepatitis and breast cancer Wisconsin dataset from UCI Machine Learning. We also compare with incomplete data removal technique. The application of various simple imputations in the disease dataset can increase the accuracy value when compared to deficient data deletion techniques. And the zero imputation technique shows the best performance compared to other imputation techniques and deficient data removal techniques.
I. INTRODUCTION
In the statistical data collection, it is highly possible that there are variables that do not respond or in other words empty, called missing value. Missing value can raise problems in the data analysis, so it needs handling to overcome them. Several ways can be done; the easiest way is to delete incomplete variables or instances. Removal of variable data means ignoring these variable factors in the statistical analysis, while incomplete instance deletion will cause a reduction of the problem instance. Another way to overcome missing value is by imputation techniques.
Imputation is a technique for handling missing values by filling in the position of the missing value with another value. The rule of imputation is to get the predictive value as close as possible to the missing value, in other words, the imputation tries to minimize the value between the missing value and the predicted value of the missing value. There are two types of data imputation techniques, namely simple imputation [1] and an approximation approach. Simple imputation uses general statistical values, e.g., zero values, mean, median, and random values, while the approximation approach uses prediction values based on other values in the same variable. Some approximation approaches include MiFoImpute [2] , optimization impute [3] , regression [4] , nearest neighbors [5] , shell neighbor [6] .
In disease datasets, many data collection or measurement variables are prone to the emergence of missing values. Some disease datasets found on UCI Machine Learning include diabetes, hepatitis, and cancer.
To find out the effect of each simple imputation method, clustering is performed on a dataset that has no missing value. In this study, we used Fuzzy C-Means Clustering (FCM). The FCM clustering algorithm is a useful tool for clustering real sdimensional data, but it is not directly applicable to the case of incomplete data [7] . The Fuzzy C-Means (FCM) method is chosen because it is a data grouping technique where the presence of each data point in a cluster is determined by the degree of membership. The basic concept of Fuzzy C-Means is to determine the center of the cluster group and each data has a membership degree for each cluster. Each data is not stated to be an absolute member of a cluster, but has a value of membership degree which states how much the data has similarities to the data in the cluster.
II. METHODOLOGY

A. Methods
This study requires several stages, can be seen in Fig. 1 , which is divided into two major phases, namely training and testing. Each dataset will be divided into two groups randomly, 30% test data and 70% training data. Training data will be used to obtain the center value of each cluster, while the test data is used to measure the performance of fuzzy cmeans clustering. Before going through FCM, the data goes through the preprocessing stages. At this stage, imputation will be carried out on incomplete data, so there is no data deletion. The imputation carried out in this study includes zero, mean, median, and random imputation. Testing results will be used to analyze the results of using the imputation method.
This research used a Pima Indians, hepatitis and breast cancer Wisconsin dataset from UCI Machine Learning. The distribution of training data and test data for each dataset can be seen in Table 1 . The last column provides information on the number of instances with complete data.
The training phase is used to obtain the cluster center value that will be used as a reference for measuring distance to each test data. Distance values state the proximity of data to a cluster. A data is grouped into clusters with the smallest distance value.
B. Dataset
This study used a Pima Indians, hepatitis and breast cancer Wisconsin dataset from UCI Machine Learning. Pima Indians diabetes data consists of 768 instances, with 8 attributes and 1 class variable with 0 negative diabetes and 1 positive diabetes. A list of attributes in the Pima Indians diabetes dataset can be seen in Table 1 . In this dataset, incomplete data is found in some attributes that are zero, but not all zero values are said to be incomplete. The zero value in the pregnant attribute can be assumed that this value states that the patient has never given birth. The zero value on the plasma-glucose attribute, diastolic blood pressure, triceps skinfold thickness, and body mass index are attributes of measurement results that should not be zero. If the value is zero, it is assumed that the variable is not measured, so that the instance can be removed. A zero value on the insulin attribute can occur if the object data does not use insulin injections to overcome blood sugar levels.
The second dataset is hepatitis, consisting of 155 instances with 20 attributes. All attributes that have null values are not responded because they are attributes of measurement results. Characteristics of hepatitis dataset attributes can be seen in Table 2 .
And the third dataset is Wisconsin breast cancer, consisting of 699 instances with 11 attributes. Only the bare nuclei attribute has a null value and is not responding because it is an attribute of measurement results.
The attribute characteristics of breast cancer dataset Wisconsin can be seen in Table 3 . 
C. Preprocessing
Not all instances provide complete information, so it requires treatment to resolve the incompleteness. The easiest way to overcome incomplete data is marginalized (WDSwhole data strategy), this method removes incomplete [5] , shell neighbor [6] ). In this study will use a simple imputation technique whose results will be compared to determine the impact of each imputation on the quality of the FCM clustering method.
D. Fuzzy C-Means Clustering
Clustering is the process of grouping data sets into groups/clusters so that objects in one group have similarities and have large differences with objects in other groups [9] . Differences and similarities are measured based on distance parameters. The smaller the distance value, the greater the similarity, and conversely the higher the distance value, the greater the difference. Clustering itself is also called an Unsupervised Classification, because it analyzes data without knowing the data label. The most important characteristic of good clustering results is that an instance is more "similar" to another instance in the same cluster than an instance outside of the cluster. The size of the similarity measure can vary and affect the calculation in determining the members of a cluster.
Reference [10] was introduced the Fuzzy C-Means (FCM) which is based on Dunn's study as in [11] which was the development of K-Means. The FCM is a soft algorithm for clustering fuzzy data in which an object is not only a member of a cluster but a member of many clusters in varying degree of membership as well. In this way, objects located on boundaries of clusters are not forced to fully belong to a certain cluster, but rather they can be a member of many clusters with a partial membership degree between 0 and 1 [12] . Fuzzy C-means (FCM) is a well-known clustering algorithm that shares the dataset into a fuzzy clusters with respect to the distance between the cluster center and the data point, we use Euclidean distance function [13] .
The Fuzzy C-Means algorithm is as follows: 1. Input data to be clustered X, in the form of a matrix size nxm, where n is number of data samples, m is attribute data, Xij is an i-th data instance (i = 1, 2, ..., n), and a j-th
2. Specify c = Number of cluster, w = weighting exponent, maxiter = maximum iteration, = minimum error, P0 = 0, initial objective function, t = 1, initial iteration, 3. Generate random value μ ik , i = 1, 2, ..., n; k = 1, 2, ..., c; as the initial partition matrix elements U. μ ik is a degree of membership which refers to how likely a data can become a member in a cluster. The position and value of the matrix are built randomly. Where membership values are located at intervals of 0.0 to 1.0. At the initial position the U partition matrix is still not accurate as well as the cluster center, so the tendency of data to enter a cluster is not accurate. Calculate the number of each column (attribute):
Qj is the total value of the degree of membership of each column, where j = 1, 2, ..., m; then calculated:
4. Calculate k-th cluster center, Vkj, k = 1, 2, ..., c and j = 1, 2, ..., m:
5. The objective function is used as a looping condition to get the right cluster. So that the tendency of the data to enter the cluster in the final stage is obtained. Calculate the objective value in the t-iteration (Pt): If (|Pt -Pt-1| < ξ) or (t > MaxIter ) then stop where Pt is the objective function of iteration to t less than the expected error value or if t (number of iterations) is greater than the maximum iteration. If not, then t=t+1 and repeat to step 4.
III.
RESULT AND DISCUSSION
The research was carried out in each dataset where there was a difference in imputation treatment with zero values, mean, median, and random. Each dataset is tested 50 times for each imputation; each trial uses a different group of instances that are randomly selected with 70% training data and 30% test data. The FCM parameters used in each trial are fixed value, weight=2, iteration=100, and minimum error=1e-5. We analyze the accuracy, specificity, and sensitivity. We also try to analyze cluster using silhouette plot which has index value -1 until +1. If the silhouette index approaches to +1, then the sample is far from the neighbor cluster. If it is negative, the sample is in the wrong cluster. And if it approaches 0, then the sample is close to the boundary of neighboring cluster area. We compare the silhouette between the real cluster and result cluster. In this trial, we use all data on each dataset using zero imputation, and we choose one randomly set of the trial. All the silhouette plot can be seen in Fig. 2 until 4 .
See Fig. 2 , in Pima Indians dataset there are a lot of data have mapped to wrong real cluster, and FCM clustering fixes it, some data that previously had a negative silhouette index changed to positive. Fig. 3 hepatitis dataset, FCM shows a slight improvement in cluster one with the data being a positive index value and reducing cluster zero with the data changing to a negative value. And Fig. 3 breast cancer dataset, FCM do a good job in this dataset.
IV. CONCLUSION
The application of various simple imputations in the disease dataset can increase the accuracy value when compared to incomplete data deletion techniques. The zero imputation technique shows the best performance compared to other imputation techniques and incomplete data removal techniques. For the next research, the imputation approach approximation will be implemented. So the value of the missing value is more in line with the overall data. 
