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Abstract—Meshless methods have attracted great attention due
to their advantage in geometric representation. In this paper, a
meshless element-free Galerkin method is applied for the first time
to solve pulsed eddy-current problems. Detailed mathematical
derivations and the numerical implementation are discussed. The
model is validated against analytic solutions for two canonical
cases.
Index Terms—Eddy currents, electromagnetic analysis, element-
free Galerkin method, meshless method.
I. INTRODUCTION
NONDESTRUCTIVE testing (NDT) technology that isbased either on sinusoidal or on pulsed eddy-current
techniques is widely used in both aviation and nuclear indus-
tries for the detection of surface and subsurface defects and
corrosion. The depth of penetration of the field depends on the
conductivity of the sample and the operating frequency. At very
low frequencies the depth is large, while at high frequencies
the depth is localized to the surface. For a given conductivity,
one can therefore detect cracks at a range of depths as in a
multilayered structure by using a suitable mix of frequencies. In
practice, this is done using multifrequency or pulsed eddy-cur-
rent techniques. The multifrequency technique is extensively
used in nuclear utilities for extracting defect signals that are
masked by unwanted signals from artifacts such as support
plates. In the pulsed eddy-current method, the signal amplitude
and time-to-zero-crossing (TZC) are the two most essential
features for defect characterization. The peak value is related
to the size of defect and the depth location of defect, while
TZC is mainly related to the defect depth [1]. The fundamental
advantage of the pulsed eddy-current method is that it can yield
information at a variety of frequency points that lie within the
bandwidth of the excitation pulse used [2], [3]. This technology
is extremely useful in analyzing multilayered structures that are
often encountered in the aerospace industry.
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The development of computational models for pulsed
eddy-current testing has been attempted by many researchers.
Analytic approaches to solving eddy-current problems can be
traced back more than 40 years. The theory for the response of
a coil over a layered conducting structure for a single-frequency
sinusoidal excitation was developed by Cheng et al. [4]. By
applying the Laplace-transform technique, Ludwig, Bowler,
and others have developed theoretical solutions for modeling
of pulsed eddy currents in a conducting half space [2], [5]. This
paper presents a numerical model based on meshless methods
for pulsed eddy current in finite conducting plates.
The organization of this paper is as follows. Section II defines
the pulsed eddy-current problems that will be analyzed and out-
lines the element-free Galerkin (EFG) method. Sections III and
IV present the details of EFG implementation and the analytic
approach, respectively. Finally, Section V compares EFG and
analytic solutions in two canonical cases.
II. MATHEMATICAL PRELIMINARIES
The governing equations for the pulsed eddy-current problem
can be written in terms of the magnetic vector potential and
the electric scalar potential as
(1)
(2)
where is the permeability, is the conductivity, and
is the excitation current density. Here, an implicit Coulomb
gauge is applied, which results in a high degree of numerical
stability [6].
To solve (1) and (2), numerical methods are normally re-
quired. This paper presents the use of the element-free Galerkin
(EFG) method as described in the following sections. More ex-
clusive descriptions of the EFG method can be found in [7]–[9].
Consider a function that is to be approximated. With a
moving least square (MLS) technique, it can be expressed in
terms of a polynomial function and its associated coefficients
over a local subdomain, which is called domain of influence.
Outside this domain, the polynomial will vanish, which pre-
serves the local characteristic of function .
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With MLS approximation, the interpolant is given
by [8]
(3)
In (3), is the approximation point, is a particular node,
are the monomial basis functions with terms, and
are the coefficients that depend on the position . The
coefficients are determined by minimizing the difference
between the local approximation and the nodal parameters ,
i.e., by minimizing the following quadratic form:
(4)
Here, is a weight function with compact support, and
is the number of nodes in the neighborhood of where the
weight function does not vanish.
The minimization of with respect to leads to
(5)
Substituting (5) into (3), the MLS approximation can be
written as
(6)
The approximation can be written as
(7)
Assuming to be a reproducing kernel, we have
. Substituting this into (7), we get
(8)
and the shape functions
(9)
The shape functions do not satisfy the Kronecker delta cri-
terion: , therefore, , so essential
boundary conditions normally require special techniques such
as Lagrange multiplier or coupling with standard finite elements
at the boundary.
III. EFG IMPLEMENTATION
Galerkin formulation and the Lagrange multiplier technique
will be applied to obtain the numerical solution to the eddy
current (1), (2). The first step is to express the potentials as
linear combinations of shape functions and the corresponding
coefficients, such as in two dimensions and
, where or . Next, substituting
the above expressions into (1) and (2), performing the inner
product on each of the resulting equations with a test function






where is the number of boundary nodes, and , are
associated Lagrange multiplies. In matrix notation, (10)–(13)
can be written as
(14)
which is a system of ordinary differential equations.
The vector repre-
sents the unknown nodal values of the potentials and . ,
, and are obtained by the integration of the EFG shape
functions. Equation (14) is solved by time stepping: the un-
knowns are solved at the time instances ,
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Fig. 1. Geometry of current source and conducting plate.
with the time step. Using implicit Euler’s time-stepping pro-
cedure, we get an algebraic equation
(15)
where denotes the value of at . The required
initial condition is obtained by neglecting in (15) and
solving the remaining static equation. Note that implicit Euler
scheme is always stable; the choice of is only subject to the
accuracy of current sources and solution fields.
IV. ANALYTIC APPROACH
In order to verify the EFG method, we will compute the eddy
currents in a conducting plate. The current source is an infi-
nite long rectangular cross-section rod located above the plate
(shown in Fig. 1).
Besides the numerical approach, this problem can also be
solved analytically. Noting that the magnetic potential is a scalar
in the two-dimensional case, and the electric potential is unnec-
essary [5], the governing equation is simplified as
(16)
where and denote the magnetic potential and
source current density, respectively, in time domain.
For a time-harmonic varying field, the governing equation in
frequency domain can be written as
(17)
where and are the magnetic potential and cur-
rent density, respectively, in frequency domain.
Now supposing (Dirac delta function is
used to find a general solution), the solution can de derived by
the separation of variables technique. Assume that
, then
at (18)
So , which is equivalent to
(19)
(20)
Due to geometric symmetry in direction, (19) has only so-
lution in terms of . Equation (20) has solution in terms
of or , where .
Based on the superposition of these basic solutions, and ap-
plying zero boundary condition in the far field, the vector po-





denotes the vector potential in the th region as shown in
Fig. 1, , , and , , are un-
known coefficients. This solution is called Green function of
(17). The interface conditions in terms of the normal and tan-
gential components of the electric field and magnetic field can




where denotes a real number that is just greater than ; simi-
larly, denotes a real number that is just smaller than . Since
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The solution of (17) should be the convolution of its Green
function and the source current density. Assume the source to
be uniformly distributed in the region
(see Fig. 1) with current density of . Then, we can derive the
induced current in conducting half space as
(43)
Here, denotes the convolution in spatial domain. Finally,
the induction field in time domain can be obtained by applying
inverse Fourier transform to (43).
Fig. 2. Induced current in the conducting plate with a sinusoidal excitation
and parameters  = 0:72 mm,  = 0:1 mm and h = 1:5 mm at f = 4; 10;
and 25 kHz.
V. COMPARISON OF EFG AND ANALYTIC SOLUTIONS
In the first example, let mm, A/m ,
mm, mm, and mm. A mm
mm area is chosen as the solution region, which is
large enough such that the field has decayed substantially.
Fig. 2 shows the induced currents for various excitation fre-
quencies. The induced currents are plotted along the line
in the plate. The solid lines denote the EFG solutions and the
dashed lines denote the analytic solutions. The EFG solutions
agree with the analytical solutions quite well. The relative nu-
merical error is less than 1.5% in the root-mean-square sense.
As becomes very small, the current source can be modeled
as a sheet source with constant density of , and in
turn, (43) becomes
(44)
In time domain, if the current source is a step function, i.e.,
(45)
then the corresponding frequency response is
(46)
From (43), the induced current in frequency domain can be
expressed as
(47)
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Fig. 3. Induced current distribution along y axis at various time instances with
heavy-side pulse, t = 0:5 s.
Fig. 4. Induced current distribution along y axis at various time instances with
Gaussian pulse, t = 0:5 s.
By inverse Fourier transform, we obtain the induced current
in time domain as
(48)
Comparing the EFG solution and the analytic expression, we
see they agree closely with each other when the width of cur-
rent source approaches zero, which is shown in Fig. 3. As time
marches, the numerical error does not grow, so the method is
very stable.
Note that the derivative of a step function is delta function, so
an induction caused by a pulse should be expressed as
(49)
Here, stands for the convolution in time domain.
A Gaussian pulse can represent a pulsed excitation, and is
given by
(50)
where , and .
and are the minimum and maximum frequencies of
the pulse.
To better illustrate the response of Gaussian pulse, we choose
the maximum frequency to be 100 kHz and minimum frequency
to be 0, so that in the given time interval of [0 30] s the input
pulse will oscillate for several cycles. As shown in Fig. 4, the
EFG solution approximates the analytic solution well even
though the waveform of input pulse varies rapidly.
VI. CONCLUSION
This paper presents numerical meshless and analytical
methods for simulating pulsed eddy-current phenomena in
NDE applications. The formulation and implementation of the
meshless EFG method is given in detail and is validated against
analytic solution. This method provides an alternate approach
to pulsed eddy-current modeling.
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