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In autonomous vehicles (AV), computer vision supplements sensors such as
radar and lidar because it excels at classifying road users into separate classes.
Correct classification improves the prediction of their future movement and the
risk of collision. However, in the real-time road environment, response time is as
important as accuracy. A lot of highly accurate methods have been developed,
but many have a large delay (detection runtime) [2], making them less suitable
for AV. These techniques are slow because they are based on a two-step method
(detection proposals and a classifier). Often, the classifier has to be evaluated
many times, creating a large and variable delay. Lately, a new class of less accu-
rate but faster methods has appeared: the single-pass methods. In this thesis, we
discuss different positions in the trade-off between speed and accuracy. We also
test the use of LWIR images for AV. These might be vital for road user detection
during non-optimal lighting conditions, but existing research is limited.
The method used in this thesis is essentially the YOLO-method. [4] It performs
detection in a single evaluation of the neural network, resulting in a big speed-
up compared to two-phase methods. The original paper used a network based
on their Extraction network. Because Extraction is not available in the Caffe
framework (used in this thesis as it is more prevalent in research than the YOLO-
framework), GoogLeNet [5] is used, of which Extraction is a simplification with
similar performance. The effect of a ResNet-50-based [3] network on the accuracy
and delay is also tested. The method is evaluated on the following datasets: Cal-
tech Pedestrian Detection Benchmark [1], KITTI Vision Benchmark Suite [2] and
a new dataset developed by Flanders Make. This new dataset consists of several
camera feeds, radar, lidar, and IR images. Only the center front visual light (VL)
camera and the Xenics LWIR (shown in Figure 1) were used in the experiments.
Fig. 1. LWIR image from the
Flanders Make dataset
This dataset is split into two parts. The first part
contains only VL images (2,589 frames). The sec-
ond part contains both VL and IR images (681
frames). In contrast to other datasets, this part
was recorded during the evening. This allows the
performance of VL detection to be evaluated un-
der non-optimal lighting conditions. To perform
detection on the IR images, several setups are
compared: only VL images, only IR images, eval-
uating separate networks for VL and IR, and per-
forming detection with a single network on the
combined 4-channel VL+IR image. The IR network was trained by first taking
a network trained on KITTI and the first part of the Flanders Make data, then
merging the RGB channels into a single channel (summing the filters), and fi-
nally fine-tuning on the LWIR data.
YOLO was first evaluated on the Caltech Pedestrian Dataset. In comparison to
the most accurate result (F-DNN), this method is noticeably less accurate (.64
as opposed to .89 mAP on the reasonable set). It does display a lower delay:
40 ms as opposed to 300 ms (the difference being underestimated as the same
hardware was not available). The Caltech dataset proved challenging for this
method because most objects are small, a known weakness [4].
The method’s accuracy (.42, .41 and .30 mAP) on cars, pedestrians and cyclists
of moderate difficulty from the KITTI Vision Benchmark, failed to compete with
the start of the art (SAIT: .90, .73 and .76 mAP). However, since the processing
time of the methods are available, this benchmark gives a better overview on
the Pareto-optimal methods. Here, Pareto-optimality is defined in the trade-off
between delay and detection accuracy. YOLO showed to be close to the Pareto-
front by being quite fast. A network based on ResNet-50 was also trained on this
dataset. Although it had a small positive impact on the accuracy (1-4% mAP),
it slowed the method down by 50%, pushing it away from the Pareto-front.
On the second part of the Flanders Make dataset, detection using only VL per-
formed very poorly (.06 mAP on cars). Only using IR images yields superior
results (0.59 mAP on cars). Combining the detections from VL and IR images
(evaluating two separate networks) further improves the result for cars (0.64
mAP), however, other classes performed worse due to errors being introduced
by detections in the VL images. Detection on both images in a single network
did not perform well (0.16 mAP on cars).
Single-pass methods are less accurate than two-pass methods, but they are
a lot faster. Considering the trade-off between speed and accuracy, single-pass
methods prove more applicable for AV. The use of very deep networks in AV is
not desirable, as their impact on the delay is too big. Finally, incorporating IR
images is vital for AV vision during non-optimal lighting conditions.
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