In this paper, an approach based on linear programming (LP) is proposed for path planning in three-dimensional space, in which an aerial vehicle is requested to pursue a target while avoiding static or dynamic obstacles. This problem is very meaningful for many aerial robots, such as unmanned aerial vehicles. First, the tasks of target-pursuit and obstacle-avoidance are modelled with linear constraints in relative coordination according to LP formulation. Then, two weighted cost functions, representing the optimal velocity resolution, are integrated into the final objective function. This resolution, defined to achieve the optimal velocity, deals with the optimization of a pair of orthogonal vectors. Some constraints, such as boundaries of the vehicle velocity, acceleration, sensor range, and flying height, are considered in this method. A number of simulations, under static and dynamic environments, are carried out to validate the performance of generating optimal trajectory in real time. Compared with ant colony optimization algorithm and genetic algorithm, our method has less parameters to tune and can achieve better performance in real-time application.
Introduction
Path planning is fundamentally important for an autonomous vehicle. Generally, for an aerial vehicle A, a path is to be planned such that the target G can be reached and the obstacles O in sensor-effective range can be avoided. If real time is demanded, path planning plays an important role in application of navigation and surveillance.
A few methods have been proposed to model the task and generate a path. Artificial potential field 1,2 is one of the traditional methods, which is generally used with an octree in three-dimensional (3D) dynamic environment. The mechanism that the vehicle is driven by attractive and repulsive force in a cooperative way is simple but often works efficiently even in dynamic environment. Unfortunately, path-planning approach based on the potential function cannot obtain the optimal objective, which, in turn, cannot guarantee the desired optimal trajectories. Moreover, some * Corresponding author. E-mail: jdhan@sia.cn additional measures are necessary for the sake of avoiding the undesired local minima. Potential panel method and harmonic potential function can also plan a path in space for an autonomous vehicle, [3] [4] [5] but the computing burdens is huge and the real-time performance hardly satisfies the practical requirement.
Inspired by biological intelligence, many approaches, such as ant colony optimization (ACO), particle swarm optimization (PSO), genetic algorithm (GA), evolution algorithm (EA), and their combinations, [6] [7] [8] [9] [10] [11] are introduced to solve the path-planning problem in three dimensions. These mostly rely on the stochastic searching, known as non-deterministic algorithm. These methods will eventually find an optimal solution, but no estimate on the time of convergence can be given. Thus, it may take long, even infinite, time to find the best solution. 12 Furthermore, all of these methods have a great number of parameters to tune and that has never been an easy job, particularly when users are short of prior knowledge. Some comparisons 11, 12 show that the expensive calculations limit their real application.
Another kind of method is mathematic programming. Based on the relative velocity obstacle method, 13 linear programming (LP), nonlinear programming (NLP), mixed integer linear programming (MILP), and other convex optimization methods have been employed for path planning problem. [14] [15] [16] For example, Wang, et al., 14 converted the 2D path planning of an unmanned underwater vehicle to constrained optimization or semi-infinite constrained optimization problem. Zu et al. 15 discussed the path planning in two dimensions and an LP method was proposed for the problem of dynamic target pursuit and obstacle avoidance (TPOA). This method tries to plan the variables of linear and angular accelerations of a ground vehicle. Unfortunately, it cannot fit three dimensions because the extension needs to define cylindrical or spherical coordinate systems for the problem that is intractable. Schouwenaars et al. 17 proposed an MILP formulation with receding horizon strategy, where a minimum velocity and a limited turn rate of aircraft are constrained. However, their results still focused on two dimensions.
In this paper, we consider the same problem of TPOA, but in three dimensions. To our problem, the uncertain environment has one target G and many obstacles O that are all velocity-changeable with their moving actions. The aim of the vehicle A is to find an optimal path for pursuing Table I . Nomenclature (see Figs. 1 and 2) .
Vehicle's relative velocity to the obstacle V = V AO Magnitude of vehicle velocity relative to the obstacle V AO Vehicle acceleration relative to the obstacle
Magnitude of vehicle's velocity relative to the target V AG Vehicle acceleration relative to the target
Magnitude of vehicle position relative to the obstacle
Magnitude of vehicle position relative to the target
the target while, at the same time, avoiding collision with obstacles. The position and velocity of movers, including the target and obstacles, are assumed to be known or estimated at current time. To be more specific, we assume that the noise contained in the data can be eliminated with certain filters. But this paper has no intention to discuss the filtering algorithm for achieving the feasible data of on-board sensors. The trajectory from a start to a destination location typically needs to be computed gradually over time in the fashion of receding horizon 17 in which a new waypoint of the total path is computed at each time step by solving an LP problem. The target and obstacles, probably static or dynamic, are modelled by spheres having certain radius for their impact spectrum, and the vehicle is modelled by a mass point. In order to optimize the vehicle's acceleration online, we construct an LP model in Cartesian orthogonal coordinates based on relative velocity space. 13 This paper is organized as follows. First, we formulate the tasks on object-avoidance and target-pursuit in Sections 2 and 3, respectively. Next, the constraints of dynamics, kinematics, and sensor's limitation are discussed for optimization in Section 4. In Section 5, some simulation and experiment results validate the real-time capability of this novel method comparing with the ACO and GA methods. A brief conclusion is drawn in Section 6.
Formulation of Obstacle Avoidance
First, some assumptions and definitions are given, based on which a proposition is derived by formulating the problem of obstacle avoidance. V A denotes the vehicle velocity, and V A denotes the vehicle's acceleration. Other symbols and the variables are listed in Table I .
Hypothesis: All obstacles and the target keep their velocities unchanged during the planning period, τ , except that the vehicle can adjust its velocity. In fact, this hypothesis is usually satisfied because τ is short enough for a real spatial vehicle. This treatment is acceptable in a numerical approximation method, because it forms the basis of the derivations. We get V AO = V AG = V A . Here, the symbol denotes the changing quantities during one planning period τ. V AG is vehicle's velocity relative to the target. In detail, it is
In the remainder of the paper, we use ( v x , v y , v z ) to represent the other two vectors in Eq. (1) .
Definition: The angle between vectors V AO and L AO , denoted by γ AO , is defined as collision angle. Collision cone is defined as a cone of relative velocity V AO , which will lead the vehicle to collide with any obstacle, and it is denoted by CC AO (see Fig. 1 ). Generally, CC AO is in the cone AEF. Referring to the target, the angle between the relative velocity V AG and relative distance L AG is defined as pursuit angle, denoted by γ AG (see Fig. 2 ). In both Figs. 1 and 2, the relative coordination is constructed on the mass point of vehicle A. It shows relative parameters between vehicle and other movers.
Proposition: For each obstacle O, under the assumption that its velocity is constant in τ, it will be avoided if the collision angle, γ AO , is big enough to make V AO out of CC AO over the interval τ when the vehicle moves from time step k to k + 1. See Fig. 1 , which suggests that the obstacle hold the following constraints: where
, defined as collision region angle in time step k. By geometric calculation, we obtain
where
Here, V, L, and P are the compact versions of V AO , L AO , and P AO . We just discard the subscripts to obtain concise derivations in the coming mathematics. Using Taylor's theorem to linearize the function, we obtain
The γ AO(k+1) represents the collision angle in step k + 1 after the movement of the vehicle. The second term in Eq. (4), i.e., increment of collision angle in one planning period, can be computed with the following equation:
In Eq. (4), v x , v y , and v z are the variables we are trying to plan in step k for step k + 1. Let i denotes the label of the obstacle, then Eq. (2) changes to Eq. (6) .
where N stands for the number of obstacles.
Formulation of Target Pursuit
The vehicle's relative velocity to the target can be resolved into a pair of orthogonal components, as shown in Fig. 3 . One component, V C , is in the direction L AG and is pointed to the target. The other V T is orthogonal to L AG . The vehicle is expected to tune its velocity to the optimum. Here, V C represents the velocity pointing to the target. If the magnitude of V C is positive, the vehicle moves to the target, and if negative, then the vehicle moves apart from the target. V T represents the velocity that enables the vehicle moving around the target. Then the policy for the optimal velocity is obvious that V T should be minimized, while V C is maximized. We formulate them in Eqs. (8) and (9), and will discuss them separately:
max :
3.1. Optimization of V T The statement of Eq. (8) is equivalent to min :
represents the optimal index after the vehicle moves from step k to k + 1. The first objective function is derived as min : V T(k+1) . By introducing an auxiliary variable, this statement is equivalent to min : q 1 , subject to
V AG max is the upper bound of q 1 and denotes the maximum of relative velocity between the vehicle and the target. It can be estimated by V AG max = V A max + V G max , which occurs when both are at maximum velocity as well as on the opposite directions. Function V T (·) is calculated with the discrete formal, represented as
Optimization of V
, we obtain the other objective function, which is max :
. This can be transformed to a tractable formula with the expression of min : −V C(k+1) . Through an auxiliary variable, we obtain min : q 2 , subject to
This criterion at time step k + 1 is calculated by
The final objective function
The two variables have been introduced to the objective function of the LP model, that is min :
where ω ∈ [0, 1] is the weight factor. Generally, the parameter ω can be tuned. Through our experience, Eq. (14) did not depend sensitively on the value of ω. In practice, the value ω = 0.5 works well.
LP Model

Constraints on kinematics and dynamics
The velocity and acceleration of the vehicle should be limited by its specific actuators, drives, and dynamics. We describe these magnitude constraints as −V A max ≤ v Aj ≤ V A max , j = {x, y, z}, and − max ≤ v j ≤ max . Here, V A max stands for the upper bound of the vehicle's velocity, and v Aj denotes one of the three components of V A . max represents the upper bound of acceleration. Also, the velocity in step k + 1 is restricted to the bound:
The constraints on acceleration components are generated as follows:
These functions, max{} and min{}, return the largest and the smallest elements in the brace, respectively.
Constraints on sensor range and flying height
The distance between the vehicle and any obstacle is detected by certain sensors such as radar, visual tracker, and laser scanner. Each of these sensors has its own range limitation and neither can detect the obstacle out of its range. As a result, an obstacle possibly disappears after being passed by it. Meanwhile, a new obstacle may enter the sensor's horizon randomly. The parameter, λ i , is assigned to evaluate the threat imposed by an obstacle on the vehicle. If the relative distance between the vehicle and an obstacle is larger than a threshold, the obstacle O i is considered as no threat, namely if L AOi ≥ L min i , then λ i = 0. On the contrary, if L AOi < L min i , then λ i = 1. The threshold L min i is a parameter associated with radius (e.g., a distance of five radiuses). The wider the radius, the larger the threshold.
The aerial vehicle has the flying height restriction, which briefly we indicate with
where 
Constraints on feasible region
The feasible region of a vehicle's acceleration is a sphere in Cartesian space for the nearly equivalent length of v x , v y , and v z . This suggests that the constraints of v x , v y , and v z are nonlinear. However, one simple way to represent these constraints in a linear formal way is shown in Eq. (16) . The profile of these constraints, a cube, is shown in Fig. 4(a) .
This cube is obviously a poor approximation to the sphere. However, a number of constraints can be used to achieve better approximations. In Fig. 4(b) , multi-planes are used to approximate the nonlinear space as shown in Eq. (17) . In fact, it is a modified version of 2D, 16 which needs to approximate a circle, sin θ m cos φ n v x + sin θ m sin φ n v y + cos θ m v z ≤ max , (17) where φ n = 2nπ/M, θ m = 2mπ/M, m, n = 0, 1, . . . M − 1, where M denotes the number of planes used for approximation.
LP method formulation
At this point the LP model is formulized. Then objective function is Eq. (14) . All constraints are recapitulated as follows. A block diagram is shown in Fig. 5 .
Simulation and Experimental Results
The algorithm is programmed with C++ programming language and runs on a PC with WinXP/PentiumIV/ 2.53GHz/4GB. LP is solved by open library named Qsopt. 18 For a typical environment of three obstacles, the simulation results are given in Figs. 6-8. We list some initial constraints and parameters of the vehicle as shown in Table II . In the following, we give some simulation results in static and dynamic environments. Meanwhile, comparisons and contrasts result among the algorithms we propose and the ACO and GA methods that are provided in the following tables. Simulation results and comparisons with other algorithms will help justify our contributions. Then a human-in-the-loop simulation is demonstrated, in which a joystick is used to control the target moving in any direction and speed so the LP method will be validated.
Static environment
This simulation shows that the new method works effectively in a static environment. Table III lists all initial states used by the simulation. Three obstacles are initially placed on the line of the vehicle to the target. The task of the aerial vehicle is moving to the fixed target, which is hidden behind the obstacles. All the obstacles are static. The trajectory planned by our method is shown in Figs. 6(a) and (b) . We re-plan this path by the existing algorithms, ACO and GA, as published in the literature. 5, 11 Three trajectories are drawn in Fig. 6 (c) for contrast purpose. It is obvious that the vehicle can avoid each static obstacle automatically. Figure 6 shows that the vehicle can evade the static obstacles and find a velocity-optimal path to the target point. When comparing with the GA and ACO algorithms, our method shows better performance in several aspects. The trajectory length is not only shorter than others, but the algorithm complexity is also inferior over the other two. By using LP planner, the vehicle consumed 32.8 s to catch the target. However, it needs 37.7 s for GA and 42.11 s for ACO. Time complexity of our method is 3.84 ms, while the complexity of GA and ACO is 4.06 ms and 4.43 ms, respectively. The computation time of our algorithm is short enough for real-time application.
All the comparing data are listed in Table IV . It should be noted that the data in Table IV come from the average level of 10 runs. All of them run successfully except ACO, which fails once.
We extend our simulation to the constant dynamic environment where the target and obstacles move with constant velocity. Our simulations also show that the LP method can avoid moving obstacles autonomously without losing its target. Moreover, the vehicle is expected to select an optimal or near optimal velocity as the action. 
Random dynamic environment
This time we deal with the challenging situation where all the movers are set to fly circular trajectories in three dimensions. The obstacles are so hazardous that it is very difficult for the vehicle to fulfill the task. The LP algorithm, as well as GA and ACO, is equipped on the vehicle to pursue an uncertain target that is also flying with circular trajectory. The path and its contrast with GA and ACO are shown in Fig. 7 and Table V, respectively. From Table V , the LP method yields lower computed complexity than ACO, although it produces a slight more length. Compared to GA, the LP method shows distinct strengthen in total length and consumed time. This simulation shows that the vehicle evades dynamic obstacles and produces a sophisticated trajectory, which is a very smooth path and almost optimal to the moving target. During the whole process, the vehicle inherently realizes the threat of moving obstacles that may cause a potential collision. So, the path planning is optimized online.
Human in the loop simulation with a joystick
In order to validate our algorithm, we take a human-in-theloop simulation based on virtual reality software, Vega Prime 2.0, 20 where our LP method runs as a background library. A joystick is used to control the target moving in the space (see Fig. 8 ). We also place three static or dynamic obstacles in the air. The experiment results show that our algorithm enables to find a velocity-optimal path for pursuit task.
Discussion and Conclusions
An LP-based method is proposed for vehicle path planning in three dimensions. Two assignments, obstacle-avoiding and target-tracing, are linearized to generate an LP model in relative velocity space. We have considered the dynamics and kinematics of the vehicle in the model, as well as the limitation of sensor range. Several simulation examples are supplied in this paper and we can derive three conclusions from them. First, the algorithm is successful in 3D path planning, and it is easy to get the solution of the result model. Second, it is fast enough for real-time application. In most scenes it is superior to GA and ACO algorithms in the aspect of time complexity. Third, it has good performance on optimization regardless of static obstacles or moving obstacles environment, even the random moving environment.
The LP method is based on the mathematical programming and is one of the convex optimization technologies that can guarantee the convergence and numerical accuracy. The future work will relax the linearization restriction and consider the quadric programming, which is another mature convex optimization technology and has higher accuracy. For the generic nature of mathematical programming, the local minimum exists only when the configuration and the relative parameters of all movers are extremely symmetrical. In terms of our experience, the case happens rarely in the real-world application. Even if encountered, we will remove it by introducing a little perturbation for the vehicle velocity in static environment or by waiting a little variety in dynamic environment. It remains an open problem to completely remove the local minima during path planning.
