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Open access under CC BY licIn this paper a breakup model for analysing the evolution of transient fuel sprays characterised by a
coherent liquid core emerging from the injection nozzle, throughout the injection process, is proposed.
The coherent liquid core is modelled as a liquid jet and a breakup model is formulated. The spray breakup
is described using a composite model that separately addresses the disintegration of the liquid core into
droplets and their further aerodynamic breakup. The jet breakup model uses the results of hydrodynamic
stability theory to deﬁne the breakup length of the jet, and downstream of this point, the spray breakup
process is modelled for droplets only. The composite breakup model is incorporated into the KIVA II Com-
putational Fluid Dynamics (CFD) code and its results are compared with existing breakup models, includ-
ing the classic WAVE model and a previously developed composite WAVE model (modiﬁed WAVE model)
and in-house experimental observations of transient Diesel fuel sprays.
The hydrodynamic stability results used in both the jet breakup model and the WAVE droplet breakup
model are also investigated. A new velocity proﬁle is considered for these models which consists of a jet
with a linear shear layer in the gas phase surrounding the liquid core to model the effect of a viscous gas
on the breakup process. This velocity proﬁle changes the driving instability mechanism of the jet from a
surface tension driven instability for the currently used plug ﬂow jet with no shear layers, to an instability
driven by the thickness of the shear layer. In particular, it is shown that appreciation of the shear layer
instability mechanism in the composite model allows larger droplets to be predicted at jet breakup,
and gives droplet sizes which are more consistent with the experimental observations. The inclusion
of the shear layer into the jet velocity proﬁle is supported by previous experimental studies, and further
extends the inviscid ﬂow theory used in the formulation of the classic WAVE breakup model.
 2012 Elsevier Ltd. Open access under CC BY license.1. Introduction
It is well established that accurate multi-dimensional modelling
of the processes within Diesel engines, and similar environments,
is important for various engineering applications [1–6]. This mod-
elling must take into account many complicated processes, such as
heat and mass transfer, combustion and ﬂuid dynamics. This typi-
cally leads to relatively simple models for each of these individual
processes. These models are then combined together into a Com-
putational Fluid Dynamics (CFD) code, such as the KIVA II code
[7], which is an open-source non-commercial code, widely used
as a basis for the analysis of sprays [8]. This code uses a Lagrangian
particle tracking approach to spray modelling, which has been
shown to be advantageous compared to the Eulerian approach
[9–13].nt of Mathematics, University
m.
er).
ense.One of the most important elements of modelling Diesel fuel
injections is the accurate modelling of both jet and droplet break-
up. These processes are particularly important due to the sensitiv-
ity of the droplet heating, evaporation [14] and combustion
processes to the droplet position and size distribution. The liquid
Diesel fuel emerging from the nozzle ﬁrstly goes through a primary
breakup process, where the jet breaks up into liquid sheets, liga-
ments and droplets, and then in the spray far ﬁeld where the fuel
is dispersed in the gas phase, a secondary breakup process occurs,
where large droplets breakup into smaller ones [15]. In practical
applications uniﬁed models are used to model both these breakup
processes [16]. In these uniﬁed models, the initial jet is assumed to
consist of a continuous string of injected droplets with radii equal
to that of the nozzle. These large droplets then undergo breakup
due to the normal and tangential stresses on their surface [17].
In most CFD codes this process is described using either the Taylor
Analogy Breakup (TAB), WAVE breakup or stochastic breakupmod-
els. In the TAB model [18], which is the default breakup model in
the KIVA II code, the breakup of fuel droplets is described using
an analogy with a spring–mass system, while the WAVE model
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liquid–gas interface. These approaches and their modiﬁcations
[20,21], have been widely used on fuel spray computations
[8,22]. In the WAVE model it is assumed that the droplets created
after breakup have a predetermined size while the TAB model
takes into account the distribution of droplets by radii [6,18]. The
model suggested by Gorokhovski and Saveliev [23] is based on
the assumption that the breakup of parent droplets, at large Weber
numbers, into secondary droplets, does not depend on the instan-
taneous size of the parent droplets [24]. In this process the speciﬁc
mechanism of atomisation and the breakup length scale cannot be
clearly deﬁned, therefore the model uses stochastic approaches to
model breakup rather than deterministic ones. This model has
been further developed in [25–28] (also see the recent review
[29]).
A simpliﬁed spray penetration model, taking into account the
effects of turbulence was suggested by Pozorski et al. [30], while
the effects of droplet breakup, described by the WAVE model, on
the initial stages of penetration were discussed by Sazhin et al.
[31,32].
Using the uniﬁed breakup models to predict the spray penetra-
tion of Diesel fuel sprays, leads to results where the model, under–
predicts penetration by around 30–50% at early times [6,33,34].
Sazhin et al. [6] attributed this difference to the neglected transient
effects of the jet from the current models, which only model the jet
in a quasi-steady manner. These unsteady effects are included in
Sazhin et al. [6] through an ad hoc process where one of the model
constants is reconstructed as a function of time and the newly de-
ﬁned constants in this function are adjusted to ﬁt the penetration
results to the experimental data. While this approach gives more
accurate penetration length agreement with the experiments, the
inclusion of the acceleration effects needs to be more rigorously
justiﬁed and, in particular, the values of the newly deﬁned con-
stants need to be related to physical features of the ﬂow. Turner
et al. [35] found that for planar liquid jets, the magnitude of the
acceleration seen in Diesel jet experiments is only expected to in-
crease the breakup length of a fully unsteady jet by approximately
5%, when compared to a jet which is assumed to be quasi-steady. If
a similar result holds for axisymmetric jets, which it is believed to,
then this suggests that the observed difference between the CFD
simulations and the experiments is unlikely to be attributed to
the neglected transient effects alone.
One important feature neglected by many CFD models, is the
contribution of the coherent liquid core emerging from the nozzle
on the penetration length of the spray. The detailed structure with-
in the dense spray region is not yet fully understood, and one
widely referred to structure of the dense spray region is that it in-
cludes an intact liquid core and a multiphase mixing layer sur-
rounding the core [15]. In this paper we model the intact liquid
core, which is made up of a jet, ligaments and connected blobs of
fuel, as a jet for simplicity, to determine whether or not this ap-
proach will improve the comparison with the Diesel jet experi-
ments. The effect of this liquid core was included in the transient
calculations of Sazhin et al. [6], by assuming that the core moves
as a solid body until its diameter is halved, compared with the
diameter of the nozzle. The motivation for considering this liquid
core, and modelling this region as a jet, comes from Sakaguchi
et al. [36] who showed, using a micro-probe Laser 2–Focus velo-
cimeter, that the core of the spray has a heterogeneous structure
throughout the steady part of the injection. It was shown that
the mean axial velocity remains practically constant at down-
stream positions for most injection times, with these velocity
values decreasing very slowly downstream in the spray.
The work of Crua et al. [37] shows, using high speed photogra-
phy, a coherent liquid Diesel jet emerging from the nozzle, with
small droplets being stripped from the edge of the jet, whichultimately runs into the liquid core of the spray. This agrees with
the experiments of Yule and Filipovic [38], who calculate the
breakup length of Diesel jets, as well as those of Badock et al.
[39]. Yule and Filipovic [38] have measured the penetration length
of the coherent intact liquid core into the spray, by using a cross-
wind to blow the spray droplets out of the way, revealing the core.
They claim that this is a coherent jet, but the subsequent work of
Smallwood et al. [40] showed that conductivity probe measure-
ments can infer a coherent jet even when the core really consists
of ligaments and very dense arrays of droplets.
Following Yi and Reitz [11], the jet model approach described in
the current paper uses wave packet linear stability analysis to de-
ﬁne a jet breakup length from which we inject droplets and run
droplet breakup calculations, using one of the current spray break-
up models, producing spray penetration results that agree well
with in house experiments at the University of Brighton facilities.
In contrast to [11] our model takes into account the transient nat-
ure of the jet.
We also investigate the effect of a liquid–gas viscous shear layer
on the onset of instabilities in the jet, by performing the linear sta-
bility analysis of a velocity proﬁle with a ﬁnite thickness shear
layer in the gas phase. The review paper by Lin and Reitz [41] notes
that this development is important in understanding jet breakup
by making the velocity proﬁle more realistic compared with the
currently used plug ﬂow velocity proﬁle [19].
The paper is laid out as follows. In Section 2 we discuss the cur-
rent spray breakup models in more depth before formulating the
proposed jet breakup model in Section 3. Section 4 gives details
of the experimental data which will be used to validate our model,
with the results of this validation given in Section 5. Linear stability
analysis of a jet velocity proﬁle with a viscous gas phase is exam-
ined in Section 6. The results of this analysis and the analysis of
how this proﬁle improves the composite breakup model are dis-
cussed in Section 7. Our concluding remarks and discussions are gi-
ven in Section 8.2. Spray breakup models
To describe the dynamics of liquid sprays in CFD simulations,
spray breakup models, which model the breakup of droplets, are
used to model the process of atomisation in a Lagrangian approach.
This atomisation process is complex, and depends upon features
such as the injection velocity, turbulence and cavitation effects.
However, it is generally accepted that this breakup process is dri-
ven by aerodynamic stripping of smaller droplets from larger drop-
lets (Kelvin–Helmholtz instability) or disintegration of larger
droplets into smaller ones due to the effect of normal stresses (Ray-
leigh–Taylor instability). In Diesel sprays, these effects have been
incorporated into CFD simulations using various approaches (see
Stiesch [10] for a detailed review). In this paper we focus mainly
on the WAVE model approach, although we also discuss the TAB
and stochastic approaches as these models also has a place in
CFD modelling. Below we brieﬂy summarise these three models
as well as the modiﬁed WAVE model of Sazhin et al. [6]. The reader
is referred to the cited texts from each section for more
information.2.1. The classic WAVE model
The WAVE breakup model was originally developed by Reitz
[19] and is based upon the temporal stability analysis of the Kel-
vin–Helmholtz instability for a liquid jet (density q1) with an invis-
cid outer gas phase (density q2). The velocity proﬁle for this jet is
given in Fig. 1. This Kelvin–Helmholtz instability causes ‘child’
droplets to be stripped from the liquid core of the jet, which is
Ur
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Fig. 1. Plot of the axial velocity proﬁle U(r) used in the classic WAVE model. This
proﬁle assumes an inviscid gas phase outside of the jet, and hence the proﬁle has a
discontinuity in velocity at the ﬂuid interface r = R.
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as the injecting nozzle. The main problem with this approach is
addressed in Section 6 where we examine a modiﬁcation of the
velocity proﬁle in Fig. 1 which makes the jet more realistic, by
incorporating a viscous gas phase.
The radius of the injected droplets, rd, is assumed to continu-
ously decrease in size during the breakup process, as described
by the equation
drd
dt
¼  rd  rs
sbu
; ð2:1Þ
where sbu is the characteristic breakup time of the droplet, and rs is
the radius of stable droplets, given by a temporal stability analysis
for the velocity proﬁle in Fig. 1. The value of rs is given by
rs ¼
B0K B0K 6 rd;
min
ð3pr2dUm=2XÞ0:33
ð3r2dK=4Þ0:33
 !
B0K > rd;
8><
>: ð2:2Þ
where B0 = 0.61 is the model constant and K and X are the wave-
length and growth rate of the fastest growing wave on the surface
of the liquid jet. An approximation of these quantities for q = q2/
q1[ 1/10 are given by the expressions
K ¼ 9:02R ð1þ 0:45Z
1=2Þð1þ 0:4T7=10Þ
ð1þ 0:87We5=32 Þ3=5
; ð2:3Þ
X ¼ r
q1R
3
 !1=2 ð0:34þ 0:38We3=22 Þ
ð1þ ZÞð1þ 1:4T3=5Þ ; ð2:4Þ
where Z ¼We1=21 =Re1; T ¼ ZWe1=22 and We1;2 ¼ q1;2U2mR=r are the
corresponding liquid and gas Weber numbers respectively [19].
The quantity Re1 = UmR/m1 is the liquid Reynolds number. The
breakup time, sbu, is given by
sbu ¼ 3:7626B1RKX ; ð2:5Þ
where B1 is an adjustable model constant which varies approxi-
mately between
ﬃﬃﬃ
3
p
and 20 [8,19] depending upon the type of injec-
tor being used. Eq. (2.1) with sbu deﬁned by (2.5) has been shown to
be consistent with the experiments of Reinecke and Waldman [42].
This model was extended by Patterson and Reitz [20] who
incorporated the Rayleigh–Taylor instability of droplets, which
mainly accounts for the secondary breakup of droplets, while the
stripping Kelvin–Helmholtz instability mainly accounts for theprimary breakup process [21]. This model was modiﬁed to
incorporate transient effects by Sazhin et al. [6], see Section 2.4.
The classic WAVE model will be the main droplet breakup model
used in our composite breakup model in Sections 5 and 7.
2.2. The TAB model
The Taylor Analogy Breakup (TAB) model is the default breakup
model used in the KIVA II code, and it describes the droplet break-
up process in terms of the critical deformation of the oscillating
droplet [18]. The normalised radial droplet deformation is given
by y = 2e/rd, where e is the extension of the droplet radius from
its equilibrium position and rd is the droplet radius. The time evo-
lution of this quantity is described by the forced, damped linear
harmonic oscillator
d2y
dt2
¼ 2q2U
2
m
3q1r2d
 8r
q1r3d
y 5l1
q1r2d
dy
dt
; ð2:6Þ
where the external forcing comes from the relative motion of the
drop, the restoring force is surface tension and the damping force
is the ﬂuid dynamic viscosity, l1. The solution for y(t) can be found
analytically, and breakup is modelled by assuming that y = 1 at the
moment of breakup.
The Sauter Mean Radius (SMR), S, of the droplets at the moment
directly after breakup can be found from the conservation of drop-
let energy during breakup
S ¼ rp
7
3þ q1r3p dydt
 2
bu
=8r
;
where rp is the radius of the parent droplet and (dy/dt)bu is the value
of dy/dt at breakup, i.e. when y = 1. Unlike theWAVEmodel, the TAB
model produces a distribution of droplet sizes after breakup, given
by
f ðrdÞ ¼ 3S exp 
3rd
S
 
: ð2:7Þ
The results predicted by the TAB model in O’Rourke and
Amsden [18], for modelling fuel sprays, agree well with the exper-
imental results of Hiroyasu and Kadota [43]. This model, however,
over-predicts the rate of breakup and tends to under-predict the
droplet size close to the injector. It was modiﬁed by Tanner [44]
to enable it to describe breakup at larger Weber numbers, which
is the dominating mechanism in the primary breakup region of
liquid jets.
2.3. The stochastic model
The WAVE model described in Section 2.1 is essentially a deter-
ministic model where the radii of the droplets formed at breakup
are determined by (2.1). The TAB model in Section 2.2 contains a
stochastic element by assuming that the sizes of the product drop-
lets are given by the predetermined distribution (2.7). The ap-
proach laid out in Gorokhovski and Saveliev [23] is different to
the two previous methods because it is focused on the analysis
of the time evolution of the distribution of droplets by radii. It as-
sumes that the breakup of a parent droplet into secondary droplets
does not depend upon the size of the parent droplet at breakup
(Kolmogorov hypothesis [24]). This approach is appealing in high
pressure injection sprays where the Weber number is large, and
breakup is due to the Kelvin–Helmholtz instability, but turbulent
ﬂuctuations in the problem make the speciﬁc breakup mechanism
and the scale of the breakup hard to deﬁne.
Gorokhovski and Saveliev [23] showed that in the large time
limit, t?1, the equation for the droplet number distribution
function for parent droplets, F(rd), which gives F(rd)drd droplets in
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equation
@F
@t
¼ 3hlnni 9
2
hln2ni @
@rd
rdhlnni þ12
@
@rd
rd
@
@rd
rdhln2ni
 
mFðrdÞ;
ð2:8Þ
where
hlnnni ¼
Z 1
0
lnnn vðnÞdn:
The parameter n = rd/r0 2 [0, 1] links the radius of the product
droplets (rd) to the parent droplets (r0), v(n)dn is the normalised
probability that the radius of each product droplet is in the range
[nrd, (n + dn)rd] and m = m0v0, where m0 is the breakup frequency of
an individual droplet and v0 is the average number of droplets pro-
duced after each breakup mechanism.
The two unknown constants in (2.8), hlnni and hln2ni, can be
thought of as ﬁtting parameters. In order to get an agreement with
the experimental results of Hiroyasu and Kadota [43] they were ta-
ken to be 1/2 and 1 respectively. The frequency of the breakup m
was then estimated as
m ¼ jUmj
Cr0
ﬃﬃﬃﬃﬃ
q2
q1
r
;
where the constant C ¼
ﬃﬃﬃ
3
p
was chosen to match experimental data
on the stripping breakup regime. Further developments of this
model are discussed in [25–28]. See [29] for further details.
The three models described in Sections 2.1,2.2,2.3 have mainly
been validated on sprays which are injected at either a constant
or a slowly varying velocity. However, when comparing the results
of these models to transient Diesel jet injection measurements, it
has been found that the CFD simulations underestimate the ob-
served spray penetration length at early times [6]. In this paper
we produce results which show that the inclusion of a liquid core,
that penetrates a certain distance into the spray before it begins to
break up into ligaments and droplets, leads to predictions that
agree well with the experiments. This approach is similar to that
of Sazhin et al. [6], who modiﬁed the WAVE model to include this
coherent core, as discussed in the next section, but many impor-
tant details are different from those described in [6].
2.4. The modiﬁed WAVE model
The WAVE model described in Section 2.1 has been modiﬁed in
[6] to account for the transient nature of the Diesel jet injection.
This transient effect was incorporated by modifying the parame-
ters from the classic WAVE model to control the rate of spray dis-
integration. It was assumed that an acceleration effect due to the
injection process would lead to a decrease in the value of X, while
leaving the wavelength of the critical instability K unchanged. The
decrease in the value of X, with increasing acceleration was
thought to mimic the observed relaminerisation of the ﬂow and
the thickening of the boundary layer in the gas phase surrounding
the jet [45]. The thickening of the shear layer is expected to stabi-
lise the ﬂuid interface [46]. As the WAVE breakup time sbu  1/X
the effect of the transient injection is included into the model by
multiplying the model constant B1 in (2.5) by a function of jet
velocity and acceleration. It is suggested that
Bmod1 ¼ B1ð1þ c1ðaþÞc2 Þ; ð2:9Þ
where
aþ ¼ 2
ﬃﬃﬃﬃﬃﬃﬃﬃ
Re2
p rd
U2inj
dUinj
dt
is the acceleration parameter, c1 and c2 are adjustable model
constants and Re2 is the gas Reynolds number. This accelerationparameter is constructed in analogy with the local pressure gradi-
ent parameter suggested by Cebeci and Smith [47] assuming a lam-
inar dependence of the local skin friction coefﬁcient on the
Reynolds number.
This model also incorporates a coherent liquid core along with
the stabilizing of the disturbance growth. This core is incorporated
into the model by assuming that droplet parcels in the liquid core
do not experience any drag from the gas phase, and, as the injec-
tion velocity Uinj varies, then every parcel in the liquid core has
their velocity instantaneously modiﬁed to equal Uinj. This is incor-
porated into KIVA II by using a modiﬁed version of the collision
algorithm of Nordin [48] for droplets in the liquid core and the con-
ventional algorithm by O’Rourke [49] away from the core. The ra-
dius of this liquid core is allowed to decrease due to stripping of
droplets from its surface. This process continues until its radius be-
comes half the radius of the nozzle. After this, the modiﬁed WAVE
model is activated.
Other models such as those of [11,50,51] use the classic WAVE
breakup model from a predetermined jet breakup length to calcu-
late spray penetration results, but this core breakup length is esti-
mated assuming the injection velocity is constant. In the next
section we formulate a jet breakup model to approximate the li-
quid core which can be combined with one of the spray breakup
models in Sections 2.1,2.2,2.3 to generate predictions for the pen-
etration length of transient Diesel sprays.
In this paper we assume that the explicit effect of viscosity on
the breakup process is small enough, so that we can consider it
as inviscid. Therefore, the effect of viscosity in the above four
models is neglected, so Z = T = 0 in (2.3) and (2.4) and l1 = 0 in
(2.6). This assumption is justiﬁed later in the paper.
3. Jet breakup model for primary breakup
Computational Fluid Dynamics simulations using the droplet
breakup models described in Sections 2.1,2.2,2.3, give good agree-
ment with experimental observations when the spray is assumed
to emanate directly from the nozzle and when the injection veloc-
ity is constant or slowly varying [18,19,23]. But for Diesel jet exper-
iments, the agreement is less good at early injection times
[6,33,34]. The experiments of Crua et al. [37] and Badock et al.
[39] show that these Diesel injections have a coherent liquid jet
emerging from the nozzle, at least for early injection times, and
these jets do not behave as a continuous string of injected droplets
as is employed currently in most spray models. In this section we
model the primary breakup of these jets into droplets and incorpo-
rate this model into the KIVA II code to simulate the effect of the
liquid core of the spray. A similar approach was incorporated into
the KIVA II code by Sazhin et al. [6]. Their model, however, was
based on the introduction of two extra model constants, with no
clear physical meanings, to damp the Kelvin–Helmholtz instability
by jet acceleration. These constants had to be adjusted to generate
the agreement with experimental data. In the model described be-
low we only have one undetermined constant which is related to
the primary breakup time of the jet.
At early injection times the experimental results of Karimi [52]
show that the injection velocity of the jet, estimated from the mass
ﬂow rate, is approximately equal to velocity of the jet tip (see
Fig. 2b). This suggests that at early times the jet can be approxi-
mately modelled as a rigid cylindrical body. This assumption is
supported by the experiments of Sakaguchi et al. [36] and Schugger
et al. [53] who indicate that there is a conservation of momentum
in the liquid core of the spray. In this case the penetration length of
the solid jet, Ls, is given by
Ls ¼
Z t
0
Umðt0Þdt0;
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Fig. 2. Plot of (a) the experimentally observed spray penetration length for a 7-hole injector where the fuel was injected with an injection pressure pinj = 60 MPa into stagnant
air at a pressure pg = 2 MPa and temperature 410 K. The temperature of the fuel was approximately 410 K and the vertical lines indicate the 20% error bars of the data. Panel
(b) plots the injection and spray tip mean velocities for the same conditions.
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approximation is valid until the time when the jet ﬁrst begins to
break up.
Turner et al. [35] show that the breakup length of an accelerat-
ing planar jet can be well approximated by considering the integral
of the group velocity of the fastest growing disturbance wave pack-
et on the surface of the jet, from the time it is released from the
nozzle, t  sb, to the point at which it breaks up t, where sb is
the breakup time. Here it is assumed that disturbance waves of
all frequencies are generated at the nozzle due to the injection pro-
cess. This is a reasonable assumption to make because there are
various mechanisms in the injection process that can induce dis-
turbances in the jet. These mechanisms include the vibration of
the injector nozzle, the vibration of the injector needle, cavitation
effects within the nozzle, and fuel pressure oscillations due to
the high pressure pump. The assumption that disturbances of all
frequencies are generated at the nozzle is widely used in the linear
stability analysis of jets and wakes [54,55,35], as well as being a
fundamental assumption in the WAVE breakup model in Section
2.1. The jet breakup length, Lbu is determined by solving
Lbu ¼
Z t
tsbðUmÞ
cgðt0Þdt0; ð3:1Þ
where cg is the group velocity of the fastest growing disturbance.
This equation is valid for t  sb(Um) > 0, and for times before this,
the jet has yet to breakup. Therefore, by making this coherent jet
assumption for modelling the liquid core, we are assuming that
the disturbance wave propagates downstream even if the liquid
core is not a coherent jet, but is made up of a highly dense spray.
In agreement with the WAVE model theory in Section 2.1, we as-
sume that the jet has a plug ﬂow velocity proﬁle, with an inviscid
gas phase, for all injection times, as in Fig. 1. For Diesel jets, a typical
value for the Weber number is We2 = O(103), so we can assume we
are in the stripping regime for the jet breakup [19]. Therefore, cg/Um
is solely a function of We2, where cg/Um is a constant between 0.91
and 0.99 for q = q2/q1 between 1/10 and 1/100 in the large Weber
number limit. In this study we assume that the breakup time for
the jet sb is identical to that of the WAVE model, sbu, given by
(2.5). In the large We2 stripping breakup limit with Re1 1,sb
becomes
sb ¼ B01
R
Um
q1=2; ð3:2Þby using (2.3) and (2.4), where B01 is a model constant which should
be in the same value range as B1 in Section 2.1. This stripping break-
up time was estimated by ﬁtting curves to experimental data
[19,56], and is widely used in the literature and CFD codes, such
as in [18,32] for example. As sb is a function of the jet velocity
Um(t), (3.1) cannot be solved analytically because variations in t oc-
cur in both the integrand and the upper limit of the integral, thus
Lbu is determined numerically once Um(t) is determined from the
experimental data. The breakup length of the jet, L, is then found
to be
L ¼minðLs; LbuÞ;
at each time t.
This jet breakup model is incorporated into the KIVA II code to
predict the penetration length of the spray when used with one of
the classic droplet breakup models from Sections 2.1,2.2,2.3. This is
achieved by releasing droplet parcels from the leading edge of the
jet for t > sb(t) of radius rs, which is the stable droplet radius gen-
erated by the jet in (2.2) with rd = R and Um = Uinj. (Note, however,
that once these droplets are released from the core their breakup
characteristics are changed through (2.3)–(2.5) and so their size
will continue to reduce over time and further secondary breakups
of the droplet will occur.) The secondary breakup of these droplets
can then be determined by using one of the classic breakup models
in Sections 2.1,2.2,2.3. The WAVE model will be used in our analy-
sis, and we make this choice because the WAVE model is a hydro-
dynamic stability model, as is our jet breakup model. In Section 5
we use this composite breakup model approach to analyse the
experimentally observed results described in Section 4.4. Experimental observations
In this paper we compare the results of our composite breakup
model against Diesel spray experiments conducted at the Univer-
sity of Brighton in the Sir Harry Ricardo Laboratories. The spray
visualisations were carried out using a reciprocating rapid com-
pression machine based around a Ricardo Proteus single cylinder
engine converted to liner ported, 2 stroke cycle operation [57].
The removal of the valve train allowed the ﬁtting of an optical
chamber of 80 mm in height and 50 mm diameter into the cylinder
head. The optical access to the combustion chamber was provided
by three removable sapphire glass windows. Due to the increased
volume of the combustion chamber, the compression ratio was
M.R. Turner et al. / Fuel 97 (2012) 288–305 293reduced to 9:1. The intake air was conditioned to simulate a mod-
ern Diesel engine with a compression ratio of 19:1. For the present
experiments the peak in-cylinder pressures and temperatures
were intentionally kept low in order to reduce the evaporation rate
and inhibit autoignition. No swirl was generated, and the air was
quiescent at the time of injection.
The fuel was a low sulphur reference Diesel representative of
automotive Diesel fuel. It was delivered by a 2nd generation Bosch
common–rail system, comprising a high–pressure pump rated at
160 MPa. The rail pressure, timing and duration of the injection
were independently controlled by a custom–built fuel injection
controller.
Two injectors were used for the present study. The ﬁrst was a
Delphi DFI1.3 injector ﬁtted with a 7-hole valve-closed oriﬁce
(VCO) nozzle. The nozzle oriﬁces were cylindrical with a diameter
of 0.135 mm and a length of 1 mm. This injector was extensively
characterised on a macroscopic scale by high-speed video and laser
diagnostics [52], and was used with an injection pressure of
60 MPa into an in-cylinder pressure of 2 MPa and temperature of
410 K (q  0.0227). The second injector was a Bosch VCO nozzle,
with a single cylindrical oriﬁce with a diameter of 0.2 mm and a
length of 1 mm. This injector was used with an injection pressure
of 160 MPa into an in-cylinder pressure of 4 MPa and temperature
of 580 K (q  0.0360).
The injection velocity and the discharge coefﬁcient were mea-
sured using the long-tube rate of injection technique, and derived
from the instantaneous measurements of the rate of injection [52].
The high-speed camera used for spray visualisation featured an
8-bit monochromatic CMOS sensor, and a global electronic shutter
with exposures down to 2 ls. Compromise between acquisition
rate and resolution was obtained with a frame rate of
34,300 frames per second, with a corresponding maximum resolu-
tion of 128  320 pixels. The processing of the video frames for
measurement of the spray penetration was performed by pur-
pose-developed software [57]. Suitable thresholding was carried
out in order to pick out the tip of unbroken portion of the spray
outline furthest from the nozzle on the spray axis, from the
background.
From the measured mass ﬂow rate information, we estimate the
injection velocity of the jet at each nozzle as
Uinj ¼ ðq1A0nÞ1
dm
dt
; ð4:1Þ
where A0 is the cross-sectional area of each nozzle and n is the
number of nozzles. Therefore, for the 7-hole injector, we are only(a)
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Fig. 3. Plot of (a) the experimentally observed spray penetration length for a single hole
stagnant air at a pressure pg = 4 MPa and temperature 580 K. The temperature of the fue
data. Panel (b) plots the mean injection velocity for the same conditions.considering the spray propagation from one of the seven holes.
There is little experimental information showing how the velocity
proﬁle in the jet evolves in the streamwise direction, but Sakaguchi
et al. [36] shows that the mean axial velocity in this direction is
approximately constant, with a slow decrease at larger downstream
distances. Therefore, in our model we assume that Um = Uinj for all
times. For this 7-hole nozzle, the experimental spray penetration
length, injection velocity and spray tip velocity are plotted in Fig. 2.
In the current study we assume that the liquid jet ﬁlls the noz-
zle completely as it injects into the cylinder, i.e. we assume no cav-
itation effects. This means that the injection velocity calculated
from (4.1) is assumed to be the injection velocity seen in the exper-
iment. Cavitation effects are beyond the scope of this paper, but
could be incorporated into this study [22,58], and this would cor-
respond to modifying the injection velocity by
Um ¼ Uinj=Cc;
where Cc 6 1 is the contraction coefﬁcient, which can reach a min-
imum of approximately 0.62 for super-cavitating ﬂows [59].
For the single hole injector results, the spray penetration length
and injection velocity is plotted in Fig. 3. For this injector there was
initially a hesitation period in the injection (not shown) where the
ﬂuid was partially injected, and then the injection stopped, before
the remaining ﬂuid was injected without any further delay [52].
This initial hesitation period, caused by a non-axisymmetric pres-
sure distribution on the tip of the injector’s needle, gave a non-zero
penetration length caused by the initial injection of ﬂuid. The
remaining ﬂuid then injects through on the main part of the injec-
tion. In this paper we are only interested in the second injection
period as this is the main injection of the fuel, hence the hesitation
time period is subtracted from the results.
For both sets of experimental data plotted in Fig. 2b and Fig. 3b,
cluster shedding was observed from the tip of the spray. This leads
to ﬂuctuations of the observed penetration length at around
40 mm, for both sets of data. This phenomenon has not been ad-
dressed in the present study. We also anticipate that the experi-
mentally observed penetration length will be longer than that
documented here, due to the spray extending beyond the windows
of the optical rapid compression machine.5. Results of the composite spray breakup model
In this section we compare results for the composite spray
breakup model with the data for the 7-hole injector from Section(b)
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injector where the fuel was injected with an injection pressure pinj = 160 MPa into
l was approximately 490 K and the vertical lines indicate the 20% error bars of the
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and simulations are performed on a two-dimensional axisymmet-
ric uniformmesh covering a closed engine cylinder domain, 20 mm
in the radial direction and 100 mm in the axial direction. The
boundaries of the domain are assumed to be solid walls with a
no slip boundary condition imposed on them. The grid resolution
used for the simulations is 40  100 (radial  axial) using 104
droplet parcels per 1 ms of injection time. The results for this grid
resolution were checked against the ﬁner grid resolutions 80  100
and 40  150 and are found to be grid independent to within a few
percent. (Note that dependence on grid size will start to appear for
very ﬁne grids [60] using the Lagrangian approach.)
Throughout the rest of this paper, all the breakup processes are
assumed to be inviscid, except in Fig. 5 where we analyse our invis-
cid breakup assumption. However, viscous effects are still consid-
ered in the spray model, through the droplet/gas interaction
algorithm of the KIVA II code. Before we investigate the composite
breakup model, we ﬁrst examine the results of the three classic
spray breakup models, outlined in Section 2. These results are plot-
ted in Fig. 4a.
The results for the existing classic models show that each model
under-predicts the penetration length of the spray for early injec-
tion times, in agreement with the results of the single hole injector
presented in Sazhin et al. [6]. Curve 1 shows the result with no
breakup model included. This result gives the penetration of drop-
lets of a ﬁxed radius, rd = R, which slow down due to air resistance,
and are advected in the gas phase due to the induced velocities in
the gas phase caused by the droplet/gas interaction. We see that
the other four results, which include breakup effects, have penetra-
tion lengths similar to curve 1 at very early times, before deviating
from it as breakup occurs. The breakup causes the droplets to re-
duce in size and slow down more rapidly compared to the no
breakup result. The two WAVE model results (curves 2 and 3) give
the best approximations to the experimental penetration length,
i.e. give the minimum error between the experimental data and
the simulation at early times. Note that the circles give the upper
and lower bounds for each experimental measurement. The TAB
and stochastic models on the other hand, underestimate the
experimental data more than the WAVE model. The maximum
percentage difference between the model result and the observed
data points for t < 0.5ms is approximately 35–40%.
In Fig. 4b we examine the result of the modiﬁed WAVE model
from Section 2.4 with B1 = 10, c1 = 1 and c2 = 0.2. The results show(a)
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Fig. 4. Plot of (a) the spray penetration length as a function of time for the 7-hole injec
breakup model, 2 – the classic WAVE model with B1 = 10, 3 – the classic WAVE model wi
viscosity is neglected and the circles give the upper and lower limits of the error bars fo
classic WAVE model with B1 = 10, 2 – the modiﬁed WAVE model, 3 – the modiﬁed WAV
without taking into account the effect of acceleration on the rigid core. In each modiﬁethat the modiﬁed WAVE model result (curve 2) gives a much bet-
ter penetration length agreement with the experiment than the
classic WAVE model result (curve 1). However, if we incorporate
only the rigid core part (curve 3) or the effect of damped Kelvin–
Helmholtz instability due to acceleration (see Eq. (2.9)) (curve 4)
part of the modiﬁed WAVE model then, the agreement with the
experiment is lost and both results have penetration lengths sim-
ilar to the classic WAVE model result. This suggests that both
parts of the modiﬁed WAVE model are needed to gain agreement
with the experiment. However, the results of our composite
model in the remainder of this section will show that only the
inclusion of the liquid core is required to gain good agreement
with the experiments.
For the remaining results in this paper we focus on the classic
WAVE breakup model to model the secondary breakup of droplets
in our composite breakup model. However, we do investigate com-
posite models using the other two classic breakup models later in
this section as a comparison. In Fig. 5 we show that the inviscid
assumption made on the breakup models earlier in this section is
valid, and the effect of viscosity in the WAVE breakup model, with
B1 = 10, is to increase the penetration length slightly. In this ﬁgure
viscosity is included by giving the Reynolds number for the Diesel
jet, Re1, its actual value from the experimental data, rather than
assuming it is inﬁnite. Thus, the breakup properties (2.3) and
(2.4) are adjusted accordingly. The observed increase in the pene-
tration length is due to the radius of the droplets at breakup being
about 20% larger than the inviscid result, as shown in the SMR re-
sults, measured at x = 30 mm and r = 0 mm, in Fig. 5b.
The effect of the coherent jet is incorporated into the KIVA II
droplet model, by ﬁxing droplets of radius rd = R in the region from
x = 0 to x = L(t). These droplets are placed a distance of R/100 apart
and each is given the velocity Uinj, parallel to the jet axis. This then
represents the coherent jet, which updates the gas phase velocities
accordingly, via the viscous interaction with the gas phase. To
make sure we have conservation of mass in our model, we take
the mass of fuel injected at a time t, subtract off any fuel which re-
mains in the coherent core (this is possible because we know L(t))
and the remaining mass is then assumed to be droplets which have
been stripped off the coherent core.
This approximation of the coherent liquid core is cruder than
that of Sazhin et al. [6] as its radius is assumed to remain constant
in this study, while Sazhin et al. allowed their core radius to
reduce. However, allowing this core to thin would require(b)
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Fig. 5. Plot of the classic WAVE model result with B1 = 10 from Fig. 4 (solid curve) and the corresponding result with viscosity included (dashed curve) for (a) the penetration
length and (b) the SMR at x = 30 mm and r = 0 mm. The circles give the upper and lower limits of the error bars for the experimental observations.
M.R. Turner et al. / Fuel 97 (2012) 288–305 295information about how it thins both spatially and temporally,
which would introduce new parameters into this model, and be-
sides, the only difference this would make to the current model
is to allow more fuel to be dispersed as droplets rather than being
held within the liquid core.
In Fig. 6a we plot both the solid jet tip position, Ls, (curve 5) and
the jet breakup length Lbu with B
0
1 ¼ 3;4;5 and 6, numbered 1–4
respectively, for the jet breakup model. As the value of cg/Um for
the plug ﬂow jet with an inviscid air layer is close to unity for this
density ratio (q  1/44), we set it equal to one for all the results in
this ﬁgure to simplify the analysis. This is acceptable at this stage
as we are exploring the validity of the composite model. The re-
sults show that Ls (solid line) gives good agreement with the exper-
imental data for t 6 0.15 ms, which agrees with the time range
where Uinj = Utip in Fig. 2. The results for Lbu (dashed lines) can then
be seen to emerge from Ls (because we have set cg/Um = 1) at differ-
ent times which depend on the value of B01 chosen. The time at
which each dashed line ﬁrst appears (i.e. is separated from the so-
lid line) in Fig. 6a is the initial breakup time of the jet, which cor-
responds to the time where t = sb in (3.1). This initial breakup time
increases as the model constant B01 is increased. The breakup length
of the jet, L, is then found by taking the minimum value of Ls and
Lbu for each time value. The results in Fig. 6a show that the breakup
length of the jet follows the leading edge of the jet up to the point(a)
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Fig. 6. Plot of (a) Ls(t) (curve 5) and Lbu(t) for the 7-hole injector with B
0
1 ¼ 3;4;5 and
predicted by the composite model with B1 ¼ B01 in the classic WAVE breakup model. T
observations.at which the jet initially breaks up. It then increases more slowly,
and eventually levels out to a constant breakup length which is less
than the penetration length of the observed spray. This leveling off
of Lbu is due to the injection velocity Uinj becoming approximately
constant in Fig. 2b. When we include the classic WAVE spray mod-
el of the KIVA II code to act on this breakup length, with B1 ¼ B01, we
generate the predicted penetration lengths of the spray which are
given in Fig. 6b, where again curves 1–4 show the results for
B01 ¼ B1 ¼ 3;4;5 and 6 respectively. These penetration results fol-
low the jet breakup results from Fig. 6a initially and then once
the breakup length of the jet levels off, the penetration length in-
creases at a slower rate which is similar to the rate of increase seen
in the classic WAVE model results in Fig. 4a. The results in Fig. 6b
show that there is a small range of B01 values where the composite
model results lie within the error bars of the experimental results.
For this particular example this range is approximately B01 2 ½4;6,
and the agreement is generally good for t[ 0.5 ms.
This composite breakup model approach can also be imple-
mented using the classical Levich breakup length formula [61]
for an injecting jet at a constant velocity. This formula states that
LLevbu ¼ CLRq1=2;
where CL is an adjustable model constant. Fig. 7a plots L
Lev
bu ðtÞ for
CL = 4.91 (curve 1) and 3.91 (curve 2) and Fig. 7(b) plots the(b)
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Fig. 7. Plot of (a) Ls(t) (curve 3) and L
Lev
bu for the 7-hole injector with CL = 4.91 (curve 1) and 3.91 (curve 2). Panel (b) plots the penetration length of the spray predicted by the
composite model with B1 = 5 in the classic WAVE breakup model. The circles give the upper and lower limits of the error bars for the experimental observations.
296 M.R. Turner et al. / Fuel 97 (2012) 288–305corresponding penetration length with B1 = 5. The result with
CL = 4.91 has a jet breakup length which is approximately equal to
that of the quasi-steady approach with B01 ¼ 5, and we see that
the penetration length slightly over-estimates the experimental re-
sults around t = 0.2 ms. However, the agreement can be improved
by by reducing the value of CL, which like B
0
1 is nozzle dependent,
to 3.91 (curve 2). While using LLevbu instead of the quasi-steady Lbu
may be acceptable in certain cases, the beneﬁt of the quasi-steady
result is that the transient behaviour of the injection is taken into
account. Therefore, we recommend the use of the the quasi-steady
break-up length (3.1) in numerical simulations.
In Fig. 8 we plot the breakup length and penetration results, as
in Fig. 6, except for the single hole injector. This is to demonstrate
that the composite model predicts accurate results for a range of
different injection conditions. As for the 7-hole case, we ﬁnd good
agreement for the jet breakup length for t 6 0.15 ms, but here the
values of B01 chosen to gain the agreement with the experimental
data are less than in the 7-hole case, and so these results give a
slightly shorter breakup length. This result agrees qualitatively
with the experiments of Yule and Filipovic [38], who show that
the breakup length of the liquid core decreases with both an in-
creased value of pinj and pg. When we include the WAVE spray
breakup model with these jet breakup length predictions in
Fig. 8b, we again see that we get penetration results that agree well(a)
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Fig. 8. Plot of (a) Ls(t) (curve 5) and Lbu(t) for the single hole injector with B
0
1 ¼ 2;2:5;3 an
of the spray predicted by the composite model with B1 ¼ B01 in the classic WAVE brea
experimental observations.with the experiment. Here, however, the agreement is only good
for t[ 0.35 ms, which is a shorter time range than for the 7-hole
injector. But this is to be expected, because at these high injection
pressures (and thus velocities) we expect effects such as cavitation
to be important [62]. Hence the fact that this approach gives agree-
ment even for this small time range should be considered as
encouraging.
In Fig. 9 we plot the composite model results and the modiﬁed
WAVEmodel results for (a) the 7-hole and (b) the single hole injec-
tors. These results show that the jet composite model produces
penetration length results which agree well with the experiments
and with the corresponding modiﬁed WAVE model results. In Sec-
tion 7 we ﬁnd that our composite model results agree even better
with the experiments after we modify the model to give a spray
shape that agrees better with experiments. The corresponding val-
ues of Bmod1 for each modiﬁed WAVE model result is plotted in pa-
nel (c). This panel shows that the modiﬁedWAVEmodel damps the
Kelvin–Helmholtz instability, for each data set, by increasing the
value of Bmod1 in comparison to the value of B1. This increase re-
mains even at later injection times, with Bmod1  16, and returns
to Bmod1 ¼ 10 when a+ < 0 due to 0 < c2 < 1. This larger value of
Bmod1 means the droplets reduce in size slower from (2.1), so they
are larger with more momentum at later times, thus the penetra-
tion length is longer. At very early times, the value of Bmod1 is a(b)
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Fig. 9. Plot of the penetration length for both the composite model (curve 1) and the modiﬁed WAVE model (curve 2) for (a) the 7-hole injector and (b) the single hole
injector. In panel (a) B01 ¼ B1 ¼ 5 for the composite model and B1 = 10, c1 = 1 and c2 = 0.2 for the modiﬁed WAVE model, while in panel (b) B01 ¼ B1 ¼ 2:5 for the composite
model and B1 = 10, c1 = 0.5 and c2 = 0.2 for the modiﬁed WAVE model. Panel (c) plots the value of B
mod
1 for each of the modiﬁed WAVE model results. The circles in (a) and (b)
give the upper and lower limits of the error bars for the experimental observations.
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the value of this constant in the steady jet case. This would corre-
spond to an unsteady breakup time 3 or 4 times longer than the
quasi-steady result from (3.2). However, the work of Turner et al.
[35] does not support this four fold increase in the jet breakup
time, which suggests that the composite model in this paper is
more physically correct than the modiﬁed WAVE model.
Fig. 10 replots the composite WAVE model result for the 7-hole
injector of Fig. 6b with B01 ¼ 5, along with composite model results
using the TAB and stochastic breakup models. This ﬁgure shows
that penetration length results, which are in good agreement with
the experimental observations, can be generated via composite
models using any of the classic spray breakup models in Sections
2.1,2.2,2.3. Here we ﬁnd that all three results are practically indis-
tinguishable from one another. This uniformity of the results is be-
cause we have removed the need for the uniﬁed droplet models to
predict the primary breakup of the jet, and as such, the spray mod-
els here are only modelling the secondary breakup process. This
agreement between the three models makes the inclusion of the
jet breakup model even more convincing, and preferable to the
modiﬁed WAVE model, because the secondary breakup can be de-
scribed by any model without the need to damp the breakup pro-
cess in these models.
The composite breakup model in its current form does need
some improvements made, because the current shape of the spray
does not agree well with the experimental data (see Fig. 17). This isbecause, although we have adjusted the total mass of ﬂuid injected
as droplets to take into account the mass of remaining fuel in the
coherent core, we only release parcels of droplets with radius rd = rs
(calculated with Um = Uinj and rd = R) from the end of the jet and
with a velocity vector parallel to the axial direction of the jet.
Therefore, there is no randomised droplet velocities at breakup,
unlike in the classic breakup models. The correction for this issue
is addressed in Section 7. However, another issue which needs to
be addressed for both the jet breakup model and the WAVE spray
model is the form of the velocity proﬁle on which the linear stabil-
ity analysis is performed. In the literature to date, the proﬁle used
is a plug ﬂow jet shown in Fig. 1, and this proﬁle has a velocity
discontinuity at the ﬂuid interface. However, in the actual
experiments, the gas phase is viscous and so there exists a ﬁnite
thickness shear layer in the gas phase. In Section 6 we examine
the stability of such a proﬁle, and investigate how it affects the
results generated in Section 5.6. Stability analysis of a liquid jet in a viscous gas phase
The velocity proﬁle used in the stability analysis for the classic
WAVE model assumes that the gas phase surrounding the jet is
inviscid and therefore there is a discontinuity in velocity between
the liquid and gas phases at the ﬂuid interface, see Fig. 1 [63,64].
This velocity discontinuity means that, in the absence of viscosity,
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Fig. 10. Plot of (a) the penetration length and (b) the SMR, at x = 30 mm and r = 0 mm, for the composite breakup model with each of the three classic droplet breakup models
WAVE (solid line), TAB (dashed line) and stochastic (dotted line) for modelling the secondary breakup process, with B01 ¼ 5 in the jet breakup model. This result is for the 7-
hole injector with the results of all three models practically indistinguishable from one another in each panel. The circles give the upper and lower limits of the error bars for
the experimental observations.
298 M.R. Turner et al. / Fuel 97 (2012) 288–305the growth rate properties of the instability waves generated by
small disturbances in the jet, are determined solely by the surface
tension of the liquid jet. This can be seen in expressions (2.3) and
(2.4). However, in experiments the gas phase is viscous and so,
due to the continuity of viscous stress at the ﬂuid interface, there
exists a ﬁnite thickness shear layer in the gas phase, as is schemat-
ically shown in Fig. 11. In this section we examine the stability
properties of this type of velocity proﬁle, and we show that the
properties of the instability waves for this proﬁle are not deter-
mined by the surface tension at large Weber numbers, but instead
are determined by the thickness of the shear layer. This instability
is known as the Rayleigh instability [65,66].
The major difference between the proﬁle in Fig. 11, with a non-
zero shear layer, and that in Fig. 1, is that no analytical dispersion
relation can be derived, and therefore the stability properties, such
as the form of K and X, have to be determined numerically. In this
study we use a piecewise linear velocity proﬁle with a linear proﬁle
in the shear layer, because we wish to determine whether or not
the existence of such a shear layer is signiﬁcant to the breakup
properties. The approach suggested in this paper could also be used
to investigate the stability properties of more realistic shear layer
proﬁles, but we expect these results to be qualitatively similar toU
r
0
R
ρ
ρ1
2
U
δ
m
R
Fig. 11. Plot of the piecewise linear axial velocity proﬁle U(r) which incorporates a
viscous gas phase outside of the jet, giving a continuous velocity proﬁle at r = R. The
thickness of the shear layer in the gas phase is dR.those produced in this paper. The piecewise linear proﬁle in
Fig. 11 has discontinuities in velocity gradient at r = R and r =
(1 + d)R, but the works of Esch [67] and Alabduljalil and Rangel
[68] show that the properties of the fastest growing disturbance
are very similar for both a piecewise linear proﬁle and the
smoothed version of the same proﬁle.
To determine the stability equation for the velocity proﬁle in
Fig. 11 we ﬁrst consider the Euler equations for an incompressible
inviscid ﬂow in cylindrical polar coordinates. The Euler equations
are the usual Navier–Stokes equations with the viscous terms ne-
glected. To determine whether or not the velocity proﬁle in
Fig. 11 is useful to the composite model, we consider an inviscid
stability analysis, but viscous effects could be included by incorpo-
rating the viscous diffusion terms into the analysis below. There-
fore, we do not explicitly consider the effect of viscosity in the
breakup process, but we consider the effect of viscosity implicitly
by the inclusion of the shear layer in the gas phase.
Assuming that the velocity components ~u; ~v ; ~wð Þ are in the
(x, h, r) directions respectively, where x is the axial coordinate,
the Euler equations take the form
1
r
@ðr ~wÞ
@r
þ 1
r
@~v
@h
þ @~u
@x
¼ 0; ð6:1Þ
@ ~w
@t
þ ~w @ ~w
@r
þ ~v
r
@ ~w
@h
þ ~u @ ~w
@x
 ~v
2
r
¼  1
q
@~p
@r
; ð6:2Þ
@~v
@t
þ ~w @~v
@r
þ ~v
r
@~v
@h
þ ~u @~v
@x
 ~w~v
r
¼  1
qr
@~p
@h
; ð6:3Þ
@~u
@t
þ ~w @~u
@r
þ ~v
r
@~u
@h
þ ~u @~u
@x
¼  1
q
@~p
@x
: ð6:4Þ
We assume that the jet has a velocity vector which consists of a
basic ﬂow (U(r), 0, 0), which only depends upon the radial coordi-
nate, and a small perturbation which consists of disturbance waves
with streamwise wavenumber a, azimuthal wavenumber n and
angular frequency x. Therefore, the velocity and pressure compo-
nents take the form
~wðr; x; tÞ ¼ wðrÞ exp½iðaxþ nhxtÞ; ð6:5Þ
~vðr; x; tÞ ¼ vðrÞ exp½iðaxþ nhxtÞ; ð6:6Þ
~uðr; x; tÞ ¼ UðrÞ þ uðrÞ exp½iðaxþ nhxtÞ; ð6:7Þ
~pðr; x; tÞ ¼ PðrÞ þ pðrÞ exp½iðaxþ nhxtÞ; ð6:8Þ
where  1 and the lower case letters give the radial dependence
of the perturbation.
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linearised about . Therefore, retaining only terms of O() we have
1
r
@ðrwÞ
@r
þ inv
r
þ iau ¼ 0; ð6:9Þ
 ixwþ iaUw ¼  1
q
@p
@r
; ð6:10Þ
 ixv þ iaUv ¼  inp
q
; ð6:11Þ
 ixuþ iaUuþ dU
dr
w ¼  iap
q
: ð6:12Þ
As in [69–71], we focus our analysis in this section on axisym-
metric disturbances (n = 0), and neglect any contribution to the
breakup process by non-axisymmetric disturbances. We make this
assumption because we are considering the inviscid stability of the
proﬁle in Fig. 11, and [69,70] show that the disturbance wave with
the largest growth rate is the axisymmetric mode, at large Weber
numbers, in the inviscid and small viscosity cases respectively.
Eliminating u, v and p from the above four equations leads to
the Rayleigh equation for w
ðaU xÞ d
2w
dr2
þ 1
r
dw
dr
 ð1þ a2r2Þw
r2
 !
þ a 1
r
dU
dr
 d
2U
dr2
 !
w
¼ 0: ð6:13Þ
This equation is solved for the temporal eigenvaluex for a ﬁxed
value of a, where the eigenmode w satisﬁes the homogeneous
boundary conditions
wðr ¼ 0Þ ¼ 0; and wðr !1Þ ¼ 0:
The velocity proﬁle given in Fig. 11 can be split into three dis-
tinct regions given by
UðrÞ ¼
Um 0 < r 6 R
Um 1 rRdR
 
R < r < Rþ dR
0 Rþ dR < r
8><
>: ; ð6:14Þ
where Um gives the jet velocity magnitude, and d is the dimension-
less thickness of the shear layer. The Rayleigh Eq. (6.13) is solved
along with two supplementary equations which describe the conti-
nuity of both pressure and tangentional stress forces at the free sur-
face, r = R. These equations are
w1
aU1 x ¼
w2
aU2 x ; ð6:15Þ
q1ðaU1 xÞ
dw1
dr
þw1
r
 
 q1a
dU1
dr
w1  q2ðaU2
xÞ dw2
dr
þw2
r
 
þ q2a
dU2
dr
w2
¼ ra
2ð1 a2r2Þw1
r2ðaU1 xÞ ; ð6:16Þ
where r is the surface tension and the subscripts 1 and 2 refer to
the solutions in 0 < r 6 R and R < r < R(1 + d) respectively. As we
are using a piecewise linear velocity proﬁle in this study, we also
need to use the conditions (6.15) and (6.16) at r = R(1 + d) to jump
over the discontinuity in the velocity gradient. However, as this dis-
continuity occurs in the same ﬂuid phase, these equations are used
with r = 0.
The Rayleigh Eq. (6.13) is solved for a complex x for each real
value of a using a shooting method technique [72]. We start by
guessing an initial value for the eigenvalue x for a given value ofa, and begin integrating radially outwards from r = 0. At this point
we have the boundary condition w = AI1(ar), and dw/dr = A(aI0(a
r)  I1/r), where I0 and I1 are modiﬁed Bessel functions of the ﬁrst
kind. These conditions are determined by solving (6.13) at small
r, where U = Um. We integrate (6.13) up to the ﬂuid interface at
r = R, where we use (6.15) and (6.16) to jump over the interface,
by giving the change in w2 and dw2/dr across the interface, and
we then continue integrating to large r values. In the large r limit
we expect
w ¼ BK1ðarÞ;
where B is a constant and K1 is the modiﬁed Bessel function of the
second kind. We can now check ifw behaves in this manner, else we
update x and repeat the integration process until w behaves in the
correct manner. The value of x is updated using Newton iterations
by noting that
1
w
dw
dr
 aK0ðarÞ=K1ðarÞ  1r ;
for large r.
In Fig. 12 we plot the stability analysis results for d = 0.025, 0.05,
0.1, 0.2 and 0.3 numbered 1–5 in each panel. We plot these results
for We1 = 105, to give the case for large Weber numbers, but these
results are identical for We1 down to 103. As typical Weber number
values for Diesel injections lie in the range We1 2 [103, 105], these
results are valid for this entire range. Panel (a) plots the non–
dimensional wavenumber Rdam of the fastest growing wave as a
function of q. We choose to plot the quantity Rdam because for
these values of d the results almost collapse onto one single result
for q 2 [1/100, 1/10]. For a single planar shear layer, where the only
length scale is the shear layer thickness, Marmottant and Villerm-
aux [66] showed that the results for d^am were solely a function of
the quantity d^We2, i.e. independent of d^, where d^ is the dimen-
sional shear layer thickness. The problem here, however, is more
complicated because we have a second length scale in the problem,
that of the jet radius, so the results do not collapse exactly onto one
single result. However, the results do collapse quite well in the
range of q values that we are interested in (q 2 [1/100, 1/10]),
and in fact in this region Rdam  1.1q0.45, which is the estimate gi-
ven by the solid line. The result for the maximum growth rate RdX/
Um in panel (b) however, is more sensitive to having two length
scales in the problem, but we still ﬁnd a reasonable collapse of
the results for q 2 [1/100, 1/10]. As the value of d increases this
agreement becomes less visible as can be seen for the d = 0.2 and
0.3 results. However, as we have no experimental results to deter-
mine an exact value for d, we make the approximation for the re-
sults in panel (b) of RdX/Um  0.55q0.95 (solid line) so that we
can illustrate the effect of a viscous gas phase in the composite
breakup model. The thickness of the shear layer is also likely to
vary for different injection pressures and different nozzle types.
The results of Turner et al. [35,73] show that d 2 [0.1, 0.3] by using
CFD simulations to model the Diesel injection process. Panel (c)
shows that there is no way to easily collapse the value of the group
velocity of the wave packet onto one solution, so we just note that
in the range q 2 [1/100, 1/10] the group velocity cg/Um 2 [0.7, 0.95].
The effect of this group velocity, being lower than the group veloc-
ity of the Kelvin–Helmholtz problem, on the model will be dis-
cussed in Section 7.
In Fig. 13 we plot (a) Rxi/Um(Ra) and (b) Ram(We2) for d = 0.1
and q = 1/50 showing the transition from the zero thickness shear
layer Kelvin–Helmholtz instability to the ﬁnite thickness shear
layer Rayleigh instability. Panel (a) shows the non–dimensional
growth rate curve which is initially dominated by a peak around
Ra = 0.5 but as We2 is increased, i.e. the inﬂuence of the shear layer
is increased, a second peak appears around Ra = 2 and rapidly
increases in magnitude over a very short range of We2 values. This
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Fig. 12. Plot of (a) the non–dimensional wavenumber Rdam of the fastest growing wave, (b) the maximum growth rate RdX/Um at Ra = Ram and (c) the wave speed cg/Um at
Ra = Ram, all as a function of q, for We1 = 105. In each panel the results are plotted for d = 0.025, 0.05, 0.1, 0.2 and 0.3, numbered 1–5 respectively, and the solid lines in panels
(a) and (b) are the approximations Rdam  1.1q0.45 and RdX/Um  0.55q0.95 respectively.
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Fig. 13. Plot of (a) Rxi/Um(Ra) for We2 = 0.2, 0.4 and 1 numbered 1–3 respectively and (b) Ram(We2) for d = 0.1 and q = 1/50. This ﬁgure shows the transition from the Kelvin–
Helmholtz instability to the Rayleigh instability as We2, and hence the inﬂuence of the shear layer, increases.
300 M.R. Turner et al. / Fuel 97 (2012) 288–305is illustrated in panel (b) which shows the rapid transition of the
value of Ram. For these values of d and q the transition occurs
around We2 = 1, and for Diesel jet injections We2 = We1q 2[20, 2000] so we can clearly see that we are in the regime where
the thickness of the shear layer is signiﬁcant to the stability char-
acteristics of the jet. Thus using the stability results (2.3) and (2.4)
M.R. Turner et al. / Fuel 97 (2012) 288–305 301is not the correct approach for this case. We propose the following
alternative approximation for these values from the best ﬁt lines in
Fig. 12:
K  5:71q0:45dR; ð6:17Þ
X  0:55q
0:95Um
dR
; ð6:18Þ
for q 2 [1/100, 1/10] and for values of d 2 [0.025, 0.3].
These new results can be incorporated into the WAVE model in
the droplet stripping regime by deﬁning the new break up time
and stable droplet radius as
sbu ¼ 3:141B1RKX ; ð6:19Þ
rs ¼ 0:39K
We0:451 d
: ð6:20Þ
These variables are determined using the same conditions as
were used to derive (2.5) and (2.2). Notably, the constant 3.141
in (6.19) is found such that (6.19) reduces to (3.2) for high speed
ﬂows, and (6.20) is determined using the threshold for bag breakup
We2 = 6 [19], and rearranging (6.17) to solve for R 	 rs, noting that
q = We2/We1. By examining the forms of rs in the large We1 limit,
from the ﬁrst equation of (2.2) (with Z = T = 0) and (6.20), we ﬁnd
rKHs ¼
5:98R
We2
;
rRs ¼
2:23R
We0:452
;
which shows that the droplets formed at breakup by the Rayleigh
instability are larger than those of the Kelvin–Helmholtz instability.
This fact turns out to be signiﬁcant for the results in the next
section.
The form of (6.17) and (6.18), which have been chosen to
approximate the linear stability data, means that the results in Sec-
tion 7 are independent of the value of d, as can be seen above. But
for the values of q we are interested in, we expect the small devi-
ations from these approximations in Fig. 12 to only make a small
difference to our results. The reason for making the approxima-
tions we did in (6.17) and (6.18) is to allow this new proﬁle to
be easily incorporated into existing spray and jet breakup models
without the need to re-solve the Rayleigh equation. This will ben-
eﬁt those who wish to incorporate this velocity proﬁle into these
breakup models, and have little experience of solving the Rayleigh
equation.(a)
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Fig. 14. Plot of the classic WAVE model result with B1 = 10 from Fig. 4 (solid curve) and t
the gas phase (dashed curve) for (a) the penetration length and (b) the SMR at x = 30 m7. Results of the composite spray breakup model with a viscous
gas phase
In this section we examine results for the composite breakup
model which uses the stability theory of the piecewise linear veloc-
ity proﬁle with the viscous gas phase from Section 6. We also
examine the shape of the sprays to see whether or not the shapes
predicted by the viscous gas model agree with experimental
observations. However, before we investigate the composite mod-
el, we brieﬂy investigate how the new model parameters (6.17)
and (6.18) modify the results of the classic WAVE model in
Fig. 14. These results show that the viscous gas velocity proﬁle
with the shear layer in the gas phase makes no signiﬁcant differ-
ence to the penetration result for the classic WAVE model. How-
ever, panel (b) shows that the radius of the droplets produced by
the stripping process are increased by approximately 25% on aver-
age. The signiﬁcance of this is seen later in this section.
In Fig. 15a we plot the penetration length of the spray for the
single hole injector, comparing the composite model incorporating
both the WAVE breakup model with the inviscid gas phase proﬁle
and the WAVE model with the viscous gas phase proﬁle and
the classic WAVE model, which has no coherent jet, with
B01 ¼ B1 ¼ 2:5. These results show that the two composite models
give very similar penetration lengths and both these differ greatly
from the classic WAVE model. Fig. 15b shows the SMR at
x = 30 mm and r = 0 mm for the three models, and the solid circles
give experimental data points of the average SMR taken in the
vicinity of this point [74]. It is clear from panel (a) that the two
composite model results are going to agree better with the ﬁrst
data point than the classic model because the penetration length
is well predicted by these composite models. The two composite
model results are also in good agreement with the experimental
data points for t > 0.3 ms, which shows that this composite model
produces correct droplet sizes in the spray. As both composite
models produce a similar level of agreement with the experimental
points, it appears that the modiﬁcation of the WAVE model in Sec-
tion 6 is not required. However, when we look at the shape of the
generated spray and the droplet size distribution in the spray, we
see that this modiﬁcation does make a difference.
Fig. 16 shows an image of one of the sprays from the experi-
ment for the 7-hole injector taken at 0.5 ms after injection. It
shows that the spray near the nozzle has a conical shape, where
droplets are expected to be stripped off the side of the coherent
core, but the main part of the core is masked by the droplets (as
found in the experiments of Yule and Filipovic [38]). This ﬁgure(b)
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Fig. 15. Comparison for the single hole nozzle experiment of the composite model incorporating the WAVE model with an inviscid gas phase velocity proﬁle (result 1), the
composite model incorporating the WAVE model with a viscous gas phase velocity proﬁle (result 2) and the classic WAVE model result (result 3) each with B01 ¼ B1 ¼ 2:5 for
(a) the penetration length and (b) the SMR at x = 30 mm and r = 0 mm. The SMR results are averaged over 4 data points to smooth the results and make them more
informative. The experimental data points in (b) come from [74].
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Fig. 16. Photo of a spray from the experiment for the 7-hole injector with
pinj = 60 MPa and pg = 2 MPa at 0.5 ms after injection.
302 M.R. Turner et al. / Fuel 97 (2012) 288–305shows a very dense central region of droplets for x[ 23 mmwhich
we expect to behave as an intact liquid core (cf. the experimental
results of Sakaguchi et al. [36]). When we examine the spray shape
from the different breakup models in Fig. 17 we see similarities be-
tween these results and the experimental result in Fig. 16.
The spray shape results in Fig. 17 show that the classic WAVE
model (panel (a)) gives a good overall spray shape but with a poor
penetration length prediction at early times (see Fig. 4a). This clas-
sic model also has a string of droplets for x < 10 mm, which approx-
imate the coherent liquid core, which decreases in radius before
thickening out at the point of primary breakup. However, the
experimental result in Fig. 16 shows a dense spray region which
has a radius that increases slightly for x < 10 mm. The composite
WAVE model result with the inviscid velocity proﬁle (panel (b))
gives a good penetration length prediction for t < 0.5 ms but a poor
spray shape. This is due to the missing random droplet velocity
direction at primary breakup which the classic WAVE model has
included in its formulation. In panels (c) and (d) we consider the
composite WAVE model with the instability data from the inviscid
gas phase velocity proﬁle and the viscous gas phase velocity proﬁle
respectively. For these two results we have randomised our droplet
velocities by introducing a cone angle of 20 in which the dropletscan leave both the end and the side of the jet. This value was used
because it was measured in the experiments of Karimi [52] for this
injection nozzle. We have also allowed the injected droplets, at
each time value, to be randomly released from the side of the jet,
and not just from the tip, in the range [0.25, 1]  Lbu. This is possi-
ble without violating mass conservation, because we are still strip-
ping the same, N say, droplets from the core, but they are now
allowed to leave the side of the core as well as from the tip. How-
ever, at this stage we still allow the core to remain cylindrical. This
approach is taken because experiments, such as those of Yule and
Filipovic [38], show an intact column of ﬂuid surrounded by drop-
lets which have been stripped off the side of the column. In this
study we use the value of 0.25 but this will depend upon the type
of injector used, and possibly on the values of pinj and pg. This value
is chosen because the observed spray shown in Fig. 16 appears to
have a region for x[ 10 mm where the main part of the spray
remains approximately cylindrical, before spreading out for
x J 10 mm where there is a dense region of droplets, and this
value also gives results which agree with this behaviour (Fig. 17c
and d).
In panels (c) and (d) we note that the predicted shape of the
sprays is closer to the observed one for the case where the viscous
gas phase is considered. This is because this model produces drop-
lets with larger radii as they are stripped off the coherent jet. These
larger droplets have greater momentum than the smaller droplets
in panel (c), and hence are distributed wider into the gas phase. If
we were also to include viscosity explicitly into our breakup mech-
anism then the droplets would be larger still, allowing them to
penetrate further into the gas phase which is likely to give a shape
which agrees better with that of the experimental spray in Fig. 16.
The effect of viscosity, however, is not considered in this paper as
we are focused on understanding how to generate more accurate
penetration length results whilst still predicting droplet distribu-
tions and spray shapes which give reasonable agreement with
experiments. By introducing the cone angle to the simulation we
slightly reduce the penetration length of the spray, which can be
seen in Fig. 18a, but the results still fall within the error bars of
the experimental data up to t  0.6 ms. Fig. 18b shows the droplet
size distribution function, f(rd) = F(rd)/N, for 0.1 lm intervals found
in the spray, where F(rd) is the droplet number distribution deﬁned
in Section 2.3 and N is the total number of droplets. This ﬁgure
shows that the two spray results in Fig. 17b and c, which both
use the inviscid velocity proﬁle, contain smaller droplets on
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Fig. 17. Plot of the spray shapes for the 7-hole injector at t = 0.5 ms for (a) the classic spray model, (b) the composite model with the inviscid gas phase proﬁle and zero spray
angle, (c) the composite model with the inviscid gas phase proﬁle and 20 spray angle and (d) the composite model with the viscous gas phase proﬁle and 20 spray angle, all
with B1 ¼ B01 ¼ 5. In panel (a) all the droplets are 10 times actual size, in panels (b) and (c) the droplets are 20 times actual size, the jet is 2 times actual size and in panel (d)
the droplets are 10 times actual size, and the jet is 2 times actual size. See Fig. 18b for droplet sizes.
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Fig. 18. Plot of (a) the penetration lengths for the results plotted in Fig. 17 and (b) the size distribution, f(rd), of droplets for 0.1 lm intervals about rd. The labels correspond to
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phase velocity proﬁle model. The classic WAVE and viscous gas
phase models both contain a peak droplet radius of approximately
3 lm. The classic WAVE model obviously contains regions of larger
droplets due to the way primary breakup is implemented through
(2.1), but the range of most frequent droplet sizes is very similar to
the composite model.
From Fig. 12c we observe that the value of cg/Um for Diesel jets
with a ﬁnite thickness shear layer is usually less than 1, whereas
we have assumed it to be exactly 1 so far in this paper. However,
considering a more realistic value of cg/Um does not affect the re-
sults presented in this paper, as we see in Figs. 19 and 20. In these
ﬁgures we consider the 7-hole injector experiment and assume
that d = 0.1, and thus cg/Um = 0.81 from Fig. 12c for q = 0.0227. In
Fig. 19a we see that this value of cg/Um means that the Lbu curves
no longer join onto the Ls curve, and there is a discontinuity in
the breakup length at this point. In Fig. 19b we observe what effect
this has on the penetration lengths generated using the KIVA II
code. We ﬁnd that the calculated penetration length is reduced
slightly from the cg/Um = 1 result, because the breakup lengths
themselves are slightly reduced, and the discontinuity in Ls
and Lbu can be seen in Fig. 19a between 0.1 ms 6 t 6 0.2 ms. Thereduction in the breakup length can be overcome by increasing
the model constant B01 ¼ B1, where we now ﬁnd that B01 ¼ B1 ¼ 7
gives better results rather than B01 ¼ B1 ¼ 5, but B01 ¼ B1 ¼ 7 still
lies within the range of acceptable values discussed earlier.
We can eliminate the discontinuity between Ls and Lbu by relax-
ing our assumption that the velocity throughout the core, in partic-
ular at the tip of the core, is constant and equal to Uinj. This
approach is more realistic and is supported by the experiments
of Sakaguchi et al. [36], who ﬁnd a slow decrease in the velocity
within the core in the streamwise direction, i.e. the tip velocity is
less than the injection velocity. A similar example of this stream-
wise velocity variation can be seen for a planar jet in Söderberg
and Alfredsson [75]. Here we aim for qualitative agreement with
the behaviour seen in [36], so we assume that
Utipm ¼ Uinjð1 U0tÞ; ð7:1Þ
where U0 is a constant which is adjusted to ensure that Ls (curve 3)
meets the curve Lbu (curve 2) as shown in Fig. 20a. This occurs for
U0  1625 s1. This is solely an aesthetic change to the penetration
length we calculate, as we have not assumed that any droplet par-
cels have been released from the jet before this time, as we are in
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Fig. 19. Plot of (a) Ls(t) (curve 4) and Lbu(t) for the 7-hole injector with B
0
1 ¼ 5;6 and 7 represented by curves 1–3 respectively with cg/Um = 0.81 in the jet breakup model.
Panel (b) plots the penetration length of the composite model with B1 ¼ B01 in the WAVE breakup model.
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Fig. 20. Plot of (a) Ls(t) (curve 1) and Lbu(t) (curve 2) for the 7-hole injector with B
0
1 ¼ 7 and cg/Um = 0.81. Curve 3 in panel (a) plots Ls(t) where the tip velocity of the jet has
been linearly modiﬁed using (7.1) to match onto the initial value of Lbu(t). Panel (b) plots the penetration length of the composite model with B1 ¼ B01 in the WAVE breakup
model with the modiﬁed value of Ls(t) using (7.1) so that it joins onto the jet breakup length Lbu.
304 M.R. Turner et al. / Fuel 97 (2012) 288–305the region t < sb(t0). The resulting penetration length can be seen in
Fig. 20b. In theory one could then adjust the velocities (and thus the
size) of the droplets leaving the core, but this would require a spa-
tio-temporal evolution of the core, which is not available at this
time. All the sprays shown in Figs. 19 and 20 have shapes and size
distributions very similar to that in Fig. 17d, so this different value
of cg/Um does not affect the spray characteristics.8. Conclusions
This paper describes a composite breakup model for the analy-
sis of transient sprays, such as those found in Diesel engines. The
core of the spray, consisting of a jet, ligaments and densely packed
droplets, was modelled as a coherent liquid jet which undergoes
primary breakup. The characteristic breakup time and length of
the core were deﬁned using linear stability analysis of a liquid
jet. This model was composed with the classic WAVE breakup
model and incorporated into the CFD package KIVA II to produce
spray penetration results which agreed well with the experimental
observations for transient Diesel fuel sprays [52]. In comparison
with the spray breakup model of Sazhin et al. [6], who incorpo-
rated the effect of the coherent liquid core, the present model does
not require empirical parameters to control the viscous damping ofthe Kelvin–Helmholtz instability due to jet acceleration, to obtain
agreement with experiments.
We also investigated the linear stability of a velocity proﬁle
which incorporated a ﬁnite thickness shear layer in the gas phase,
which is more realistic than the plug ﬂow proﬁle assumed in the
derivation of previous models of jet breakup [19,63]. The inclusion
of the viscous velocity proﬁle predicted that larger droplets are
stripped from the core at primary breakup in the largeWeber num-
ber stripping regime compared to the inviscid velocity proﬁle. This
gave spray shapes which agreed better with the experimental
observations.
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