Abstract
Introduction
Kalman filter has a very wide range of application in noise signal processing. This filter is established on the basis of H 2 estimation criterion [1] , it requires to know the mechanism of the signal and the statistical properties of the noise, however, can only get the approximate model of the signal in many cases, sometimes unable to obtain the statistical characteristics of the signal, which limit the application of Kalman filter in a certain extent. In addition, Kalman filtering algorithm is the optimal filter for a system without uncertainties, but one of the problems with the Kalman filters is that they may not be robust against modeling uncertainties [2, 3] .
In the traditional adaptive target tracking algorithms based on single model, although the different model is correspond to the different moving state, but usually only one filter model is in action at each time, model switching fast may bring many questions such as transient error, unidentificate accurately the target state in time etc. Bar-Shalom et al proposed interacting multiple model (IMM) algorithm in 1988 [4] [5] , the algorithm uses many models of different maneuving characteristic to synthetically descript the moving law of the target, the model transition is described by Markov process, but the sub-filters of IMM algorithm are based on Kalman filter [6] . This filter is on the basis of H 2 estimation criterion, which demands to know generation mechanism and statistical characteristics of the noise. However, in many practical cases the approximate model of the signal is only obtained, sometimes the statistical characteristics of the signal are not obtained, which limits the application of IMM algorithm in some extent.
In the presence of modeling uncertainties and external disturbance uncertainties, H ∞ filtering can ensure that H ∞ norm of the transfer function from noise to estimate error is smaller than a given positive number [7] . Compared with Kalman filtering, H ∞ filtering
H Robust Filtering Algorithm
Robust control is a control technology which developed for the model uncertainties and external disturbance uncertainties in system. In view of the uncertainty existing in the filtering system, introducing the idea of robust control theory into the process of filtering, lead to the emergence and development of Robust filtering theory, the H ∞ filtering is a representative method [8] [9] [10] .
When the uncertainty of the model and external disturbance exist in the filtering system, H∞ filtering can ensure H ∞ norm of the transfer function between the noises to estimate error is smaller than a given positive number. The spectrum characteristics of the disturbance signal do not make any assumptions, and make the estimation error is minimal in the worst disturbance case. Compared with Kalman filtering, H ∞ filter is less sensitive to the uncertainty of model parameters and good robustness. Therefore, H ∞ filtering is more suitable than Kalman filter in the process of practical application.
Discrete H filtering
Assume the linear time-varying discrete system is as follows 
Here, it is not need to make any assumptions on the statistical properties of ) (k  and ) (k v , but both as the unknown disturbance input of the system. For the filtering system above, the designed filter [11] 
must satisfies
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. The performance metric of the optimal H ∞ filtering is defined as follows
The design thought of suboptimal H ∞ filter is: Given γ≥0, firstly it must ensure γ≥γ opt , just the problem can have the solution. Through the continuous adjustment of γ, make it gradually approaching to γ opt , which is corresponding to the optimal H ∞ filtering estimation problem, so can get the ideal approximate solution of the optimal H ∞ filtering estimation problem.
The performance metric of suboptimal H ∞ filter is defined as follows
Because the closed-form solution of the optimal H ∞ filter can get only under special circumstances, therefore, the optimal H ∞ filtering problem generally is instead of seeking its suboptimal solution.
Suboptimal H filtering
For a given noise suppression index γ>0, if
where ) (k P satisfies the recursive Riccati equation as follows
where
So the filter is exist and satisfies (5), a possible H ∞ filter is
where the filtering gain
Comparison of H Filter and Kalman Filter
Assume that
are the disturbance input of the system, which are uncorrelated unit white noise process, so the state estimation of Kalman filtering algorithm for the linear discrete time system is International Journal of Control and Automation Vol. 8, No.8 (2015) 300
Comparison of (7) and (12), the following conclusions can be drawn [12] : (i) The update process of filtering covariance of H ∞ filter is related to the linear combination matrix ) (k L of the system state. A linear combination of the Kalman filter of arbitrary state estimation is given by a linear combination of the state estimation.
(ii) There is an indefinite covariance matrix 
IMM Algorithm

The Principle Of IMM Algorithm
The basic idea of IMM algorithm [13] is using the different motion models to match different motion states of the target, and using Markov chain to convert various motion models, the global output of the algorithm is the weighted summation of the model probability in the output of each filter. This algorithm effectively overcomes the model error caused by the target motion state does not match the filtering model in the single model tracking. The principle of the algorithm is shown in Figure 1 .
The filter based on model 2
The filter based on model 3 From Figure 1 we can see that IMM algorithm has a strong modular features, in view of different target motion models, you can choose the appropriate target motion model to build the filter, so it has good tracking properties.
where j  is the state transition matrix of the model j ,   (15) where p ij denotes the transition probability from the model i to model j.
IMM estimation algorithm is recursive and each step recursion mainly consists of four steps.
Step 1: the model condition re-initialization The model condition re-initialization is the assumption that the input of matching filter is mixed determined by the estimates of each filter at prior time under the premise of the jth model is effective at the current time.
(i) Mixed probability Assume that the matching model is
at time k-1, and the matching model is ) (k m j at time k , the mixed probability is on condition of ) 1 (
where j c is standardized coefficient as follows
(ii) Mixed estimation According to mixed estimation [14] the state of re-initialization and covariance matrix is calculated respectively as follows
Step 2: corresponding to the model j , taking )
302
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is the measurement prediction residual (or innovation) and its covariance matrix respectively.
In the application of the above filtering formulas, it needs to specify the initial filtering conditions, according to the initial state of the target to establish the initial filtering estimation. However, in practice, usually the initial states of the target are unknown, and then the last few observation values can be used to obtain the state initial estimation.
Step 3: the update of model probability
where c is normalized constant,
Step 4: estimation fusion The overall estimation and overall estimation error covariance matrix at time k is respectively calculated as follows
HIMM Algorithm
As can be seen from the previously mentioned, the sub-filters of IMM algorithm are based on Kalman filtering. So they all have a common characteristic that the state noise and measurement noise covariance matrix is known, both they obey the Gaussian distribution, and these parameters are directly applicate in the filtering process. However, in practice, these assumptions have great man-made factors, when the assumptions are not match to actual noise, filtering performance of the algorithm will be greatly degraded, and may even lead to filtering divergence. For these above reasons, a new method is proposed , and resulting in the numerical overflow phenomenon because of the filtering error rapid change in the process of the matching probability calculation. For this reason, the paper studies a numerical robust method to calculate the model probability in reference [15] , namely calculating the exponent terms only when calculating the model probability, and uses it in HIMM algorithm.
The model sets of HIMM algorithm are basically same as IMM algorithm, like (13), (14) , only the state noise and measurement noise are no longer Gaussian noise in the model sets, but are independent and energy bounded. Similar to IMM algorithm, HIMM algorithm is divided into four steps.
Step 1: the model condition re-initialization (i) The mixed probability We assume that the model probability of the model (ii) Mixed estimation The state of re-initialization and covariance matrix is calculated like (18) , (19).
Step 2: corresponding to the model j , taking 
Due to predict and estimate all the state information of the target, so I L j  in (31). If (31) is not set up, it proves that given  is too small, should increase the value of  . If (31) is set up, the filtering covariance matrix can be predicted at next one time as follows:
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The estimation of target state based on H ∞ filter is:
Measurement prediction residual and its covariance matrix is calculated as follows respectively
It should be pointed out that j Q and j R used in the filtering process above are different from the state noise covariance and measurement noise covariance in Kalman filtering, they are given weight coefficient according to the target movement forms and actual noise environment. In order to correspond to Kalman filtering, they are written in the above forms.
Step 3: the update of model probability The update process of the model matching probability is as follows:
Step 4: estimation fusion The overall estimation and overall estimation error covariance matrix at time k is respectively calculated like (26-27).
Simulation Results
Assume that the target motion in two-dimensional plane and the target initial velocity is set to 600 m/s. The actual moving situation of the target is described as follows: the motion of the target is uniform motion in a straight line in 0~200s, the target acceleration along xaxis and y-axis is 10m/s 2 and -10m/s 2 respectively in 200~400s. The motion of the target is uniform motion in a straight line in 400~500s, the target acceleration along x-axis and yaxis is -10m/s 2 and 10m/s 2 respectively in 500~700s. The motion of the target is uniform motion in a straight line in 700~900s. Assume that the target position information is only measurable in the target moving process, and actual measurement data is infected by Gaussian white noise with the standard variance of 500. The sampling period used in this simulation is 1s, the measurement data of the target motion along x-axis and y-axis is International Journal of Control and Automation Vol. 8, No.8 (2015) Copyright ⓒ 2015 SERSC 305 independent each other. Since assume the statistic characteristic of measurement noise is not known in this simulation, so given the standard variance of the noise is 800 in IMM algorithm. For each simulation, a total of 100 Monte Carlo runs were generated to obtain the results.
The movement of the target may be modeled by two different modes: constant velocity (CV) model and Singer model. CV model involves a straight flight path with a constant speed and course, and maneuvering which includes turning or climbing and descending [16] . In this case, maneuvering will refer to Singer model, where a turn is made at a constant turn rate and speed. The CV model used for this target tracking problem is given by (39), (40) [17] .
The state vector of the target may be defined as follows
The first two states refer to the position and the velocity along the x-axis, respectively, and the last two states refer to the position and the velocity along the y-axis, respectively.
The Singer model used for this target tracking problem is given by (42) [18] . 
The first two states refer to the position and the velocity along the x-axis, respectively, and the next two states refer to the position and the velocity along the y-axis, respectively, and the last two states refer to the acceleration along the x-axis and y-axis, respectively.
Equations (39)-(44) are used to generate the true state values of the trajectory and the measurements for this target tracking problem.
The trajectory estimation of the target is shown in Figure 2 , which shows that both IMM and HIMM algorithm are able to follow the trajectory fairly well. The acceleration estimation error of x-axis and y-axis is shown in Figure 3 , the position and acceleration International Journal of Control and Automation Vol. 8, No.8 (2015) 306
Copyright ⓒ 2015 SERSC estimation error of x-axis is shown in Figure 4 (a) , the position and acceleration estimation error of y-axis is shown in Figure 4 Figure 5 , we can see that when the statistical characteristic of the noise is not known, and there is a large difference between a given noise coefficient and actual value, the tracking error of HIMM algorithm based on H ∞ filter is lower than that of IMM algorithm based on Kalman filter. Under the effect of interference, the target state estimation of IMM algorithm fluctuates bigger, which shows that the robustness of IMM algorithm is not strong to noise interference. The prediction curve of the target acceleration is relatively smooth in HIMM algorithm, which fully proves that HIMM algorithm is strong robustness to noise interference. The root mean square error (RMSE) results of IMM and HIMM algorithm are shown in Table 1 . 
Conclusions
The results of applying HIMM algorithm on the target tracking problem demonstrate its stability and robustness. It is shown that Kalman filtering performs poorly in the presence of modeling uncertainties and noise uncertainties. However, H ∞ filtering is able to overcome these difficulties, and provide a stable estimate of the states, so it has a strong robustness and higher tracking accuracy. Likewise, single model appears to be sensitive to model mismatch, but IMM algorithm effectively overcomes the model error caused by model mismatch, the model matching probability is calculated for choosing suitable models to match the target maneuvering. HIMM algorithm combine H ∞ robust filtering technology with IMM algorithm, its stability to model mismatch and robustness to modeling uncertainties and noise uncertainties make using HIMM advantageous over the well-known Kalman filter and IMM algorithm. In addition, since using a numerical robust method to calculate the model probability, so the algorithm can effectively prevent the numerical overflow phenomenon appeared in the calculation process. In the past, target tracking problems have typically been solved by Kalman filters. However, the above computer experiment results demonstrate that HIMM algorithm may also be an effective method for handling these types of target tracking problems.
