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Abstract
A concrete description of terminal coalgebras, T , of all ﬁnitary endofunctors of Set
is presented: each such a functor is a quotient of the polynomial endofunctor of some
ﬁnitary signature Σ modulo some “basic” equations. Then T can be described as the
algebra of all inﬁnite Σ-labeled trees modulo the congruence obtained by applying
the basic equations ﬁnitely or inﬁnitely many times (a concept deﬁned below). As
a consequence, free iterative theories in the sense of Calvin Elgot are described over
all ﬁnitary endofunctors of Set: they are the theories of all rational Σ-labeled trees
(i.e., trees having only ﬁnitely many subtrees) modulo the above congruence.
Key words: terminal coalgebra, iterative theory, ﬁnitary functor,
basic equation
1 Introduction
Iterative algebraic theories have been introduced by Calvin Elgot (see [E])
in his attempt to model potentially inﬁnite computations algebraically. For
example, a computation using binary operations α and β and having the
following form
(1) α(0, β(1, α(0, β(1, . . .
can be described by iterative equations as follows:
(2) x1 =
α
0 x2

 x2 =
β
1 x1


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One of the main result of Elgot’s group is a description of free iterative the-
ories generated by an arbitrary signature Σ (see [EBT]): it is the theory
of all rational Σ-trees 3 , i.e., Σ-trees which have only ﬁnitely many subtrees.
Example: the tree (1) above is rational, it has 4 subtrees.
One fundamental lack of Elgot’s theory is that almost no other concrete
examples have been presented. In the present paper we take the ﬁrst steps
towards new examples: we describe all iterative theories freely generated by
ﬁnitary endofunctors of Set. Or, equivalently, freely generated by equational
presentations using basic equations only, where a basic equation is an equation
between two ﬂat terms which are terms σ(x1, . . . , xn) where σ ∈ Σ is an n-ary
operation symbol and x1, . . . , xn are (not necessarily distinct) variables.
1.1 Example Let H : Set → Set be the functor assigning to every set X
the set HX of all nonordered pairs {x, y} in X. This is a quotient of the
functor HΣ : X → X × X via the epitransformation ε : HΣ → H deﬁned by
ε(x, y) = {x, y}. Or, equivalently, we consider the signature Σ of one binary
operation (say, ) satisfying the commutativity law. Observe that the equation
x  y = y  x
is indeed basic. The free iterative theory is formed by all rational binary
trees modulo the congruence ≈∗ merging two rational trees s and r iﬀ we can
obtain r from s by applying the commutativity law (i.e., by swapping the two
children of some parent) ﬁnitely or inﬁnitely many times.
This “inﬁnite application” of equations can be described simply and pre-
cisely by introducing the operator
∂k
which cuts every tree at depth k and labels all leaves of depth k by an auxiliary
symbol ⊥. Let us denote by ∼ the congruence deﬁning a free algebra of our
variety. That is, if we think of terms as ﬁnite binary trees, then s ∼ r means
that we can obtain r from s by applying the commutativity law ﬁnitely many
times. Then for all rational trees s and r we can deﬁne
s ≈∗ r iﬀ ∂ks ∼ ∂kr for all k ∈ ω.
Remark The above deﬁnition of ≈∗ is meaningful for all basic equational
presentations, since the congruence ∼ deﬁning the free algebra of the given
variety satisﬁes
s ∼ r implies ∂ks ∼ ∂kr for all k ∈ ω
(for all ﬁnite trees s and r). In contrast, this is not meaningful e.g. for the
associativity law.
3 Trees are always considered up-to isomorphism (of labeled trees) throughout the paper.
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1.2 Example The iterative theory generated by the ﬁnite-power-set functor
PfX = {M ⊆ X;M ﬁnite}.
On morphisms h : X → Y , we have
Pfh : M → f [M ] for all M ∈PfX.
There is a natural presentation ofPf as the quotient functor of the polynomial
functor
HΣX = 1 +X + (X ×X) + (X ×X ×X) + · · ·
corresponding to the signature Σ which has for every n ∈ ω precisely one
n-ary operation σn: deﬁne a natural epitransformation
ε : HΣ →Pf
by
(x1, . . . , xn) → {x1, . . . , xn}.
Or, equivalently, consider the following basic equations
σn(y1, . . . , yn) = σm(z1, . . . , zm)
where n,m ∈ ω are arbitrary and yi and zj are arbitrary variables such that
the sets {y1, . . . , yn} and {z1, . . . , zm} are equal.
Here, again, the corresponding iterative theory is formed by all rational
Σ-trees modulo the congruence ≈∗ obtained by applying the given equations
ﬁnitely or inﬁnitely many times.
Let us recall that an initial Pf -algebra I can be described as the algebra
of all sets of the class Vω =
⋃
n∈ω Vn of the cumulative hierarchy (with V0 = ∅
and Vn+1 = PfVn). Or directly: I is the algebra of all ﬁnite, non-ordered
extensional trees, i.e., trees such that any two distinct siblings deﬁne noniso-
morphic subtrees. In the latter description we obtain I as a quotient of the
initial Σ-algebra IΣ (of all ﬁnite trees—here we can drop the labeling since
Σ has a unique operation for any arity) modulo the following congruence ∼:
s ∼ r iﬀ s and r have the same extensional quotient.
(The extensional quotient of a ﬁnite tree is the extensional tree obtained by
repeated identiﬁcation of siblings deﬁning isomorphic subtrees.)
The above two examples are typical: we will show that every ﬁnitary
endofunctor H of Set can be presented, for some signature Σ =
⋃
n∈ω Σn, as
a quotient of the polynomial functor HΣ deﬁned on objects by
HΣX =
∐
n∈ω
Σn ×Xn
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and analogously on morphisms, HΣf =
∐
n∈ω(idΣn ×fn). That is, there is an
epitransformation (a natural transformation whose components are epimor-
phisms)
ε : HΣ → H.
Or, equivalently, H represents the equational presentation by all the basic
equations σ(x1, . . . , xn) = (y1, . . . , ym) for all σ ∈ Σn,  ∈ Σm and all vari-
ables xi, yj in a set X such that εX merges the two elements σ(xi) and (yj)
of HΣX. Now let ∼ be the congruence on the initial Σ-algebra (of all ﬁnite
Σ-trees) deﬁning a free H-algebra, i.e., the congruence of applications of the
given basic equations ﬁnitely many times. Then for the congruence ∼∗ on the
algebra of all ﬁnite and inﬁnite trees given by possibly inﬁnite applications of
the given equations we prove that
(a) a terminal H-coalgebra is the quotient of the terminal Σ-algebra (of all
inﬁnite Σ-trees) modulo ∼∗
and
(b) a free iterative theory on H is the theory of all rational Σ-trees modulo
the congruence ≈∗ deﬁned analogously to ∼∗ but for trees with variables.
The method of proving this result is coalgebraic. We ﬁrst describe a ter-
minal H-coalgebra, for every ﬁnitary endofunctor H, as TΣ/∼∗ where TΣ is
the coalgebra of all (inﬁnite) Σ-trees and ∼∗ is the above congruence. We ap-
ply this, then, to the ﬁnitary endofunctor H(−) +X. Here we use the result
of [AAMV] that terminal coalgebras, TX, of the functors H(−)+X form (the
object part of) a monad T which is completely iterative. In fact, T is a free
completely iterative monad on H. And as proved in [AMV], a free iterative
monad on H is a submonad of the monad T formed by solutions of all ﬁnite
systems of ﬂat equations.
Related Results I have been much inspired by the description of a terminal
coalgebra of Pf by M. Barr [B], see Example 1.2 above. Results of [AAMV]
mentioned above have been independently discovered by L. Moss [M].
2 A Description of Terminal Coalgebras
2.1 Assumption We assume throughout the present section that a ﬁnitary
endofunctor H of Set is given. Recall that this means one of the following
equivalent properties (see 4.3 in [AT]):
(i) H preserves ﬁltered colimits,
(ii) every element ofHX, whereX is an arbitrary set, lies in the image ofHm
for some ﬁnite subset m : M ↪→ X
and
(iii) H is a quotient of some polynomial functor HΣ.
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The last condition presents H via a ﬁnitary signature Σ and a natural trans-
formation
ε : HΣ → H
having epimorphic components. Therefore each component
εX :
∐
n∈ω
Σn ×Xn → HX
is fully described by its kernel equivalence, which we can present in the form
of equations
σ(xi) = (yj)
for σ,  ∈ Σ and for tuples σ(xi), (yj) in HΣX (where X is a set of variables
including all xi and yj and σ(xi) denotes the n-tuple (xi) in the summand
{σ} × Xn) satisfying εX
(
σ(xi)
)
= εX
(
(yj)
)
. We call the above equations
ε-equations for short. Observe that every ε-equation is basic, i.e., it equates
two ﬂat trees (which means trees of depth one with variables on all leaves).
Conversely, every variety of Σ-algebras presented by basic equations is the
category of H-algebras for some ﬁnitary endofunctor H of Set, see 3.3 in [AT].
2.2 Examples (i) The functor P2 assigning to a set A the set P2A of all
subsets of power at most 2 is a quotient of HΣ where
Σ0 = {b} and Σ2 = {β}.
Here
εX : X ×X + 1→P2X
sends a pair (x, y) to {x, y} and the unique element of 1 to ∅. The ε-equations
are all generated by the commutativity of β:
β(x, y) = β(y, x).
(ii) Consider the ﬁnite-power-set functor Pf of 1.2. Here we can use the
signature Σ where Σn contains a unique n-ary operation for any n = 0, 1, 2, . . .
and obtain a natural epitransformation
εX : 1 +X +X
2 +X3 + · · · →PfX
sending an n-tuple to the set of its members.
2.3 Notation AlgH denotes the category ofH-algebras, i.e., setsA equipped
with a structure morphism α : HA → A, and homomorphisms f between H-
algebras deﬁned by the commutativity of the following square
HA
α 
Hf

A
f

HA′ α′
A′
5
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An initial algebra, i.e., an initial object of AlgH (which exists, in fact, is
given by colimn∈ωHn∅, since H is ﬁnitary (see [ A]) is denoted by I and its
structure morphism by
HI
ϕ I.
2.4 Examples (i) If H = HΣ, then AlgHΣ is the usual category of Σ-al-
gebras and homomorphisms. There are several useful descriptions of IΣ, an
initial Σ-algebra; here we consider the following:
IΣ = the algebra of all ﬁnite Σ-trees.
Recall that a Σ-tree is a (rooted, ordered) labeled tree such that every node
of n children is labeled by an n-ary symbol in Σ. The structure morphism
ϕΣ : HΣIΣ → IΣ
is given by tree-tupling.
(ii) An initial P2-algebra I is just an initial algebra of the variety of Σ-al-
gebras [see 2.2 (i)], given by commutativity of β. Thus
I = IΣ/∼
where two ﬁnite binary trees s, r ∈ IΣ are congruent iﬀ we can get s from r
by swapping two siblings ﬁnitely many times.
2.5 Remark We have an embedding
AlgH ↪→ AlgHΣ
assigning to every H-algebra, HA
α−→ A, the Σ-algebra
HΣA
εA HA α A.
In fact, AlgH is a variety of Σ-algebras (presented by the given basic equa-
tions). Conversely, every Σ-algebra B has a reﬂection in AlgH: it is the
smallest quotient j : B → B/∼ such that B/∼ is an H-algebra (more pre-
cisely, a Σ-algebra whose structure morphism factorizes trough εB/∼):
HΣB
β 
HΣj

B
j

HΣ(B/∼) εB/∼
H(B/∼)
β
B/∼
2.6 Notation Given ε : HΣ → H, denote by
Σ⊥
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the signature obtained from Σ by adding a new nullary symbol ⊥. Then HΣ is
a subfunctor of HΣ⊥ and we denote by
u : HΣ → HΣ⊥
the natural transformation formed by the inclusion maps. This allows us to
view every Σ⊥-algebra, HΣ⊥A
α−→ A, as a Σ-algebra via
HΣA
uA HΣ⊥A
α A.
In particular, the algebra IΣ⊥ of ﬁnite Σ
⊥-trees is a Σ-algebra.
Deﬁnition Given a quotient ε : HΣ → H we denote by
J = IΣ⊥/∼
the reﬂection of the Σ-algebra IΣ⊥ in AlgH with the structure morphism ϕ:
HΣIΣ⊥
uI
Σ⊥ 
HΣj

HΣ⊥IΣ⊥
ϕ
Σ⊥  IΣ⊥
j

HΣJ εJ
HJ ϕ  J
In other words, for ﬁnite Σ⊥-trees s and r we have
s ∼ r iﬀ s can be obtained from r by using ε-equations (ﬁnitely many times).
2.7 Example For ε : HΣ → P2 as in 2.2 (i) the algebra IΣ⊥ consists of all
ﬁnite binary trees with leaves labeled by b or ⊥. And ∼ is the congruence of
commutativity of the binary operation, i.e., s ∼ r if s can be obtained from r
by swapping the children of one father ﬁnitely many times.
2.8 Notation We will denote by CoalgH the category of H-coalgebras, i.e.,
sets A equipped with a structure morphism α : A → HA, and homomor-
phisms f between H-coalgebras deﬁned by the commutativity by the following
square
A
α 
f

HA
Hf

A′ α′
HA′
Again, a terminal coalgebra, i.e., a terminal object of CoalgH, exists due
to the ﬁnitarity of H (see [B]), and we denote it by T with the structure
morphism
T
ψ HT.
Recall that by Lambek’s Lemma [L], ψ is an isomorphism; thus T can also be
viewed as an H-algebra.
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Example A terminal HΣ-coalgebra can be described as the coalgebra
TΣ
of all (ﬁnite and inﬁnite) Σ-trees. Here
ψΣ : TΣ → HΣTΣ
is given by parsing, i.e., the inverse of the tree-tupling.
2.9 Deﬁnition For every k = 0, 1, 2, . . . denote by
∂k : TΣ → TΣ⊥
the function cutting a given tree and level k at labeling all new leaves by ⊥.
Deﬁne a congruence ∼∗ on the Σ-algebra HΣTΣ ψ
−1
Σ−−−→ TΣ as follows:
s ∼∗ r iﬀ ∂ks ∼ ∂kr for all k = 0, 1, 2, . . . ,
where ∼ is the congruence of Deﬁnition 2.6.
Remark We prove in Theorem 2.11 below that ∼∗ is a congruence for H,
and that the quotient coalgebra
J∗ = TΣ/∼∗
of the H-algebra
TΣ
ψΣ HΣTΣ
εTΣ HTΣ
is a terminal. We denote by j∗ : TΣ → J∗ the quotient map.
2.10 Examples (i) For ε : HΣ →P2 of Example 2.2 (i) we have
b
b
b






∼∗
b
b
b




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because in IΣ⊥ we clearly have
(k = 0) ⊥ ∼ ⊥
(k = 1) b ⊥


∼ ⊥ b


(k = 2) b
b ⊥




∼ b
b⊥



etc.
(ii) For ε : HΣ →Pf of Example 2.2 (ii) we can describe
IΣ as the algebra of all ﬁnite (nonlabeled) trees,
IΣ⊥ as the algebra of all ﬁnite trees with leaves
partially labeled by ⊥,
and
TΣ as the algebra of all ﬁnite-branching trees.
(The operation labels can be left out here since n-ary operations are unique
for all n.) Recall the concept of extensional quotient of Example 1.2. The
congruence ∼ on IΣ⊥ is easily seen to be the following:
r ∼ s iﬀ the trees r, s have the same extensional quotient.
It was M. Barr who used in [B] the operation ∂k to describe a terminal coal-
gebra of Pf as TΣ/∼∗ for the above congruence ∼∗.
2.11 Theorem For every ﬁnitary endofunctor H a terminal coalgebra can be
described as the quotient
TΣ/∼∗
of a terminal HΣ-coalgebra TΣ (of all Σ-trees) modulo the congruence ∼∗of
Deﬁnition 2.9.
Remark More detailed: given a presentation of H as a quotient ε : HΣ → H
and deﬁning the quotient map j∗ : TΣ → TΣ/∼∗ as in 2.9, there exists a unique
structure of a coalgebra, ψ∗, on TΣ/∼∗ making j∗ a homomorphism:
TΣ
ψΣ 
j∗

HΣTΣ
εTΣ HTΣ
Hj∗

TΣ/∼∗ ψ∗
H(TΣ/∼∗)
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And the coalgebra TΣ/∼∗ is terminal for H.
We denote J∗ = TΣ/∼∗ .
Proof. We start with some preliminary facts.
(1) For every natural number k there is unique morphism ∂k such that the
following square
TΣ
∂k 
j∗

IΣ⊥
j

J∗
∂k
 J
commutes. Moreover, the cone (∂)k∈ω has the property that for every ﬁnite
set m : M ↪→ J∗ there is a k such that ∂k·m is a monomorphism.
In fact, the ﬁrst statement follows from the observation that given s, r ∈ TΣ
with j∗(s) = j∗(r), then j(∂ks) = j(∂kr), due to the deﬁnition of ∼∗.
For the latter statement, ﬁnd a ﬁnite set m0 : M0 ↪→ TΣ such that M is
the image of M0 under j
∗ and j∗m0 is a monomorphism. For this ﬁnite set M0
of Σ-trees there clearly exists k such that the cutting of all trees of M0 at
level k yields trees pairwise nonequivalent under ∼—in other words, j·∂k·m0
is a monomorphism. Choose f : M0 → M with mf = j∗m0 to conclude that,
since
∂k·m·f = j·∂k·m0
is a monomorphism, also ∂k·m is a monomorphism.
(2) The cone (H∂k)k∈ω is collectively monomorphic. In fact, given distinct
elements x, y ∈ HTΣ there exists a ﬁnite nonempty set m : M → J∗ with
x, y ∈ Hm[HM ] , see 2.1 (ii). Choose k with ∂k·m a monomorphism to
conclude H∂k(x) = H∂k(y).
(3) The morphism ϕ : HJ → J of Deﬁnition 2.6 is a monomorphism. In
fact, this states that given two tuples
s = σ(s1, . . . , sn) and r = (r1, . . . , rm)
in HΣIΣ⊥ with σ,  ∈ Σ, then if jϕΣ⊥uIΣ⊥ merges these tuples, then also
εJ ·HΣj merges them. In other words if s and r are considered as trees in IΣ⊥
(via ϕΣ⊥), then
s ∼ r implies εJ ·HΣj
(
σ(si)
)
= εJ ·HΣj
(
(rk)
)
.
To prove this, we can restrict ourselves to the case that s can be obtained
from r by a single application of some ε-equation. If the node of r at which
this equation is applied is not the root, then that node lies in the subtree l
for some l = 0, . . . ,m− 1. This implies
s = (r0, . . . , rl−1, sl, rl+1, . . . , rm−1)
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and j(sl) = j(rl), therefore
HΣj
(
σ(si)
)
= HΣj
(
(rk)
)
.
If the above node is he root of r, then the ε-equation we apply has to have
form
σ(x0, . . . , xn−1) = (y0, . . . , ym−1)
where xi and yk are variables of a set X, and for some function f : X → IΣ⊥
we have
si = f(xi) and rj = f(yj).
Since the given equation is an ε-equation, i.e., the two tuples are merged by εX ,
the naturality of ε yields
εJ ·HΣj
(
σ(si)
)
= εJ ·HΣj·HΣf
(
σ(xi)
)
= Hj·Hf ·εX
(
σ(xi)
)
= Hj·Hf ·εX ·
(
(yk)
)
= εJ ·HΣj·HΣf
(
(yk)
)
= εJ ·HΣj
(
(rk)
)
.
(4) For each k ∈ ω the following squares
TΣ
∂k+1 
ψΣ

IΣ⊥
HΣTΣ uTΣ
HΣ⊥TΣ H
Σ⊥∂k
HΣ⊥IΣ⊥
ϕ
Σ⊥

and
J∗
∂k+1 
ϕ∗

J
HJ∗
H∂k
HJ
ϕ

commute. In fact,the left-hand square commutes because for every tree s =
σ(si) in Tk the cutting of s at level k+1 can be performed by cutting each si
at level k, i.e.,
∂k+1s = σ(∂ksi).
To prove that the right-hand square commutes, use the fact that j∗ : TΣ → J∗
is an epimorphism with
∂k+1j
∗ = j·∂k+1 by (1) above
= j·ϕΣ⊥·HΣ⊥∂k·uTΣ ·ψΣ see the left-hand square
= j·ϕΣ⊥·uIΣ⊥ ·HΣ∂k·ψΣ by naturality of u
= ϕ·εJ ·HΣ(j·∂k)·ψΣ by 2.6
= ϕ·H(j·∂k)·εTΣ·ψΣ by naturality of ε
= ϕ·H(∂k·j∗)·εTΣ·ψΣ by (1) above
= ϕ·H∂k·ϕ∗·j∗ by Remark 2.11.
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(5) The morphism ψ∗ : J∗ → HJ∗ is well-deﬁned in the above Remark. In
other words, the kernel equivalence of j∗ contains the kernel equivalence of
β
def
= Hj∗·εTΣ·ψΣ : TΣ → HJ∗.
Since the cone of all ϕ·H∂k : HJ∗ → J (k ∈ ω) is monomorphic by (2) and (3)
above, it is suﬃcient to show that the kernel equivalence of j∗ contains that
of the cone (ϕ·H∂k·β). In fact, we prove that
ϕ·H∂k·β = j·∂k+1 for all k ∈ ω,
which proves the statement since (by deﬁnition of ∼∗ and j∗) we have j∗(s) =
j∗(r) iﬀ j·∂k+1(s) = j·∂k+1(r) for all k ∈ ω. The proof is as follows:
ϕ·H∂k·β = ϕ·(H∂k·εJ∗)·HΣj∗·ψΣ by deﬁnition of β
= ϕ·εJ ·HΣ(∂kj∗)·ψΣ by naturality of ε
= ϕ·εJ ·HΣ(j·∂k)·ψΣ by (1) above
= j·ϕΣ⊥·uIΣ⊥ ·HΣ∂k·ψΣ by Deﬁnition 2.5
= j·ϕΣ⊥·HΣ⊥∂k·uTΣ ·ψΣ by naturality of u
= j·∂k+1 by (4) above.
(6) The coalgebra J∗ is terminal. In fact, given a coalgebra C
γ−→ HC,
choose a morphism
m : HC → HΣC with εCm = id.
From the HΣ-coalgebra C
γ−→ HC m−−→ HΣC we have a unique homomor-
phism f : C → TΣ in CoalgHΣ. We obtain a homomorphism j∗·f : C → J∗
in CoalgH.
To prove the uniqueness of that homomorphism, let h1, h2 : C → J∗ be
homomorphisms of H-coalgebras. Since (1) implies that cone (∂k)k∈ω is col-
lectively monomorphic, it is suﬃcient to prove
∂kh1 = ∂kh2 for all k ∈ ω.
We proceed by induction in k.
Case k = 0. The function ∂0 is constant (with value ⊥), thus, it follows
that ∂0 is also constant.
Induction step. Since ht is a homomorphism for t = 1, 2, it follows from
(4) above that
∂k+1ht = ϕ·H∂k·ϕ∗·ht = ϕ·H(∂kht)·γ.
Thus, from ∂kh1 = ∂kh2 we conclude ∂k+1h1 = ∂k+1h2. ✷
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3 A Description of Completely Iterative Monads
3.1 We use the terminology of [AAMV]. Given a ﬁnitary endofunctor H,
presented as in 2.1 above, we denote by TΣ the free completely iterative monad
on HΣ (of inﬁnite Σ-trees) and by TH the free completely iterative monad on
H. The signature obtained from Σ by adding new nullary operation symbols
from a set X is denoted by Σ +X.
3.2 Remark For every ﬁnitary functor H, see 2.1, and every set X we have
a quotient
ε+ idX : HΣ+X = HΣ(−) +X → H(−) +X.
Observe that ε-equations, as deﬁned in 2.1, are precisely the same as (ε+idX)-
equations. Denote by
∼X
the corresponding congruence on the (Σ+X)-algebra IΣ⊥+X , see Deﬁnition 2.6.
(For X = ∅ the choice of a new symbol ⊥ is superﬂuous—instead, any element
of X would have done.)
Further, let
∼∗X
denote the congruence on TΣX = TΣ+X of Deﬁnition 2.9 given by applying the
ε-equations ﬁnitely or inﬁnitely many times. That is, Σ-trees s and r over X
are congruent iﬀ ∂ks ∼X ∂kr holds for all k ∈ ω.
3.3 Example For H = P2 , see 2.2 (i), the congruence ∼X on the alge-
bra TΣ⊥+X (of all ﬁnite binary trees with leaves labeled in X + {b,⊥} and
inner nodes labeled by β) is just the commutativity of the operation β. And
∼∗X is the congruence on the algebra TΣ+X (of all binary trees with leaves
labeled in X + {b}) which uses the commutativity ﬁnitely or inﬁnitely many
times.
3.4 Theorem For every ﬁnitary endofunctor H of Set a free completely it-
erative monad TH on H can be deﬁned as the quotient of the tree monad TΣ
modulo the monad congruence ∼∗X (X a set).
Remark More detailed: given a presentation as a quotient ε : HΣ → H,
then for the free completely iterative monad TH on H we have a monad
homomorphism h : TΣ → TH whose components hX are epimorphisms with
the kernel equivalence ∼∗X .
Proof. The universal property of TΣ yields a monad homomorphism
h : TΣ → TH with surjective components. We know from Theorem 2.11 that
a terminal coalgebra, TX, of the ﬁnitary endofunctor H(−) + X can be ob-
tained from the tree coalgebra TΣX = TΣ+X modulo the congruence ∼∗X .
Consequently, ∼∗X is the kernel equivalence of hX : TΣX → TX. ✷
13
Ada´mek
4 Description of Iterative Monads
4.1 Recall from [BE] or [E] that iterative monads are those ideal monads S
which have a unique solution for every guarded equation morphism e : X →
S(Y + Y ) with X and Y ﬁnite.
Example (see [EBT]). Recall from the Introduction that a tree in TΣX is
called rational provided that it has only ﬁnitely subtrees. The tree monad TΣ
has a submonad RΣ formed by all rational Σ-trees. More precisely, put
RΣ = (RΣ, η, µ)
where RΣ assigns to every set X the subalgebra RΣX of TΣX of all rational
trees, ηX sends x to the singleton tree labeled by x, and µX is given by
tree tupling. (It is easy to see that a tree-tupling of rational trees is always
rational.)
4.2 Theorem (see [EBT]). The rational-tree monad RΣ is a free iterative
monad on the signature Σ.
4.3 Remark Given a ﬁnitary endofunctor H of Set, we deﬁne in [AMV] a
subfunctor R of the above free iterative monad TH on H by
RY =
⋃
e†[Y ]
where the union ranges over all ﬂat equation morphisms e : X → HX + Y
with X ﬁnite and edag denotes the unique solution of e ).
4.4 Theorem (see AMV]). Every ﬁnitary endofunctor H of Set generates
a free iterative monad, viz, the submonad RH of TH carried by the above
subfunctor R.
4.5 Notation Let H be a ﬁnitary endofunctor of Set represented as a quo-
tient
ε : HΣ → H.
For every set X we denote by ≈∗X the congruence on the rational-tree alge-
bra RΣX which is the restriction of the congruence ∼∗X of 3.2. That is, two
rational Σ-trees s and r over X are congruent iﬀ r can be obtained from s by
(potentially) inﬁnite applications of ε-equations—i.e., iﬀ ∂ks ∼X ∂kr for all
k ∈ ω.
4.6 Theorem (Description of free iterative monads) For every ﬁnitary end-
ofunctor H on Set a free iterative monad RH on H can be described as the
quotient of the rational-tree-monad RΣ modulo the monad congruence ≈∗X (X
a set).
Remark We thus exhibit, for every presentation of H as a quotient ε : HΣ →
H, a monad homomorphism h : RΣ → R whose components hX are epimor-
phisms with the kernel equivalence ≈∗X .
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Proof. Denote by
k : TΣ → TH
the quotient of Theorem 3.4. Observe that for every ﬂat equation morphism
e : X → HΣX + Y w.r.t Σ we obtain a ﬂat equation morphism
e ≡ X e−→ HΣX + Y εX+idY−−−−−→ HX + Y
w.r.t H such that the following triangle
(3)
X
e†




e†





TΣY kY
TY
commutes. In fact, since e† is a coalgebra homomorphism w.r.t HΣ(−) + Y
(see [AAMV], Solution Lemma 3.4 ) so is kY e
†, and this clearly implies that
kY e
† is a coalgebra homomorphism w.r.t HΣ(−) + Y . Since TY is terminal,
we conclude e† = kY e†.
This implies that kY has a domain-codomain restriction hY : RΣY → RY .
In fact, every element r of RΣY is a solution of some ﬂat system e : X →
HΣX + Y with X ﬁnite, more precisely, r = e
†(x) for some x ∈ X. Then
kY (r) = kY e
†(x) = e(x) ∈ RY.
Since k : TΣ → T is a natural transformation, it follows that the maps hY form
a natural transformation h : RΣ → R. Moreover, h is a monad morphism,
h : RΣ → R, because it is a restriction of the monad morphism k : TΣ → T
to submonads.
It remains to prove that hY is surjective. To this end, for every ﬂat equation
e : X → HX + Y choose a splitting of εX :
u : HX → HΣX, εXu = id
and consider the ﬂat equation e = (u + idY )e : X → HΣX + Y w.r.t. HΣ.
Then the above triangle (3) commutes. To verify this, we only need to prove
that e† is a coalgebra homomorphism w.r.t. H(−)+Y from e to the coalgebra
TΣY ∼= HΣTΣY +Y
εTΣY +id−−−−−−→ H(TΣY )+Y . In fact, from the Solution Lemma
of [AAMV] we know that e† is a coalgebra homomorphism from e to TΣY .
That is, in the following diagram
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X
e 
e†

HX + Y
u+idY 








HΣX + Y
HΣe
†+idY

εX+idY
 



HX + Y
He†+idY

H(TΣY ) + Y
TΣY ∼=
HΣ(TΣY ) + Y
εTΣY +idY
 
the outward square commutes. Since the right-hand square commutes by
naturality of ε, it follows that e† is a homomorphism from e w.r.t H(−) + Y ,
as requested. This shows that hY is surjective: every element r ∈ RY has
the form r = e†(x) for some ﬂat equation e : X → HX + Y with X ﬁnite and
some x ∈ X, and then we have
r = hY
(
e†(x)
)
with e†(x) ∈ RΣY. ✷
References
[AAMV] Aczel, P., Ada´mek, J., Milius, S. and Velebil, J.: “Inﬁnite Trees and
Completely Iterative Theories”; to appear in Theor. Comps. Science.
[AMV] Ada´mek, J., Milius, S. and Velebil, J.: “On Rational Monads and Free
Iterative Theories”; Electr. Notes Theor. Comp. Science 69 (2002)
[AT] Ada´mek, J. and Trnkova´, V.: “Automata and Algebras in Categories”;
Academic Publishers, Dordrecht (1990)
[B] Barr, M.: “Terminal Coalgebras in Well-founded Set Theory”; Theor.
Comp. Science 124(1994), 182–192.
[BE] Bloom, S. L. and E´sik, Z.: “Iteration Theories: The Equational Logic of
Iterative Processes”; EATCS Monograph Series on Theoretical Computer
Science, Springer-Verlag (1993)
[E] Elgot, C. C.: “Monadic Computation and Iterative Algebraic Theories”;
in: Logic Colloquium ’73 (eds: H. E. Rose and J. C. Shepherdson), North-
Holland Publishers, Amsterodam (1975), 175–230.
[EBT] Elgot, C. C., Bloom, S. L. and Tindell, R.: “On the Algebraic Structure
of Rooted Trees”; J. Comp. Syst. Sciences, 16(1978), 361–399.
[L] Lambek, J.: “A Fixpoint Theorem for Complete Categories”; Math. Z.,
103(1968), 151–161.
[M] Moss, L.: “Parametric Corecursion”; Theoretical Computer Science,
260(2001), 139–163.
16
