We prove that the 2d Euler equation is globally well-posed in a space of vector fields having spatial asymptotic expansion at infinity of any a priori given order. The asymptotic coefficients of the solutions are holomorphic functions of t, do not involve (spacial) logarithmic terms, and develop even when the initial data has fast decay at infinity. We discuss the evolution in time of the asymptotic terms and their approximation properties.
Introduction
The objective of this paper is to study the spatial asymptotic behavior at infinity of the solutions of the 2d Euler equation on R 2 . We do this by introducing a specific scale of Banach spaces of vector fields on R 2 that captures the asymptotic phenomena arising at the spatial infinity of the solutions of the equation. We prove that the 2d Euler equation is globally well-posed in this scale of spaces and show that the corresponding solutions are well approximated by their asymptotic part.
Recall that the incompressible Euler equation on R d with d ≥ 2 is given by
where v(x, t) is the velocity of the fluid and p(x, t) is the scalar pressure. The divergence div and the covariant derivative ∇ are computed with respect to the Euclidean metric on R d . It was proven in [17] that the Euler equation (1) is locally well-posed in the class of asymptotic vector fields on R d . An asymptotic vector field can be written in the form v(x) = a 0 (θ) + a 0 1 (θ) + a 1 1 (θ) log r r + ... + a 0 N (θ) + ... + a N N (θ)(log r) N r N + f (x), |x| ≥ 1/2,
where r ≡ r(x) := |x|, θ ≡ θ(x) := x/|x| is a point on the unit sphere S d−1 , N ≥ 0 is a given integer, the coefficients a j k for 0 ≤ k ≤ N and 0 ≤ j ≤ k are continuous vector-valued functions on the sphere a j k : S d−1 → R d having an additional regularity, and f : R d → R d is the remainder that belongs to a weighted Sobolev space on R d so that it is continuous and f (x) = o(1/r N ) as r → ∞. The class of asymptotic vector fields is denoted by A m,p N ;0 where m > d/p is a regularity exponent and 1 < p < ∞. (We refer for the details to [17, Section 2] .) In this sense, any vector field in A m,p N ;0 has partial asymptotic expansion at infinity of order N . There are two points worth mentioning. The first one is that the class A m,p N ;0 of asymptotic vector fields is natural for the Euler equation for the following reason: if we take a generic initial data v 0 of order o 1/r N with N ≥ d + 1, the corresponding local solution of the Euler equation develops at spatial infinity an asymptotic expansion of the form (2) with non-vanishing leading asymptotic term a(θ)/r d+1 (cf. [17, Example 2, Appendix B] as well as, its generalization, Corollary 1.3 below). The second remark is that if we take a generic initial data of the form (2) with vanishing coefficients in front of the log terms then the local solution of the Euler equation develops an asymptotics expansion with non-vanishing log terms. These log terms appear because the space A m,p with vanishing log terms imposes no restrictions on the spherical Fourier modes of the coefficients a 0 k , 0 ≤ k ≤ N (cf. [17, Example 1, Appendix B] as well as Remark 1.1 below).
As mentioned above, in this work we restrict our attention to the two dimensional case d = 2. Our first objective is to answer the following questions: 1) Is there a closed subspace of the asymptotic space A m,p N ;0 that is invariant with respect to the Euler equation, closed (within the scale) with respect to the commutator of vector fields, and has an asymptotic part without log terms?
2) Are the solutions of the Euler equation in such a space global in time?
We will show that the answer to the both questions is positive. An important ingredient of our analysis is that we identify R 2 with the complex plane C by setting z = x + iy for (x, y) ∈ R 2 and re-write the Euler equation (1) in complex form as u t + uu z +ūuz = −2pz, div u = u z +ūz = 0, u| t=0 = u 0 ,
where u : C → C is the holomorphic component of the fluid velocity v (i.e., u(z,z) := v 1 (z,z) + iv 2 (z,z) where (v 1 , v 2 ) are the components of the velocity vector field v) and the subscripts z andz denote the partial differentiations with respect to the Cauchy operators ∂ z and ∂z respectively (see Appendix B). With this identification in mind, we define for integer m > 2/p and N ≥ 0 the following asymptotic space of vector fields on R 2 ,
where χ : R → R is a C ∞ -smooth cut-off function such that χ(ρ) = 1 for |ρ| ≥ 2, χ(ρ) = 0 for |ρ| ≤ 1, and 0 ≤ χ 
where we implicitly assume in the sums that k, l ≥ 0. Here W m,p δ denotes the weighted Sobolev space with weight δ ∈ R and regularity exponent m ≥ 0,
supplied with the norm f W m,p δ := |α|≤m z δ+|α| ∂ α f L p where z := 1+|z| 2 1/2 . The asymptotic space Z m,p N is a Banach algebra with respect to the pointwise multiplication of complex-valued functions. The weight γ N and the regularity m > 2/p in (4) are chosen so that the remainder f ∈ W m,p γN is of order o 1/r N as r → ∞. More specifically, we choose γ N := N + γ 0 where the number γ 0 with 0 < γ 0 + (2/p) < 1 is fixed and does not depend on the choice of the order of the asymptotic N ≥ 0 or the regularity exponents m > 2/p. As mentioned above, f ∈ W m,p γN with m > d/p implies that f is of order o 1/r N as r → ∞ (see e.g. Proposition A.1 (ii) and Remark A.2 in Appendix A). In this way, the elements u of Z m,p N represent vector fields v = (v 1 , v 2 ) on R 2 that have asymptotic expansion at infinity of the form (2) without log terms. where we omit the summation term if n = N + 1 and set Z m,p N +1,N ≡ W m,p γN . One of the main result of this work is the following theorem proven in Section 5. 
are holomorphic functions of t in an open neighborhood of [0, ∞) in C.
Remark 1.2. Note that the remainder f : [0, ∞) → W m,p γN of the solution (7) given by Theorem 1.1 is not necessarily holomorphic in time. z kzl + f (t), f (t) ∈ W m,p γN . Then, for any divergence free initial data u 0 ∈ Z m,p N , the asymptotic coefficient a 10 (t) vanishes and the coefficients a 00 (t) and a 01 (t) are independent of t ∈ [0, ∞). In addition, if N ≥ 2 then for any t ∈ [0, ∞) we have that a 20 (t) = a 11 (t) = 0 and a 02 (t) = a 02 (0) + a 00 (0) a 01 (0) t.
(i) For 0 ≤ n ≤ 3 the asymptotic space Z m,p n,N , n ≤ N + 1, is invariant with respect to the 2d Euler equation.
(ii) For any u 0 ∈ Z m,p n,N , 3 < n ≤ N + 1, the solution u ∈ C [0, ∞), Z m,p N ∩ C 1 [0, ∞), Z m−1,p N of the 2d Euler equation given by Theorem 1.1 is of the form
where a 0k (t) = 1 π ω 0 , ϕ(t) k−1 , 3 ≤ k ≤ n, ω 0 := i curl u 0 is the initial (complex) vorticity 1 n,N div w = 0 of divergence free vector fields in Z m,p n,N such that for any u 0 ∈ N n,N and for any 3 ≤ k ≤ n the coefficient a 0k (t) in (8) does not vanish for almost any t > 0. Remark 1.5. It follows from Proposition 1.2 (ii), (iii), that the asymptotic space Z m,p n,N with 3 < n ≤ N + 1 is not invariant with respect to the 2d Euler equation. The elements of Z m,p 2,N , N ≥ 1, have finite kinetic energy E(u) ≡ 1 2 (u,ū). By Proposition 1.1 and Proposition 1.2 the asymptotic space Z m,p 2,N is invariant with respect to the 2d Euler equation and for N ≥ 2 has a constant in time leading asymptotic coefficient a 02 (t) = a 02 (0). By taking n = N + 1 in Proposition 1.2 and then by using that Z m,p n,N ≡ W m,p γN we obtain from Proposition 1.2 (ii), (iii), the following generalization of Corollary 1.1. 
where N δ is the integer part of δ+(2/p). The solution depends continuously on the initial data u 0 ∈ W m,p δ in the sense of Theorem 1. Another application of Theorem 1.1 is the global well-posedness of the 2d Euler equation in the Fréchet space of "symbols" Z ∞ (cf. [7, 9] ). More specifically, denote by Z ∞ the space of C ∞ -smooth vector fields u on R 2 that have an asymptotic expansion at infinity of infinite order
The meaning of this asymptotic formula is that for any truncation number N ≥ 0 and for any multiindex α ∈ Z 2 ≥0 there exists a constant C N,α > 0 such that
The conditions in (10) give a set of semi-norms on the space of C ∞ -smooth vector fields on R 2 that define a Fréchet topology on Z ∞ . The following theorem follows from Theorem 1.1, Proposition A.1 (ii) and Remark A.2 in Appendix A.
Theorem 1.2. The 2d Euler equation is globally well-posed in the Fréchet space Z ∞ of C ∞ -smooth vector fields allowing asymptotic expansion at infinity of infinite order. In particular, the solution depends continuously on the initial data u 0 ∈ Z ∞ in the sense that for any T > 0 the data-to-solution map Let us briefly discuss this result. If we pick an initial data u 0 ∈ Z ∞ that is a finite sum of asymptotic terms u 0 = χ n≤k+l≤N a 0 kl z kzl , 0 ≤ n ≤ N , with non-vanishing coefficients, then, by Theorem 1.2, the corresponding solution of the 2d Euler equation will lie in the space of symbols Z ∞ for any t ≥ 0. In particular, the solution will satisfy the infinite set of decay conditions (10) and we will have that a kl (t) = 0 for any n ≤ k + l ≤ N and for almost any t ≥ 0. By Proposition 1.2 (ii), for n > 3 the solution can develop lower order asymptotics of the form 3≤k≤n−1 a 0k (t) z k . Moreover, by the last statement of Lemma 4.3 in Section 4, we can perturb u 0 by an element of C ∞ c with support concentrated in a neighborhood of zero so that such lower order asymptotic terms appear and we have that a 0k (t) = 0 for 3 ≤ k ≤ n − 1 and for almost any t > 0. Note also that for any infinite sequence of coefficients a 0 kl , k + l ≥ 0, that satisfy a divergence free condition (see Remark 1.4) we can construct a divergence free u 0 ∈ Z ∞ such that u 0 ∼ k+l≥0 a 0 kl z kzl by using arguments similar to those used to prove the classical Borel theorem (see e.g. [2, §3.3] , [26, Proposition 3.5] as well as the proof of Lemma 4.3 in Section 4). For any such u 0 we obtain a unique solution of the 2d Euler equation in Z ∞ that depends continuously on the initial data in Z ∞ . The following corollary (see Section 4 for the proof) shows that infinite number of spatial asymptotics terms of the solutions of the 2d Euler equation appear generically from initial data in the Schwartz space. Corollary 1.3. There exists a dense set N inside the closed linear space of divergence free vector fields
where for any k ≥ 3 we have that a 0k (t) = 0 for almost any t > 0.
Note that Theorem 1.1 also implies that for any u 0 ∈ Z m,p N and for any T > 0 the asymptotic part (7) we conclude that there exists C T > 0 such that f (t) W m,p γ N < C T for any t ∈ [0, T ]. By combining this with Proposition A.1 (ii) and Remark A.2 in Appendix A, we then conclude that for any multi-index α ∈ Z ≥0 , 0 ≤ |α| < m − (2/p), we have that for any R ≥ 2,
uniformly for t ∈ [0, T ] and for z ∈ C such that |z| ≥ R and R ≥ 2. Moreover, this formula holds locally uniformly on the choice of u 0 ∈ Z m,p N . The question whether a long time version of (11) holds is open. Multi dimensional analogs of the asymptotic spaces Z m,p N as well as local in time versions of the results above can also be proved but they require various technical restrictions on the spherical modes in the asymptotic spaces and will be discussed separately.
Related work. There is a vast literature on the well-posedness of the incompressible Euler equation (see e.g. [3, 11] and the references therein). The existence of solution of the Euler equations in weighted Sobolev space was studied in [6] . Solutions of the KdV and mKdV in symbol classes on the line are considered in [7, 9] . Various asymptotic spaces and groups of asymptotic diffeomorphisms were defined and studied in [15, 16] . The local existence of the Euler equation in asymptotic spaces involving log terms was established in [17] . Finally, note that specific spatial decay and even certain asymptotic expansions are known to naturally appear for the solutions of the Navier-Stokes equation with rapidly decreasing initial data (see e.g. [20, 5, 4, 12] and the references therein).
Organization of the paper. The paper is organized as follows. In Section 2 we define a class of diffeomorphisms ZD m,p N of R 2 and prove that they form a topological group with Banach manifold structure modeled on Z m,p N . The group ZD m,p N has additional regularity properties summarized in Theorem 2.1. At the end of the section we prove that there exists a natural real analytic homomorphism ρ : ZD m,p N → A onto a finite dimensional Lie group A. In Section 3 we study in detail the properties of the Cauchy operators ∂ z when acting on the scale of spaces Z m,p N . In particular, we prove Theorem 3.2 that characterizes the image of the Cauchy operator in this scale. The local existence and uniqueness of solutions of the 2d Euler equation in Z m,p N , as well as the statements characterizing the behavior of the asymptotic coefficients are proven in Section 4. The global existence is proven in Section 5. We conclude the paper with two appendices where we prove several technical results used in the main body of the paper.
Asymptotic spaces and maps
In this section we study the properties of the Banach algebra Z m,p N and an associated group of diffeomorphisms ZD m,p N of R 2 . In particular, we prove in Theorem 2.1 that ZD m,p N is a topological group with additional regularity properties of the composition and the inversion of the diffeomorphisms. At the end of the section we construct a real analytic homomorphism of ZD m,p N onto a finite dimensional Lie group A that is used in Section 4 to prove the analyticity of the asymptotic coefficients of the solutions of the 2d Euler equation given by Theorem 1.1.
The (iii) For m > 2/p and for any 0 ≤ n 1 ≤ N 1 and 0 ≤ n 2 ≤ N 2 the map
where n := n 1 + n 2 and N := min(n 1 + N 2 , n 2 + N 1 ) is bounded. In particular, Z m,p N is a Banach algebra for any N ≥ 0. For a given R > 0 and m > 2/p define the auxiliary space
where B c R := z ∈ C |z| > R and W m,p γN (B c R ) denotes the weighted Sobolev space,
In addition to this norm we will also consider the equivalent norm on Z m,p
For R > 0 denote B R := z ∈ C |z| < R . The proof of the following lemma is straightforward. 
is a Banach algebra with respect to pointwise multiplication of complex-valued functions. Moreover, this space has the following uniform in R ≥ 1 multiplicative property that is proved in Appendix A.
. The notion of a Banach algebra we adopt in this paper does not require that the constant C above is equal to one. We will also need the following lemma. Proof of Lemma 2.3. We will assume without loss of generality that the leading asymptotic term a 00 of v ∈ Z m,p N is equal to one. Then, by (13) 
where C > 0 is the constant appearing in Lemma 2.2. Then we have,
where the series converges in Z m,p N (B c R ). The series also converges pointwisely by Lemma A.3 (ii). In particular, we see that 1/v ∈ Z 
where Diff 1 + (R 2 ) denotes the group of C 1 -smooth orientation preserving diffeomorphisms of R 2 . As described in the Introduction, we identify R 2 with the complex plane C and by following the standard notation in complex analysis write ϕ(z,z) = z + u(z,z) for z ∈ C. It follows easily from Hadamard-Levy's theorem (see e.g. 
where I is the identity 2 × 2 matrix and du denotes the Jacobian matrix of the map u : R 2 → R 2 . In fact, for any given C 1 -diffeomorphism ϕ ∈ ZD m,p N , ϕ = z + u, u ∈ Z m,p N , we obtain from Proposition 2.2 that du ∈ Z m−1,p 1,N +1 , and hence, the entries of du are continuous functions of order O(1/r) as r → ∞ (cf. Proposition A.1 and Remark A.2 in Appendix A). This, together with the fact that ϕ is an orientation preserving C 1 -diffeomorphism, then implies that there exists ε > 0 such that (15) 
loc by Corollary 6.1 (b) in [16] . Hence, u • ϕ ∈ Z m,p N by Lemma 2.1. By arguing in the same way one also treats the case when u = χ/z. Since Z m,p N is an algebra, the statement of the lemma holds for u = χ/z k and u = χ/z k with k ≥ 1. Finally, if u belongs to the remainder space W m,p γN then u • ϕ ∈ W m,p γN by Corollary 6.1 (b) in [16] and the fact that m > 1 + (2/p). This completes the proof of the lemma for the space Z m,p N . The case when u belongs to the auxiliary space Z m,p N follows easily by the same arguments.
Remark 2.1. Formula (17) implies that for u = χ/z and for any ϕ ∈ ZD m,p N we have that
and a similar formula for u = χ/z. This, together with Proposition 2.2 and Lemma 6.5 in [16] , then shows that the following stronger statement holds: for any ϕ ∈ ZD m,p N and for any u ∈ Z m,p n,N , 0 ≤ n ≤ N + 1 we have that u • ϕ ∈ Z m,p n,N . As a corollary we obtain the following proposition. 
Since, the composition of C 1 -diffeomorphisms is again a C 1 -diffeomorphism we then conclude that ϕ • ψ ∈ ZD m,p N . The last statement of the proposition then follows from the analogous result for the asymptotic group AD m,p N (see [16, Proposition 5.1] ) and the fact that ZD m,p N is a closed submanifold in AD m,p N . The following three lemmas are needed for the proof that ZD m,p N is closed under the inversion of the diffeomorphisms. we have that F (ϕ, I(ϕ)) = id and I(id) = id. In particular, we see that I(ϕ) = ϕ −1 ∈ ZD m−1,p N for any ϕ ∈ U ⊆ ZD m,p N . A simple bootstrapping argument then shows that ϕ −1 ∈ ZD m,p N . In fact, by taking the pointwise derivative in the equality ϕ −1 • ϕ = id we easily obtain that
Recall that (dϕ) −1 = Adj(dϕ)/ det(dϕ) where Adj(dϕ) is the transpose of the cofactor matrix of dϕ,
and ϕ = z + w with w ∈ Z m,p N . Since ϕ ∈ ZD m,p N , we obtain from the Banach algebra property of Z m−1,p N that the matrix elements of Adj(dϕ) belong to Z m−1,p N . For simplicity of notation we will write Adj(dϕ) ∈ Z is not path connected we have the following weaker version of path connectedness that is sufficient for our purposes. Proof of Lemma 2.6. The proof of this lemma follows the lines of the proof of Lemma 7.2 in [16] . In fact, take ϕ ∈ ZD m,p N such that ϕ = z + u and u = 0≤k+l≤N
of the diffeomorphism ϕ ∈ ZD m,p N where χ R (x, y) := χ |z|/R for (x, y) ∈ R 2 and R ≥ 1, and χ is the cut-off function appearing in the definition of Z m,p N . It is clear that γ(1) = ϕ and γ(0) = id + f where f ∈ H m,p has compact support. Hence, we will conclude the proof of the lemma if we show that γ(s) is an orientation preserving C 1 -diffeomorphism of R 2 for any s ∈ [0, 1]. Since the Jacobian matrix of the vector field (s−1)
see that by choosing R ≥ 1 sufficiently large we obtain that there exists ε > 0 such that det[dγ(s)] > ε uniformly on R 2 and s ∈ [0, 1]. Then, by Hadamard-Levy's theorem, γ(s) is an orientation preserving diffeomorphism of R 2 for any s ∈ [0, 1]. This completes the proof of the lemma.
We will also need the following lemma. 
This lemma follows directly from the regularity statement in Proposition 2.3 and the inverse function theorem. Now we are ready to prove that ZD m,p N with m > 3 + (2/p) is closed under the inversion of diffeomorphisms. More specifically, we prove the following: Proposition 2.4. For m > 3 + (2/p) and for any ϕ ∈ ZD m,p N we have that ϕ −1 ∈ ZD m,p N . In addition, the inversion map ϕ → ϕ −1 , ZD m,p N → ZD m,p N , is continuous and the associated map
Proof of Proposition 2.4. Take ϕ ∈ ZD m,p N . By Lemma 2.6, there exists a continuous path γ :
. Since f has compact support, we obtain that ψ −1 0 = id + g where g has compact support. This implies that ψ −1 0 ∈ ZD m,p N with vanishing asymptotic part. By Lemma 2.5 and Lemma 2.7, for any given t ∈ [0, 1] we can find an open neighborhood U t of the identity in ZD m−1,p N with the property that 
where t 0 = 0 and t ℓ = 1. We will assume without loss of generality
The bootstrapping argument from the proof of Lemma 2.5 now implies that ϕ −1 ∈ ZD m,p N . The last statement of the proposition follows from the analogous results for the asymptotic group AD m,p N (see [16, Proposition 5.2] , [19] ) and the fact that Z m,p N is a closed submanifold in AD m,p N . By combining Proposition 2.3 with Proposition 2.4 we obtain the following important z kzl , that we identify with a point in C M = R 2M represented by the real and the imaginary part of the asymptotic coefficients a kl , 0 ≤ k + l ≤ N . Here M ≡ M N denotes the total number of the asymptotic coefficients. In this way we obtain the real analytic map ρ :
Denote by A ≡ A N the image of (22) in R 2M . Obviously, A is an open set in R 2M . Let us introduce the following multiplication operation on the elements of A: Take a, b ∈ A. Then, for ϕ, ψ ∈ ZD m,p N such that a = ρ(ϕ) and b = ρ(ψ), we set
It is clear from the arguments in the proof of Lemma 2.4 that the definition above is independent of the choice of ϕ, ψ ∈ ZD m,p N such that a = ρ(ϕ) and b = ρ(ψ) and that
is a polynomial map. Since the composition of diffeomorphisms is associative, we see from (23) that the ⋆-product is associative (but not commutative). The element of A corresponding to 0 ∈ R 2M is the identity element e ∈ A. Since ZD m,p N is a group, one also concludes from (23) that the elements of A are invertible and for a = ρ(ϕ) we have that a −1 = ρ(ϕ −1 ). This shows that A ≡ A N is a group. Note that for N = 0 we have that A 0 , ⋆ = R 2 , + . In fact, we have the following proposition. Proof of Proposition 2.5. It remains to prove item (i) only. As described above, we identify the elements
defined in an open neighborhood of zero (that corresponds to the identity element e). 3 Since e ⋆ e = e and a ⋆ e = a, we obtain that for any a ∈ R 2M , F (0, 0) = 0 and F (a, 0) = a.
In particular, the partial derivative of F with respect to the first argument D 1 F (0, 0) is the identity 2M × 2M matrix. Hence, by the inverse function theorem, there exists an open neighborhood U (e) of the zero in R 2M and a unique real analytic map
. This implies that for any b ∈ U (e) we have that
and hence, the inverse operation in A is real analytic in the open neighborhood U (e). Further, we argue as in the proof of Proposition 2.4: Take an arbitrary element a • ∈ A. Then, since a • is invertible, we obtain from the inverse function theorem that the right and the left translation a
Note that for any c ∈ U (a • ) we have that c = a ⋆ a • and hence
Since the maps L a −1
: A → A, and I U : U (e) → A appearing on the right hand side of the formula above are real analytic, we conclude that the inverse operation on A is real analytic when restricted to U (a • ). This completes the proof of the proposition. Now, take a curve ϕ ∈ C 1 (−ε, ǫ), ZD m,p N with ε > 0 such that . ϕ| t=0 = u. Then, by (23) , for any given ψ ∈ ZD m,p N we have that
Note that the right translation R ψ :
is an affine linear, and hence a real analytic map. By taking the t derivative at zero in (24), we then obtain that for any u ∈ Z m,p N ,
where ρ * : Z m,p N → R 2M denotes the linear map assigning to u ∈ Z m,p N its asymptotic part and d e R a : R 2M → R 2M with a ∈ A is the differential of the right translation in A at the identity element e ∈ A .
The Cauchy operator in asymptotic spaces
In this section we study the properties of the Cauchy operator ∂ z acting on the scale of asymptotic spaces Z m,p N . To this end, we first study the properties of this operator on the scale of weighted Sobolev spaces W m,p δ with δ ∈ R. In particular, we show that as in the case of the Laplace operator (cf. [14] ), the Cauchy operator is an injective or surjective Fredholm operator for all but a discrete values of the weight δ ∈ R. In the Fredholm case we describe explicitly the kernel and the (closed) image of ∂ z . Note that the fundamental solution of the Cauchy operator ∂ z is K := 1/πz. The following estimate will play an important role in our analysis.
For z, w ∈ C and any given l ∈ Z ≥0 define,
Then, there exists a constant C ≡ C(l) > 0 such that for any z, w ∈ C,
Proof of Lemma 3.1. We will prove (26) with z l+1 and w l+1 replaced by 1 + |z| l+1 and 1 + |w| l+1 respectively. Assume that w z ≥ 1 2 . If |z| ≥ 2 then
which proves (26) in the considered case. If |z| ≤ 2 then the right hand side of (27) is estimated by 1 + 2 l+1 1 + 3|w| l k=0 |w k | , since Ψ(z,z) ≤ 1 and |z −w| ≤ |z| + |w| ≤ 3|w|. This, together with the estimate |w| l k=0
then implies that the right hand side of (27) is bounded by 4 1 + 2 l+1 1 + |w| l+1 . This proves (26) in the case when w
where we used that
The second inequality in (28) follows from the estimate
where, in order to conclude the final estimate, we used (28) and the fact that
for any |z| ≤ 2 and for any w ∈ C. This completes the proof of the lemma.
We will use Lemma 3.1 to construct a bounded map that inverts the Cauchy operator acting on weighed Sobolev and asymptotic spaces. For 1 p + 1 q = 1 consider the non-degenerate pairing 
We will first prove the following simple lemma. 
Further, we prove
By multiplying u with the weight z α with α ∈ R appropriately chosen, we reduce the lemma to the case when 0 < δ +(2/p) < 1. Take u ∈ L p δ and f :
Since K ∈ S ′ is the fundamental solution of the Cauchy operator ∂ z , we have that for any k ≥ 1,
where p.v. denotes the Cauchy principal value. In fact, for any test function ϕ ∈ C ∞ c and R > 0 sufficiently large we have
Here we used Stokes' theorem to obtain lim r→0+ r≤|z|≤R
By Lemma 1 in [14] 2π 0 e 2iθ dθ = 0.) In particular, by passing to the limit in (31) we obtain that
where the limit exists in L p δ . Similarly, by passing to the limit in S ′ in (32) we obtain that
This completes the proof of the lemma. As a direct consequence of these results we obtain
Proof of Proposition 3.1. For any f ∈ L p δ+1 define u := K * f . Since for 0 < δ+(2/p) < 1 the convolution with K extends to a bounded map L p δ+1 → L p δ , we obtain that u ∈ L p δ . A simple continuity argument and the fact that K is the fundamental solution of ∂ z then implies that ∂ z u = f ∈ L p δ+1 . Hence, by Lemma 3.3, we obtain that u ∈ W 1,p δ . This, together with ∂ z u = f , finally gives that ∂ z :
is onto. The injectivity of this map follows from Lemma 3.2. The statement of the proposition then follows from the open mapping theorem.
We also have
Proof of Proposition 3.2. For a given l ≥ 0 and z, w ∈ C denote
Note that by Lemma 3.1,
Then the map,
associated to the kernel F l /π extends to a bounded linear map L p δ+1 → L p δ . In order to see this, note that (35) can be decomposed as
where for any given weight µ ∈ R,
is a linear isomorphism and F : C ∞ c → C ∞ is of the form (35) with kernel F (z,z; w,w) satisfying, by the estimate (34), the inequality
with a constant C > 0 depending only on l ≥ 0. This, together with the estimate
, as discussed in the proof of Lemma 3.3. Hence, in view of the decomposition (36), the map (35) extends to a bounded linear map
Then, for any f ∈ L p δ+1 ,
where
In view of the definition of Ψ we see that K l (f ) ∈ C ∞ and that for |z| ≥ 2,
for any f ∈ L p δ+1 . This, together with Lemma 2.1, then implies that K(f ) ∈ Z m,p l+1 for any regularity exponent m ≥ 0. In addition, the linear map K l : L p δ+1 → Z m,p l+1 is bounded for any m ≥ 0. Note that for l + 1 < δ + (2/p) < l + 2 we have (δ + 1 − l)q > 2 which implies that
for any 0 ≤ k ≤ l. In particular, we see that for any u ∈ L p δ+1 and for any 0 ≤ k ≤ l the pairing f,z k appearing in (39) is well-defined and continuous considered as a function of its first argument f ∈ L p δ+1 . Now, take f ∈ L p δ+1 ∩ R l . By (39) and the fact that f ∈ R l we obtain that K(f ) = 0. This, together with (38) and (37), then implies that
Since K is the fundamental solution of ∂ z we also have that
. On the other side, it follows from (41) that for u ∈ W 1,p δ and for any 0 ≤ k ≤ l,
The injectivity of this map follows from Lemma 3.2. This completes the proof of the proposition.
The last two theorems can be generalized for an arbitrary regularity exponent m ≥ 0.
δ+1 is an isomorphism of Banach spaces.
(ii) For l + 1 < δ + (2/p) < l + 2, l ∈ Z ≥0 , and any regularity exponent m ≥ 0 the map ∂ z :
Remark 3.3. Theorem 3.1 also holds with ∂ z replaced by ∂z and R l replaced by
Proof of Theorem 3.1. We will prove the theorem by induction in the regularity exponent m ≥ 0. For m = 0 the statement follows from Proposition 3.1. Now, take m ≥ 1 and assume that the statement holds for m replaced by
Next, we apply Lemma 3.3 to conclude that that ∂ α u ∈ W 1,p δ+|α| for any |α| ≤ m. This implies that 
Then, by Theorem 3.1 above, the map ∂ z :
where we assume that for N = 0 the set on the right hand side is equal to W m,p γN +1 , and hence, the map is an isomorphism. In fact, our method allows to construct a right inverse of the map ∂ z : W m+1,p γN → W m,p γN +1 that is defined on the whole of W m,p γN +1 and takes values in the asymptotic space Z m+1,p N . More specifically, we have the following important proposition. 
is a bounded linear map and for N = 0 we omit the summation term in the formula. ,
where χ z ≡ ∂ z χ ∈ C ∞ c . Note that for any k ∈ Z we have by Stokes' theorem that
where R > 0 is chosen sufficiently large. This, together with (43), then implies that P(f ),z k = 0 for any 0 ≤ k ≤ N − 1. Hence, by Theorem 3.1,
Since the map ∂ z : W m+1,p γN → W m,p γN +1 is injective with closed image, we obtain from the open mapping theorem that there is a bounded linear map ı :
In particular, we have that ∂ z ı • P (f ) = P(f ) for any f ∈ W m,p γN +1 . This, together with (43) then gives that
we conclude the proof of the proposition. 
where 
Then, we obtain from (46) that are continuous. In particular, F is locally Lipschitz and, by the existence and uniqueness theorems for solutions of ordinary differential equations (ODEs) in Banach spaces (e.g. see [29] ), we obtain that for any t 0 ∈ [0, T ] there exists ε 0 > 0 such that there is a unique solution ϕ ∈ C 1 [t 0 −ε 0 , t 0 +ε 0 ], ZD m−1,p N of (48). Take an arbitrary ψ 0 ∈ ZD m−1,p N . Since the right translation R ψ0 : 4 , we obtain from the uniqueness theorem for solutions of ODEs in Banach spaces that the curve ψ : (49)
It remains to show that ϕ(t) ∈ ZD m,p N . By applying the pointwise derivative to equation (48) we obtain that (dϕ) . = du • ϕ · dϕ.
Consider the linear system
is continuous, this linear system has a unique solution
, and hence
Finally, by using that by Theorem 3.2 the map ∂ z :
is a linear isomorphism of Banach spaces, we obtain from (49) The following two propositions are used in the proof of Theorem 1.1 that was stated in the Introduction.
is real analytic (see Remark 3.5). 
By taking the derivative in the equality ψ • ϕ = id, we obtain that
is the determinant of the Jacobian matrix of the diffeomorphism ϕ. This implies that
Note that D does not vanish on C since ϕ is a diffeomorphism. Moreover, by (53), the determinant D ∈ Z m−1,p N +1
has constant asymptotic term equal to one. This and the Banach algebra property in Z m−1,p N +1 allow us to conclude from Lemma 2.3 that the map
is real analytic. By the Banach algebra property in Z m−1,p N +1
the map
is real analytic. Then, by combining this with (54), (55), (56), and (52), we conclude the proof of the proposition.
As a corollary we obtain
is real analytic. 
, is a bounded linear map. By Theorem 3.2, this map is a linear isomorphism with inverse
In particular,
where GL(X, Y ) denotes the Banach manifold of linear isomorphisms between two Banach spaces X and Y . On the other side, since the map (51) in Lemma 3.5 is real analytic, we obtain that its first partial derivative G ≡ D 2 F with respect to the second argument
is also real analytic. Note in addition that the map
is analytic. It then follows from (58) and (59) that the map
is real analytic as it is a composition of real analytic maps. This implies that the map (57) is also real analytic.
We will see in Section 4 that the non-linear map that is closed under complex conjugation. By arguing as in the proof of Lemma 3.5 we obtain the following 
is real analytic.
Proof of Proposition 3.5. Take ϕ ∈ ZD m,p N and v ∈ Z m,p N . By a direct differentiation we obtain that
The statement of the proposition then follows from Lemma 3.5 and the Banach algebra property in Z m−1,p N +1 .
Local existence and uniqueness of solutions in Z m,p N
In this section we prove a local version of Theorem 1.1 stated in the Introduction. As shown in Appendix B, the 2d Euler's equation (1) represented in complex form is
where p : R 2 → R is the scalar pressure. In order to obtain a unique solution of (60) in Z m,p N we will require that p ∈ Z m+1,p 1,N . We will first prove the following proposition. . Then, by applying the divergence operator to the both hand sides of (60) and then using that div . u = (div u) . = 0 we conclude that div(uu z +ūuz) = −2 div(pz). We have div(pz) = ∂ z (pz) + ∂z(pz) = 2∂ z ∂zp.
The computation in (128) implies that for m > 2 + (2/p) we have div(uu z +ūuz) = 2 (u z ) 2 + |uz| 2 = 2Q(u).
By using the condition that p ∈ Z m+1,p 1,N we conclude that pz ∈ Z m,p 2,N +1 ⊆ Z m,p 1,N +1 and hence by Theorem we conclude that div u ∈ C 1 [0, T ] × C, R and ϕ ∈ C 1 (C, C). This, together with (64), implies that for any given (x, y) ∈ R 2 and for any t ∈ [0, T ],
where ∂ t denotes the pointwise partial derivative in the direction of the variable t. In the proof of Proposition 4.1 we used the following lemma. 
Proof of Lemma 4.1. Take u ∈ Z m,p N such that div u = u z +ūz = 0. Then we have
We will first consider the case when N ≥ 1. Since u z ,ū z ∈ Z m−1,p N +1
we obtain from Proposition 2.1, Proposition 2.2 and (66) that Q(u) ∈ Z m−1,p 4,N +3 and
In particular, we see that
Since Q(u), 1 = Q(u),z = 0 by Lemma 4.2 below, we conclude that
On the other side, by Theorem 3.2 and the fact that Q(u) ∈ Z m−1,p 4,N +3 we have that ∂ −1 z Q(u) ∈ Z m,p 1,N +2 . Moreover, it follows from (67) and Proposition 3.3 (cf. the proof of Theorem 3.2) that
where b k := 1 π f,z k−1 . By comparing this with (68), we obtain that b 1 = b 2 = 0, and hence
In particular, this implies that
Hence, by Theorem 3.2 and Remark 3.4, we obtain that 
Let us now prove that p is real valued. Recall that τ : u →ū is the operation of taking the complex conjugate of a function. By Remark 3.4 we then have
where we used that Q(u) is real valued by (66) and that
This completes the proof of the proposition. Proof of Lemma 4.2. First, assume that m > 2 + (2/p) and N ≥ 1. Since Q(u) does not involve the leading asymptotic term of u ∈ Z m,p N we will assume without loss of generality that u ∈ Z m,p 1,N . Then, the lemma follows easily from the Stokes' theorem and the relation (62). In fact, with f := uu z +ūuz we obtain from (62) that
where we used that f = O 1/|z| 3 and Q(u) = O 1/|z| 4 as |z| → ∞. Similarly,
where we used the Stokes' theorem to conclude that
On the other side, since div u = u z +ūz = 0, we have
Since u 2 , uū = O 1/|z| 2 as |z| → ∞ we then conclude again from Stokes' theorem that Cf dz ∧dz = 0. This, together with (70), then implies that Q(u),z = 0. Finally, the case when 1 + (2/p) < m ≤ 
is a solution of (61). 
This gives
. (25) that
where d e R a : R 2M → R 2M for a ∈ A denotes the differential of the right translation R a : A → A at the identity element e ∈ A and where the inverse of ρ ϕ(t) ∈ A is taken in the Lie group A. Now the real analyticity of the asymptotic coefficients of the solution u(t) follows from Proposition 2.5 and formula (73).
In the remainder of this section we prove Proposition 1.1 and Proposition 1.2 stated in the Introduction. We will prove the these propositions for the local in time solutions of the 2d Euler equation . Since u is divergence free, we have that div u = u z +ūz = 0 and by formula (126) in Appendix B,
By applying the Cauchy operator ∂ z to (61) we obtain that . ω = − uu z +ūuz z + (u z ) 2 + uzū z = − u ω z +ū ωz that is the 2d Euler equation in vorticity form,
. ω + u ω z +ū ωz = 0.
(75)
This and the arguments used to prove the analogous formula (65) then imply that ∂ t ω(t) • ϕ(t) = 0 for any t ∈ [0, T ]. In particular, for any t ∈ [0, T ] we have that
It follows from (18), (77), and the fact that ZD m,p N is a group that
for any t ∈ [0, T ]. This, together with Proposition 3.3 and Lemma 4.2, then implies that
is a volume preserving diffeomorphism. The last statement follows easily from the fact that . , we can differentiate under the integral sign to obtain that for 3 ≤ k ≤ n,
where we used that . ϕ = u(t) • ϕ(t), ∂ z u 0 = −∂zū 0 , and the Stokes' theorem. Let us now prove the last statement of the lemma. To this end, for any k ≥ 3 we will construct a real valued Hamiltonian H = H(x, y) with compact support on R 2 so that its Hamiltonian vector field X H ≡ u 0 ∂ z +ū 0 ∂z corresponding to the canonical form dx ∧ dy on R 2 satisfies 
Then, X H = 2i(∂zH) ∂ z − 2i(∂ z H) ∂z, and hence, u 0 = 2i(∂zH). Note that this vector field is automatically divergence free. We have,
where a ≡ a(zz), a ′ ≡ a ′ (zz), similarly for b and b ′ , and (·) ′ denotes the first derivative with respect to the variable ρ. This implies that for ℓ ≥ 2,
where ... stands for terms of the form c(r)z n where n ≥ 1 and c is an expression depending only on the radius r ≡ |z|. Then, by passing to polar coordinates in the double integral, we obtain that for ℓ ≥ 2,
where ρ = r 2 . By taking b := aρ ℓ we then obtain from (82) that R 2 (∂zH ℓ ) 2 z ℓ−2 dxdy > 0 for ℓ ≥ 2. By combining this with (80) we conclude the proof of the lemma.
Let us now proof Corollary 1.3.
Proof of Corollary 1.3. For any k ≥ 3 and a divergence free vector field w ∈
Note that B k : Since the functions a 0k : R → C extend to holomorphic functions, we then conclude that a 0k (t) = 0 for almost any t > 0. This completes the proof of Corollary 1.3. and ∃ ε > 0 such that det(I + du) > ε .
By Theorem 3.1 in [27] (cf. [18] ) the set diff m,γ (R 2 ) is a topological group with additional regularity properties of the composition and the inversion of diffeomorphisms similar to the ones in Theorem 2.1. then the composition of diffeomorphisms in the resulting group will not be continuous (see e.g. Remark 3.1 in [27] ). This is the reason for the ill posedness of the Euler equation in the Hölder space C m,γ b (see [18] ).
The following lemma follows from Remark 2.1 (see formula (18) ), Proposition 2.2 (iii), and Lemma 6.5 in [16] . 
Note that for m > 2/p and and non-negative weights δ ≥ 0 the space H m,p δ (R 2 , R) is a Banach algebra with respect to pointwise multiplication of functions (see e.g. Proposition 2.1 in [16] ). We have the following lemma. First, note that it is enough to prove the lemma only for γ = 0. The general statement then follows, since diff m,γ (R 2 ) is continuously embedded in diff m (R 2 ) ≡ diff m,0 (R 2 ). Since the second statement of the lemma follows from the first one and the product rule, we concentrate our attention only on proving its first statement. Take u 1 , u 2 ∈ L p δ ≡ L p δ (R 2 , R) and ϕ ∈ diff 1 (R 2 ). By changing the variables in the corresponding integral we obtain that
where C ≡ C(ϕ) > 0 depends on |ϕ −1 | 1 . Since ϕ ∈ diff 1 (R 2 ) is a topological group (see e.g Theorem 3.1 in [27] ), the constant C > 0 in (83) can be chosen locally uniformly in ϕ ∈ diff 1 (R 2 ). Now, choose u ∈ C ∞ c and ϕ 1 , ϕ 2 ∈ diff 1 (R 2 ). Then, we obtain from the mean-value theorem that for any x ∈ R 2 ,
where ζ t (x) := ϕ 1 (x) + t(ϕ 2 (x) − ϕ 1 (x)). By applying first the Cauchy-Schwartz inequality and then Jensen's inequality, we obtain
where | · | ℓ p denotes the ℓ p -norm of the components of a matrix and the constant C > 0 depends only on the choice of 1 < p < ∞. By multiplying this inequality by x pδ and then by integrating it over x ∈ R 2 , we obtain that
with a constant C > 0 that depends only on the choice of 1 < p < ∞. It follows from (83) that for ϕ 2 chosen in an open neighborhood U (ϕ 1 ) of ϕ 1 in diff 1 (R 2 ) we have that
By combining this with (83) we obtain that for any ϕ 1 ∈ diff 1 (R 2 ) there exists an open neighborhood U (ϕ 1 ) of ϕ 1 in diff 1 (R 2 ) and a constant C ≡ C(ϕ 1 ) > 0 such that for any ϕ 2 ∈ U (ϕ 1 ) and for any
Finally, it follows from (83) and (85) that there exists an open neighborhood U (ϕ 1 ) of ϕ 1 ∈ diff 1 (R 2 ) and constants C 1 > 0 and C 2 > 0 such that for any ϕ 2 ∈ U (ϕ 1 ) and for any u 1 , u 2 ∈ L p δ and u ∈ C ∞ c we have
. Now, take ǫ > 0 and then choose u 2 ∈ L p δ and u ∈ C ∞ c , u ≡ 0, inside the open ball in L p δ of radius ρ > 0 centered at u 1 ∈ L p δ . The inequality above then implies that
Finally, by choosing 0 < ρ < ǫ/(6C 1 ) and ϕ 2 ∈ U (ϕ 1 ) such that
This completes the proof of the lemma.
As a consequence of Lemma 5.1 we obtain the following proposition. , . This completes the proof of the proposition. . In what follows we will assume that 0 < γ < 1 is chosen so that these embeddings hold.
For m ≥ 1 and 0 < γ < 1 we say that ϕ ∈ C 1 [0, T ], diff m,γ (R 2 ) with T > 0 is a solution of the 2d Euler equation in Lagrangian coordinates on diff m,γ (R 2 ) if ϕ ∈ C 2 [0, T ], diff m,γ (R 2 ) and it satisfies the following second order in time evolution equation (cf. (71) )
where the Cauchy operator is considered as an operator on tempered distributions ∂ z : S ′ → S ′ (see 
By the arguments used in the proof of Proposition 4.2 we then conclude that u satisfies equation (61). Then, the derivation of (75) implies that u and its vorticity ω ≡ ∂ z u satisfy the 2d Euler equation in vorticity form . ω + uω z +ūωz = 0. As a consequence, we then conclude (see the derivation of (76)) that
We have the following proposition. 
Now, consider the curve
where ψ(t) := ϕ(t) −1 and ω 0 := ∂ z u 0 ∈ W 4,p γ0+1 ⊆ H 4,p γ0+1 . It follows from Lemma 5.2, ω 0 ∈ H 3,p γ0+1 , and the fact that diff 3,γ (R 2 ) is a topological group, that
Note that for t ∈ [0, τ ) we have that
by the conservation of the vorticity ω ≡ ∂ z u on [0, τ ) (see (76) in the proof of Proposition 1.2). For t ∈ [0, T ] consider the curve
and ∂ −1 z : L p γ0+1 → W 1,p γ0 is given by Theorem 3.1 (i). Note that by (91) we have that
Since 0 < γ 0 + (2/p) < 1, we obtain from Theorem 3.1 (i) and Remark 3.4 that for any |α| ≤ 3 we have that ∂ α r ∈ C [0, T ], W 1,p γ0 , |α| ≤ 3. This, together with (93), then implies that
Note that, by (88), ϕ ∈ C 1 [0, T ], diff 3,γ (R 2 ) satisfies the equation
This implies that Y :
γ0+1 by Lemma 5.2. This equation can be re-written as
and considered, by the Banach algebra property in H 3,p γ0+1 , as an ODE on df in the space of 2×2 matrices with elements in H 3,p γ0+1 . Hence, by the existence and uniqueness of solutions of ODEs in Banach spaces, we obtain that
Since
where Adj(d ϕ) is the transpose of the cofactor matrix of d ϕ, we conclude from the Banach algebra property in H 3,p γ0+1 , the arguments used to prove Lemma 2.3, and Lemma 5.2, that
Remark 5.4. In particular, (97) implies that ∂ z ψ − z ∈ H 3,p γ0+1 ⊆ L p γ0+1 . Hence, by Theorem 3.1 (i), we obtain that ψ − z − c 0 ∈ W 1,p γ0 for some constant c 0 ∈ C, and therefore ψ − z − c 0 ∈ H 4,p γ0 . This and similar arguments for ϕ involving (96) imply that
where AD m,p N with N ≥ 0 denotes the group of orientation preserving C 1 -smooth diffeomorphisms associated to the weighted Sobolev space H 4,p γN and defined in a similar fashion as ZD m,p N in (14) (see Definition 5.1 in [16, Section 5] for more detail). By Corollary 6.1 in [16] , the composition map
is continuous.
This remark allows us to conclude from (90) that
(and hence, by (94), u − c ∈ C [0, T ], H 5,p γ0 ). A simple approximation argument involving (98), (100), and the continuity of the composition (99) then implies that we can differentiate equality (90) four times and apply the product rule to obtain the following expressions for the differentials of ω of higher order,
These formulas together with the fact that ω 0 ∈ W 4,p γ0+1 , ψ ∈ C [0, T ], diff 3,γ (R 2 ) , as well as Lemma 5.2, formula (97), (98), and Proposition A.1 (ii) with Remark A.2, imply that
In fact, since dω 0 ∈ W 3,p γ0+2 ⊆ L p γ0+2 and ψ ∈ C [0, T ], diff 3,γ (R 2 ) , we obtain from Lemma 5.2 that
Now, consider the second equality in (101). Since 
By Proposition A.1 (ii) and Remark A.2, the elements in W 1,p γ0+2 are of order O 1/ z γ0+2+(2/p) . Since by (97), d 2 ψ ∈ C [0, T ], L p γ0+1 , we then conclude that (dω 0 ) • ψ (d 2 ψ) ∈ L p γ0+3+(γ0+(2/p)) ⊆ L p γ0+3 , and hence,
By combining (104) and (106) we obtain from (101) that
This, together with (91) and (103), gives the first relation in (102). Note that the arguments used to prove (105) allow us to conclude that for any 0 ≤ k ≤ 3,
By using this and by arguing in the same way as above, one also proves the second relation in (102). In fact, the argument used to prove that (dω 0 ) • ψ (d 2 ψ) ∈ C [0, T ], L p γ0+3 and formula (97) show that (dω 0 ) • ψ (d 4 ψ) ∈ C [0, T ], L p γ0+3 . In addition, we conclude from (107) and ψ ∈ C [0, T ], diff 3,γ (R 2 ) , that the other terms appearing on the right hand sides of the last two equalities in (101) also belong to C [0, T ], L p γ0+3 . This completes the proof of (102). 
then the considerations above imply that ω ∈ C [0, T ], W 4,p γ0+1 . In fact, consider for example the term (d 2 ω 0 ) • ψ (d 2 ψ, d 2 ψ) on the right hand side of the fourth equality in (101). By (107), Remark 5.7. It follows from the results in [21, Theorem 2] (see also [22, Theorem 2] , [18] 
A Appendix: Auxiliary results
In this Appendix we prove a number of technical results used in the main body of the paper. Our first task is to study the properties of the auxiliary asymptotic space Z m,p N (B c R ). To this end we first study the properties of its reminder space W m,p
For a non-negative real number β ∈ R denote by ⌊β⌋ its integer part, i.e. the largest integer number that is less or equal than β. Similarly, let {β} := β − ⌊β⌋ be the fractional part of β ≥ 0. We have the following weighted version of the Sobolev embedding theorem. 
with a constant C ≡ C(d, p, m, δ) > 0 independent of the choice of R ≥ 1. 
and the embedding is bounded.
Remark A.1. An important technical part of Proposition A.1 is that the constants C > 0 appearing in item (i) and (ii) are independent of the choice of R ≥ 1. 
Proof of Proposition
where f R (x) := f (Rx) for x ∈ R d . By using that R ≤ |x| ≤ 2R on A R we also see that 
By the Sobolev embedding theorem for any given q ∈ p, d/( d p − m) there exists a constant C ≡ C(d, q) > 0 such that for any g ∈ W m,p (A 1 ),
By applying (111) to |x| δ g(x) with g ∈ C ∞ c (A 1 ) and then using that D α |x| δ ≤ C α,δ |x| δ−|α| we obtain
≤ C 4 |||g||| m,p,δ;A1 . 
Hence, for any f ∈ C ∞ c (A R ),
with C > 0 independent of R ≥ 1. Finally, we write B c R = k≥0Ā2 k R and by using (112) obtain that
where we used Lemma A.1 below. The case when m = d/p is treated in the same way. This proves item (i). In order to prove item (ii), assume that m > d/p. By the Sobolev embedding theorem and the inequality D β |x| δ+|α| ≤ C α,δ |x| δ+|α|−|β| we get that for any g ∈ C ∞ c (A 1 ), an integer 0 ≤ k < m−(d/p), and |α| ≤ k,
≤ C 4 |||g||| m,p,δ;A1 .
By taking g = f R with f ∈ C ∞ c (A R ) in this inequality and then using that Since δ + (d/p) > 0 we then obtain that W m,p
Let us now estimate the Hölder seminorm of D α f with |α| ≤ k. For R ≥ 1 consider the open annulus A R in R d defined above and let | · | 0,γ;AR and [·] γ;ĀR be the Hölder norm and semi-norm in the closureĀ R of A R in R d . For any δ ∈ R and for any g ∈ C k (Ā 1 ) we have
with constants depending only on the choice of δ ∈ R. Here we used that for any non-empty
U for any f, g ∈ C 0,γ (U ). By the Sobolev embedding theorem in the domain A 1 and by the assumptions on the regularity exponents m, k, and γ, we obtain that for any |α| ≤ k there exists a constant C > 0, as well as constants C 1 , C 2 , C 3 > 0, such that for any g ∈ H m,p (Ā 1 ) we have that
where we argued as in (113). It follows from (114) and (115) that there exists a constant C > 0 such that for any g ∈ H m,p (Ā 1 ) and for any |α| ≤ k we have that
Now take R ≥ 1 and let f ∈ H m,p (Ā R ). Then we have
By combining (109) and (117) with (116) we obtain that there exists a constant C > 0 such that for any R ≥ 1, |α| ≤ k, and for any f ∈ H m,p (Ā R ),
where µ := δ + (d/p) + γ + |α| > 0. In addition, by the Sobolev embedding theorem in the unit ball B 1 we also have that there exists a constant, denoted again by C > 0, such that for any f ∈ H m,p (B 1 ),
whereB 1 denotes the closure of B 1 in R d . Note that
Now, take f ∈ C ∞ b (R d ) and two points x, y ∈ R d such that x = y. The closed segment [x, y] := x + s(y − x) 0 ≤ s ≤ 1 intersects any given annulusĀ 2 k with k ≥ 0 as well as the closed ballB 1 at no more than two straight segments:
where I ′ k and I ′′ k with k ≥ 0, and I −1 , can be empty. If such a segment is not empty we set
This, together with (118) and (119), then implies that for any f ∈ W m,p δ (R d ) we have that
where we omit the terms corresponding to empty intervals in the second estimate above and use that for any k ≥ 0 we have that f W Denote by ℓ p , p ≥ 1, the Banach space of complex-valued sequences a = (a l ) l≥1 with finite ℓ p -norm a ℓ p := l≥1 |a l | p 1/p . In the proof of Proposition A.1 we use the following simple lemma.
Lemma A.1. For 1 ≤ p ≤ q one has that ℓ p ⊆ ℓ q so that for any a ∈ ℓ p we have a ℓ q ≤ a ℓ p .
Proof of Lemma A.1. Assume that 1 ≤ p ≤ q. Without loss of generality we can assume that a ℓ p = 1. Then, |a l | ≤ 1, and hence |a l | q ≤ |a l | p for any l ≥ 1. We have, a q ℓ q = l≥1 |a l | q ≤ l≥1 |a l | p = a p ℓ p = 1.
This completes the proof of the lemma. 
with a constant C 2 > 0 independent of the choice of R ≥ 1. In the case when m = d/p we prove (122) by arguing in the same way and by selecting p 1 , p 2 ∈ [p, ∞) such that 1 p = 1 p1 + 1 p2 . In the case when m > d/p we choose p 1 = p and p 2 = ∞ to conclude from (121) that for any |α| ≤ k. It also shows that (120) holds with a constant C > 0 independent of the choice of R ≥ 1.
In the proof of Proposition A.2 we used the following generalized Hölder inequality with weights.
Lemma A.2. For any real δ 1 , δ 2 ∈ R, 1 < p ≤ p 1 , p 2 ≤ ∞ with 1 p = 1 p1 + 1 p2 , and R > 0 we have that Proof of Lemma A.2. Assume that 1 < p < p 1 , p 2 < ∞. Note that the relation 1 p = 1 p1 + 1 p2 implies that 1 (p1/p) + 1 (p2/p) = 1. Then by using the (standard) Hölder inequality we obtain 
which implies the generalized Hölder inequality with weights in the considered case. It is a straightforward task to check that the inequality also holds with p 1 = p and p 2 = ∞. This completes the proof of the lemma. Now, we a ready to prove Lemma 2.2. Assume that d = 2 and identify R 2 with the complex plane C as explained in the Introduction. where C 2 > 0 is independent of the choice of R ≥ 1 and ∂ α ≡ ∂ α1 z ∂ α2 z . Hence, (124) holds with a constant C > 0 independent of the choice of R ≥ 1. In the case when u 1 = 1 z k 1z l 1 and u 1 = 1 z k 1z l 1 with 0 ≤ (k 1 + l 1 ) + (k 2 + l 2 ) ≤ N and k 1 , l 1 , k 2 , l 2 ≥ 0, we obviously have that by the definition of the norm (13) on Z m,p N (B c R ). If (k 1 + l 1 ) + (k 2 + l 2 ) ≥ N + 1, one easily sees that u 1 u 2 ∈ W m,p γN (B c R ) and that (124) holds with a constant independent of the choice of R ≥ 1. The general case easily follows from the considered cases.
We will also need the following simple lemma. 
Note that for a = a(z,z) divergence free we obtain that curl a = −i ∂ z a. We also have v · ∇v = a∂ z +ā∂z (a) ∂ z + a∂ z +ā∂z (ā) ∂z = (aa z +āaz) ∂ z + (aā z +āāz) ∂z. As a direct consequence of these identities we obtain that the 2d Euler equation (1) can be rewritten as u t + (uu z +ūuz) = −2pz, div u = u z +ūz = 0,
where u ≡ a is the holomorphic component of the fluid velocity v and p : C → R is the pressure.
Finally, note that for a divergence free vector v we have that div(aa z +āaz) = ∂ z (aa z +āaz) + ∂z(āāz + aā z ) = (a z ) 2 + (āz) 2 + 2ā z az + a a zz + (āz) z +ā (āz)z + a zz = 2(a z ) 2 + 2|az| 2 ,
where we used that 0 = div v = a z +āz by (125).
