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Medical informaticsUnderspeciﬁed user needs and frequent lack of a gold standard reference are typical barriers to technol-
ogy evaluation. To address this problem, this paper presents a two-phase evaluation framework involving
usability experts (phase 1) and end-users (phase 2). In phase 1, a cross-system functionality alignment
between expert-derived user needs and system functions was performed to inform the choice of ‘‘the best
available’’ comparison system to enable a cognitive walkthrough in phase 1 and a comparative effective-
ness evaluation in phase 2. During phase 2, ﬁve quantitative and qualitative evaluation methods are
mixed to assess usability: time-motion analysis, software log, questionnaires – System Usability Scale
and the Uniﬁed Theory of Acceptance of Use of Technology, think-aloud protocols, and unstructured
interviews. Each method contributes data for a unique measure (e.g., time motion analysis contributes
task-completion-time; software log contributes action transition frequency). The measures are triangu-
lated to yield complementary insights regarding user-perceived ease-of-use, functionality integration,
anxiety during use, and workﬂow impact. To illustrate its use, we applied this framework in a formative
evaluation of a software called Integrated Model for Patient Care and Clinical Trials (IMPACT). We con-
clude that this mixed-methods evaluation framework enables an integrated assessment of user needs
satisfaction and user-perceived usefulness and usability of a novel design. This evaluation framework
effectively bridges the gap between co-evolving user needs and technology designs during iterative pro-
totyping and is particularly useful when it is difﬁcult for users to articulate their needs for technology
support due to the lack of a baseline.
 2013 Elsevier Inc. All rights reserved.1. Introduction
Evaluation is important to all innovations [1], including Health
Information Technology (HIT) interventions. However, there are
signiﬁcant barriers for evaluating HIT, such as the lack of a refer-
ence HIT gold standard [2], the paucity of knowledge regarding
user needs prior to the development of an HIT intervention [3],and the complexity of socio-technical systems and multi-stake-
holder teams, which can affect the intended outcomes of the HIT
intervention [4].
Five levels of usability evaluation have been described in the lit-
erature: task-based, user-task, system-task, user-task-system, and
user-task-system-environment [5]. The ﬁrst three levels occur
early in prototype development, focusing on task identiﬁcation,
how users perform their tasks, and if a system supports the task
it was designed for [5]. The fourth level addresses how users per-
form a set of tasks using the system and how users perceive the
usefulness of the system [5]. Building on these, the ﬁfth level eval-
uates how the task, user, and system interact within the workplace
environment [5]. The ﬁfth level usually occurs after system deploy-
ment [6], while the fourth level occurs during the prototype devel-
opment stage.
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systems because of their inherent novelty and uniqueness. Identi-
fying an appropriate baseline or comparison system (when a base-
line is lacking) for evaluation purposes is difﬁcult for emerging HIT
interventions [7]. However, it is important to overcome this prob-
lem and select the ‘‘best available’’ system as a reference standard
for comparing the usability and effectiveness of various systems
against.
Various evaluation methods and strategies have been devel-
oped [8]. Evaluations that mix methodologies are considered ro-
bust [9,10] and particularly useful in the medical setting [11,12].
There are many ways to combine methods, such as mixing qualita-
tive and quantitative methods [13], involving users of varying per-
spectives for data collections [14], or using various data collection
methods to achieve greater data validity. The mixed-methods ap-
proach is superior to either qualitative or quantitative research
methods alone [15] because it ensures comprehensive data collec-
tion and avoids unnecessary a priori assumptions often made by
researchers [13]. In a mixed-methods evaluation, qualitative data
can be used to identify unmet needs [16–18], while quantitative
data can measure workﬂow impact [18–22]. Data triangulation
further allows veriﬁcation of derived user needs [23].
In addition, evaluation designs can involve different types of
evaluators, including usability experts and intended users. Several
evaluation methods utilize usability experts. Cognitive task analy-
sis (CTA) is an evaluation method performed by usability experts
for assessing usability and has been successfully applied in health-
care settings [24]. Cognitive walk-through also involves usability
experts but is less intensive than CTA. In a cognitive walk-through,
an expert who is already familiar with the system performs a set of
predeﬁned tasks and notes the number of steps required by certain
tasks and any usability and design problems with the interface
[25]. Other evaluation methods make use of the intended end-
users themselves. Time-motion analysis is a quantitative method
that measures the amount of time users spend performing a task
[26]. Results of time-motion analyses provide insight into the like-
lihood of system adoption and can be used to identify areas in
users’ workﬂow amenable to an informatics intervention [27].
The advantages of surveys, emails, and think-aloud protocols in
evaluating informatics interventions is well-established [28]. Soft-
ware log analysis is another useful evaluation method that can
capture behind-the-scenes interactions with the system and is
not intrusive to evaluators [29]. Questionnaires can assess users’
perceptions of a system’s usability [30] and the likelihood of accep-
tance of the technology [31]. Qualitative information in the form of
unstructured interviews and think-aloud protocols are especially
useful during system evaluation because they allow users to pro-
vide additional information not speciﬁed a priori via a structured
questionnaire [32]. Mixing qualitative and quantitative evaluation
methods to further enhance the evaluation result is a well-estab-
lished approach [15].
To address the evaluation challenges with emerging HIT, where
user needs are vague and clinical workﬂow is complex, we describe
a two-phase mixed-methods evaluation framework to bridge the
gap between co-evolving user needs and technology designs dur-
ing iterative prototyping. This novel evaluation framework enables
an integrated assessment of both expert-derived user needs satis-
faction and the user-perceived usefulness and ease of use of
emerging HIT interventions [33]. It supports formative evaluation
of HIT before the release of a fully-ﬂedged system. We applied
our methodology to evaluate the prototypes of a novel clinical re-
search decision support system called Integrated Model for Patient
Care and Clinical Trials (IMPACT), which is designed to provide
decision support for scheduling research visits [34]. We followed
the STAtement on Reporting of Evaluation studies in Health Infor-
matics (STARE-HI) guideline for reporting evaluation studies whereapplicable [35] since our framework was ideally suited for forma-
tive evaluations of software prototypes. We then describe this
evaluation framework and its use in evaluating IMPACT
prototypes.2. Materials and methods
Our evaluation framework consists of two phases. In phase 1, a
usability expert collects user needs and compares the intervention
with related systems by aligning system functions with derived
user needs for each system. This enables the selection of a suitable
comparison system followed by a cognitive walk-through involv-
ing a task analysis and a comparison of interface design differences
between the innovation and the comparison system. Phase 2 in-
volves the system’s end-users, Clinical Research Coordinators
(CRCs) to collect quantitative and qualitative data. Fig. 1 illustrates
our mixed-methods evaluation framework.
Table 1 shows the types of data collected at each phase. Two
measures are assessed during phase 1: the number of steps re-
quired by each task and interface features used while performing
each task (e.g., screen transitions and pop-ups). Analysis during
phase 1 allows developers to assess how well the system performs
in a laboratory setting. If phase 1 identiﬁes many critical system
functions that require improvement, the system can be reﬁned
prior to testing with end-users. This approach prevents end-users
from being adversely affected by a system requiring critical
improvements. Since phase 1 of the IMPACT evaluation revealed
no such deﬁciencies, we were able to proceed directly to phase 2
of the evaluation.
2.1. The IMPACT system and its environment
Columbia University Medical Center (CUMC) is an academic
medical center where many patients are also research participants.
The IMPACT system, developed at CUMC, was designed to integrate
information from both patient care and clinical research to facili-
tate the scheduling of research visits and coordination of patient
care and research workﬂows. It incorporates temporal constraints
from the research protocol’s visit schedule and availability of re-
search resources (e.g., rooms, equipment, and personnel) into a cal-
endar interface. Designed for use by CRCs and schedulers, IMPACT
automatically calculates resource availability and recommends
suitable dates and times for the next research visit. IMPACT’s com-
plete functionality has been published elsewhere.
2.2. Phase 1: Usability expert component
2.2.1. Cross-system feature vs. derived user needs alignment
We recruited a usability expert to derive comprehensive user
needs for scheduling decision support. This usability expert was
independent from the design team but was present in the partici-
patory design meetings to understand user needs. To guide user
needs identiﬁcation, the expert surveyed existing scheduling sys-
tems and anticipated problems that the user is likely to encounter
using knowledge of CRCs’ workﬂow. Each system’s features
(including those of IMPACT) were compared to this set of usabil-
ity-expert derived user needs. Four relevant systems currently
being used for scheduling at CUMC were included to quantify
how well user needs were satisﬁed by each system: Microsoft Out-
look Calendar, AllScripts Study Manager [36], Velos eResearch [37],
and WebCAMP [38].
2.2.2. Comparison system selection
The cross-system feature alignment was used to identify a
competent system to compare IMPACT with. This was done by
Fig. 1. The two-phase mixed-methods evaluation framework.
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and calendar visualization – with those of other systems to identify
the ‘‘best available’’ system for comparison with the intervention
during phase 2.
2.2.3. Cognitive walkthroughs
Based on the previously reported CRC workﬂow [34], the usabil-
ity expert developed scenarios for eight tasks: logging in, locating a
participant, scheduling a screening visit, scheduling a randomiza-
tion visit, viewing visit details,moving a visit on the calendar, updat-
ing a visit’s status, and rescheduling a visit. These scenarios ensure
that the iterative evaluations stay focused on these important func-
tionalities and remain relevant throughout the lengthy software de-
sign cycle. Appendix 1 provides sample scenarios.The usability
expert counted the number of steps required by each task for both
systems and noted their design differences. During phase 2, these
same scenarios were used by end-users to evaluate each system.
2.3. Phase 2: End-user component
We recruited CRCs and schedulers from various clinical re-
search settings to participate in scenario-based evaluations,
30 min or so each. This evaluation was conducted after IMPACT
had undergone a 2-year participatory design process and after all
key features had been implemented. We provided evaluators with
a task-based scenario (the same scenario used by the usability ex-
pert in phase 1) and asked them to complete each task using IM-
PACT and the comparison system. We asked all evaluators to use
both systems. Columbia University Medical Center’s Institutional
Review Board approved this study (IRB-AAAK6000).
Our evaluation framework integrated three quantitative and
two qualitative methods to assess four research constructs (Ta-
ble 1). We studied usability and user acceptance at three concep-
tual levels: (1) human–computer interaction design, (2) team
work and workﬂow, and (3) the socio-technical systems aroundHealth Information Technology. We identiﬁed four research con-
structs and mapped them to these three levels as follows: user
anxiety and user-perceived ease of use were mapped to the ﬁrst le-
vel, human–computer interaction design; workﬂow was mapped
to the second level, team work and workﬂow; and function inte-
gration was mapped to the third level, the socio-technical system
issues. We selected each of the ﬁve methods because they contrib-
ute data for a measure that was not assessable by other methods.
For instance, time-motion analysis contributes information regard-
ing task-completion-time that could not be assessed by any of the
remaining four methods. Similarly, only unstructured interviews
allowed users’ ‘‘wish-list’’ to be elicited from evaluators. Two mea-
sures were assessed by multiple methods, namely usability and
user acceptance.
Speciﬁcally, we used a think-aloud protocol to identify and re-
cord usability and interface problems [21]. Using unstructured
interviews, we elicited user feedback and needs [39]. In addition,
we used time-motion analysis to assess the impact of HIT on
workﬂow [40,41] by comparing the time needed to perform a
set of tasks with and without using IMPACT, since task-
completion-time is related to user satisfaction [42]. We also used
questionnaires to assess perceived usability [30] and user accep-
tance [31] and a software log to record users’ interactions with
IMPACT [29]. We then triangulated data [43] from these diverse
data sources.2.3.1. Qualitative data collection
Evaluators were asked to ‘‘think aloud’’ while completing the
scenario. Evaluators vocalized their difﬁculties with the system
and in some cases recommended changes to IMPACT’s interface
design and functionalities. At the end of the think aloud session,
an unstructured interview was conducted during which users were
asked about their overall impression of the application and their
suggestions for improving IMPACT or the comparison system. Both
Table 1
The evaluation framework illustrating mixed-methods data collected during two complementary phases. X indicates the corresponding method can be used to evaluate the
corresponding measure.
Method Phase 1 (usability expert) Phase 2 (end-user)
Quantitative Quantitative Qualitative
Task
analysis
Interface
design
Time-motion
analysis
Software
log
Questionnaire Think-aloud
protocol
Unstructured
interview
Measure
Number of steps per task +
Task completion time +
Action transition frequency +
Usability X X X
User acceptance X X
System functions evaluators enjoyed +
System functions requiring
improvement
X X
‘‘Wish-list’’ for future systems +
Research construct
Ease-of-use X X X X X
Function integration X X X X
Anxiety during use X X
Effect on workﬂow X X X X X
+ indicates that this measure is best evaluated by the corresponding method.
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and transcribed by a professional transcription service.1
2.3.2. Quantitative data collection
During each evaluation, we collected the time spent per task
using an iPad v.2.0 (Apple Inc., Cupertino, CA) application called:
ATracker [44]. User tasks were deﬁned using prior knowledge of
CRCs workﬂow [34]. The complete list of tasks included logging
in, locating participant’s visit schedule in system, scheduling a reg-
ular visit, scheduling a PRN (Pro Re Nata: Latin meaning ‘‘as
needed’’) visit, viewing visit details, tabbing through visit pages,
updating visit status, rescheduling a visit from the visit details
page, rescheduling a visit using drag-and-drop from the main cal-
endar page, viewing reminders, changing account settings, search-
ing for note paper, talking on phone, using REDCap [45,46], and
miscellaneous activities. Data were collected for all evaluators
interacting with either system.
After each scenario and subsequent interview, each evaluator
completed two questionnaires: the System Usability Scale (SUS)
[30] and the Uniﬁed Theory of Acceptance of Use of Technology
(UTAUT) [31]. The UTAUT enhances the well-known Technology
Acceptance Model [47]. Users ranked their responses on a scale
of one (strongly disagree) to ﬁve (strongly agree). SUS scores were
normalized so that four indicated the optimal response while zero
indicated the lowest possible response.
Additionally, we analyzed IMPACT’s software log of user activi-
ties recorded during each evaluation session. Ten actions were
logged: logging in, changing password, viewing calendar, viewing
visit, scheduling a visit, interacting with resource optimizer,
rescheduling a visit using drag-and-drop, scheduling a personal
event, viewing user reminder(s), and logging out. We analyzed
the action transition frequencies [41] to assess the integration of
functions within IMPACT and as another assessment of IMPACT’s
effect on workﬂow. Software logs were unavailable for the compar-
ison system.
2.3.3. Mixed-methods data triangulation
We triangulated data [43] across evaluation methods to com-
pare results obtained across methods [13] and assess their comple-
mentarity and look for convergence. We also compared results
obtained across evaluation phases (usability expert vs. end-users).1 www.synergytranscriptionservices.com.3. Results
3.1. Phase 1: Usability expert evaluation
Usability experts derived a set of user needs based on the
knowledge of CRC workﬂow obtained through the participatory
design process. The identiﬁed needs represent anticipated work-
ﬂow problems encountered by CRCs during research visit schedul-
ing. We provided three user needs as examples below.
The ﬁrst user need is sharing calendars among CRCs. When a
CRC is sick, research participants must be seen by another CRC.
CRCs noted that it would be helpful if the covering CRC could ac-
cess the entire visit schedule. Enabling CRCs to select and view
any other CRC’s work calendar within the system would help ad-
dress this need.
The second user need is deﬁning CRC qualiﬁcation. Some tasks per-
formed during a research visit, such as phlebotomy, recording ECG,
etc., require a research staff member certiﬁed to perform that task.
An ideal systemwould synchronizemultiple CRCs’ calendars enabling
a specialized CRC to be scheduled for part of the research visit.
The third user need is scheduling a PRN visit. This can occur, for
example, when a research participant arrives for a visit that re-
quires a fasting glucose test but cannot be tested because the par-
ticipant did not fast. The CRC may complete all other required
tasks, e.g., blood pressure, weight, and then schedule a PRN visit
for another day to perform the fasting glucose test. A system that
enables scheduling of a PRN visit would be ideal.
We used these derived needs, perceived by experts, to compare
several scheduling software systems in use at CUMC and IMPACT.
Table 2 shows the alignment result between system functionality
and scheduling needs. Only IMPACT addressed all 18 user needs,
while other scheduling systems addressed at most 10.
Besides IMPACT, no existing clinical research visit scheduling
systemwas designed speciﬁcally to suit CRCs scheduling needs. Ve-
los eResearch [37] and AllScripts’ Study Manager [36] are Clinical
Trial Management Systems (CTMSs) developed for billing or data
management purposes and have limited scheduling functionality.
This made them unsuitable baseline systems for IMPACT. We chose
WebCAMP [38], developed at Weill-Cornell, as the comparison sys-
tem because it shared several key functions including scheduling
and calendar visualization, two main components of IMPACT. We
focused on WebCAMP’s outpatient scheduling features because
they were more comparable to IMPACT.
M.R. Boland et al. / Journal of Biomedical Informatics 52 (2014) 141–150 145We compared the process of searching for a research participant
between IMPACT and WebCAMP. In both systems, the search be-
gins by entering a participant’s name into a search box. IMPACT
(Fig. 2a) displays a list of matching participants directly below
the search bar. After selecting a participant, the user is shown that
participant’s next upcoming unscheduled visit. In contrast, Web-
CAMP (Fig. 2b) displays a pop-up window with a list of related
search results. After the user selects the participant, the partici-
pant’s history of visits is shown in another pop-up window. The
user must close each pop-up window to return to the main calen-
dar, where the user can then schedule a visit. The user cannot see
the next visit required by the protocol. WebCAMP uses three pop-
up windows while IMPACT uses only one screen transition to
achieve equivalent functionality.3.2. Phase 2: End-user evaluation
We recruited 12 evaluators from CUMC who were unfamiliar
with IMPACT before and who represented a balanced distribution
of males (5 users) and females (7 users), because gender and user
response are sometimes related on usability questionnaires [48].
Most of our evaluators (75%) were moderately experienced (2–
8 years), and the remaining 25% were highly experienced (15–
20 years). Because of our afﬁliation with the division of Cardiology,
50% of evaluators were from Cardiology and 25% from Behavioral
Cardiology. To improve the heterogeneity of end-users in the sam-
ple, we recruited two end-users specialized in cancer studies and
one in diabetes research. All 12 evaluated IMPACT. However, be-
cause of CRCs time constraints, only three IMPACT evaluators were
also able to evaluate WebCAMP. All were males from Cardiology
with moderate experience.
We summarized evaluators’ comments recorded during subse-
quent interviews or upon scenario completion (i.e., ‘‘think aloud’’
protocol) into a ‘‘wish list’’ that users would like to be addressed
in a future scheduling system and a list of suggested system
improvements shown in Table 3. The ‘‘wish-list’’ and ‘‘suggestionsTable 2
Cross-system alignment between system functionality and scheduling needs. X indicates th
System Micros
Scheduling needs Outloo
Visits
Create visit with time window constraint
Visit-speciﬁc task list
Add/delete a research task (e.g., blood draw)a
Insert/edit/delete a research visita X
Schedule a PRN research visita X
Participants
Create new participant within system
Import existing participants
Link participant to speciﬁc study
Import clinical appointment for patients
Specify patient scheduling preferences
Multiple coordinators
Synchronize multiple researchers’ calendars for optimal visit scheduling X
Select/view any research resource’s calendar b
Other scheduling needs
Role-based user authentication
Visualize appointments in a calendar view X
Reminders and notiﬁcations
Resource allocation
System auditability X
Certiﬁed to store patient health information X
Total needs addressed per system: 6
+ means that this need was not fully incorporated into the evaluation prototype, Bold t
a Function supports workﬂow ﬂexibility.
b Function facilitates collaboration and group awareness.
c The recent release of eResearch [37] supports visualization of research appointmentfor improvement’’ provided additional information for the devel-
opment team. Four key usability improvements were recom-
mended by users: (1) highlighting important information by
changing information display, (2) achieving system compliance
with HIPAA, (3) automatically populating default values for coordi-
nator name and current date and time when scheduling a new re-
search visit, and (4) making buttons look more like a button rather
than like text. All four were incorporated into IMPACT as part of its
development update.
Eight of 12 evaluators provided feedback pertaining to particu-
lar system features. We organized the feedback distinguishing be-
tween specialized (unsupported by other systems) and general
(e.g., adding or deleting a task) system features shown in Table 4.
Some evaluators liked features that were unsupported by other
systems, such as scheduling multiple coordinators simultaneously,
stating, ‘‘This is very helpful. And on top of that, you could have access
on the Internet. You could go anywhere and have access.’’ Others en-
joyed IMPACT’s ability to combine protocol-speciﬁed visit-speciﬁc
information into the visit schedule stating that IMPACT is ‘‘useful
for tracking down the checklist for the patient.’’ One evaluator per-
ceived IMPACT’s usefulness for multiple study coordination by
stating that, ‘‘you have to be on multiple studies and you have lot
of scheduled things. . .that have different (tasks) . . .then you can have
the list and the other list and (check) if things are incomplete.’’
Evaluators using IMPACT provided statements such as, ‘‘I think it
can work. I think it’s great. . . it’s pretty simple.’’ However, evaluators
using WebCAMP reported much frustration and anxiety. One such
evaluator said, ‘‘It’s too small, I can’t click in there. . .it won’t let you
go back’’ Another stated, ‘‘Those squares are microscopic. . .You can’t
see the name; it’s too many steps just to input one appointment. . .I
can’t use this system.’’3.3. Triangulating results
Triangulating results from across methods allowed us to assess
how well IMPACT performed [13,43]. Table 5 shows a subset ofat the corresponding system provides functionalities to satisfy the selected user needs.
oft AllScripts Velos Cornell CUMC
k calendar Study manager eResearch WebCAMP IMPACT
X X X
X X
X X X
X X X X
X
X X X X
X
X X X X
+
+
X X
X
X X X X
Xc X X
X
X
X X X X
X X X X
8 10 8 18
ext indicates a feature unique to IMPACT. PRN: Pro Re Nata (as needed).
s.
Fig. 2. Searching for participant ‘‘Maria’’. In IMPACT (A), searching for participant ‘maria’ results in a list of matching participants that are displayed below the search bar.
After selecting a participant, the user is shown the next visit to be scheduled. In WebCAMP (B) the comparison system, searching for participant ‘maria’ results in a pop-up
window that displays a list of relevant search results. After selecting a participant, the user is shown the participant’s visit history in another pop-up window.
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tion data using our framework. Each method contributes a piece
of unique information that affects a research construct. IMPACT’s
ease-of-use (or lack thereof) was assessed by four of ﬁve methods.
Our framework revealed quantitative differences in task-comple-
tion time for scheduling, high usability scores from the SUS ques-
tionnaire, and so on. The think-aloud protocol (qualitative
method) also revealed indicators of ease-of-use for scheduling.By triangulating results from these methods, we gained greater
conﬁdence in assessing IMPACT’s ease-of-use. We only include a
subset of evaluation results in Table 5 (one main result per meth-
od) as the focus of this paper is on our evaluation framework.
Likewise, the system’s integration of functions and users’
anxiety during use can be assessed (Table 5). The most complex
research construct, effect on workﬂow, was affected by the
results of the other three constructs, i.e., ease-of-use, integration
Table 3
Qualitative result: ‘‘Wish-List’’ and suggestions for improvement.
Topic Paraphrased user feedback A later version of
IMPACT
Prototype improvement suggestions
Highlight key
functions
‘‘Status: Schedule’’ it’s not clear that this is a button – looks like text Xc
It would be nice if the date I selected for scheduling was highlighted X
Choosing among coordinators during scheduling is confusing, would like if the selection buttons were clearer X
Default settings When rescheduling a visit, the original coordinator assigned to the visit should be the default option – I don’t like reselecting the
coordinator
X
Prepopulate visit dates with recommended date; rather than a visit window and email a reminder to notify me that the date is
approaching
X
Back/Undo
Button
When a participant is selected as having ‘‘completed’’ a visit, the user cannot undo this selection. A Back button would be nice to
undo user mistakes
Calendar layout Don’t like moving back and forth between randomization, screening visit and the monthly calendar view. Scheduling should all be
done on the same page via tabs
‘‘Wish-List’’
Monthly reports I would like IMPACT to automatically generate monthly reports to tell me the number of patients that were eligible and the number
that failed (since this information is stored in IMPACT)
Cellphone app Would like an app for my phone so I can easily add appointments to my calendar
Study
background
info.
More background on the study for coordinators not familiar with the protocol would make things easier, e.g., what is SPRINTa?
Privacy HIPAAb compliant? X
a SPRINT: Systolic Blood Pressure Intervention Trial.
b HIPAA: Health Insurance and Portability and Accountability Act.
c X indicates that this issue was addressed during IMPACT’s continual development.
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expectancy from the UTAUT questionnaire were also added to fur-
ther assess the effect on workﬂow.3.4. Conﬁrming results between phase 1 and 2
Our framework enabled ﬁndings to be validated across phases.
Phase 1, with the usability expert, allowed us to assess the differ-
ences among systems with regard to the number of steps that are
required to schedule a visit and in interface designs through indi-
cators of ease-of-use (Table 1). In our application of this framework
on IMPACT (using only a subset of results in Table 5), phase 1 re-
vealed a reduction in the number of steps to schedule a visit, and
a more streamlined interface with one screen transition for ﬁnding
a participant as opposed to three pop-ups in WebCAMP. Phase 2,
with end-users, allowed quantiﬁcation of ease-of-use using time-Table 4
Evaluator feedback: Specialized vs. general system features.
System function Excerpt
General system functionality
Monthly calendar view Yeah, I do like this part (monthly v
calendar’s up to date, ‘cause then y
Adding/deleting a task So if I want to add something to the
feature. It’s a very nice feature
Resource schedule optimizer Looks pretty cool
Overall usefulness I think it can work. I think it’s grea
Specialized IMPACT functionality (unsupported by other systems)
Protocol-speciﬁed visit-speciﬁc information It’s sure useful for tracking down th
we complete it
Scheduling multiple CRCs It’s something that can be used, esp
top of that, you could have access on
Multiple study coordination with different tasks
per visit
So, you have to be on multiple stud
(tasks) . . .So say, one’s study, whate
schedule the—a glucose tolerance te
has all these other things that I have
that person’s study number, then y
Integration of scheduler with protocol-speciﬁed
visit-speciﬁc information
And it’s really convenient. . .yeah, it’
is now has a use as far as like the ca
have to schedule the patients anyw
and then that I can just go look at t
reportedmotion analysis, SUS questionnaire, and the think-aloud protocol.
Phase 2 revealed that IMPACT uses 60 s less than WebCAMP to
reschedule a visit (time-motion analysis), scores for frequency of
use increased with IMPACT, 3.33 vs. 1.33 (SUS questionnaire),
and CRCs enjoyed IMPACT’s ability to schedule a visit to multiple
CRCs (think-aloud protocol) (Table 5).4. Discussion
4.1. Generalizability of the framework
Formative evaluation of HIT prototypes is especially necessary
during development as clinical needs are both implicit and
complex [49–51]. Prototype evaluation allows developers to
probe users to elicit and reﬁne their needs. Our frameworks en-
abled the validation of expert-derived user needs, elicitation ofiew). . .I could get used to that. And it would be nice if everybody. . .get their Outlook
ou can see everything
task. . .and I can take away things as well. . .And it will delete it. . .Okay. That’s a nice
t. . .it’s a good start. Yeah. I mean, to me it’s pretty simple
e checklist for the patient. If we can enter it for the randomization. . .make sure that
ecially if you have the ability to do multiple coordinators. This is very helpful. And on
the Internet. You could go anywhere and have access to us, so I think that’s very cool
ies and you have lot of scheduled things. So, I have the studies that have different
ver that one I just did. That had all those tasks. Then I have another study that’s just—
st and then schedule a radiology procedure that’s like four hours in the afternoon that
to do, you know. So, it would be good to know, you know, what—if it helps you put in
ou can have the list and the other list and if things are incomplete
s really convenient. First of all, putting everything in there, I feel like entering the data
ncer center being able to see it and also has a use for me. It would make, you know, I
ays, so it’s great that when I schedule them, I would be taking care of everything . . .
he schedule and click, you know, complete, whether you’re eligible or not, and that’s
Table 5
Example of data triangulation across methods by research construct.
Phase 1 (usability expert) Phase 2 (end-user)
Quantitative Quantitative Qualitative
Task
analysis
Interface
Design
Time-motion
analysis
Software
log
Questionnaire
(SUSa or UTAUTb)
Think-aloud
protocol
Unstructured
interview
Research construct
Ease-of-use Schedule a visit
(5 vs. 17 steps)
Find a participant
(1 screen transition
vs. 3 pop-ups)
Rescheduling a visit
from the main calendar
(60 s. less in IMPACT)
Freq. of use (SUS) (3.33
vs. 1.33)
Scheduling a visit to
multiple CRCs was well
received (IMPACT)
Function
integration
Find a participant link
difﬁcult to locate in
WebCAMP
IMPACT’s
central action
is viewing the
calendar
Integration of functions
(SUS) (3.33 vs. 0.67)
Integration of
scheduler with
protocol-speciﬁed
visit-speciﬁc
information was well
received (IMPACT)
Anxiety Anxiety (UTAUT) (1.58
vs. 2.67)
CRCs experienced more
anxiety using the
comparison system
Workﬂow c c Performance (3.78 vs.
2.22) and effort
expectancy (UTAUT)
(4.33 vs. 2.83)
c CRCs suggested
improvements
based on speciﬁc
workﬂows (e.g.,
oncology)
Results are shown in parentheses (). The IMPACT result is shown ﬁrst followed by the WebCAMP result according to the following form: (IMPACT result vs. WebCAMP). All
results follow this form. For example, ‘Schedule a visit (5 vs. 17 steps)’ indicates that scheduling a visit required 5 steps in IMPACT and 17 steps in WebCAMP. Another
example, ‘Freq. of use (SUS) (3.33 vs. 1.33)’ indicates that the SUS measure for frequency of use was 3.33 when using IMPACT vs. 1.33 when using WebCAMP.
a SUS: System Usability Scale.
b UTAUT: Uniﬁed Theory of Acceptance of Use of Technology.
c The results in the upper section of the table contribute to the effect on workﬂow.
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perceptions of the system. Our framework also enabled the charac-
terization of IMPACT’s potential for reducing workarounds by
addressing more user needs, perceived by usability experts, when
compared to other existing systems and by assessing IMPACT’s ef-
fect on CRC workﬂow. Reducing workarounds and improving
workﬂow are two key components for successful implementation
of a decision support system [52,53] for the clinical research
environment.
Many CRCs expressed the need for a system to aid them in
scheduling research participants but had difﬁcultly articulating
their needs as implementable system functionalities for the devel-
opment team. When users interacted with the functional proto-
type during the evaluation, they were able to identify aspects of
the system’s interface and functionality they liked and disliked.
They were also better able to express what they would like to
see (‘‘wish-list’’). This experience is not unique to our assessment
[54]. We posit two primary explanations for this phenomenon in
the clinical research environment. First, our users (mainly CRCs)
are familiar with performing many tasks using tedious manual
processes. This has become the status quo and many users are una-
ware of the possible beneﬁts HIT can bring to their workplace mak-
ing it difﬁcult to elicit their technological needs. Second, some
CRCs might have endured a past negative experience resulting
from using a poorly designed HIT intervention [55]. This could gen-
erate apprehension and low expectations for future HIT interven-
tions in users. This could then be a barrier preventing them from
adequately expressing their user needs. We overcame these chal-
lenges by using the fully functional prototype to engage users to
elicit and reﬁne their needs. When interacting with the prototype,
users reﬁned their needs by describing design features that would
increase their ability to use the prototype (Table 3). New needs
were elicited as well, e.g., the ability to automatically generate re-
ports. Users were relaxed about describing and reﬁning their needs
using the prototype. Our evaluation framework can be used toevaluate other emerging HITs, particularly in cases where user
needs are implicit and existing systems are not directly
comparable.4.2. Knowledge gained when using the framework
Like many HIT interventions, IMPACT contains features that are
not available in existing related systems, which made it difﬁcult to
compare it with existing systems. This precludes the use of tradi-
tional pre-/post-design evaluation methods since no baseline sys-
tem existed for such comparisons [2,41,56,57]. Identifying a
suitable baseline or comparison system for evaluation purposes
is a challenging problem for emerging HIT interventions [7]. Using
our cross-system alignment between system function and user
need enabled us to select a suitable comparison system for the
IMPACT prototype. This alignment was necessary for selecting
the system, which was then used in phase 2 to compare with
IMPACT. We chose WebCAMP as the ‘‘best available’’ comparison
system because it possessed both scheduling functionality and
visualization, two key features of IMPACT.
Twomethods are used in phase 1 and ﬁve in phase 2 of the eval-
uation framework. Overall, ﬁve methods contributed data for a
measure that was unique (Table 1). We triangulated measures to
assess four research constructs: ease-of-use, integration of func-
tions, anxiety during use and effect on workﬂow. Each of the four
constructs is multi-faceted requiring multiple methods to capture
various aspects of it. For example, ease-of-use can be assessed
using the SUS questionnaire. However, system usability is affected
by many factors and is complex [58]. Also, questionnaires like SUS
generally measure users’ perceived system usability and may not
be measuring the ‘actual’ [33]. Therefore, measuring the time to
complete key tasks and analyzing the interface design bolster our
understanding of the system’s actual vs. perceived ease-of-use.
By triangulating methods, especially by combining qualitative
M.R. Boland et al. / Journal of Biomedical Informatics 52 (2014) 141–150 149and quantitative results, we strengthen our results of the system’s
performance along the research constructs.4.3. Limitations
One limitation of this study is that our cross-system function vs.
needs alignment was performed using systems currently in use at
CUMC. Other CTMSs and scheduling systems that are not used by
CUMC were excluded from this study. However, this limitation
should not affect the overall evaluation framework. A second lim-
itation is that we used scenario-based evaluations. Scenarios guide
users to perform certain tasks within each system. This type of
step-by-step guidance for performing tasks is not present in the
‘‘real world’’. Ideally, users should evaluate systems during their
regular workﬂow. While we used scenario-based evaluations to
test our framework on IMPACT, we believe that our two-phase
mixed-methods evaluation framework would also be useful for
‘‘real world’’ evaluations in situ.5. Conclusions
We present a two-phase evaluation framework that combines
evaluations by usability experts (phase 1) and evaluations by
end-users (phase 2). Our framework is particularly relevant for
early prototype evaluations for emerging HIT interventions, when
users are unclear about their needs and when a baseline is lacking,
both frequently encountered problems. Our framework enables an
integrated assessment of user needs identiﬁcation by usability ex-
perts (phase 1) and user needs reﬁnements by end-users (phase 2).
By triangulating results frommixed-methods, our framework mea-
sures the ease-of-use, integration of functions, user anxiety, and
workﬂow impact.Funding
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