We propose a new type of direction-of-arrival estimation method for robot audition that is free from strict head related transfer function estimation. The proposed method is based on statistical pattern recognition that employs a ratio of power spectrum amplitudes occurring for a microphone pair as a feature vector. It does not require any phase information explicitly, which is frequently used in conventional techniques , because the phase information is unreliable for the case in which strong reflections and diffractions occur around the microphones. The feature vectors we adopted can treat these influences naturally. The effectiveness of the proposed method was shown from direction-of-arrival estimation tests for 19 kinds of directions: 92.4% of errors were reduced compared with the conventional phase-based method.
Introduction
We propose a direction-of-arrival (DOA) estimation method that is suitable for an implementation of robot audition that is able to cope with changes of acoustic environments around the robot.
The problems we addressed here are somewhat common in the research field of microphone array signal processing, which has a long history. Multiple signal classification (MUSIC), which is based on a correlation matrix, is frequently applied to sound source localization and DOA estimation [1] . This method works effectively in the presence of multiple sound sources or under noisy conditions, but it requires steering vectors from a sound source to microphones. Under the assumption that the microphones are placed on an almost free field as applied to conventional microphone array techniques, we can easily calculate these steering vectors by using only the characteristics of delays between the microphones and the designated source positions because the effects of reflections and diffractions can be ignored. In the case of a robot, on the other hand, since the microphones are placed on the robot head (or body), the effects of the reflections and the diffractions that occur around the robot degrade performances of DOA estimation. In this case, it is not realistic to approximate the steering vectors under the assumption of only the direct waves. In order to solve this problem, precise head related transfer functions (HRTFs) of the robot were measured in all possible areas around the robot [2] , [3] . However, the measurement of the HRTFs is indeed troublesome work. Nakadai et al. tried to calculate the HRTFs geometrically by making an approximation on the shape of their robot head: they regard it as a simple sphere [4] , [5] . However, in most cases, robot heads are far from spherical.
On the other hand, the method based on time delay estimation or phase difference estimation using crosspowerspectrum phase (CSP) are also frequently applied to sound source localization and DOA estimation [6]- [9] . However, for the case in which the microphones are mounted on the robot head, it is difficult to obtain a precise phase difference occurring between microphones because the reflections and the diffractions caused by the robot head cannot be avoided. Furthermore, the problem involves near-fields in which sound sources and microphones do not exist on a same plane. For example, a conversation at which our robot aims is the case. Sato et al., geometrically calculate both the distance between the sound source and the microphones and the difference of heights between the sound source and the microphones [10] . In this method, the source localization performance highly depends on the preciseness of source height estimation. However, it is difficult to estimate the source height precisely in the environment in which the robot actually operates. In order to remove echos and reverberations, the source localization method based on time difference estimation is integrated with echo avoidance [11] . This method requires a generalized pattern of impulse responses that have some features such as delay time of first echo and the time constant of echo decay. However, it is not realistic to apply such approximated impulse responses for the case in which the microphones are placed on the robot head with a complicated structure.
In the present paper, we propose a new type of DOA estimation method using directivity microphones mounted on the robot head that is able to cope with environmental changes without strict HRTFs. A ratio of power spectrum amplitudes occurring between any pair of two microphones gives a discriminative pattern for each DOA regardless of sound source spectra because of the influences of the reflections and the diffractions caused by the robot head. Thus, the DOA can be estimated using statistical pattern recognition in which feature parameters consist of these power spectrum amplitude ratios. In this method, the DOA is estimated by choosing the best matching DOA, which gives the highest likelihood for all DOAs, using statistical models that are preliminarily trained for each DOA. It should be noted that the influences of the reflections and the diffractions can be naturally treated in this method while they cause a degradation of the DOA estimation performance in conventional methods that are based on unreliable phase difference estimation.
The rest of the present paper is organized as follows. The microphone arrangement of the robot head is described in Sect. 2. In Sect. 3, the algorithm of the proposed DOA estimation method is described in detail. Section 4 gives conditions and results of DOA estimation experiments in a real environment. Finally in Sect. 5, we give conclusions.
Microphone Arrangement
As depicted in Fig. 1 , two microphones are mounted on each side of the robot head. One is directed to the frontal side of the face and the other is directed perpendicularly sideward. We refer to the two frontal-directed microphones as rightmounted frontal-directed microphone (RF-Mic) and leftmounted frontal-directed microphone (LF-Mic), and the two side-directed microphones as right-mounted right-directed microphone (RR-Mic) and left-mounted left-directed microphone (LL-Mic). The directivity microphones we used are audio-technica ATM15a. (5) (6)
The ratios of the power spectrum amplitudes for each microphone pair that are described in Eqs. the results are then summed in the filter. Thus, each filterbank coefficient ci(l) holds a weighted sum that represents a normalized power spectrum amplitude in that filter-bank channel. ci(l) is described as follows.
where klo(l), kc(l) and khi(l) are the low, the center and the high frequency of the l-th filter-bank channel. The timeaveraged spectrum of each channel is compressed into a Ldimensional vector as follows.
We conclusively use a 3•EL-dimensional feature vector (cLL, cLF, cRR), which is a concatenation of cLL, cLF, and
DOA Estimation Using Pattern Recognition
Using the feature parameters described in 3.2, pattern recognition is performed on the basis of the maximum likelihood (ML) criterion. In this framework, the DOA is regarded as a categorical class and a statistical model is trained for each DOA.
In the training stage, parameters of Gaussian mixture model (GMM) are estimated using word utterances coming from the corresponding DOA. A likelihood that the GMM of the DOA class c gives to a feature vector xi extracted from the i-th word utterance is described as follows. , which was based on phase difference estimation. Here, since we target robot audition for conversations with people, the sound field can be assumed to be the near-field. Figure 5 shows the recording environment. Speech data were sampled at 32kHz and quantized into 16bit data. We recorded word utterances through the four-line directivity microphones mounted on the robot head under 27 kinds of conditions, which consist of three kinds of arrangements of the robot, three kinds of reverberation times, and three kinds of heights of a sound source. The speech data were played back through a loudspeaker that acts as a replacement of people (sound source). Three kinds of robot arrangements, A-1, A-2, and A-3, are described as follows.
Speech Materials
A-1 The robot is placed at P-1 facing the parallel direction to the X-axis. A-2 The robot is placed at P-1 facing the parallel direction to the Y-axis. A-3 The robot is placed at P-2 facing the parallel direction to the Y-axis.
The reverberation times of the room were 238ms, 318ms, and 395ms, which were controlled by drawing heavy curtains around the room. The heights of the sound source (loudspeaker) were 104cm, 125cm, and 150cm. We have 27 different recording conditions by making any combination of them. 
where c denotes the acoustic velocity, M denotes the microphone spacing, and Fs denotes the sampling frequency.
Here, Eq. (23) is realized under the assumption that the microphones are located in the far-field.
Setup for CSP-Based Method
In this experiment, we used two frontal-directed microphones, RF-Mic and LF-Mic. In order to achieve angular resolutions of 10 degrees even in the side of the robot, speech data were up-sampled at 64kHz. The speech data were analyzed using a Hamming window with a frame length of 64ms and a frame shift of 16ms. In the present paper, a tolerance interval in DOA estimation was five degrees. This means that the estimates within errors of five degrees are regarded as correct. For the case in which a DOA could not be calculated because a time delay became too much long, the DOA was determined to be 90 degrees or -90 degrees.
In the case of application to robot audition we targets, the distance between the microphones and the sound source The GMM were arbitrarily determined so as to give the best performance of DOA estimation. For the case in which four microphones were used, the optimal number of filter-bank channels and mixtures in a GMM were 24 and 6, respectively. For the case in which two microphones were used, they were 24 and 12, respectively. Figure 8 shows that the CSP-based method gave a DOA correct of 59.6% averaged for all DOAs under the assumption of the near-field. As we can see in Fig. 9 for the case in which two microphones were used and the closed condition was applied to the sound source heights, the experimental condition of the proposed method could be regarded to be almost equivalent to the condition of the CSPbased method under the assumption of the near-field. The proposed method could achieve significant improvement in the DOA estimation performance compared with the conventional CSP-based method. Here, the proposed method reduced 92.4% of errors of the CSP-based method. In addition, the proposed method gave almost the same performance compared to the MUSIC method (97.9%), which required the measurements of the strict HRTFs for each combination of DOAs and sound source heights. Thus, the proposed method achieved precise DOA estimation by only applying not the strict HRTFs, which were required for the MUSIC method, but the approximated HRTFs, which were estimated from arbitrary word utterances coming from each DOA.
These results show that the proposed method can deal with the influence of the reflections and the diffractions naturally and can cope with changes of the reverberation times and the positions of the robot.
In addition, preliminary experiments show that the proposed method can cope with changes of the distance between the microphones and the sound source. The proposed method gave good performances (DOA corrects of approximately 100%) not only under the distance-closed conditions but also under the distance-open conditions in which the training data included both the information of smaller distances and the information of larger distances than the evaluation data.
Conclusion
We proposed the robust DOA estimation method that does not require an estimate of a strict HRTF. The proposed method is based on statistical pattern recognition using a ratio of power spectrum amplitudes for each microphone pair as a feature vector. The feature parameters used for the proposed method can treat reflections and diffractions derived from the robot head naturally, and the parameters can be independent of the sound source spectra. The DOA estimation experiments under the various acoustic conditions showed that the effectiveness of the proposed method: it reduced 92% and 99% of errors of the conventional CSP-based method using two microphones and four microphones, respectively, and it achieved almost the same performance compared to MUSIC method, which required measurements of the strict HRTFs. Thus, the proposed method achieved high-performance DOA estimation by leveraging the influences of the reflections and the diffractions derived from the robot head while the conventional CSP-based method was adversely affected by those influences.
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