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Resumen La naturaleza de la transmisio´n multicast hace que sea un mecanismo no orientado a
conexio´n, por lo que la mayor´ıa de los protocolos multicast se desarrollan sobre la capa de trans-
porte UDP y sobre este es necesario construir un esquema de conﬁabilidad. Para aplicaciones de
“streaming” de audio o v´ıdeo, la pe´rdida ocasional de un segmento es aceptable, pero al transmitir
datos cr´ıticos (archivos, programas, etc.) es necesario un mecanismo que garantice conﬁabilidad.
Por lo tanto se presenta en esta publicacio´n una propuesta de transmisio´n multicast conﬁable con
control de congestio´n, como alternativa a los mecanismos disponibles en la actualidad.
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1. Introduccio´n
Muchas aplicaciones necesitan sema´nticas conﬁables de transmisio´n de datos para funcionar correc-
tamente y recibir una secuencia de paquetes sin pe´rdidas, ni duplicados y en el orden exacto en el
que fueron transmitidos. Un protocolo de transporte conﬁable resuelve estas cuestiones y oculta dicha
complejidad proporcionando una abstraccio´n conﬁable a las aplicaciones.
Todos estos protocolos utilizan las mismas ideas para cumplir con los requisitos de conﬁabilidad:
redundancia para resolver pe´rdidas de paquetes, almacenamiento (buﬀers) en los receptores para poder
reordenar y el uso de temporizadores y retransmisiones. Debido a que las aplicaciones grupales de comu-
nicacio´n tienen una amplia variedad de requerimientos de conﬁabilidad, se han desarrollado mu´ltiples
protocolos multicast conﬁables, ninguno de los cuales es un esta´ndar dominante as´ı como lo es TCP
para las transmisiones unicast conﬁables. [13]
Existen, fundamentalmente, dos aproximaciones para los protocolos de Multicast conﬁable:
1. ACK: hacer que todos los receptores conﬁrmen la recepcio´n de los paquetes
2. NACK: hacer que los receptores solo informen cuando detectan pe´rdida de paquetes
Si es necesario conocer que absolutamente todos los receptores recibieron todos los datos, entonces es
probable que se necesite un protocolo basado en ACKs. Por otro lado, si para la aplicacio´n en cuestio´n
no es importante si alguno de los receptores no recibio´ la totalidad de los datos, entonces los protocolos
basados en NACKs pueden ser mas adecuados ya que escalan mucho mejor.
1.1. Mecanismos basados en ACKs
Debido a que un grupo multicast puede tener un arbitrario nu´mero de miembros y a que los protocolos
tradicionales utilizan acks para garantizar conﬁabilidad, esto requerir´ıa que el transmisor pueda manejar
un nu´mero arbitrario de acks. Desafortunadamente, esto deriva en un problema conocido como “ACK
implosion”. Este problema ha sido el foco de mu´ltiples investigaciones en los u´ltimos an˜os y existen
varias estrategias para solucionarlo o, al menos, intentar disminuirlo.
Para superar el problema de la implosio´n de las conﬁrmaciones, los protocolos de multicast conﬁable
aplican una aproximacio´n jera´rquica en donde el multicast se restringe a una u´nica fuente. Antes de
enviar los datos, se establece un a´rbol de reenv´ıo (“forwarding tree”) desde la fuente hasta todos los
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miembros del grupo y se determinan puntos de conﬁrmacio´n (“acknowledgement points”). Un punto
de conﬁrmacio´n consiste de un router en el a´rbol de reenv´ıo que acepta realizar copias de cache´ de los
datos y procesar las conﬁrmaciones de los routers o las estaciones que este´n por debajo en el a´rbol. Si
se requiere una retransmisio´n, el punto de conﬁrmacio´n obtiene una copia desde su cache´.
Otra estrategia para mejorar los protocolos basados en ACK es la de combinar varios ACKs en un
solo paquete.
1.2. Mecanismos basados en NACKs
Muchos esquemas de multicast conﬁable, en vez de utilizar conﬁrmaciones positivas (ACKs), utilizan
conﬁrmaciones negativas (NAKs); esto quiere decir que las estaciones receptoras no responden salvo que
algu´n datagrama se pierda o no sea recibido. Este esquema permite una mejor escalabilidad para el
ambiente en el que usamos multicast ya que se pasa la carga de control de errores del transmisor a los
destinatarios. La estacio´n que transmite env´ıa los datagramas sin esperar las conﬁrmaciones. La idea es
evitar el env´ıo de mensajes de estado (ACKs) cuando todo esta´ normal y as´ı mejorar la eﬁciencia del
protocolo [3].
Para permitir a una estacio´n detectar que un datagrama no ha sido recibido, se debe asignar a
cada uno un nu´mero u´nico de secuencia. Cuando la estacio´n detecta una pe´rdida env´ıa un NACK para
solicitar la retransmisio´n del datagrama perdido. El NACK debe ser propagado hacia arriba en el a´rbol
(en direccio´n a la fuente) hasta que el mismo llega a un punto de conﬁrmacio´n. En este punto se procesa
el NACK y se retransmite el datagrama hacia abajo en el a´rbol.
Cada punto de conﬁrmacio´n utiliza el mismo esquema para asegurarse de que tiene una copia de
todos los datagramas de la secuencia. Eventualmente, al seguir cada uno de los puntos de conﬁrmacio´n,
llegaremos a la fuente de la transmisio´n.
Con esta aproximacio´n, el disen˜o de la topolog´ıa y los puntos de conﬁrmacio´n son cruciales para
el e´xito del esquema de multicast conﬁable. Sin los suﬁcientes puntos de conﬁrmacio´n, un datagrama
perdido puede causar una implosio´n de NACKs. En particular, si un router tiene demasiados descendien-
tes, un datagrama perdido puede causar que el mismo sea sobrecargado con pedidos de retransmisio´n.
Desafortunadamente, la seleccio´n automa´tica de los puntos de conﬁrmacio´n es un problema complejo
y muchos protocolos multicast conﬁables requieren conﬁguracio´n manual. Por esto, la transmisio´n mul-
ticast se aplica mejor a servicios que tienden a existir por largos per´ıodos de tiempo, topolog´ıas que
no cambian ra´pidamente y situaciones donde los routers intermedios acuerdan servir como puntos de
conﬁrmacio´n [4].
Como vemos, los mecanismos basados en NACKs pueden sufrir tambie´n problemas de implosio´n,
los cuales son resueltos con te´cnicas de supresio´n de NACKs y/o soluciones basadas en temporizadores,
como hace por ejemplo el protocolo SRM.
1.3. Grupo de trabajo RMT
La IETF formo´ el grupo RMT (Reliable Multicast Transport Working Group) para establecer un
conjunto esta´ndar de protocolos de transporte multicast conﬁables. Este grupo creo´ un conjunto de di-
rectivas que los desarrolladores de los protocolos propuestos deber´ıan satisfacer. Una vez implementados,
se espera que sean de uso general para una amplia variedad de aplicaciones.
Es claro que diferentes aplicaciones van a requerir diferentes aspectos de conﬁabilidad. A diferencia
del modelo de transporte unicast, donde TCP es pra´cticamente universal, es poco probable que un
u´nico protocolo de transporte multicast conﬁable sea aceptable para todo tipo de aplicaciones. El foco
del grupo RMT apunta a tres tipos de mo´dulos:
“Nack Oriented Reliable Multicast Protocol” (NORM) [5] que utiliza conﬁrmaciones negativas
(NAKs) para garantizar conﬁabilidad. Este protocolo evita el problema de la implosio´n de los NAKs
haciendo que todos los receptores tambie´n escuchen y procesen los NAKs de otras estaciones y/o uti-
lizando demoras probabil´ısticas para evitar NAKs redundantes. NORM puede trabajar en modelos
multicast con un u´nico transmisor y tambie´n con mu´ltiples transmisores. Este protocolo seguramente
sera´ mas u´til en aplicaciones de transferencia de archivos.
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Pros: simplicidad; el emisor no necesita conocer la cantidad de receptores; el emisor no necesita
llevar cuenta del estado de los receptores; escalabilidad para aplicaciones y topolog´ıas de red
donde es prohibitivo construir una infraestructura de entrega multicast sobre la capa ba´sica IP
multicast. [12]
Cons: como varios de los protocolos basados en NAKs, es dif´ıcil para el emisor saber cuando puede
liberar los buﬀers de transmisio´n; se necesitan mecanismos adicionales a nivel de sesio´n si el
emisor necesita saber si un determinado receptor ha recibido todos los datos.
“TRee ACKnowledgement based protocol” (TRACK) [6] que utiliza un a´rbol para controlar la
retro-alimentacio´n y las reparaciones(retransmisio´n de paquetes perdidos). Este protocolo tiene la
caracter´ıstica de devolver al transmisor una conﬁrmacio´n de cada receptor. Esto puede ser impor-
tante, por ejemplo, en aplicaciones ﬁnancieras donde el receptor debe pagar por los datos. En este
modelo el transmisor necesita una conﬁrmacio´n de que puede cobrar a los receptores. TRACK puede
no ser una buena alternativa en redes donde el camino de retorno del receptor al transmisor no sea
conﬁable.
“Asynchronous Layered Coding” (ALC) [7] que utiliza te´cnicas de forward error-correction (FEC)
y no requiere de retro-alimentacio´n.
2. Alternativas de transporte multicast
2.1. Multicast IP
Pros: esta´ndar y altamente disponible. Respeta la ﬁlosof´ıa extremo a extremo.
Cons: no tiene garant´ıas de conﬁabilidad, no es amigable con los routers
2.2. Scalable Reliable Multicast (SRM)
Scalable Reliable Multicast (SRM)[8] es un marco de trabajo de multicast conﬁable para usar a nivel
aplicacio´n y orientado a sesiones. En este marco de trabajo todo el tra´ﬁco es multicast. Este marco de
trabajo puede ser resumido describiendo sus 3 tipos de paquetes:
latidos (heartbeats): cada miembro env´ıa perio´dicamente un heartbeat que incluye el nu´mero de
secuencia del u´ltimo paquete enviado. Estos paquetes son utilizados por los dema´s miembros para
poder detectar la pe´rdida de paquetes, comparando el nu´mero de secuencia del heartbeat con el
nu´mero de secuencia del u´ltimo paquete recibido.
NACKs: cuando se detecta un paquete perdido, se env´ıa un paquete NACK a todos los miembros.
Como todos los miembros ven este NACK, todos pueden participar en la reparacio´n de los datos.
reparacio´n (repair): cada miembro de la sesio´n mantiene un cache´ con los u´ltimos paquetes de
datos recibidos (y enviados) y si reciben un NACK de un paquete que tienen en el cache´, retransmiten
el paquete a todo el grupo como una reparacio´n.
Para minimizar el nu´mero de NACKs y reparaciones, estas dos operaciones se preceden por un “expo-
nential back-oﬀ”. Esto signiﬁca que en vez de enviar el paquete directamente, el cliente debe esperar
un tiempo aleatorio (basado en la distancia al nodo en cuestio´n) y si en este tiempo otro nodo env´ıa el
paquete correspondiente, este cancela su propia transmisio´n.
SRM esta´ disen˜ado para cumplir con la deﬁnicio´n minimal de multicast conﬁable, esto es, entrega
eventual de todos los datos a todos los miembros del grupo, sin asegurar un determinado orden de
entrega. Los autores creen que si fuera necesario asegurar un determinado orden de entrega, ser´ıa fa´cil
de agregar una capa sobre SRM que de esto se ocupe.
SRM esta´ fuertemente basado en el modelo de entrega de grupo que es la pieza central del protocolo
multicast IP. En multicast IP, las fuentes de datos simplemente env´ıan a la direccio´n multicast del grupo
sin necesitar conocimiento previo de los miembros del grupo.
Para poder recibir datos enviados al grupo, los receptores anuncian que esta´n interesados a trave´s
de un mensaje multicast join en la subred local y no necesitan conocimiento previo de los miembros del
grupo y/o transmisores activos. Cada receptor se une o deja el grupo de manera individual, sin afectar
la transmisio´n de los datos a cualquier otro miembro.
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SRM extiende el concepto de grupo multicast maximizando la informacio´n y los datos compartidos
entre todos los miembros, y fortalece la individualidad de la pertenencia haciendo a cada miembro
responsable por la correcta recepcio´n de sus propios datos.
Finalmente, SRM intenta seguir los principios centrales del disen˜o de TCP/IP. Primero, SRM re-
quiere so´lo el modelo ba´sico de entrega del protocolo IP – mejor esfuerzo con posible duplicacio´n y/o
re-ordenamiento de paquetes – y construye la conﬁabilidad en una base punto-a-punto. No se requiere
ningu´n cambio o soporte especial de la red IP que existe por debajo. En segundo lugar, de una forma
similar a TCP que setea temporizadores y ventanas de control de congestio´n, los algoritmos de SRM
dina´micamente ajustan sus para´metros de control basa´ndose en la performance observada dentro de
una sesio´n. Esto permite a las aplicaciones que utilizan el marco de trabajo de SRM a adaptarse a un
rango amplio de taman˜os de grupo, topolog´ıas y anchos de banda de los enlaces mientras mantiene una
performance alta y robusta. [8]
Pros: u´til para replicar datos con poca probabilidad de cambios. No sufre de implosiones de ACK o
NAK.
Cons: limitado a escalabilidad de mejor esfuerzo; no puede llevar cuenta de la pertenencia a los grupos;
el throughput es inestable si la tasa de fallos de la red no es desestimable.
2.3. Reliable Multicast Transport Protocol (RMTP)
RMTP [9] provee una entrega ordenada y completa de una secuencia de datos desde una fuente a un
grupo de receptores. RMTP esta´ basado en una jerarqu´ıa de mu´ltiples niveles en la cual los receptores
se agrupan en jerarqu´ıas de regiones locales, con un receptor designado (DR) en cada regio´n. RMTP
deﬁne DRs que reu´nen los mensajes de estado de los nodos de la regio´n RMTP local y proveen las
reparaciones (retransmisiones de datos perdidos), si estos esta´n disponibles. Los receptores dirigen los
mensajes administrativos usando unicast hacia el DR. De esta manera, el DR provee recuperacio´n local
y consolidacio´n del tra´ﬁco de control al siguiente DR de la jerarqu´ıa si los datos solicitados no estuvieran
disponibles.
Figura 1. [10]
RMTP provee entrega conﬁable de una u´nica
fuente a un grupo de receptores sin saber exac-
tamente la identidad de los mismos. Los recep-
tores env´ıan sus mensajes de estado perio´dica-
mente al transmisor/DR que retransmite los pa-
quetes que se puedan haber perdido. Dado que
los ACKs se env´ıan perio´dicamente desde los re-
ceptores, aunque uno de estos ACKs se pierda,
el transmisor/DR no debe realizar nada especial,
porque otro ACK reﬂejando el estado actualizado
sera´ generado por el mismo receptor. Por lo tan-
to, la generacio´n perio´dica de mensajes de estado
provee al protocolo RMTP de una caracter´ıstica
inherente de tolerancia a fallos y no debe ser con-
siderado como una sobrecarga ya que simpliﬁca la
recuperacio´n de errores.
El enfoque jera´rquico utilizado en RMTP jun-
to con la decisio´n de disen˜o de no llevar cuen-
ta expl´ıcitamente de los receptores, dan un alto
grado de escalabilidad al protocolo. Si algunos re-
ceptores esta´n muy lejos del transmisor, este no
debe preocuparse por estos, ya que el DR corres-
pondiente sera´ responsable de manejar los ACKs
y de retransmitir los paquetes perdidos. Adema´s,
una caracter´ıstica es clave para la escalabilidad de
RMTP: la informacio´n de estado que se mantie-
ne en el transmisor es independiente del nu´mero
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de receptores. El precio que RMTP paga por esta escalabilidad es el cache´ adicional que tienen que
mantener tanto el transmisor como los DRs.
Pros: su estructura jera´rquica brinda un comportamiento predecible; se adapta automa´ticamente a
fallos en los servidores o a servidores que no pueden alcanzarse. U´til para transmisio´n de archivos
multicast.
Cons: comparte las mismas caracter´ısticas que SRM. Requiere que los DRs se deﬁnan esta´ticamente.
2.4. Pragmatic General Multicast (PGM-OPGM-PGMCC)
Pragmatic General Multicast (PGM) es un protocolo de transporte multicast conﬁable disen˜ado
principalmente para aplicaciones que requieran transmisio´n de datos multicast ordenada y libre de
duplicados desde mu´ltiples transmisores hacia mu´ltiples receptores.
La principal ventaja de PGM sobre los protocolos multicast tradicionales es que para cada receptor
en el grupo, PGM garantiza que el mismo recibe todos los paquetes a partir de las transmisiones y
posibles retransmisiones, o es capaz de detectar una pe´rdida de paquetes de datos que es irrecuperable.
PGM se disen˜o´ espec´ıﬁcamente como una solucio´n para aplicaciones multicast cuyos requerimientos
de conﬁabilidad sean ba´sicos. Su meta central de disen˜o es la simplicidad de operacio´n siempre teniendo
en cuenta la escalabilidad del protocolo y la eﬁciencia en el uso de la red.
En PGM, no existe la nocio´n de pertenencia a un grupo; se provee una entrega multicast conﬁable
de datos dentro de una ventana de transmisio´n. El a´rbol de PGM se construye utilizando elementos de
red (NEs) que manejan PGM sobre el a´rbol multicast existente. Una fuente PGM env´ıa a los receptores
paquetes de datos multicast (ODATA) en una secuencia. Cuando los receptores detectan paquetes que
faltan en la secuencia, env´ıan un paquete unicast a su padre en el a´rbol PGM. Los padres conﬁrman
la recepcio´n del NAK a todos sus hijos con una conﬁrmacio´n multicast del NAK (paquete conocido
como NCF). Los paquetes de reparacio´n (RDATA) son generados por la fuente o por un reparador
local designado (DLR) en respuesta a un NAK; esto signiﬁca que los NEs nunca guardan ODATA o
proporcionan paquetes de reparacio´n. Un paquete de reparacio´n es el paquete perdido reenviado o un
paquete FEC, dependiendo de los para´metros de la sesio´n. Antes de enviar un NAK, los receptores
ejecutan un back-oﬀ aleatorio y suprimen el NAK si reciben el correspondiente NCF, los datos o los
datos de reparacio´n.
En cuanto a implementaciones de PGM es importante considerar OpenPGM . Es una implementa-
cio´n de co´digo abierto del protocolo PGM que facilita el desarrollo de aplicaciones distribu´ıdas escalables
que intercambian datos a trave´s de la red y con asistencia de la misma. OpenPGM es un transporte de
datos, no impone ningu´n formato de mensaje o lo´gica de comunicacio´n de alto nivel. OpenPGM puede
ser ejecutado en varias plataformas de hardware y de software permitiendo as´ı una plataforma de red
heteroge´nea.
Otra optimizacio´n que realizan los receptores es demorar intencionalmente por un tiempo mı´nimo
aleatorio la emisio´n de un NAK para evitar que varios receptores emitan el mismo NAK simulta´nea-
mente. Opcionalmente, es posible utilizar FEC (Forward Error Correction) donde se utilizan co´digos de
bloque lineales para generar h paquetes de paridad a partir de k paquetes originales de datos, de forma
que tomando k paquetes cualquiera, del total de (h+k) paquetes, se pueden decodiﬁcar los k paquetes
originales.
En el modo ba´sico de operacio´n de PGM simplemente se realiza un l´ımite en la tasa de trasferencia
del emisor. Para realizar control de congestio´n el emisor debe recibir informacio´n acerca del estado de
la transmisio´n. Para este ﬁn, PGM soporta 3 tipos opcionales de feedback al emisor:
1. carga del peor enlace (medido por los NEs)
2. carga del peor camino punto-a-punto (medido por los NEs)
3. carga del peor camino punto-a-punto (medido por los receptores)
Sin embargo, PGM no especiﬁca como se ajustara´ esta tasa; el esquema de control de congestio´n se
deja a criterio de la implementacio´n.
Como trabajos relacionados, se han propuesto varios esquemas de control de congestio´n comple-
mentarios a PGM. Uno de e´stos es llamado PGMCC [11]; esquema de control de congestio´n de tasa
u´nica cuyos objetivos se centran en la escalabilidad, estabilidad y ra´pida respuesta a la variacio´n de las
condiciones de la red.
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En el esquema de tasa u´nica que usa PGMCC, todos los receptores obtienen la misma tasa de datos
y el emisor se adapta al receptor ma´s lento del grupo. Se conoce que estos esquemas tienen la limitacio´n
de que un u´nico receptor lento puede tirar abajo la tasa de env´ıo para todo el grupo. El comportamiento
es muy similar al control de congestio´n de TCP, ya que utiliza un ciclo de control basado en ventana
que se ejecuta entre el emisor y un receptor seleccionado, llamado “ACKER”. El rol del ACKER es
proveer al emisor de una ra´pida retroalimentacio´n de la misma forma que lo hace un receptor en TCP.
La implementacio´n de esta variante requiere modiﬁcaciones tanto en los emisores como en los receptores.
3. Nuestra propuesta - PGMCOOP
La utilizacio´n de PGM en esquemas 1 a N incorpora conﬁabilidad a las transmisiones, pero, al utilizar
una tasa de transferencia ﬁja, no permite aprovechar el ancho de banda completo que hubiera disponible
en la red, ya que no posee un mecanismo para poder incrementarlo, as´ı como tampoco disminuye el
mismo en el caso de existir congestio´n.
Aqu´ı se presenta una variante del protocolo, que llamaremos PGMCOOP, cuya novedad con respecto
a PGM es incorporar un mecanismo de ajuste dina´mico de la tasa de transferencia del emisor, en funcio´n
de los NAKs / tasa de NAKs que va recibiendo. La simplicidad del disen˜o y la implementacio´n es uno
de los objetivos fundamentales de esta variante, y para cumplir con esto se busco´ una estrategia donde
solo sea necesario modiﬁcar la lo´gica de emisio´n y que el esquema sea transparente para los receptores
que podra´n seguir trabajando con el protocolo PGM puro.
Una estrategia que se utilizo´ antes de desarrollar PGMCOOP, fue usar un protocolo multicast desa-
rrollado ad-hoc que llamamos internamente MDP. Se implemento´ sobre multicast UDP simple y ten´ıa
2 etapas:
1. Env´ıo de datos usando IP multicast con tasa ﬁja de transferencia.
2. Fase de reparacio´n posterior con estrategia unicast para cada receptor que necesite reparaciones.
El comportamiento del protocolo MDP con respecto a la cantidad de bloques perdidos es proporcional
al crecimiento de la tasa de transferencia. A medida que incrementamos la misma y nos acercamos
al l´ımite de potencia de procesamiento de los receptores, los bloques perdidos se incrementan. Este
comportamiento evidencia diﬁcultades generadas por el uso de una parametrizacio´n esta´tica (tasa de
transferencia) y por no disponer de un mecanismo de control de congestio´n, adema´s de la ineﬁciencia
generada a partir de potencialmente repetir la transmisio´n de las mismos bloques de reparacio´n en un
esquema unicast. PGMCOOP intenta solucionar estos inconvenientes.
Para el control de congestio´n se preﬁrio´ utilizar una estrategia diferente a la de PGMCC, realizando
modiﬁcaciones mı´nimas a PGM para poder cambiar la tasa de transferencia en forma dina´mica y de
esta forma intentar mejorar su comportamiento. Debido a que este protocolo sera´ utilizado en mu´ltiples
escenarios que poseen distintas caracter´ısticas de equipamiento de red y emisores y receptores con
caracter´ısticas totalmente heteroge´neas, es necesario que el mismo pueda adaptarse a cada red regulando
la tasa de transmisio´n para no sobrecargar a los receptores, evitando as´ı que se produzcan demasiados
NAKs y se deba realizar un alto nu´mero de retransmisiones.
Se adopto´ una estrategia de “congestion avoidance”, con un esquema basado en el algoritmo de
incremento aditivo y reduccio´n multiplicativa (AIMD). Esta estrategia evita la congestio´n combinando
el crecimiento lineal de la ventana de congestio´n con una reduccio´n exponencial de la tasa de transferencia
cuando e´sta es detectada.
Se utilizan los NAKs como indicadores de congestio´n, el emisor reducira´ la tasa de transferencia por
un factor multiplicativo; por ejemplo dividir a la mitad la ventana de transmisio´n. En ausencia de NAKs
la ventana se incrementa linealmente. El resultado de esto es una curva con forma de dientes de sierra
ya que este algoritmo va probando la red para detectar el ancho de banda disponible, de manera similar
a lo que ocurre con el algoritmo para evitar congestio´n en TCP.
3.1. Disen˜o
Cada sesio´n de env´ıo del emisor trabajara´ enviando datos a los receptores via paquetes de datos
(ODATA) con PGM, con una ventana de transmisio´n cwnd, que le permitira´ enviar sin restricciones
hasta agotada dicha ventana. Luego del env´ıo de cada bloque, el emisor debera´ chequear cual es la tasa
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actual de recepcio´n de paquetes NAK. Si la tasa de NAKs es menor al umbral nak th durante toda la
duracio´n de la ventana cwnd, entonces se ampliara´ la ventana de transmisio´n utilizando el factor lineal
aditivo (a). Por el contrario, si se detecta una tasa de NAKs mayor al umbral nak th en ese per´ıodo,
reduciremos la ventana de transmisio´n multiplicando la misma por el factor de decremento (b) y el
emisor entrara´ en un estado de control de congestio´n (CC). En el estado de control de congestio´n, el
emisor podra´ seguir enviando datos, pero sin incrementar la ventana de transmisio´n cwnd y debera´
controlar luego de la transmisio´n de cada paquete la tasa actual de NAKs; es decir que dentro del
estado de control de congestio´n el l´ımite cwnd no se utilizara´; el emisor, sin embargo, utilizara´ una
ventana de control de congestio´n cc cwnd. Esta ventana se usa para “limpiar” el estado de congestio´n
ya que el emisor debera´ controlar que no haya recibido ningu´n paquete NAK durante esta ventana para
poder salir del estado de control de congestio´n. Una vez que el emisor no haya recibido ningu´n NAK
durante una ventana del taman˜o deﬁnido para el control de congestio´n se podra´ volver al estado normal
de env´ıo. Los siguientes para´metros que controlara´n la transmisio´n sera´n conﬁgurables por parte del
usuario/desarrollador que utilice las funciones del protocolo:
cwnd: taman˜o inicial de ventana de transmisio´n
cc cwnd: ventana de transmisio´n en la que no se deben recibir NAKs para salir de estado CC
nak th: umbral l´ımite de la tasa de NAKs
a: factor de incremento lineal (a > 0)
b: factor de decremento exponencial (0 < b < 1)
r: tasa de transferencia inicial de transmisio´n (valor predeterminado: 100.000 bps)
Algoritmo de env´ıo A continuacio´n se presenta, en lenguaje de pseudo-co´digo, el algoritmo que se
utilizara´ en la solucio´n:
1: mientras existan datos para enviar
2: pgm_send(sock, buffer)
3: si estado==CC
4: si nak_rate < nak_threshold
5: si se completo´ cc_cwnd
6: estado=NORMAL
7: sino
8: avanzar ventana cc_cwnd
9: sino
10: reiniciar ventana cc_cwnd
11: sino
12: si nak_rate > nak_threshold
13: estado=CC
14: cwnd = cwnd * b
15: cc_cwnd = cc_cwnd * b
16: continuar
17: si se completo´ cwnd
18: si estado==NORMAL y nak_rate < nak_threshold
19: cwnd = cwnd + a
20: cc_cwnd = cc_cwnd + a
21: sino
22: avanzar ventana cwnd
23: fin bucle
De esta manera, el emisor podra´ ir incrementando la tasa de transferencia linealmente, cada vez que
complete una ventana cwnd sin que la tasa de NAKs haya superado el umbral. Cuando la tasa de NAKs
sea mayor al umbral conﬁgurable, debera´ reducir la tasa de transferencia y luego entrara´ en la fase de
control de congestio´n. Cuando haya pasado una ventana cc cwnd completa donde la tasa de NAKs sea
menor a la mitad del umbral deﬁnido, entonces podra´ salir del estado de control de congestio´n y volver a
trabajar con la ventana cwnd. Este proceso se repetira´ sucesivamente y la tasa de transferencia deber´ıa
converger al ancho de banda disponible en la red para la transmisio´n multicast.
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3.2. Implementacio´n
Los receptores solo implementara´n la funcio´n normal de recepcio´n con la notiﬁcacio´n de los NAKs
respectivos a los paquetes faltantes que hayan detectado como cualquier receptor normal PGM. Este
disen˜o tambie´n tiene la ventaja de que no es necesario modiﬁcar la lo´gica interna del protocolo PGM o
sus funciones de bajo nivel. El esquema de control de congestio´n se puede construir, por ejemplo, sobre
la implementacio´n OpenPGM del protocolo PGM, utilizando sus primitivas.
Se realizaron 2 modiﬁcaciones a la librer´ıa OpenPGM para poder satisfacer las necesidades de nuestra
implementacio´n: una funcio´n para poder consultar los contadores internos de la librer´ıa (mas precisa-
mente el valor de los NAKs recibidos en el emisor para servir de dato de entrada del algoritmo de
control de congestio´n) y un me´todo para poder modiﬁcar la tasa ma´xima de transferencia que regula el
throughput de env´ıo del emisor dentro de una sesio´n determinada.
4. Escenario de pruebas
La investigacio´n y desarrollo realizados surgen de la necesidad de mejorar el mo´dulo de comunica-
ciones de un sistema de sucursales, que fue´ realizado con desarrollo propio y a medida, por la Gerencia
de Sistemas de la Cooperativa Obrera Ltda. Este mo´dulo es necesario para el env´ıo de comandos de
control a las cajas, para el env´ıo de datos y para monitoreo del estado de cada una de ellas. En la Fig. 2
se muestra el esquema tipo y sobre el cual se realizaron las pruebas.
Figura 2.
En particular el requerimiento de comunica-
ciones implementado, fue un mecanismo para po-
der enviar tablas de datos desde el SERVER a to-
das las cajas y adema´s el env´ıo de nuevas versiones
de la aplicacio´n (archivos de varios MBs), que por
motivos de performance se decidio´ hacer el env´ıo
bajo multicast. Utilizar multicast en una red LAN
nos dar´ıa la ventaja de realizar solo una transmi-
sio´n total y, con un bajo nu´mero de reparaciones,
ocupar muchos menos tiempo el ancho de banda
de la red de la sucursal (la cual en muchos casos
esta´ limitada a equipamiento no switcheado y con
bajas velocidades ≈ 10Mb/s); esta ventaja ser´ıa
ma´s evidente sobre la solucio´n unicast a medida
que creciera el nu´mero N de cajas y se reducir´ıa
considerablemente el tiempo total de transmisio´n.
4.1. Transmisio´n
En la etapa de preparacio´n se realizan algunas
tareas previas a la transmisio´n y que simpliﬁcara´n
los pasos posteriores. Una vez que se tiene el ar-
chivo ﬁnal a transmitir, se calcula el taman˜o total del mismo (ﬁle size). La transmisio´n se realiza en
bloques. Estos bloques permiten la reparacio´n posterior, ya que los receptores pedira´n a la fuente los
bloques no recibidos/perdidos haciendo referencia por nu´mero de bloque. En esta etapa, se calcula el
nu´mero total de bloques (blocks) en funcio´n de ﬁle size y el taman˜o de bloque (MAX DATA SIZE).
Como u´ltimo paso de esta etapa, se calcula un valor de hash (md5sum) de los contenidos del archivo.
Este hash se utiliza para chequear la consistencia del archivo recibido en los receptores y decidir si se
utilizara´ luego en capa de aplicacio´n o debera´ ser descartado por errores en algu´n bloque.
Se dividieron las pruebas en dos grupos de escenarios: aquellos 3 escenarios que tienen redes de
10 Mb/s con repetidores (hubs), escenarios A, B y C y los otros 3 que poseen el segmento de red
implementado con switches de 100 Mb/s y tecnolog´ıa full duplex, escenarios D, E y F. En el caso de
10 Mb/s se realizaron pruebas con tasas iniciales de transferencia de 200, 400, 600 y 800 KB/s. Para
cada combinacio´n de escenario y tasa inicial de transferencia se realizaron 5 pruebas de transferencia
completas con cada uno de los 3 protocolos. Esto permitio´ analizar los resultados tomando promedio de
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la tasa de transferencia y del tiempo de transmisio´n y luego se calculo´ varianza y desviacio´n esta´ndar
de estos resultados usando la tasa de transferencia como variable aleatoria. Para los escenarios de 100
Mb/s se utilizo´ el mismo esquema de pruebas, pero usando como tasas de transferencia iniciales los
siguientes valores: 2000, 4000 y 6000 KB/s.
Los protocolos de prueba fueron MDP desarrollado internamente y descripto brevemente en la Sec-
cio´n 3, PGM y nuestra propuesta PGMCOOP.
5. Resultados obtenidos
En principio, el ana´lisis de los resultados del protocolo experimental desarrollado en el presente
trabajo puede considerarse positivo. Como vemos en el gra´ﬁco que tomamos a modo de ejemplo de uno
de los escenarios planteados, en la mayor´ıa de las pruebas realizadas, PGMCOOP fue el protocolo que
logro´ las mejores tasas de transferencia. Ver Fig. 3. El escenario es el C con 8 cajas.
Figura 3.
Las pruebas se realizaron utilizando para´metros de crecimiento de la tasa de transferencia y ta-
man˜os de ventanas muy conservadores. Por eso, por ejemplo para tasas iniciales de 200 KB/s, solo se
pudo lograr en promedio alrededor de 320 KB/s, pero podr´ıan utilizarse para´metros que permitan un
comportamiento mucho mas agresivo del protocolo.
Los mejores rendimientos de PGMCOOP se obtienen utilizando como tasa de transferencia inicial
el 50% del ancho de banda disponible en el segmento de red.
Este comportamiento se produce porque la estrategia de aumentar la tasa de transferencia termina
siendo contraproducente para estos casos donde la misma esta´ cerca del l´ımite de capacidad de los
receptores.
Con la estrategia implementada, el protocolo pierde un intervalo de tiempo inicial hasta que se
dispara el control de congestio´n, se disminuye la tasa de transferencia y el env´ıo se estabiliza. Pero este
proceso tiene un impacto en los resultados, suﬁciente para que un env´ıo estable usando PGM a 800
KB/s termine dando mejores resultados.
En el escenario C, PGMCOOP claramente fue el protocolo de mejores resultados, en 200 y 400 KB/s
casi duplicando las tasa de transferencias de MDP y PGM y en 600 KB/s logrando un 50% mas.
De estos resultados se puede concluir que resulta adecuada la estrategia de usar ventanas de trans-
ferencia para observar la tasa de NAKs que ingresan y subir la tasa de transferencia mientras que la
misma no supere el umbral conﬁgurado.
En la mayor´ıa de los casos de prueba de los escenarios de 100 Mb/s, tambie´n es el protocolo que
logro´ los mejores resultados, pero no supera a los otros 2 protocolos tan claramente como en los casos
anteriores. Al utilizar tasas de transferencia iniciales mas exigentes, se llega mas ra´pidamente a los
l´ımites de capacidad de los receptores. Ver Fig. 4. El escenario considerado es el F con 20 cajas.
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