This paper is an empirical investigation of the impact of international trade on standards of living. From Adam Smith's discussion of specialization and the extent of the market, to the debates about import substitution versus exportled growth, to recent work on increasing returns and endogenous technological progress, economists interested in the determination of standards of living have also been interested in trade. But despite the great effort that has been devoted to studying the issue, there is little persuasive evidence concerning the effect of trade on income.
To see the basic difficulty in trying to estimate trade's impact on income, consider a cross-country regression of income per person on the ratio of exports or imports to GDP (and other variables). Such regressions typically find a moderate positive relationship.
1 But this relationship may not reflect an effect of trade on income. The problem is that the trade share may be endogenous: as Elhanan Helpman (1988) , Colin Bradford, Jr. and Naomi Chakwin (1993) , Rodrik (1995a) , and many others observe, countries whose incomes are high for reasons other than trade may trade more.
Using measures of countries' trade policies in place of (or as an instrument for) the trade share in the regression does not solve the problem. For example, countries that adopt free-market trade policies may also adopt free-market domestic policies and stable fiscal and monetary policies. Since these policies are also likely to affect income, countries' trade policies are likely to be correlated with factors that are omitted from the income equation. Thus they cannot be used to identify the impact of trade (Xavier Sala-i-Martin, 1991) . This paper proposes an alternative instrument for trade. As the literature on the gravity model of trade demonstrates, geography is a powerful determinant of bilateral trade (see, for example, Hans Linneman, 1966 , Frankel et al., 1995 , and Frankel, 1997 . And as we show in this paper, the same is true for countries' overall trade: simply knowing how far a country is from other countries provides considerable information about the amount that it trades. For example, the fact that New Zealand is far from most other countries reduces its trade; the fact that Belgium is close to many of the world's most populous countries increases its trade.
Equally important, countries' geographic characteristics are not affected by their incomes, or by government policies and other factors that influence income. More generally, it is difficult to think of reasons that a country's geographic characteristics could have important effects on its income except through their impact on trade. Thus, countries' geographic characteristics can be used to obtain instrumental variables estimates of trade's impact on income. That is the goal of this paper. 3 The remainder of the paper contains two main sections. The first describes the impact of geographic characteristics on trade in more detail and uses geographic variables to construct an instrument for international trade. As we discuss there, there is one important complication to our basic argument that geographic variables can be used to construct an instrument for international trade in a cross-country income regression. Just as a country's income may be influenced by the amount its residents trade with foreigners, it may also be influenced by the amount its residents trade with one another. And just as geography is an important determinant of international trade, it is also an important determinant of within-country trade. In particular, residents of larger countries tend to engage in more trade with their fellow citizens simply because there are more fellow citizens to trade with. For example, Germans almost surely trade more with Germans than Belgians do with Belgians. This suggests a second geographybased test of the impact of trade on income: we can test whether within-country trade raises income by asking whether larger countries have higher incomes.
The reason that this issue complicates our test of the impact of international trade is that country size and proximity to other countries are negatively correlated. Because Germany is larger than Belgium, the average German is farther from other countries than the average Belgian is. Thus in using proximity to estimate international trade's effect on income, it is necessary to control for country size. Similarly, in using country size to test whether withincountry trade raises income, it is necessary to control for international trade.
To construct the instrument for international trade, we first estimate a bilateral trade equation and then aggregate the fitted values of the equation to estimate a geographic component of countries' overall trade. In contrast to conventional gravity equations for bilateral trade, our trade equation includes only geographic characteristics: countries' sizes, their distances from one another, whether they share a border, and whether they are landlocked. This ensures that the instrument depends only on countries' geographic characteristics, not on their incomes or actual trading patterns. We find that these geographic characteristics are important determinants of countries' overall trade.
The second main section of the paper employs the instrument to investigate the impact of trade on income. We estimate cross-country regressions of income per person on international trade and country size by instrumental variables (IV) , and compare the results with ordinary least-squares (OLS) estimates of the same equations. There are five main findings.
First, we find no evidence that the positive association between international trade and income arises because countries whose incomes are high for other reasons engage in more trade. On the contrary, in every specification we consider, the IV estimate of the effect of trade is larger than the OLS estimate, often by a considerable margin. Section II, subsection E, investigates possible reasons that the IV estimate exceeds the OLS one.
Second, the point estimates suggest that the impact of trade is substantial. In a typical specification, the estimates imply that increasing the ratio of trade to GDP by one percentage point raises income per person by between one-half and two percent.
Third, the estimates also imply that increased size raises income. This supports the hypothesis that greater within-country trade raises income.
Fourth, the large estimated positive effects of trade and size are robust to changes in specification, sample, and construction of the instrument.
Fifth, the impacts of trade and size are not estimated very precisely. The null hypothesis that these variables have no effect is typically only marginally rejected at conventional levels. As a result, the estimates still leave considerable uncertainty about the magnitudes of their effects.
I. Constructing the Instrument

A. Background
Our basic ideas can be described using a simple three-equation model. First, average income in country i is a function of economic interactions with other countries ("international trade" for short), economic interactions within the country ("within-country trade"), and other factors:
Here Y i is income per person, T i is international trade, W i is within-country trade, and i reflects other influences on income. As the vast literature on trade describes, there are many channels through which trade can affect income-notably specialization according to comparative advantage, exploitation of increasing returns from larger markets, exchange of ideas through communication and travel, and spread of technology through investment and exposure to new goods. Because proximity promotes all of these types of interactions, our approach cannot identify the specific mechanisms through which trade affects income.
The other two equations concern the determinants of international and within-country trade. International trade is a function of a country's proximity to other countries, P i , and other factors:
Similarly, within-country trade is a function of the country's size, S i , and other factors:
The residuals in these three equations, i , ␦ i , and i , are likely to be correlated. For example, countries with good transportation systems, or with government policies that promote competition and reliance on markets to allocate resources, are likely to have high international and within-country trade given their geographic characteristics, and high incomes given their trade.
The key identifying assumption of our analysis is that countries' geographic characteristics (their P i 's and S i 's) are uncorrelated with the residuals in equations (1) and (3). Proximity and size are not affected by income or by other factors, such as government policies, that affect income. And as we observe in the introduction, it is difficult to think of important ways that proximity and size might affect income other than through their impact on how much a country's residents interact with foreigners and with one another.
Given the assumption that P and S are uncorrelated with , data on Y, T, W, P, and S would allow us to estimate equation (1) by instrumental variables: P and S are correlated with T and W [by (2) and (3)], and are uncorrelated with (by our identifying assumption). Unfortunately, however, there are no data on within-country trade. Ideally, we would want data comparable to measures of international trade. That is, we would want a measure of the value of the exchange of all goods and services among individuals within a country, both across and within firms. This measure would probably be many times GDP for most countries. But no such measure exists.
To address this problem, we substitute (3) into (1) to obtain
Our identifying assumption implies that P i and S i are uncorrelated with the composite residual, ␥ i ϩ i . Thus (4) can be estimated by instrumental variables, with P i and S i (and the constant) as the instruments.
Note that estimation of (4) yields an estimate not only of ␤, international trade's impact on income, but also of ␥, country size's impact on income. Since the two components of this coefficient are not identified separately, one cannot obtain an estimate of ␥, the effect of within-country trade on income. But as long as is positive-that is, as long as larger countries have more within-country trade-the sign of ␥ is the same as the sign of ␥. Thus, although we cannot estimate the magnitude of the impact of within-country trade on income, we can obtain evidence about its sign.
As we argue in the introduction (and verify below), P i and S i are negatively correlated: the larger a country is, the farther its typical resident is from other countries. Thus if we do not control for size in (4), P i will be negatively correlated with the residual, and thus will not be a valid instrument. Intuitively, smaller countries may engage in more trade with other countries simply because they engage in less withincountry trade. This portion of the geographic variation in international trade cannot be used to identify trade's impact on income. Similarly, if we fail to control for T i in (4), S i will be negatively correlated with the residual. Thus, our approach requires us to examine the impacts of both international trade and country size.
To estimate (4), we need data on four variables: income (Y ), international trade (T ), size (S), and proximity (P). We measure the first three in the usual ways. Our measure of income is real income per person. Following standard practice, we measure international trade as imports plus exports divided by GDP. This is clearly an imperfect measure of economic interactions with other countries, an issue we return to in Section II, subsection E. 4 Finally, theory provides little guidance about the best measure of size. We therefore use two natural measures, population and area, both in logs. In interpreting the results concerning size, we focus on the sum of the coefficients on log population and log area. Thus we consider the impact of an increase in population and area together, with no change in population density. Such a change clearly increases the scope for within-country trade.
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To measure proximity, we need an appropriate weighted average of distance or ease of exchange between a given country and every other country in the world. To choose the weights to put on the different counties, we begin by estimating an equation for bilateral trade as a function of distance, size, and so on. We then use the estimated equation to find fitted values of trade between countries i and j as a share of i's GDP. Finally, we aggregate over j to obtain a geographic component of country i's total trade, T i . It is this geographic component of T i that we use as our measure of proximity. The remainder of this section describes the specifics of how we do this.
B. The Bilateral Trade Equation
Work on the gravity model of bilateral trade shows that trade between two countries is negatively related to the distance between them and positively related to their sizes, and that a loglinear specification characterizes the data fairly well. Thus, a minimal specification of the bilateral trade equation is
where ij is bilateral trade between countries i and j (measured as exports plus imports), D ij is the distance between them, and S i and S j are measures of their sizes.
This specification omits a considerable amount of geographic information about trade. The equation that we estimate therefore differs from (5) in three ways. First, as described above, we include two measures of size: log population and log area. Second, whether countries are landlocked and whether they have a common border have important effects on trade; we therefore include dummy variables for these factors. And third, a large part of countries' trade is with their immediate neighbors. Since our goal is to identify geographic influences on overall trade, we therefore include interaction terms of all of the variables with the common-border dummy.
The fact that we are measuring trade relative to country i's GDP means that we are already including a measure of i's size. We therefore do not constrain the coefficients on the population measures for the two countries, or the coefficients on the area measures, to be equal. We do, however, constrain the coefficients on the landlocked dummies, and their interactions with the common-border dummy, to be equal for i and j.
6 Thus, the equation we estimate is
where N is population, A is area, L is a dummy for landlocked countries, and B is a dummy for a common border between two countries.
C. Data and Results
We use the same bilateral trade data as Frankel et al. (1995) and Frankel (1997) ; the data are originally from the IFS Direction of Trade statistics. They are for 1985, and cover trade among 63 countries. Following these papers, we drop observations where recorded bilateral trade is zero. Distance is measured as the great-circle distance between countries' principal cities. The information on areas, common borders, and landlocked countries is from Rand McNally (1993) . Finally, the data on population are from the Penn World Table. 7
The results are shown in Table 1 . The first column shows the estimated coefficients and standard errors on the variables other than the common-border dummy and its interactions. These estimates are shown in the second column.
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The results are generally as expected. Distance has a large and overwhelmingly significant negative impact on bilateral trade; the estimated elasticity of trade with respect to distance is slightly less (in absolute value) than Ϫ1. Trade between country i and country j is strongly increasing in j's size; the elasticity with respect to j's population is about 0.6. In addition, trade (as a fraction of i's GDP) is decreasing in i's size and in j's area. And if one of the countries is landlocked, trade falls by about a third.
Because only a small fraction of country pairs share a border, the coefficients on the commonborder variables are not estimated precisely. Nonetheless, the point estimates imply that sharing a border has a considerable effect on trade. Evaluated at the mean value of the variables conditional on sharing a border, the estimates imply that a common border raises trade by a factor of 2.2. The estimates also imply that the presence of a common border alters the effects of the other variables substantially. For example, the estimated elasticity with respect to country j's population across a shared border is 0.47 rather than 0.61, and the estimated elasticity with respect to distance is Ϫ0.70 rather than Ϫ0.85.
Most importantly, the regression confirms 6 Allowing them to differ changes the results only trivially. 7 We use Mark 5.6 of the table, which is distributed by the National Bureau of Economic Research. This is an updated version of the data described in Robert Summers and Alan Heston (1991) . The capital city is used as the principal city, except for a small number of cases where the capital is far from the center of the country (in terms of population). In these cases, a more centrally located large city is chosen. For the United States, for example, Chicago rather than Washington is used as the principal city. 8 The coefficient on the common-border variable itself is therefore shown as the coefficient on the interaction of the common-border dummy with the constant. that geographic variables are major determinants of bilateral trade. The R 2 of the regression is 0.36. The next step is to aggregate across countries and see if geographic variables are also important to overall trade.
D. Implications for Aggregate Trade
To find the implications of our estimates for the geographic component of countries' overall trade, we aggregate the fitted values from the bilateral trade equation. That is, we first rewrite equation (6) as
where a is the vector of coefficients in (6) (a 0 , a 1 , ..., a 13 ), and X ij is the vector of right-hand 
That is, our estimate of the geographic component of country i's trade is the sum of the estimated geographic components of its bilateral trade with each other country in the world.
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All that is needed to perform the calculations in equation (8) are countries' populations and geographic characteristics. We therefore take the sum in (8) not just over the countries covered by the bilateral trade data set, but over all countries in the world.
11 Similarly, we are able to find the constructed trade share, T , for all countries, not just those for which we have bilateral trade data. Since our income regressions will also require data on trade and income, however, we limit our calculation of T to the countries in the Penn World Table. Thus we compute T for 150 countries. Figure 1 is a scatterplot of the true overall trade share, T, against the constructed share, T . The figure shows that geographic variables account for a major part of the variation in overall trade. The correlation between T and T is 0.62. As column (1) of Table 2 shows, a regression of 9 The standard errors reported in Table 1 are conventional OLS standard errors. It is likely that the residuals of the bilateral trade equation are not completely independent, and thus that the reported standard errors are too low. But as described in Section II, subsection B, uncertainty about the parameters of the bilateral trade equation contributes only a small amount to the standard errors of the cross-country income regressions that we ultimately estimate. For example, doubling the variance-covariance matrix of the estimated parameters of the bilateral trade equation increases the standard error of the coefficient on the trade share in our baseline cross-country regression [column (2) of Table 3 ] by less than 10 percent. 10 The expectation of ij /GDP i conditional on X ij is actually equal to e â Xij times E[e eij ]. Since we are modeling e ij as homoskedastic, however, E[e eij ] is the same for all observations, and thus multiplies T i by a constant. This has no implications for the subsequent analysis, and is therefore omitted for simplicity.
E. The Quality of the Instrument
11 For convenience, we omit a handful of countries with populations less than 100,000: Antigua and Barbuda, Greenland, Kiribati, Liechtenstein, the Marshall Islands, Micronesia, Monaco, Nauru, St. Kitts and Nevis, and San Marino. In addition, for countries that are not in the Penn World Table, we have data on population but not on the labor force. To estimate the labor force for these countries, we multiply their populations by the average ratio of the labor force to population among the countries in the same continent that are in the Penn World T on a constant and T yields a coefficient on T of essentially one and a t-statistic of 9.5. As described in subsection A of this section, however, the component of the constructed trade share that is correlated with country size cannot be used to estimate trade's impact on income: smaller countries may engage in more international trade but in less within-country trade. That is, our identification of trade's impact on income will come from the component of the excluded exogenous variable (the constructed trade share) that is uncorrelated with the other exogenous variables (the size measures).
The constructed trade share is in fact highly correlated with country size. For example, the five countries with the smallest constructed shares all have areas over 1,000,000 square miles, and the five with the largest constructed shares all have areas under 10,000 square miles. A regression of the constructed trade share on a constant, log population, and log area yields negative and significant coefficients on both size measures and an R 2 of 0.45. Thus in examining whether geographic variables provide useful information about international trade, we need to ask whether they provide information beyond that contained in country size. Columns (2) and (3) of Table 2 therefore compare a regression of the actual trade share on a constant and the two size measures with a regression that also includes our constructed trade share. As expected, size has a negative effect on trade. Area is highly significant, while population is moderately so. The coefficient on the constructed trade share falls by slightly more than half when the size controls are added.
The important message of columns (2) and (3), however, is that the constructed trade share still contains a considerable amount of information about actual trade. For example, its t-statistic in column (3) is 3.6; this corresponds to an F-statistic of 13.1. As the results in the next section show, this means that the constructed trade share contains enough information about actual trade for IV estimation to produce only moderate standard errors for the estimated impact of trade. Furthermore, the results of Douglas Staiger and James H. Stock (1997), Charles R. Nelson and Richard Startz (1990) , and Alastair R. Hall et al. (1996) imply that these first-stage F-statistics are large enough that the finite-sample bias of instrumental variables-which biases the IV estimate toward the OLS estimate-is unlikely to be a serious problem in our IV regressions. Figure 2 , Panel A, shows the partial association between the actual and constructed trade shares controlling for the size measures. The figure shows that although the relationship is not as strong as the simple relationship shown in Figure 1 , it is still positive. The figure also shows that there are two large outliers in the relationship: Luxembourg, which has an extremely high fitted trade share given its size, and Singapore, which has an extremely high actual trade share given its size. Figure 2 , Panel B, therefore shows the scatterplot with these two observations omitted. Again there is a definite positive relationship. 12 12 When these two observations are dropped from the regression in column (3) of Table 2 , the coefficient on the constructed trade share rises to 0.69, but the t-statistic falls 
II. Estimates of Trade's Effect on Income
A. Specifications and Samples
This section uses the instrument constructed in Section I to investigate the relationship between trade and income. The dependent variable in our regressions is log income per person. The data are for 1985 and are from the Penn World Table. Our basic specification is
where Y i is income per person in country i, T i is the trade share, and N i and A i are population and area. This specification differs from the one derived from the simple model in Section I, subsection A, only by including two measures of size rather than one [see equation (4)].
We do not include any additional variables in the regression. There are of course many other factors that may affect income. But our argument about the appropriateness of using geographic characteristics to construct an instrument for trade implies that there is no strong reason to expect additional independent determinants of income to be correlated with our instrument; thus they can be included in the error term. In addition, if we included other variables, the estimates of trade's impact on income would leave out any effects operating through its impact on these variables. Suppose, for example, that increased trade raises the rate of return on domestic investment and therefore increases the saving rate. Then by including the saving rate in the regression, we would be omitting trade's impact on income that operates via saving.
As an alternative to including control variables, in subsection D of this section, we decompose countries' incomes in various ways and ask how trade affects each component. In doing so, we can obtain information about the channels through which trade affects income. For example, we ask how trade affects both income at the beginning of the sample and growth to 3.2 (corresponding to an F-statistic of 10.1). This F-statistic remains large enough that the finite-sample bias of the IV estimates is still likely to be small. over the sample period.
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Appendix Table A1 reports the basic data used in the tests. It lists, for each country in the sample, its actual trade share in 1985, its constructed trade share, its area and 1985 population, and its income per person in 1985. 14 We focus on two samples. The first is the full set of 150 countries covered by the Penn World Table. Our instrument is only moderately correlated with trade once we control for size, and much of the variation is among the smallest countries in the sample. Thus it is important to consider a relatively broad sample. And as we describe below, the results for this sample are robust to the exclusion of outliers and of observations where the data are potentially the most subject to error.
Our second sample is the 98-country sample considered by N. Gregory Mankiw et al. (1992) . The countries in this sample generally have more reliable data; they are also generally larger, and thus less likely to have their incomes determined by idiosyncratic factors. In addition, data limitations require that we employ a smaller sample when we examine the channels through which trade affects income. Table 3 reports the regressions. Column (1) is an OLS regression of log income per person on a constant, the trade share, and the two size measures. The regression shows a statistically and economically significant relationship between trade and income. The t-statistic on the trade share is 3.5; the point estimate implies that an increase in the share of one percentage point is associated with an increase of 0.9 percent in income per person. The regression also suggests that, controlling for international trade, there is a positive (though only marginally significant) relation between country size and income per person; this supports the view that within-country trade is beneficial. The point estimates imply that increasing both population and area by one percent raises income per person by 0.1 percent.
B. Basic Results
Column (2) reports the IV estimates of the same equation. The trade share is treated as endogenous, and the constructed trade share is used as an instrument. 15 The coefficient on trade rises sharply. That is, the point estimate suggests that examining the link between trade and income using OLS understates rather than overstates the effect of trade. The estimates now imply that a one-percentage-point increase in the trade share raises income per person by 2.0 percent. In addition, the hypothesis that the IV coefficient is zero is marginally rejected at conventional levels (t ϭ 2.0). The coefficient is 13 Fischer (1993) uses a similar approach to investigate the effects of inflation. and the working paper version of this paper investigate the effects of controlling for physical and human capital accumulation and population growth, and find that this does not change the character of the results.
14 The other data used in the analysis are available from the authors on request.
15 Throughout, the standard errors for the IV regressions account for the fact that the instrument depends on the parameters of the bilateral trade equation. That is, the variance-covariance matrix of the coefficients is estimated as the usual IV formula plus (Ѩb /Ѩâ)⍀ (Ѩb /Ѩâ)Ј, where b is the vector of estimated coefficients from the cross-country income regression, â is the vector of estimated coefficients from the bilateral trade equation, and ⍀ is the estimated variance-covariance matrix of â. In all cases, this additional term makes only a small contribution to the standard errors. In the regression in column (2) of Table 3 , for example, this correction increases the standard error on the trade share from 0.91 to 0.99. much less precisely estimated under IV than under OLS, however. As a result, the hypothesis that the IV and OLS estimates are equal cannot be rejected (t ϭ 1.2).
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Moving from OLS to IV also increases the estimated impact of country size. The estimated effect of raising both population and area by one percent is now to increase income per person by almost 0.3 percent. This estimate is marginally significantly different from zero (t ϭ 1.8).
One interesting aspect of the results concerning size is that the coefficient on area is positive. One might expect increased area, controlling for population, to reduce within-country trade and thus lower income. One possibility is that the positive coefficient is due to sampling error: the t-statistic on area is slightly less than one. Another is that greater area has a negative impact via decreased within-country trade, but a larger positive impact via increased natural resources. It is because of this possibility that we focus on the sum of the coefficients on log population and log area in our discussion. As described above, this sum shows the effects of increased size with population density held constant. In addition, as we show below, using population alone to measure size has no major impact on the results.
Columns (3) and (4) consider the 98-country sample. This change has no great effect on the OLS estimates of the coefficients on trade and size, but raises both the IV estimates and their standard errors considerably. The t-statistics for the OLS estimates fall moderately, while those for the IV estimates change little. and the working paper version of this paper consider a second approach to constructing the instrument for trade. In addition to using information on the proximity of a country's trading partners, these papers use some information about the partners' incomes. Specifically, they include measures of physical and human capital accumulation and population growth. As those papers explain, one can argue that the factor accumulation of a country's trading partners is uncorrelated with determinants of the country's income other than its trade and factor accumulation: once one accounts for the impact of a country's own factor accumulation on its income, the most evident channel through which its partners' factor accumulation may affect its income is by increasing the partners' incomes, and thus increasing the amount the country trades. Thus if one controls for the country's own factor accumulation, its partners' factor accumulation can be used in constructing the instrument.
Not surprisingly, using more information in constructing the instrument increases the precision of the IV estimates of trade's effect on income. But the estimated effect of trade is not systematically different when one moves to the alternative instrument; this supports the argument that it is a valid instrument. The overall results are similar to those we obtain with our basic instrument: the IV estimates of trade's impact on income are much larger than the OLS estimates, and are marginally significantly different from zero.
C. Robustness
A natural question is whether the results are robust. We consider robustness along four dimensions.
First, as described above, Luxembourg and Singapore are major outliers in the relationship between the actual and constructed trade shares. Dropping either or both of these observations, however, does not change the basic pattern of the results. The most noticeable change occurs when Luxembourg is dropped from the baseline regressions in columns (1) and (2) of Table 3 . This has effects similar to those of moving to the 98-country sample (which does not include Luxembourg): the OLS estimate of the effect of trade changes little, but the IV estimate and its standard error rise. Similarly, adding Luxembourg to the regressions in columns (3) and (4) of Table 3 moderately reduces the IV estimate of the effect of trade. 16 That is, we perform a Hausman test (Jerry A. Hausman, 1978) of the hypothesis that actual trade is uncorrelated with the residual, and thus that OLS is unbiased. Under the null, asymptotically the OLS and IV estimates of trade's impact differ only because of sampling error. As a result, the difference between the two estimates divided by the standard error of the difference is distributed asymptotically as a standard normal variable. Furthermore, under the null the variance of the difference between the IV and OLS estimates is just the difference in their variances; that is, the standard error of the difference is the square root of the difference in the squares of their standard errors.
A second concern is the possibility that systematic differences among parts of the world are driving the results. That is, it could be that our IV estimates of the impact of trade arise because the countries in certain regions of the world have systematically higher constructed trade shares given their size and also have systematically higher incomes. In this case, our findings might be the result not of trade, but of other features of those regions.
To address this concern, we reestimate the regressions in Table 3 including a dummy variable for each continent. This modification substantially increases the standard errors of the IV estimates of the impact of trade on income. As a result, the estimates are no longer significantly different from zero. In addition, the IV estimate of the impact of trade for the 150-country sample [column (2) of Table 3 ] falls to only moderately above the OLS estimate. When Luxembourg is dropped from the sample, however, the IV estimate returns to being much larger than the OLS estimate. For the 98-country sample, in contrast, inclusion of the continent dummies raises the IV estimate slightly and lowers the OLS estimate slightly.
As an alternative way of considering the impact of differences across parts of the world, we follow Robert E. Hall and Charles I. Jones (1999) and include countries' distance from the equator as a control variable. This variable may reflect the impact of climate, or it may be a proxy for omitted country characteristics that are correlated with latitude. With this approach, the IV estimate of trade and size's effects are virtually identical to the OLS estimate for the full sample, and only moderately larger than the OLS estimate for the 98-country sample. Thus there is some evidence that systematic differences among regions are important to our finding that the IV estimates of trade's effects exceed the OLS estimates. Even in this case, however, there is still no evidence that the OLS estimates overstate trade's effects.
Third, our data are highly imperfect in various ways. Potentially most important, for the major oil-producing countries much of measured GDP represents the sale of existing resources rather than genuine value added. Since these countries have among the highest measured incomes in the sample, they have the potential to affect the results substantially. In fact, however, they are not important to our findings: they are already absent from the 98-country sample, and excluding them from the 150-country sample changes the estimates only slightly. As a more general check of the possible importance of data problems, we use the Penn World Table's summary assessments of the quality of countries' data to exclude the countries with the poorest data from the sample. Specifically, we exclude all countries whose data are assigned a grade of "D." This reduces the 150-country sample to 99, and the 98-country sample to 77. These reductions in the sample sizes moderately increase the standard errors of both the OLS and IV estimates of the impact of trade. The point estimates change little, however.
Finally, one can imagine reasons that virtually all the variables used in finding the geographic component of countries' trade might have some endogenous component that is correlated with the error term in the income equation. For example, whether countries have access to an ocean may be endogenous in the truly long run, and may be determined in part by other forces that affect income. 17 Similarly, population is endogenous in the very long run. To check that no single variable that could conceivably be endogenous is driving the results, we redo the construction of the instrument and the regressions in Table 3 in five ways: omitting the landlocked variable from the bilateral trade equation; excluding population from this equation; omitting all interactions with the common-border dummy from this equation; using total population rather than the labor force both in measuring countries' sizes and in computing income per person; and excluding area from both equations.
None of these changes has a major effect on the results. Although the changes sometimes affect the IV estimates noticeably, in every case they remain much larger than the OLS estimates. Moreover, there is no systematic tendency for the changes to reduce the IV estimates; indeed, there are several cases where the changes raise the estimate considerably, or reduce its standard error considerably. Thus, our findings do not hinge on the use of any one of these variables in constructing the fitted trade shares.
D. The Channels Through Which Trade Affects Income
The results thus far provide no information about the mechanisms through which trade raises income. To shed some light on this issue, we decompose income and examine trade's impact on each component.
We consider two decompositions of income. The first follows Hall and Jones (1999) . Suppose output in country i is given by
where K and N are capital and labor, S is workers' average years of schooling, ٪ gives the effects of schooling, and A is a productivity term. Equation (10) could be used to decompose differences in output per worker into the contributions of capital per worker, schooling, and productivity. As Hall and Jones note, however, an increase in A leads to a higher value of K for a given investment rate. Following Peter Klenow and Andrés Rodriguez-Clare (1997), they therefore rewrite (10) as
Dividing both sides by N i and taking logs yields
Equation (12) expresses the log of output per worker as the sum of the contributions of capital depth (reflecting such factors as investment and population growth), schooling, and productivity. Hall and Jones set ␣ ϭ 1 ⁄3 and let ٪ be a piecewise linear function with coefficients based on microeconomic evidence. This allows them to measure each component of (12) other than ln A i directly from the data, and then find ln A i as a residual. Our second decomposition of income is simpler. We write log output per worker in 1985 as the sum of its value at the beginning of the sample (1960) plus the change during the sample period:
For both decompositions, we regress each component of income on a constant, the trade share, and the size measures. Again, we consider both OLS and IV. Since the decompositions cannot be performed for the full sample, we consider only the 98-country sample. The results are reported in Table 4 . The first three pairs of columns show the results for the Hall and Jones decomposition, and the remaining two pairs show the results for the decomposition into initial income and subsequent growth.
With both decompositions, the estimates using instrumental variables suggest that trade increases income through each component of income. For the first decomposition, the estimated impacts of trade on physical capital depth and schooling are moderate, and its estimated impact on productivity is large. The estimates imply that a one-percentagepoint increase in the trade share raises the contributions of both physical capital depth and schooling to output by about one-half of a percentage point, and the contribution of productivity to output by about two percentage points. For the second decomposition, trade's estimated effects on both initial income and subsequent growth are large. Here the estimates imply that a one-percentagepoint increase in the trade share raises both initial income and the change over the sample period by about one and a half percentage points. Further, in every case, the estimates suggest that country size, controlling for international trade, is beneficial. And in every case the IV estimates of the effects of international trade and country size are substantially larger than the OLS estimates.
The standard errors of the IV estimates are large, however. For productivity and for growth over the sample period, the estimates of trade's effect are marginally significantly different from zero (t-statistics of 1.8 and 2.0, respectively). For the other dependent variables, the tstatistics are between 1.2 and 1.6. Similarly, the t-statistic for the sum of the coefficients on population and area is 1.9 for productivity, 2.0 for growth, and between 1.3 and 1.5 for the other dependent variables. Thus, although the estimates suggest that international and withincountry trade raise income through several different channels, they do not allow us to determine their contributions through each channel with great precision. The results also provide no evidence that OLS is biased. The IV and OLS estimates of trade's impact never differ by a statistically significant amount. Indeed, the t-statistic for the null that the estimates are equal exceeds 1.5 only once.
E. Why Are the IV Estimates Greater Than the OLS Estimates?
Both the simple model presented in Section I, subsection A, and prevailing views about the association between trade and income suggest that IV estimates of trade's impact on income will be less than OLS estimates. There are four main reasons. First, countries that adopt freetrade policies are likely to adopt other policies 18 The result that the IV estimates of the effects of trade and country size on each component of income are positive is extremely robust to the exclusion of outliers, the addition of continent dummies and latitude, the omission of countries with the most questionable data, the use of less information in constructing the instrument, and expanding the sample to include as many countries as possible (132 countries for the Hall and Jones decomposition, 127 countries for the decomposition into initial income and subsequent growth). The one exception is that in the IV regression with (S i ) as the dependent variable, both the coefficient on trade and the sum of the coefficients on population and area are very slightly negative when latitude is included as a control. Likewise, the finding that the IV estimates of the effects of trade and size on productivity, initial income, and growth over the sample are larger than the OLS estimates is extremely robust. Again there is only a single exception: when latitude is included, the IV estimates of the impact of trade and of the combined effect of population and area on initial income are slightly smaller than the OLS estimates. The result that the IV estimates of trade's and size's effects on capital depth and schooling are larger than the OLS estimates, on the other hand, is only moderately robust: for several of our robustness checks, the IV estimates are smaller. The difference is never large, however.
Finally, Hall and Jones's data are for 1988 rather than 1985. This is not important, however: redoing the basic regressions in Table 3 for the 98-country sample using 1988 income per worker changes the results only trivially. that raise income. Second, countries that are wealthy for reasons other than trade are likely to have better infrastructure and transportation systems. Third, countries that are poor for reasons other than low trade may lack the institutions and resources needed to tax domestic economic activity, and thus may have to rely on tariffs to finance government spending. And fourth, increases in income coming from sources other than trade may increase the variety of goods that households demand and shift the composition of their demand away from basic commodities toward more processed, lighter weight goods. All of these considerations would lead to positive correlation between trade and the error term in an OLS regression, and thus to upward bias in the OLS estimate of trade's effects. And since there is no reason to expect correlation between proximity and these various omitted country characteristics, there is no reason to expect the IV estimate to suffer a similar bias. But we find that the IV estimate is almost always considerably larger than the OLS estimate. Although the difference is not statistically significant, the fact that it is large and positive is surprising. The OLS estimate is determined by the partial association between income and trade, while the IV estimate is determined by the partial association between income and the component of trade correlated with the instrument. Thus, mechanically, the fact that the OLS estimate is smaller than the IV estimate means that income's partial association with the component of trade that is not correlated with the instrument is weaker than its partial association with the component that is correlated. Figure 3 presents these two partial associations. Since Luxembourg and Singapore are outliers in the relationship between trade and the instrument, they are omitted. Panel A of the figure shows the positive partial association between income and the component of trade correlated with the instrument; it is this association that underlies the positive coefficient on trade in the basic IV regression [column (2) of Table 3 ]. Panel B of the figure shows that there is also a positive partial association between income and the component of trade not correlated with the instrument. This association, though statistically significant, is smaller than the partial association in Panel A (b ϭ 0.75, with a standard error of 0.26). It is this smaller relationship that causes the OLS estimate to be less than the IV estimate.
The figures show that the difference between the OLS and IV estimates is not due to a handful of observations. (Recall that including Luxembourg and Singapore reduces the IV estimate of trade's effects. Thus the only major outliers are not the source of the gap between the OLS and IV estimates, but in fact reduce it.) In addition, examining which specific countries are important to the estimates suggests that there is no simple omitted country characteristic that is driving the results.
The observations that are responsible for the high estimated IV coefficient are those at the upper right and lower left of Panel A. The most influential observations at the upper right are Qatar, Belgium, the United States, and Israel. The most influential observations at the lower left are Malawi, Lesotho, Burundi, and Haiti. Similarly, the observations Thus, in both cases the low-income countries are, not surprisingly, disproportionately from sub-Saharan Africa. But there is no evident characteristic other than proximity that distinguishes the countries with low proximity and low income from those with high proximity and high income. Similarly, there is no clear characteristic other than trade that differentiates the countries with low residual trade and high income from those with high residual trade and low income. Together with our earlier results, this suggests that the finding that the IV estimate exceeds-or at least does not fall short of-the OLS estimate is robust and not the result of omitted country characteristics.
There are two leading explanations of the fact that the IV estimate of trade's impact exceeds the OLS estimate. The first is that it is due to sampling variation. That is, although there no reason to expect systematic correlation between the instrument and the residual, it could be that by chance they are positively correlated. The principal evidence supporting this possibility is that the differences between the IV and OLS estimates, though quantitatively large, are well within the range that can arise from sampling error. In our baseline regressions [columns (1) and (2) of Table 3 ], the t-statistic for the null hypothesis that the OLS and IV estimates are equal is 1.2 ( p ϭ 0.25). And in the variations on the baseline regression that we consider, this t-statistic never exceeds 2, and it is almost always less than 1.5. Moreover, in a few cases it is essentially zero. Thus, if one believes that theory provides strong grounds for believing that OLS estimates are biased up, our IV estimates do not provide a compelling reason for changing this belief.
The second candidate explanation of the finding that the IV estimates exceed the OLS estimates is that OLS is in fact biased down. The literal shipping of goods between countries does not raise income. Rather, trade is a proxy for the many ways in which interactions between countries raise income-specialization, spread of ideas, and so on. Trade is likely to be highly, but not perfectly, correlated with the extent of such interactions. Thus, trade is an imperfect measure of income-enhancing interactions among countries. And since measurement error leads to downward bias, this would mean that OLS would lead to an understatement of the effect of income-enhancing interactions. (14) as (15) ln
It is straightforward to check that with these definitions, T Ϫ T* is uncorrelated with T*. Thus we can write
where u i is uncorrelated with T* i . Thus, equations (15)-(16) express the idea that actual trade is a noisy measure of income-promoting interactions. With this formulation, the relationship between income and actual trade is
From (16), T and u are positively correlated. If this correlation is strong enough, it will cause the overall correlation between T and the residual in (17), e-bu, to be negative, and thus cause OLS to yield a downward biased estimate of b. And again this bias will not carry over to the IV estimates-proximity and other geographic variables are likely to be strongly correlated with income-enhancing interactions, and there is no evident reason for them to be correlated with the idiosyncratic factors that cause trade to move differently from those interactions.
In the univariate case, the expectation of the OLS estimate of b would be given by
where V T* and V T are the variances of T* and T. When size is controlled for, the expression is analogous:
where V T*|S and V T |S are the conditional variances of T* and T given size. This discussion implies that trade must be a very noisy proxy for income-promoting interactions to account for the gap between the OLS and IV estimates. In our baseline regression for the full sample [columns (1) and (2) of Table 3 ], the OLS estimate of b is less than half the IV estimate. Thus for the gap between the two estimates to arise from the fact that trade is an imperfect proxy for income-enhancing interactions, the majority of the variation in trade uncorrelated with size would have to be uncorrelated with income-promoting interactions. To put it differently, u in (16) would have to have a standard deviation of 22 percentage points.
We conclude that the most plausible explanation of the bulk of the gap between the IV and OLS estimates is simply sampling error. This implies that our most important finding is not that the IV estimates of trade's effects exceed the OLS estimates, but rather that there is no evidence that the IV estimates are lower. In addition, it implies that our IV estimates may be substantially affected by sampling error, and thus that the OLS estimates are likely to be more accurate estimates of trade's actual impact on income.
III. Conclusion
This paper investigates the question of how international trade affects standards of living. Although this is an old question, it is a difficult one to answer. The amounts that countries trade are not determined exogenously. As a result, correlations between trade and income cannot identify the effect of trade. This paper addresses this problem by focusing on the component of trade that is due to geographic factors. Some countries trade more just because they are near well-populated countries, and some trade less because they are isolated. Geographic factors are not a consequence of income or government policy, and there is no likely channel through which they affect income other than through their impact on a country's residents' interactions with residents of other countries and with one another. As a result, the variation in trade that is due to geographic factors can serve as a natural experiment for identifying the effects of trade.
The results of the experiment are consistent across the samples and specifications we consider: trade raises income. The relation between the geographic component of trade and income suggests that a rise of one percentage point in the ratio of trade to GDP increases income per person by at least one-half percent. Trade appears to raise income by spurring the accumulation of physical and human capital and by increasing output for given levels of capital.
The results also suggest that within-country trade raises income. Controlling for international trade, countries that are larger-and that therefore have more opportunities for trade within their borders-have higher incomes. The point estimates suggest that increasing a country's size and area by one percent raises income by one-tenth of a percent or more. And the estimates suggest that within-country trade, like international trade, raises income both through capital accumulation and through income for given levels of capital.
There are two important caveats to these conclusions. First, the effects are not estimated with great precision. The hypotheses that the impacts of trade and size are zero are typically only marginally rejected at standard significance levels. In addition, the hypothesis that the estimates based on the geographic component of trade are the same as the estimates based on overall trade are typically relatively far from rejection. Thus, although the results bolster the case for the benefits of trade, they do not provide decisive evidence for it.
This limitation is probably inherent in the experiment we are considering. Once country size is controlled for, geography appears to account for only a moderate part of the variation in trade. As a result, geographic variables provide only a limited amount of information about the relation between trade and income. Thus, unless additional portions of overall trade that are unaffected by other determinants of income can be identified, it is likely to be difficult to improve greatly on our estimates of the effects of trade.
The second limitation of the results is that they cannot be applied without qualification to the effects of trade policies. There are many ways that trade affects income, and variations in trade that are due to geography and variations that are due to policy may not involve exactly the same mix of the various mechanisms. Thus, differences in trade resulting from policy may not affect income in precisely the same way as differences resulting from geography.
Nonetheless, our estimates of the effects of geography-based differences in trade are at least suggestive about the effects of policy-induced differences. Our point estimates suggest that the impact of geography-based differences in trade are quantitatively large. We also find that the estimated impact is larger than what one obtains by naively using OLS, but is not significantly different from the OLS estimate. These results are not what one would expect if the positive correlation between trade and income reflected an impact of income on trade, or of omitted factors on both variables. In that sense, our results bolster the case for the importance of trade and trade-promoting policies. 
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