Simulation of Nonhomogeneous Poisson Processes
with Log Linear Rate Function by Lewis, P.A.W. & Shelder, G.S.
Calhoun: The NPS Institutional Archive
DSpace Repository
Faculty and Researchers Faculty and Researchers' Publications
1976
Simulation of Nonhomogeneous Poisson
Processes with Log Linear Rate Function
Lewis, P.A.W.; Shelder, G.S.
Biometrika
Lewis, P. A. W., and G. S. Shedler. "Simulation of nonhomogeneous Poisson
processes with log linear rate function." Biometrika 63.3 (1976): 501-505.
http://hdl.handle.net/10945/63158
This publication is a work of the U.S. Government as defined in Title 17, United
States Code, Section 101. Copyright protection is not available for this work in the
United States.
Downloaded from NPS Archive: Calhoun
Biometrika (1976), 63, 3, pp. 501-5 50J.
Printed in Great Britain
Simulation of nonhomogeneous Poisson processes
with log linear rate function
BY P. A. W. LEWIS
Naval Postgraduate School, Monterey, California
AND G. S. SHEDLER \
IJBM. Research Laboratory, San Jose, California
STJMMABY
An efficient method for simulating a nonhomogeneous Poisson process with rate function
A(() =• exp (oQ + c^t) is given. The method is based on an identity relating the nonhomo-
geneous Poisson process to the gap statistics from a random number of exponential random
variables with suitably chosen parameters; it avoids coBtly ordering and taking of logarithms
required by direct simulation methods and is more efficient than time scale transformations
of a homogeneous Poisson process.
Some key words: Gap statistics; Log linear rate function; Nonhomogeneous Poisson prooees;
Simulation. „
1. INTBODTJCTION
Nonhomogeneous Poisson processes are often used as models for event streams when
there is gross inhomogeneity in a system, e.g. time of day effect or long-term growth in
use of a facility, and it is therefore important to be able to simulate these processes. This is
particularly true since analytical results are difficult to obtain (Newell, 1968).
The nonhomogeneous Poisson process on the real line may be defined as follows.
Definition, (a) The numbers of events in any finite set of nonoverlapping intervals are
independent random variables, (b) Let A(t) be a monotone nondecreasing right-continuous
function which is bounded in any finite interval. Then the number of events in any interval,
for example (0, Jo], has a Poisson distribution with parameter A(t0) — A(0).
There are other equivalent definitions, and also minimal definitions (Gnedenko &
Kovalenko, 1968, Chapter 2; Cinlar, 1975). Note also that with the above definition
(A(0-A(0)}/{A(g-A(0)}
is a distribution function on (0, t0]. We will assume here that A(t) is an absolutely continuous
function with derivative A(<) <= A'(t); then we have that A(f) > 0.
Simulation of a nonhomogeneous Poisson process in a fixed interval is reduced to the
generation of a Poisson number of order statistics from a fixed density function by the
following result.
Assume that a nonhomogeneous Poisson process is observed for a fixed time (0, t0], so
that the number of events in (0, t0], Nto, has a Poisson distribution with parameter
A(to)-A(0)=/io.
If Tlt..., Tn denote times-to-events for the nonhomogeneous Poisson process in (0, <„], and
if N^ = n, then, conditional on having observed n (> 0) events in (0, t0], the T{'B are distri-
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The proof is simple (Cox & Lewis, 1966, Chapter 2); for the homogeneous Poisson process,
t ha t is A(<) = A > 0, the Tt(i = 1,....n) are uniform order statistics on (0, t0].
The model to be considered here for A(t) is, in terms of ite derivative A(t),
A(t) «= exp (oo + Oj 0 = A e»i*. * (2)
This is the simplest of a general family of log linear rate functions, i.e. rate functions whose
logarithms are linear in the coefficients (Lewis, 1972; Cox, 1972), which are useful in analyz-
ing nonhomogeneous Poisson processes, considered by the present authors in unpublished
work. The rate function (2) represents a situation in which the rate is monotonically increas-
ing or decreasing depending on whether a^ is greater than or less than zero, with a^ = 0
giving a homogeneous Poisson process. There are two main reasons for preferring it to a
linear model, that is A(i) = <XQ + a^t. The first is that the log linear rate is positive for all
values of a,, and o^, while the linear rate function can be kept positive only with nonlinear
restrictions on a^ and Oj. The second reason is that the log linear model leads to simple
statistical procedures (Cox & Lewis, 1966, Chapter 3; Lewis, 1972; Cox, 1972).
2. DIRECT
Considering the process with rate function A(() = A e x p ^ t ) in a fixed interval (0, t0],
we have
/A(e« 1
t - l ) / a 1 >0 K + 0), (3)
At K = 0). (4)
rt (
A(f)-A(0) = \(u)du = {
Jo I
From here on, we consider only the case a^ 4= 0; then Nto is Poisson distributed with para-
meter
/ (5)
and thetimes-to-evente are conditionally order statistics from the distribution
3 »*'<«« + <»• <•>
Note that if a^ is negative this is the distribution function of a truncated exponential random
variable, i.e. an exponential which is given to be in (0, t0]. Thus a generator of exponential
variates could be used to generate the non-homogeneous Poisson process. However, for
either a^ > 0 or a^ < 0 we can invert p = F(t) and get
t = F~i(p) = log (1 + OpJ/ot! (0 < p < 1), (7)
where C is defined by (5). Since the inverse of the distribution function is known explicitly,
we can generate the nonhomogeneous Poisson process using the inverse probability trans-
form technique (Ahrens & Dieter, 19746, Chapter 3; Knuth, 1969, p. 102) and get the
following algorithm.
Algorithm 1 (o^ + 0)
(i) Generate a random variable n which is Poisson with parameter ft$ = XC/a^. If n is
zero, exit; there are no events.
(ii) Otherwise generate n uniform variates and order them to get J7(D < ... < U^.








aval Postgraduate School D
udley Knox Library user on 10 Septem
ber 2019
Simulation of nonTwmogeneous Poisson processes 503
Note that this algorithm uses a Poisson variate, n uniform random variates, n logarithms,
and a costly ordering of the n uniform variates if these are not directly available from a
generator.
For small /*„ a Poisson variate n of mean /^ is generated by determining the first index
for which partial products of a sequence of uniform random variables Ult U2,... is less than
erf* and setting n equal to this index minus one, e.g. if Ux > e~*> and Ux Z7a < e~*>, then n = 1.
More efficient methods for which the time to generate a Poisson variate does not increase
proportionally with fa are given by Ahrens & Dieter (1974a) and Knuth (1969).
Algorithm 1, for simulating the nonhomogeneous Poisson process, can be improved by
generating variates from the distribution (6) using the von Neumann comparison scheme
(Ahrens & Dieter, 19746). In general, this will save time since it obviates the need to take
logarithms, although the saving may be minimal if hard-wired logarithms are available.
Note that the method of Algorithm 1 transforms the general problem of simulating a
nonhomogeneous Poisson process into the general problem of generating nonuniform
random variables; hence all methods for generating nonuniform random variables can be
used.
Time scale transformation of a homogeneous Poisson process via the inverse of (3)
(Cinlar, 1975, pp. 98-9) constitutes a second general method for the simulation of a non-
homogeneous Poisson process; the method is a direct analogue of the inverse probability
transform method for generating nonuniform random variates in that the inverse of the
function A(t) is involved. Thus this method is almost never as efficient as Algorithm 1.
For the log linear rate function considered here inversion is simple, but not as efficient as
the following procedure.
3. SIMULATION USING GAP STATISTICS (04 < 0)
This scheme which is particular to the log linear rate function is based on gap statistics,
uses standard packages for exponential variates and obviates the need for ordering of the
random variates. The case <x1> OIB considered in the next section.
We need the following two theorems.
THEOREM 1. Let Tlt..., Ym be independent identically and exponentially distributed random
variables with rate parameter /? with order statistics T^,...,T^. Then with the gap statistics
defined as Dx=* Y^,D% = T^-T^ Dm = YM- T^^, the gap statistics are independent
exponential random variables with means E{Dt) = l/(m+1 — »') (t = 1,..., m).
See Cox & Lewis (1966, Chapter 2) or Feller (1971, Chapter 1) for a proof.
THEOBBM 2. If mis a realization of a Poisson distributed random variable M with parameter
6 = — A/oj, and if we set p = -04 > 0, then the gap process is a nonhomogeneous Poisson
process with rate \{t) = Aexp (a^t) on (0,00).
A complete proof of t.hin result from the theory of doubly stochastic Poisson processes
uses probability generating functionals (Vere-Jones, 1970, p. 20). A computation which
shows the parameter identification is as follows. For the nonhomogeneous Poisson process,
pr {no evente in (0, f]} = exp [ - {A(0 - A(0)}] = exp { - A(e*«i -
For the gap process, given that we have m exponentials,
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Letting m be a Poisson distributed random variable M of mean 0 and removing the condi-
tion, we get
pr {no evente in ((),<]} = E^tr*"*) = E^t^Pp)
oo Om
**fi* ^ V - 1 ) } ,
from which the correspondence between the parameters follows.
To implement these results in an algorithm, assume the availability of a source of unit
exponential random variates Ev E& ..., obtained by logarithms or by other methods. The
program package LLKANDOM, described in an unpublished report by P. A. W. LewiB and G.
Learmonth, uses the Marsaglia 'rectangle-wedge-tail' method (Knuth, 1969). The time is
69-1 microseconds to generate each exponential variate on an IBM System/360 Model 67-2;
using logarithms a unit exponential takes 132 microseconds. The time to generate uniform
random variates in LLRANDOM is approximately 13 microseconds.
We then have the main result in the form of Algorithm 2.
Algorithm 2 (c^ < 0)
(i) Generate m as a Poisson variate with 6 = — A/o .̂ If m = 0, exit; there are no events
(ii) For TO > 0, if EJlmfi) is greater than t0, exit. Otherwise, set it equal to Tx.
(iii) If EJ{fi(m- 1)} + T1> t0, then exit. Otherwise, set it equal to Tt.
(iv) Continue, possibly for m times. If EnJP+Tm_1 > t0, exit. Otherwise, set this equal
to Tm and exit.
We make the following observations.
(a) In all, n < m events are generated, and n is Poisson with parameter /*,, = AC/o^. In
an implementation, it could be useful to output n explicitly, since it is sometimes of interest
in statistical applications. I t might also be useful to output the times-between-evente
instead of, or in addition to, the times-to-events.
(6) Unlike Algorithm 1, this generator can use fast, standard exponential variate genera-
tors, and requires the same number of Poisson variates (1) as Algorithm 1. An equivalent
number of exponentials and uniforms are used, but no logarithms are needed.
(c) Unlike Algorithm 1, no ordering of the uniform variates is required.
4. SIMULATION TJSING GAP STATISTICS (O^ > 0)
This case is handled in the same way as 04 < 0 by using a time reversal technique, as
follows. Let T be time measured backwards from t0, that is T = to-t (0 ^ t < t0). Then NT,
the number of events in (t0 — r, t0] is Poisson with parameter A(t0) — A{t0 — T).
The rate is
A*(T) = i{A(g-A(< 0 -T)} = A(to-r) = exp
so that the coefficient of T is negative. Thus, we have
Algorithm 2a (a^ > 0)
Simulate according to Algorithm 2 with A* = exp(ao + a1t0), of = — otj. The output of
Algorithm 2 is a sequence Tf,..., T*. Then set T± = to-T*, T% = to-T*_lt..., Tn = to-T?.
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5. CONCLUDING BEMABKS AND COMPARISONS
I t is instructive to give a rough indication of timings for generation of nonhomogeneous
Poisson processes with rate (2). Time scale transformation of a homogeneous Poisson
process via the inverse of (3) avoids ordering, takes no Poisson or uniform variates and, on
the average, A(f0)—A(0) +1 exponential random variates and logarithms. For Algorithm
1 we need one Poisson variate, an ordering and, on the average, A(t0) — A(0) uniform variates
and logarithms. Without hard-wired logarithms, generation and ordering of uniform random
variates will be faster than generation of exponential random variates; thus Algorithm 1
is more effioient than time scale transformation. However, Algorithm 2 needs only one
Poisson variate and, on the average, A(t0) — A(0) +1 exponential variates. Thus Algorithm
2 is probably about twice as fast as these other methods. Note that sorting algorithms are
available, in particular for uniformly distributed numbers, which operate in time propor-
tional to n rather than the usual »log n. If only an n log n sort is available, it is possible to
use the independent increment property of the nonhomogeneous Poisson process to section
the interval (0, t0], so that the effect of the logarithmic multiplier is small.
I t does not seem possible to generalize the method of Algorithm 2 for simulating the
nonhomogeneous Poisson process by, for instance, assuming non-Poisson distributions for
M in Theorem 2; it is easy to show that it is both necessary and sufficient that M be Poisson
distributed for the randomized gap process to be a nonhomogeneous Poisson process.
The research of the first author was supported in part by the Office of Naval Eesearch and
the National Science Foundation.
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