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La théorie du calcul constitue l'un des aboutissements du formalisme en philoso- 
phie des sciences. On peut situer l'origine de ce courant philosophique dans les 
travaux de Leibniz visant à définir un langage mathématique universel dans lequel 
toutes les propositions d'un langage quelconque pourraient être traduites et 
calculées. Appartiennent également à ce courant, des mathématiciens et logiciens 
comme Fredge, Russell, Hilbert et Godel. L'objectif principal de ce courant fut de 
réaliser l'axiomatisation des sciences, c'est-à-dire la déduction à partir d'un certain 
nombre d'axiomes, de toute la connaissance scientifique sous forme de propositions 
mathématiques. Pour atteindre ce but, il fallait pouvoir exprimer le savoir scien- 
tifique sous forme d'un système formel cohérent, c'est-à-dire tel qu'aucun énoncé ne 
puisse être à la fois vrai et faux. Cependant Godel devait montré qu'aucun système 
d'axiomes arithmétiques ne peut être à la fois cohérent et  complet. Dans sa preuve, 
Gode1 faisait appel la notion d'algorithme, qui n'avait alors qu'une valeur intuitive. 
Turing a donné une valeur formelle à cette notion en la rendant équivalente à celle 
d'une application mécanique en termes des opérations d'une machine qui simule le 
comportement d'un humain résolvafit i?n problème mathématique. Cette formalisa- 
tion de la notion d'algorithme est la base sur laquelle repose toute la théorie actuelle 
du calcul. 
Von Neumann a fait remarqie'rque la Machine de Turing ne pouvait pas décrire le 
fonctionnement de certains systèmes de traitement de l'information, par 
exemple celui de la vision chez l'être humain. Se basant sur les travaux portant 
sur les réseaux de neurones de Warren McCulloch et  Walter Pitts et sur les résultats 
de Turing sur la théorie du calcul, von Neumann a voulu développer un modèle de 
calcul qui puisse tenir compte de tous les modes (artificiels ou naturels) de traite- 
ment de l'information. C'est sous la forme des automates cellulaires que la théorie 
des automates de von Neumann s'est finalement cristallisée. Le modèle de calcul 
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de l'automate cellulaire représente la totalité des états et des dynamiques de change- 
ment dans un seul champs, au lieu de séparer ces facteurs selon des données symbo- 
liques et une unité de contrôle. L'évolution dans le temps d'un automate cellulaire 
se compare à celui d'un système dynamique autonome. II s'agit d'un modèle de 
calcul où le parallélisme est inhérent contrairement à la Machine de Turing qui est 
un modèle du calcul séquentiel. 
Dans cette thèse nous allons étudier des systèmes parallèles de calcul dont une partie 
de la dynamique peut être modélisée à l'intérieur du cadre formel de la théorie des 
automates cellulaires. Nous allons nous intéresser à des stratégies de  parallélisation 
où chaque tâche concurrente exécute un algorithme particulier (en fait une heuris- 
tique dans le cadre de la présente recherche), mais où l'interaction entre les tâches 
est définie par une dynamique complexe dont plusieurs paramètres échappent au 
contrôle des algorithmes séquentiels de chaque tâche. Chaque noeud du système 
parallèle exécute une métaheuristique tabou. une méthode de résolution approchée 
pour des problèmes d'optimisation combinatoire. Chaque tâche coopère avec les 
autres par le biais d'échange d'information portant sur l'espace de solutions du 
problème à résoudre. Nous identifierons par "recherches multiples coopérantes" ce 
tvpe de stratégies de parallélisation et par "connaissances acquises" sur l'espace de 
solut ions. l'information échangée entre les tâches concurrentes. Nous allons montrer 
que l'échange de connaissances acquises engendre une dynamique d'interaction fort 
complexe entre les tâches concurrentes. Cette dynamique d'interaction tend à rnini- 
miser l'entropie de la recherche parallèle au détriment de la logique d'optimisation 
de l'algorithme exécuté au niveau de chaque noeud du système. 
Cet te argumentation sera étoffée d'expérimentations portant sur plusieurs paral- 
lélisations de la méthode tabou et d'une analyse théorique développée à partir 
de la théorie des automates cellulaires, et de modèles empruntés à la mécanique 
statistique et à la théorie des systèmes dynamiques. Nous avons en effet développé 
un modèle qualitatif de la dynamique d'interaction entre les tâches concurrentes 
en terme d'une interaction entre les variables d'un système dynamique. Dans ce 
modèle, chaque tâche concurrente exécute La même heuristique que celle utilisée 
pour la parallélisation par recherches multiples coopérantes. Cependant. au niveau 
du modèle? nous avons remplacé l'échange de connaissances acquises entre les tâches 
concurrentes par des messages dont le contenu est généré par I?évolution dans le 
temps d'un syst,ème dynamique vers une réduction de son entropie (accroissement de  
son niveau d'organisation). En conséquence. les tâches concurrentes ne s'échangent 
plus de  connaissances acquises, lesquelles connaissances proviennent de la logique . 
d'optimisation de la méthode de recherche. A la place. nous avons implanté des 
procédures parallèles oii les tâches concurrentes s'échangent de l'information visant 
à diriger l'exploration dans l'espace de  solutions de la procédure parallèle vers un 
attracteur du système dynamique. c'est-à-dire à accroître le niveau d'organisation 
(au sens de la mécanique statistique) de l'exploration parallèle . 
Nos résultats sont encore préliminaires. mais ils indiquent que les procédures paral- 
léles basées sur l'échange de connaissances acquises et celles basées sur des modèles 
qualitatifs d'interaction ont le même comportement. c'rst-à-dire que les deux types 
de procédures tendent à long terme à minimiser I'ent ropie de l'exploration de l'espace 
de solutions. Si ce résultat se confirme, il impliquerait. contrairement i cc quc 
['on croyait auparavant. que l'échange de connaissances acquises entre les tâches 
des heuristiques parallèles obéit à une logique différente de celle des méthodes 
d'optimisation (laquelle vise à orienter l'exploration de I'espace de solutions vers 
des régions intéressantes a u  sens de la Fonction économique). En particulier. comme 
nos résultats semblent l'indiquer. la logique d'interaction entre les tâches concur- 
rentes pourrait faire l'objet d'une approximation par des modèles provenant de 
théories comme la mécanique statistique, la théorie des systèmes dynamiques et 
la théorie de l'information. Cette conclusion n'est pas sans intérêt car elle implique 
que nous pourrions utiliser le vaste ensemble de résultats mathématiques provenant 
de ces différents champs pour concevoir et analyser les versions parallèles de plusieurs 
heuristiques connues. Dans cette thèse. nous avons fait un pas dans cette direction. 
En plus du résultat montrant le type de comportement à long terme des recherches 
multiples coopérantes, l'analyse des procédures parallèles dont la coopération a été 
conçue à partir de modèles décrivant I'évolution d'un système dynamique. nous a 
permis d'expliquer les causes des anomalies d'accélération parallèles des recherches 
multiples coopérantes. C'est également à partir de cette approche que les procédures 
parallèles par recherches multiples coopérantes les plus performantes ont été conçues. 
trouvant la solution optimale pour tous les problèmes testés. 
ABSTRACT 
This research concerns the parallelizat ion of search heurist ics applied to com- 
binatorial optirnization problems. Specifically we focus on the tabu search method. 
and parallelizat ion st rategies based on the concurrent execut ion of many sequent ial 
searches. Each sequential search cooperates with the others by exchanging informa- 
tion on the problem's solution space. We identify by 'cooperating multiple searches" 
t hese parallelizat ion strategies and by %owledgen the information exchanged on 
the solution space among the sequential searches. The parallelization of heuristics 
using cooperating multiple searches faces two different kinds of problems which ive 
usually dont  meet when the parallelization strategies are based on the problem 
decomposi tion: 
The data dependencies of the sequential program can not be used to define how 
the cooperation d l  be performed among the parallel tasks. Consequently, the 
design of a parallel procedure based on cooperating multiple searches involves 
specifying how the cooperation will be executed. 
.An increase in the number of the seqtiential searches may recul t ir! worse solu- 
t ions to the optimization problem. 
Our investigation of these two problems go along the folloiving five points: 
The above computation performed by heuristics is based on speculative steps 
(non-deterrninistic computation) as oppose to deterministic computation. 
The main source of parallelism of heuristics is based on parallel execution of 
alternative speculative steps, which is basically the case for the cooperating 
multiple searches. 
One of the side effects of the information exchange among sequential searches 
is that chains of interactions among exploration strategies of the sequential 
searches will be triggered (that is, an initial erchange of knotvledge might 
trigger ma- ot her message exchanges arnong sequent ial searches. which would 
have not happened without the initial exchange). 
The chains of interactions interfere with the exploration strategies and modify 
the way speculative steps rvill be computed by the parallel procedure. 
The interference lead to an entropy reduction of the parallel search at  the 
detriment of the optirnization logic of the search method. 
The above arguments will be supported by experirnental results provided by a large 
set of computational tests on the parallelization of the tabu search method, and 
by a t heoretical analysis provided by models from statist ical mechanics and the 
dynamical systems theory -411 those tests performed in this research. lead us to 
propose a structured design approach to define how cooperation should be per- 
formed among parallel tabu search tasks based on multipie searches. Beside the 
chains of interactions, there are other side effects of the sharing of information 
arnong sequential searches, such as the uniformisation of the knowledge across the 
tabu search mernories of many sequent ial searches and premature convergence of 
the parallel procedure. Based on generalizations from cur experimental data and 
observations report cd by other researchers on  genetic algorit hms and simulated an- 
nealing, we have defined a set of criteria that will help to decide which information 
should be exchanged among sequential searches, when it should be exchanged and 
among which sequential searches. These criteria should help to define the coopera- 
tion among sequential searches. and to control the uniformisation of the knowledge 
and premature convergence. Our t heoret ical analysis aims to explain some beha- 
viors of parallel procedures based on cooperating multiple searches. This theoretical 
analysis is used to mode1 the interference of the interaction among sequential searches 
and i t s  impact on the exploration of the solution space in terms of the evolution of a 
dynamical system through its different attractors. W e  have replaced the knowledge 
exchange among sequential searches by qualitative models of the interaction arnong 
variables of a dynamical system. More specifically, we have chosen rnodels in which 
the dynamical system evolves to a reduction of its entropy (which result in an in- 
crease of the system organization ). In this new design. the sequential searches do not 
exchange knoxledge on the solution space. they exchange information which aims 
to lead the exploration of the solution space performed by the parallel procedure to 
attractors of the dynamical system, that is to increase (from a statistical mechanics 
point of view) the level of organization of the parallel exploration. Our results are 
still preliminaries. but they show that parallel procedures based on knowledge ex- 
change. and those based on qualitative rnodels of interaction, have both the sarne 
behavior [rom a statistical mechanics point of view, that is. both procedures tend to 
minimize the entropy of the solutions space exploration. If these preliminary results 
ivere to be ratified, they will impl- contrary to what was generdly admit. that the 
exchange of knowledge among tasks of parallel heuristics follows a logic different 
from the one used by optimization rnethods (which aims to direct the search in so- 
lution space to interesting regions according to the economic function). Specially. 
as our results seern to indicate, if the logic of interaction among sequential searches 
can be approximated by rnodels from theories like the statistical mechanics. the 
dynamical systems theory and the information theory, we will be in the position 
to use the mathematical results of these fields to design and analyse the parallel 
versions of many known heuristics. Beside these results on the investigation of the 
long term behavior of cooperating multiple searches, the t heoret ical analysis used in 
t his t hesis show w hy the performances of parallel procedure based on cooperat ing 
multiple searches can be degraded as the number of sequential searches increases. 
Finally, based on this analysis? ive have designed parallel procedures using coopera- 
ting multiple searches which give us the best results of al1 the parallel procedures 
tested in t his research, finding the optimal solution for al1 the problems. 
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Chapitre 1 
Introduction 
Nous allons nous intéresser à des procédures heuristiques dont le caractère 
intrinsèquement séquentiel pose certaines limitations à l'utilisation de stratégies 
de parallélisation traditionnelles basées sur une décomposition fonctionnelle ou du 
domaine de la procédure séquentielle. C'est le cas pour les recherches itératives 
comme la méthode tabou et  le recuit simulé. Pour ces méthodes de résolution, il 
existe cependant une autre source de parallélisme qui n'est pas limitée par le carac- 
tère séquentiel des recherches itératives. Cet te source de parallélisme provient de 
plusieurs exécutions de la même recherche séquentielle en utilisant des paramètres 
de recherche différents. On identifie par 'recherches multiplesn les stratégies de 
parallélisation basées sur cette source de parallélisme. 
Il n'est pas nécessaire de disposer de plusieurs processeurs pour implanter une 
stratégie par recherches multiples. on peut simplement exécuter chaque recherche 
séquentielle l'une à la suite de l'autre sur le même processeur. Taillard [93]. ainsi 
que d'autres chercheurs, ont montré que dans certains cas p recherches multiples 
exécutant chacune p itérations de la méthode de recherche pouvaient obtenir de 
meilleurs résultats qu'une seule recherche séquentielle exécutant t x p itérations. 
Clearwater. Hogg k Huberman [21], Huberman & Hogg [25]- Clearwater. Hogg 
k Williams [Xi] et Huberman [56] ont montré expérimentalement et à travers des 
modèles probabilistes que les recherches multiples pouvaient obtenir de meilleures 
performances lorsqu'il y a échange d'information entre les recherches séquentielles. 
Nous identifierons par "recherche multiples coopérantes" cette dernière catégorie de 
stratégies de parallélisation. 
Les stratégies de parallélisation par recherches multiples coopérantes posent 
des problèmes inconnus aux stratégies de parallélisation basées sur la décomposition 
d'une recherche séquentielle ou sur l'exécution de plusieurs recherches séquentielles 
indépendantes. En effet, l'interaction entre les recherches multiples doit être spécifiée 
de manière directe ou indirecte en terme de quels attributs du chemin d'exploration 
devront ètre échangés entre les procédures de recherche séquentielle, à quelles 
itérations I'échange doit prendre place et entre quelles procédures de recherche 
séquentielle. Également, les procédures parallèles basées sur ce type de stratégies de 
parallélisation ont parfois des comportements plutôt inhabituels tel une détériorat ion 
des performances lorsque le nombre de processeurs augmente (la meilleure solution 
trouvée est parfois moins bonne lorsqu'on augmente le nombre de recherches). 
Mais les stratégies de parallélisation par recherches multiples coopérantes 
offrent la possibilité d'étudier certains paradigmes du calcul, mieux adaptés aux 
notions de traitement de l'information par des systémes complexes. C'est le cas 
du paradigme de calcul basé sur I'exploi tat ion de la dynamique d'au to-organisation 
des systèmes complexes et du paradigme du calcul émergent [30, 32.10, SOI 76' 791. 
Très brièvement, ces paradigmes se fondent sur des principes d'organisation du calcul 
empruntés à certains modèles de la théorie physique des systèmes compleres, princi- 
pes que l'on pourrait situer entre les modèles déterministes et non déterministes 
de la théorie classique du calcul. si un tel lieu existait. Par exemple. une interac- 
tion non contrôlée (non programmée) entre les processeurs d'une procédure parallèle 
peut donner naissance à un comportement organisé (auto-organisé) de cette inter- 
action pouvant être interprété comme un deuxième niveau de calcul de la procédure 
parallèle. On aurait ainsi deux niveaux de calcul. le niveau explicite qui exécute les 
directives du  programme sur chaque processeur, et un niveau implicite résultant de 
l'interaction (par effets de bord) entre les programmes explicites. Selon la théorie 
classique du calcul. le niveau implicite correspond à l'exécution d'une procédure non 
déterministe et ne peut donc pas être interprété en terme des étapes d'une procédure 
de calcul. Selon le paradigme émergent, les systèmes complexes de calcul reposent 
sur le même type d'organisation observé au niveau de plusieurs systèmes physiques. 
cette organisation 
programmation = 
peut être utilisée comme outil implicite de programmation (ici 
organisation). Une des conclusions de la présente recherche est 
que ces deux niveaux de calcul semblent coexister lorsqu'il y a échange d'information 
entre les recherches multiples. 
Le développement de I'argumentation de cette thèse commence par l'analyse 
des "anomalies" de comportement de certaines méthodes de recherche implicite 
dont la parallélisation est obtenue à partir d'une décomposition fonctionnelle ou 
du domaine de la procédure séquentielle. Nous montrerons que ces anomalies 
sont at  t ri buables à des modifications des heuristiques utilisées par les méthodes 
de recherche implicite. Ces modifications proviennent de la décomposition de la 
méthode séquentielle. Cet te décomposition modifie l'information heuristique servant 
à déterminer le parcours de l'espace de solutions. Puisque l'information heuristique 
n'est pas la même suite à la parallélisation d'une recherche implicite, et puisque cette 
information heuristique détermine la façon dont une procédure explore l'espace de 
solutions, I'exploration effectuée par la procédure parallèle peut être très diRérente 
de celle exécutée par la procédure séquentielle. 
Nous allons montrer que I'interaction entre les procédures séquentielles des 
recherches multiples coopérantes a un effet similaire à celui de la décomposition d'une 
recherche implicite, elle change l'heuristique. En effet. dans une procédure avec 
recherches multiples, chaque recherche séquentielle exécute la stratégie d'exploration 
défini par la méthode de recherche. Mais dans le cas d'une procédure avec recherches 
multiples coopérantes, l'échange d'information entre les recherches multiples affecte 
l'information heuristique dont dispose chaque stratégie d'exploration. Conséquern- 
ment. le parcours de l'espace de solutions effectué par une procédure séquentielle 
pi ne dépend plus uniquement de la stratégie d'exploration de pi,  mais dépend 
également de l'échange d'information heuristique effectué entre les procédures séquen- 
t ielles. 
Nous allons classifier les stratégies de parallélisation appliquées aux méthodes 
de recherche en fonction de l'usage qui est fait par ces stratégies de parallélisation 
de l'information heuristique comme source de parallélisme. Par la suite, nous allons 
porter notre attention sur la parallélisation des méthodes de recherche itératives et 
les méthodes basées sur une exploration aléatoire biaisée (algorithmes génétiques) 
de l'espace de solutions. Plus particulièrement. nous allons définir une taxonomie 
des stratégies de  parallélisation applicable de manière spécifique à la méthode de 
recherche tabou, taxonomie qui tient compte des raffinements découlant de l'échange 
d'information heuristique entre les tâches d'une procédure parallèle comme la mé- 
thode tabou. Presque toutes les stratégies de parallélisation de la taxonomie seront 
implantées et testées. Ce vaste ensemble d'expérimentations nous sera utile pour 
la phase suivante de modélisation du comportement des recherches multiples coopé- 
rantes. 
Xous avons étudier en détail la nature de ['échange d'information heuristique 
entre les procédures séquentielles des stratégies de parallélisat ion avec recherches 
multiples coopérantes. Des approches empruntées à la mécanique statistique et à la 
théorie des systèmes dynamiques ont été utilisées pour modéliser l'interaction entre 
les stratégies d'exploration et ses effets sur l'exploration de l'espace de solutions. 
Xotre recherche montre qu'il est possible d'expliquer certains aspects du comporte- 
ment d'une procédure parallèle par recherches multiples coopérantes à partir de 
modèles utilisés pour décrire l'évolution dans le temps d'un système dynamique. 
En utilisant ces modèles, nous avons découvert que l'interaction entre les 
stratégies d'exploration provoque une diminution de I'entropie de la recherche dans 
l'espace de solutions; ce qui signale un niveau d'organisation des méthodes par 
recherches multiples coopérantes supérieur à celui des recherches multiples. Notre 
analyse, à partir de  méthodes empruntées à la théorie des systèmes dynamiques. nous 
permet d'affirmer que les procédures parallèles avec recherches multiples coopérantes 
manifestent un comportement d'auto-organisation de I'exploration de l'espace de 
solutions. Notre travail montre cependant que cette organisation de la recherche qui 
résulte de l'interaction entre les stratégies d'exploration n'obéit pas nécessairement 
à la logique d'exploration de la méthode séquentielIe de recherche. Cette interaction 
semble définir un autre paysage (landscape) dont on peut faire une approxima- 
tion par une loi de la dynamique d'interaction entre les variables d'un système 
dynamique. Il apparaîtra de manière évidente que ce paysage interfère avec la 
logique d'optimisation des recherches séquentielles, ce qui semble être l'indication 
d'un deuxième niveau de calcul. un niveau de calcul émergent pour les recherches 
multiples coopérantes. Nos résultats contredisent une hypothèse sous-jacente aux 
modèles probabilistes de l'interaction entre les procédures séquentielles selon laquelle 
ce paysage serait uniforme et saos impact sur l'exploration de l'espace de solutions 
effectuée par la recherche parallèle. 
Chapitre 2 
Concepts du traitement parallèle 
2.1 Introduction 
Les ordinateurs sont apparus avec la promesse d'ambitieuses réalisations mais les 
limites. autant de la théorie que de la technologie. font que certaines de ces réalisa- 
tions progressent à un rythme plus lent que prévu. C'est le cas par exemple de la 
notion de calcul parallèle qui date de la Rn des années 50: cependant jusqu'à tout 
récemment, les ordinateurs n'étaient capable d'exécuter qu'une seule instruction à 
la fois. Les ordinateurs contemporains sont encore presque tous basés sur ce qu'on 
appelle des architectures algor-ithmiques, c'est-à-dire que les problèmes sont résolus 
en formulant des algorithmes qui sont directement traduits dans des instructions 
macthe.  Or nous savons depuis les travaux de Pitts t McCuiloch [TOI dans les 
années 40 et de Rosenblatt [YO] dans les années 50 que ce n'est pas la seule manière de 
faire 411 ralriil et dans certain cas la plus efficace. du moins notre ccrveau est capable 
de solutionner certains problèmes plus efficacement que les super-ordinateurs. 
Malgré des progrès importants laits en informatique. il existe encore des 
domaines d'application où nos meilleurs super-ordinateurs n'arrivent pas à satisfaire 
la demande en capacité de traitement. Les problèmes d'optimisation combinatoire 
constituent un domaine d'applications de l'informatique où les demandes en capacité 
de calcul ne sont pas encore satisfaites et où i l  faut faire appel à tous les raffine- 
ments de l'informatique pour obtenir de meilleurs taux d'efficacité. Le traitement 
parallèle fait certainement partie de ces raffinements qui permet tent d'augmenter 
les performances du calcul par ordinateur. 
Le présent chapitre introduit certains résultats de la théorie classique du 
calcul, bon nombre de concepts qui sont apparus depuis le début des années 60 
sur l'architecture des ordinateurs. quelques notions sur les modèles de program- 
mation et doalgorithmique parallèle. quelques considérations sur des architectures 
d'ordinateur non algorithmiques et enfin les métriques habituelles portant sur la 
mesure des performances des algorithmes parallèles appliquées au calcul numérique. 
L'élaboration portant sur les différentes architectures d'ordinateurs parallèles 
de même que certaines considérations relativement à la théorie du calcul pourront 
ne pas sembler complètement nécessaires à la compréhension des résultats de la 
présente recherche. Cependant, ce travail porte sur des méthodes de résolution et des 
stratégies de parallélisat ion qui sortent du cadre restreint des méthodes numériques 
auxquelles nous sommes habitués. Nous avons pensé qu'il était nécessaire de 
rappeler certains résultats fondament aux dans le prolongement desquels se situe la 
présente recherche. Deuxièmement. l'architecture immuable pendant plus de 30 ans 
de l'ordinateur séquentiel nous a fait oublié qu'il existe un lien très étroit entre la 
conception des méthodes de résolution algorithmiques et l'architecture des ordi- 
nateurs. L'émergence des systèmes de calcul complexe que sont certains ordina- 
teurs parallèles nous a fait redécouvrir l'étroitesse de ce lien entre la théorie et la 
conception d'algorithmes (parallèles) d'une part. et l'environnement technologique 
d'autre part. Nous avons donc fait un effort pour introduire les notions de I'architec- 
ture des ordinateurs qui nous permettent de comprendre les grands paradigmes de 
l'algorithmique parallèle applicables aux méthodes de résolution heuristiques. 
Ce chapitre est organisé de la manière suivante. Nous introduirons d'abord 
brièvement les concepts de la théorie du calcul. Par la suite, nous introduirons 
des notions reliées à l'architecture de la machine de von Neumann suivies de la 
présentation des principaux modèles d'architectures parallèles. Nous poursuivrons 
avec plusieurs notions sur la programmation de certaines classes d'ordinateurs paral- 
lèles. Enfin nous ferons une digression sur les architectures non algorithmiques 
d'ordinateurs parallèles et nous terminerons avec certains modèles pour la mesure 
des performances des algon t hmes parallèles. 
2.2 Environnement formel du calcul 
Les méthodes algori t hmiques élaborées pour la résolution de problèmes par ordina- 
teurs ne peuvent généralement pas être traitées directement par une machine réelle. 
Ces procédures sont conçues à partir d'un schéma théorique du calcul. schéma qui 
lui-même découle de modèles extrêmement simplifiés de l'architecture des ordina- 
teurs. La présente section a pour objectif d'introduire quelques éléments de ce 
schéma théorique reliés aux trois aspects suivants du traitement par ordinateur: 
les modèles de calcul qui constituent les postulats de la machine algorithmique 
(une architecture mathématique de l'ordinateur). les modèles de programmation 
(abstractions qui permettent d'avoir une vue simplifiée et cohérente de la program- 
mation des ordinateurs) et  la notion d'algorithme (qui est parfois définie de manière 
confuse dans la littérature). 
2.2.1 Modèles de calcul 
Un modèle de calcul est une abstraction mathématique d'une machine capable 
d 'exécuter des algorithmes. Les modèles de calcul constituent un pré-requis 
essentiel pour pouvoir faire l'étude de la complexité des algorithmes et c'est la raison 
principale de leur étude en informatique. Un objectif secondaire qui découle cepen- 
dant de cette formalisation est l'obtention de définitions précises pour certaines 
classes d'algorithmes et d'ordinateurs. C'est précisément l'usage que nous souhaitons 
faire des modèles de calcul dans ce travail. 
II existe un grand nombre de modèles de calcul. la machine de Turing [9Y] est 
l'un de ces modèles. Nous nous limiterons cependant à définir certaines caracté- 
ristiques communes à la plupart de ces modèles. Dans presque tous les modèles. 
on retrouve les éléments suivants: un processus de conlrôle qui est activé par un 
programme et qui exécute des opérations sur une structure appelée mémoire. Parfois 
Le processus de contrôle réfère à la notion de processeurexécutant un programme. En 
tout temps le processus de contrôle se trouve dans un état donné. le nombre d'états 
étant fini. La mémoire est vue comme étant une structure régulière de cellules qui 
emmagasine des données. Un programme pour cette machine abstraite est une sui te  
d'opérations exécut ables par le processus de contrôle. c'est-à-dire des opérations 
pour lire, écrire. modifier. tester le contenu des cellules de la mémoire et effectuer 
des branchements dans le programme. 
Gne configuration est une description complète de l'état de la machine. c'est- 
à-dire l'instruction courante dans le programme et le contenu de la mémoire qui a 
participé au  traitement depuis le début du programme j usqu'à l'inst ruction courante. 
Une relation de transition entre deux configurations Ci et C2, CI i- C2, existe si 
l'instruction du programme qui se trouve dans la configuration Ci provoque un 
changement de configuration de la machine de Cl vers C2. 
Le terme calcul réfère à des séquences de configurations connectées par la re- 
lation k. Une machine est dite déterministe si pour chaque configuration Ci il 
existe au plus une configuration C? telle que Cl t- C2, tandis qu'une machine est 
non déterministe s'il peut exister plusieurs configurations C2. La source du non- 
déterminisme provient du programme. où l'instruction courante pourra 
correspondre à un choix de plusieurs instructions pouvant être exécutées à partir 
d 'une configuration donnée. 
Dans la précédente formalisation. il  n'existe qu'un seul processus de contrôle 
connecté à la mémoire, ce qui implique que la machine n'exécutera qu'une seule 
instruction à la fois, c'est le modèle d'une machine séquentielle. Un modèle d'une 
machine parallèle correspond à la situation oii il existe plusieurs processus de contrôle 
chacun ayant un accès direct à la mémoire. Une relation de transition globale dans 
une machine parallèle est obtenue par l'effet combiné des transitions de chaque 
processus de contrôle actif de la machine parallèle. Un calcul synchrone réfère à 
des séquences de configurations obtenues par des transitions globales effectuées par 
les processus de contrôle exécutant des opérations identiques en même temps. Un 
calcul asynchrone réfère à des séquences de configurations obtenues par des tran- 
si tions globales effectuées par les processus de contrôle exécutant des opérations 
différentes sans consensus entre les processus de contrôle sur le temps d'exécution. 
Les processeurs peuvent communiquer directement via un réseau d'interconnexion 
ou indirectement par une mémoire partagée. Pour un survol plus complet des 
principaux concepts de la théorie du calcul relatif au traitement séquentiel et paral- 
lèle. le lecteur est invité à consulter les articles de synthèse suivant: Boas [16] . Karp 
(601 et Lamport [641. 
2.2.2 La notion d'algorithme 
Knuth [61] a défini de la manière suivante la notion d'algorithme: -...un ensemble 
fini de règles qui donnent une suite d'opérations afin de résoudre un type spécifique 
de .A l'époque où Knuth nous a donné cette définition. la concep- 
tion des ordinateurs s'inspirait presqu'uniquement d'un seul modèle d'architecture, 
le modèle de von Neumann. Selon cette architecture. le cycle d'exécution d'une 
machine consiste à obtenir une instruction en mémoire. la décoder, obtenir les 
opérandes de I'instruction. les décoder et finalement exécuter l'instruction. C'est 
le modèle séquentiel du traitement par ordinateur. C'est sans doute à cause de 
l'apparente immuabilité de cette architecture que Knuth fut entraîné à faire une 
généralisation incorrecte dans sa définition de la notion d'algorithme. Une méthode 
de résolution d'un problème exige normalement au plus un "ordonnancement partiel 
des opérations" et non pas à un ordonnancement strict comme semblerait l'indiquer 
le terme "suite". 
\ l'insu de la plupart des chercheurs de cette époque. la notion d'algorithme 
contenait des idiosyncrasies reliées à une architecture particulière d'ordinateur. Avec 
l'avènement des architectures parallèles: ces idiosyncrasies peuvent conduire à 
l'existence d'autant de définitions de la notion d'algorithme qu'il y a de types 
d'ordinateurs parallèles. 11 faut donc. dans un premier temps, faire un effort 
d'abstraction et définir une notion d'algorithme qui soit cohérente avec les méthodes 
de résolution et non pas avec les architectures d'ordinateurs. 
Définition 2.1 Nous dirons qu 'un algorithme est léxpression logique d 'une méthode 
d e  résolution qui obtient un résultat s'il existe une solution. en un nombre fini, 
minimal et essentiel d'étapes. 
Une procédure de résolution peut être représentée par un graphe orienté acyclique 
G = {iV. A} où iV est un ensemble fini d'opérations utilisées pour la résolution du 
probième, et A est un ensemble fini de relations tel que (u, v )  E A si le résultat de 
L'opération u est une opérande de l'opération v .  Le graphe G exprime l'aspect logique 
du processus de résolut ion en spécifiant un ordonnancement partiel de l'application 
des opérations à un input x correspondant à la donnée du problème à résoudre [lj]. 
Cet ordonnancement partiel et  I'ensemble !V des opérations identifient de façon 
unique la fonction à être calculée, c'est-à-dire l'algorithme. 
L'ensemble :V des opérations d'un algorithme peut varier. Dans le cas du calcul 
numérique, les primitives sont souvent des opérateurs mathématiques. Dans certain 
domaine de l'intelligence artificielle. on trouve des opérations qui correspondent à 
des règles reflétant la connaissance du domaine que possède le système. On exprime 
aussi parfois les algorithmes à I'aide de primitives en pseudo-code. qui sont des 
abstractions de primitives empruntées aux langages de programmation. De même. 
pour un même problème. i l  peut exister plus d'un ordonnancement partiel des 
opérations: c'est le cas par exemple entre l'algorithme classique de multiplication 
de deux entiers et cet autre algorithme dit -de la multiplication à la russen [lY]. 
La diversité des architectures d'ordinateurs, les performances théoriques (asymp- 
totiques) ou réelles en temps de calcul et l'aisance d'implantation sont quelques uns 
des facteurs qui conduisent à l'utilisation de plusieurs algorithmes différents pour la 
résolut ion d'un même problème. 
2.2.3 Modèles de programmation 
Il existe des langages de programmation et des architectures d'ordinateurs pour 
Lesquels la seule spécification logique de l'algorithme suffit pour que celui-ci puisse 
ètre traduit en un programme exécutable par ordinateur. C'est le cas pour certains 
langages fonctionnels, et pour les architectures d'ordinateurs à flot de données. Ce 
n'est pas la règle cependant. la plupart du temps la traduction d'un algorithme dans 
un langage de programmation passe par l'introduction d'opérations explici tes ou 
implicites. Ces opérations reflètent le modèle de programmation auquel appartient 
le langage. l'architecture de l'ordinateur cible et la réalisation physique du processus 
utilisé pour le traitement. Ces opérations appartiennent à trois catégories princi- 
pales: les opérations reliées à l'ordonnancement des opérations (boucle. conditions. 
ordonnancement implicite dû aux séquencements des instructions), celles concer- 
nant le stockage des données (écriture, lecture) et celles re!iées à la manipulation 
de périphériques (lecture ou écriture de données sur un disque ou communications 
inter-processeurs) [IS]. 
Bien que ces opérations reliées à l'implantation du processus physique de 
traitement s'ajoutent à la spécification logique d'un algorit hrne. ces primitives ne 
correspondent que très rarement à des opérations de base d'un ordinateur. En 
fait nous concevons et analysons nos algorithmes (programmes) pour un modèle de 
programmation. c'est-à-dire des abstractions qui facilitent la programmat ion des 
ordinateurs en cachant de nombreux détails de l'architecture physique. Ceci a 
permis l'utilisation pendant des décennies d'un même modèle d'architecture pour la 
conception et l'analyse des algorithmes et ce malgré une évolution considérable des 
ordinateurs pendant toute cette période. Mais ces abstractions sont utiles unique- 
ment si elles permettent de concevoir des programmes efficients sur des machines 
réelles [YS]. Comme nous le verrons. l'avènement de certaines classes d'ordinateurs 
parallèles ont, de ce point de vue. rendu désuet les modèles traditionnels et forcé la 
création de nouvelles abstractions au niveau des modèles de programmation. 
2.3 Architectures des ordinateurs 
On divise les architectures d'ordinateurs en deux grandes catégories selon que 
l'ordonnancement des opérations exécutées par l'ordinateur est basé principalement 
sur des dépendances de flot de contrôle ou sur des dépendances de flot de données. 
Dans cette section, nous introduirons brièvement ces deux grands principes de la 
conception des ordinateurs puisqu'ils sont à la base de presque tout l'édifice du 
traitement parallèle actuel. Nous décrirons d'abord I'architect ure de von Neumann 
qui était jusqu'à tout récemment le modèle standard d'architecture. Puis nous 
ferons une brève incursion au niveau des architectures de flot de données. Nous nous 
intéresserons ensuite plus en détail aux architectures basées sur le flot de contrôle 
puisque ce type d'architecture se retrouve dans pratiquement tous les ordinateurs 
parallèles contemporains. 
2.3.1 L'architecture de von Neumann 
Le modèle d'architecture de von Xeurnann que nous présenterons ici est une grande 
simplification par rapport au fonctionnement réel des ordinateurs séquentiels. mais il 
nous sera utile pour introduire l'architecture de certains ordinateurs parallèles dont 
la cùnception cltirive parlois fortement de l'architecture de von Neumann. Dans le 
contexte des ordinateurs parallèles on réfère aussi à l'architecture de von Neumann 
par SISD (Single Instruction stream' Single Data stream). La figure 2.1 identifie les 
principales composantes de l'architecture de von Neumann de même que  les relations 
entre ces composantes. 
L'architecture de von Neumann gravite autour d'une structure bi-polaire qui 
comprend une composante active? le processeur, avec son unité de contrôle et son 
unité arithmétique et logique (ÜAL),  et une composante passive qui consiste en un 
système de mémoire centrale où les instructions et les données sont stockées. L'unité 
de contrôle supervise tous les organes de cette machine en envoyant des séquences 
de signaux à l'intérieur du processeur et entre le processeur et la mémoire. L'UAL, 
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Figure 2.1 Architecture de von Neumann 
qui a aussi un rôle actif, fait la transformation des données dans la mémoire. Le pro- 
gramme en mémoire représente la version codée, en termes d'instructions exécutables 
par l'ordinateur, de l'algorithme qui sera appliqué au problème se trouvant dans la 
section de données de la mémoire. 
On dit des ordinateurs basés sur l'architecture de von Xeumann qu'ils sont 
des ordinateurs de pot de contrôle (control flow computers) [58] car étant donné 
le fonctionnement de l'unité de contrôle et le faible couplage entre le processeur 
et la mémoire. le calcul s'exécute selon une suite d'instructions, c'est-à-dire de 
manière séquentielle. L'unité de contrôle envoie un signal à la mémoire pour obtenir 
une instruction. après décodage de l'instruction un ensemble de signaux est envoyé 
aus  autres unités. dont la section de données de la mémoire, en vue d'obtenir les 
opérandes. Après l'exécution de l'instruction par 1'üAL et la mise à jour de la 
mémoire, le cycle reprend avec la prochaine instruction. 
Contraintes de t'architecture de von Neumann sur le modèle de programmation 
Ce séquencement des instructions est parfois le résultat d'un artefact de l'architecture 
de l'ordinateur plutôt que la traduction d'une relation de dépendance de données 
entre deux opérations au niveau de l'algorithme. Supposons que l'algorithme présente 
la relation (OPi ft OP?) indiquant que l'opération O f i  produit une opérande x 
utilisée par l'opération OP2. On sait que conséquemment à cette relation. il y aura 
au niveau du programme au moins une instruction 1, d'écriture pour l'opération 
OPl et une instruction de lecture Ir pour l'opération OP2. Dans ce cas. lors de  
l'exécution d u  programme. l'instruction I ,  devra être exécutée avant 1,. C'est ce que 
l'on appelle les contraintes de cohérence séquentielle d'un programme [S4]. Étant 
donné qu'un algorithme représente un ordonnancement partiel des opérations. il 
existe des situations où l'opérande x peut être produite par une troisième opération 
OP3 et utilisée par OPi et OP2. Dans ce cas, il importe peu dans quel ordre seront 
exécutées les opérations OPi et OP2 l'une par rapport à l'autre. Cependant, étant 
donné l'organisation des différentes unités d'un ordinateur de von Neumann, un 
choix arbitraire d'ordonnancement des opérations OPi et O P2 sera fait au niveau 
de la transposition de l'algorithme en un programme et parfois même au niveau du 
compilateur. 
Avec le développement rapide de la technologie des micro-circuits. le cycle 
d'exécution des micro-opérations au niveau de la mémoire et de I'UAL a 
considérablement diminué. On en  est venu à considérer que l'obstacle principal 
à l'accroissement de la puissance de calcul d'un ordinateur basé sur l'architecture 
de von Neumann était ce lien séquentiel entre la mémoire et le processeur. C'est ce 
que l'on a appelé le goulot d'étranglement des ordinateurs conçus sur le modèle de 
von Neumann. P uisqu 'i 1 existe a u  niveau des algorithmes un potentiel d'exécution 
concurrente des instructions, la recherche s'est orientée vers le développement de  
nouvelles architectures qui permet tent l'exécution en parallèle de plusieurs ins t ruc- 
t ions, 
2.3.2 Architectures de flots de données 
L'ordonnancement partiel des opérations au niveau des algon t hmes permettant 
l'exécution concurrente de certaines instructions a donné naissance à la notion de 
parallélisme logique ou degré de concurrence présent dans un algorithme. Ce type de 
parallélisme expose le maximum d'instructions qui peuvent être exécutées concur- 
remment à un instant donné du traitement. En fait, Les restrictions au parallélisme 
au niveau du parallélisme logique sont uniquement dues aux dépendances de données 
qui existent entre les opérations. Ceci a inspiré les architectures de flots de données 
(data flow cornputers) où i l  n'existe aucun mécanisme de contrôle central comme 
c'est te cas pour la machine de von Neumann. 
En théorie. les machines à flot de données sont capables d'exploiter tout le 
parallélisme logique présent au niveau d'une application. Pour ces ordinateurs. un 
programme tel que vu au niveau des instructions machine consiste en un "pool' 
d'instructions sans aucune forme d'ordonnancement entre les instructions. Lors 
de l'exécution du programme, c'est la disponibilité des opérandes qui Fait qu'une 
instruction est exécutée ( fire). L'ordonnancement des instructions se fait dynamique- 
ment lors de l'exécution du programme sur la base de la disponibilité des données. 
Quelques projets reliés à ce type d'architecture sont bien connus: 411T tny~ed- tokrn  
dataflow architecture [Y]. The Manchester Dataflow Cornputer $1 et la machine 
Sigma- 1 au Japon [go]. 
Malheureusement. après avoir connu une vague de popularité dans les milieux 
académiques pendant les années 80 et début 90' les défis importants que posent 
ce type d'architecture au niveau physique et logiciel ont fait douter du succès 
commercial de cette approche. Les architectures de flots de données bousculent 
certains fondements de l'architecture des ordinateurs. On a dû repenser des 
concepts élaborés suite à plusieurs années d'expérience à concevoir des ordinateurs. 
d'où la dérive de complications qui s'est abattue sur ce type d'architecture. D'autres 
approches ont essayé de ne pas tout remettre en cause au niveau de l'aschitecture 
des ordinateurs. Pour ces approches. les efforts se concentrent sur des méthodes 
d'organisation de plusieurs processeurs séquentiels pour faire du traitement paral- 
lèle. c'est le cas pour l'architecture de type SIMD. 
2.4 Architecture SIMD 
Comme mentionné à la section 2.2.2, un algorithme peut être représenté par un 
graphe orienté acyclique comme à la figure 2.2. Dans ce graphe. les noeuds 
représentent des opérations et les arcs des dépendances de flots de données entre 
les opérations. Au niveau 1. on voit que deux opérations produisent des données qui 
deviennent des opérandes pour toutes les opérations du niveau 2. Ces opérations 
au niveau 2 peuvent être exécutées de manière concurrente lorsque leurs opérandes 
deviennent disponibles. Au niveau du calcul numérique on a pu observer que dans 
certaines applications 80% du temps d'exécution séquentiel se passait dans 10% des 
instructions du programme. indiquant que plusieurs données sont transformées par 
la même opération. C'est ce que représente le niveau 2 où chaque noeud correspond 
à la même opération qui se répète sur des données diffërentes. par exemple une 
addition sur les éléments de deux vecteurs. Ce type de concurrence. où une seule 
opéraLiori o u  séquence d'opérations s'applique de manière répétitive sur des données 
différentes. correspond au parallélisme de données d'un algorithme. 
Cet te observation selon laquelle certaines opérations se répétaient t rés souvent 
provoqua une modification de l'architecture de von Neumann consistant à remplacer 
L'unique U A L  par une matrice de plusieurs UAL, comme on peut le voir dans la figure 
2.3. Cet te  modification constitue la base de ce qu'on a appelé les architectures de 
type SIMD (Single Instruction stream, Multiple Data stream). 
Une machine de type SIMD fonctionne comme un ordinateur séquentiel. ne 
décodant qu'une seule instruction à la fois sauf que l'unité de contrôle supervise une 
matrice d7UAL. On dit qu'un ordinateur de type SIMD est un ordinateur parallè- 





Figure 2.2 Parallélisme de contrôle et parallélisme de données 
d'opérateurs dont la sémantique implique l'exécution d'un traitement simultané sur 
un grand nombre d'opérandes. On nomme opérateurs vectoriels ce type particulier 
d'opérations. On retrouve l'application de ces opérateurs pour le traitement de 
matrices o u  encore de tabieaux de cionnées. 
La Figure 2.3 montre la configuration de l'architecture de I'IIliac-IV. le premier 
ordinateur de type SIMD. Cette architecture comprend !V unités de traitement (UT) 
synchrones sous la supervision d'une seule unité de contrôle (UC). Chaque unité 
de traitement est essentiellement une UAL avec un certain nombre de registres et 
une mémoire locale pour le stockage des données distribuées (ne contient aucune 
instruction). L'unité de contrôle possède sa propre mémoire pour le stockage des 
programmes. Les programmes des usagers sont exécutés sous le contrôle de I'UC. 
Le rôle de l'unité de contrôle est de décoder toutes les instructions et de déterminer 
sur quelle UT les instructions décodées doivent être exécutées. Les instructions de 
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de type scalaire sont exécutées directement à l'intérieur de I'UC. Les instructions 
de type vectoriel sont envoyées aux UT pour être exécutées en parallèle. Toutes 
les UT exécutent la même instruction de façon synchrone sous le contrôle de 1'UC. 
Les opérandes sont distribuées à la mémoire des ET avant que l'exécution en paral- 
lèle des unités de traitement ne commence. Les données peuvent être chargées en 
mémoire des UT soit à partir d'une source externe par le bus de données du système, 
soit à partir de 1'UC en mode de diffusion en utilisant te bus de contrôle. 
Une  autre configuration typique des architectures SIMD consiste à remplacer 
I'UC par u n  ordinateur séquentiel de type von Neumann, c'était la configuration 
de la Connection Machine CM-2. Les ordinateurs MPP, DAP, b1asPar MP-1 et 
ta iLlasPar MP-2 sont d'autres exemples avec l7Illiac-IV et la CM-2 d'ordinateurs 
parallèles basés sur I'archi tect ure SIMD. 
Domaine d'application et limites des architectures SIMD 
Les ordinateurs de type SIMD sont un bon outil pour l'exécution en parallèle 
de méthodes numériques portant sur le traitement de matrices (la mu1 tiplication 
matricielle. la transposition de mat rice. l'inversion de mat rice. différentes opérations 
sur des matrices booléennes) la sommation des éléments d'un vecteur. le t,ri. les 
récurrences linéaires. et pour résoudre des équations différentielles [%]. En ce qui 
concerne les algorithmes et les programmes pour ces machines, il  faut en général 
déployer beaucoup d'ingéniosité pour le chargement des données dans les mémoires 
des UAL et pour minimiser la distance de parcours entre les UAL des données 
générées durant le traitement. 
Les ordinateurs de type SIMD ont connu du succès lorsque leur conception 
visait dès le départ un champ d'application assez restreint: on dit que ce sont des 
ordinateurs pour des applications spécifiques (special purpose cornputers). On cons- 
truit encore de ces ordinateurs par exemple pour des applications en temps réel où le 
parallélisme est la seule façon de pouvoir respecter les contraintes de temps. Cepen- 
dant la transition de la CM-? à la CM-5 semble bien indiquer que les concepteurs 
d'ordinateurs parallèles ont abandonné l'idée d'utiliser ce type d'architecture comme 
outil pour appliquer le traitement parallèle à un large éventail de problèmes. On 
s'est plutôt tourné vers des architectures de type MIMD. 
2.5 Architecture MIMD 
Si l'on retourne à la figure 2.2, on remarque que les boucles en pointillées regroupent 
deux séquences d'opérations ne possédant aucune dépendance de données entre elles. 
Ces deux séquences d'opérations peuvent s'exécuter de manière concurrente. On 
réfère à ce type de parallélisme comme étant du parallélisme de contro'le. 
Le parallélisme de contrôle constitue une source importante de parallélisme 
pour de nombreuses applications en dehors du calcul numérique (qui sont souvent des 
applications moins structurées que le traitement matriciel). Cependant, la nécessité 
d'exécuter de manière synchrone la même instruction sur tous les 
processeurs rend d i E d e  l'exploitation du parallélisme de contrôle avec les ordi- 
nateurs basés sur loarchi tect ure S IMD. Cet te  constatation a provoquée l'avènement 
d'un autre type d'architecture d'ordinateurs parallèle où cette fois l'unité de contrôle 
et l'unité de traitement sont dupliquées et où par conséquent les processeurs 
fonctionnent de manière indépendante les uns par rapport aux autres. Une telle 
architecture correspond en gros à plusieurs ordinateurs capables chacun d'exécuter 
son propre programme. Flynn (381 réfere à ce type d'architecture par MIMD (Mul- 
tiple hstructions stream, Multiple Data stream). 
2.5.1 L'approche multi-processeurs 
Selon le degré d'intégration de leurs composantes. les ordinateurs de type MIMD 
se divisent en deux catégories: les systèmes à mémoire partagée et les systèmes à 
mémoire distribuée. La figure 2.4A correspond à un modèle d'architecture de type 
MIMD où chaque processeur est constitué d'une unité de contrôle et d'une unité 
arithmétique et logique reliée à une mémoire centrale par différents types de réseaux 
d'interconnexion: soit le bus, le réseau multi-étages ou la commutation par circuits. 
On dit de cet te architecture MIMD qu'elle est un système étroitement couplé (tightly 
coupled) ou encore un système multi-processeurs. Le haut degré dointégrat ion de ce 
type de machine W 4 I D  vient du fait qu'il existe une seule mémoire (ou un ensemble 
de modules de mémoire) qui peut être accédée directement par chaque processeur 
à travers un réseau d'interconnexion extrêmement rapide. En effet. le bus est un 
circuit intégré qui permet d'avoir un réseau d'interconnexion rapide et peu coûteux. 
Cependant. il  ne permet qu'une seule référence à la fois à la mémoire et donc se 
sature rapidement lorsque le nombre de processeurs augmente. L e  réseau mu1 ti- 
étages permet plusieurs accès simultanés à la mémoire et diminue donc le temps 
d7at ente des processeurs. La commutation par circuits est le réseau d'interconnexion 
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Figure 2.4 A )  Architecture MIMD avec mémoire partagée. B )  Architecture MIMD avec 
mémoire distribuée 
le plus efficace en terme de bande passante mais son coût croit par un facteur 
de p2 en fonction du nombre p de processeurs, en comparaison avec plogp pour 
les réseaux multi-étages. Les ordinateurs parallèles CMU/C.mmp, Illinois Cedar, 
NYü/Ultracomputer. Stanford/DASH, Fujitsu VPPSOO et IiSRI appartiennent à 
la classe des multi-processeurs. 
On dit qu'une mémoire est accédée directement Iorsqu'une référence à une 
variable dans un programme est transformée immédiatement en un signal envoyé a u  
réseau d'interconnexion pour accéder à une adresse en mémoire centrale. Chaque 
processeur d'un système MIMD étroitement couplé possède cette même capacité. De 
plus. pour ces systèmes à mémoire partagée, il n'existe qu'un seul espace d'adressage, 
c'est-à-dire qu'une référence à une variable globale se transforme en une même 
adresse mémoire peu importe le processeur qui effectue la référence. On dit qu'une 
telle variable est une variable partagée entre les différents processeurs. Les pro- 
cesseurs utilisent cette caractéristique de la configuration multi-processeurs comme 
moyen de communication. c'est-à-dire pour s'échanger de l'information. Malheureuse- 
ment la faible bande passante ou les coûts exorbitants du réseau d'interconnexion 
font que l'architecture MIMD basée sur la mémoire partagée n'est pas une alternative 
viable pour la construction de machines parallèles avec des milliers de processeurs. 
2.5.2 L'approche multi-ordinateurs 
Pour remédier à cette difficuité, on a développé une configuration de l'architecture 
MIMD où chaque processeur possède sa propre mémoire locale e t  où il n'y a pas en 
théorie de mémoire globale. C'est la configuration que L'on voit dans la figure ZAB 
où chaque processeur ne peut accéder directement que sa mémoire locale. On appelle 
cet te  configuration mufti-ordina teurs ou système à mémoire distribuée parce quoelle 
correspond à un système avec plusieurs ordinateurs autonomes communiquant entre 
eux par un réseau à faible débit. Dans cette configuration. i l  n'y a pas de variable 
visible au niveau de plus d'un processeur. Lorsqu'un processeur pi a besoin d'une 
information qui ne se trouve pas dans sa mémoire locale, il doit en faire la demande 
explicitement au processeur pj qui possède cette information. Le  processeur p, 
fait alors une référence directe a une adresse de sa mémoire locale pour obtenir 
I'inlormation et retourne celle-ci au processeur pi qui a fait la requête. Pour cette 
raison on dit que les processeurs dans cette configuration communiquent par passage 
de messages. Les ordinateurs parallèles Cosmic Cube. nCube-2/6400, Intel i PSC. 
Mosaic. tntel Paragon et MIT/J machine appartiennent à cette classe des rnulti- 
ordinateurs. 
L'approche distribuée permet effectivement d'intégrer un grand nombre de 
processeurs dans un même système. 11 y a deux problèmes cependant: 
Le transfert d'information par passage de messages demande une intervention 
au niveau logiciel et se fait sur un réseau plus lent (même aujourd'hui) que 
l'interconnexion sur un bus: 
a Les systèmes distribués sont plus compliqués à programmer puisque le 
programmeur doit être conscient de chaque échange d'information et en faire 
la spécification en terme d'instructions au niveau de son programme. 
On ne remontre pas ces problèmes avec un système multi-processeurs étant donné 
que l'environnement physique et logiciel (le système d'exploitation) permet de 
résoudre automatiquement toutes les références à des variables sans intervention 
du programmeur, rendant ce type d'ordinateur plus facile à programmer. 
La lenteur des communications des mult i-ordinateurs fait que  ces derniers sont 
efficaces lorsque le degré d'interaction entre les processeurs est faible. tandis que les 
mult i-processeurs peuvent tolérer un plus haut degré d'interaction. 
2.6 Modèle de programmation des ordinateurs MIMD 
La composante de base d'une architecture MIMD étant un processeur de type von 
Neumann, le modèle de base pour la programmation de ces ordinateurs parallèles 
est similaire à celui des ordinateurs séquentiels. Chaque processeur d'une machine 
MILID exécute un sous-programme séquentiel que nous identifierons par le terme 
processus et nous désignerons comme étant une tâche la partie d'un algorithme 
traitée par un processus. 
Définition 2.2 L'unité d e  t ra i t ement  de base d ' u n  ordinateur MIMD est le 
processus et un programme dans ce contexte est une collection de processus (57'. 
Définition 2.3 La taille du grain ou granularité est une mesure de la q u a n t i t é  d e  
trai tement  impl iqué  d a n s  un processus. 
On peut évaluer la quantité de traitement d'un processus en terme du nombre 
d'instructions. On a l'habitude de distinguer trois degrés de granularité des 
processus: fin, moyen et large. 
Sources de parallélisme et niveaux de programmation 
Le parallélisme peut-être exploité à différents niveaux de programmation. Au niveau 
des instructions. une taille de grain typique contient moins de '20 instructions [XI: il 
s'agit de parallélisme à grain fin. Les ordinateurs à flot de données et les architectures 
pipelines exploitent ce niveau de parallélisme. On peut exploiter le parallélisme au 
niveau des boucles dans un programme. Une boucle typique contient environ 500 
instructions machine. C'est souvent à partir de ces structures de contrôle d'un 
programme que la parallélisation pour les machines SIMD et MIMD se réalise. Il 
s'agit de  parallélisme aussi de taille fine. Pour ce type de parallélisme. on utilise 
souvent des compilateurs pour découvrir le parallélisme. Le parallélisme peut btre 
exploité au niveau des procédures, des sous-programmes ou des programmes. On 
parle de taille de grain allant de moyen à large. souvent implanté par passage de 
messages avec des multi-ordinateurs- 
Stratégies pour la création de tâches paraiièles 
Lorsqu'on destine l'exécution d'un algorithme à une machine de type MIhID9 on 
crée rarement les tâches à partir du graphe logique de l'algorithme. On code 
plu tôt I'algori t hme à l'aide d'un !angage de programmation quelconque et les tâches 
sont identifiées a partir de ce programme. Il existe deux stratégies possibles pour 
définir le contenu d'une tâche: soit qu'on considère une séquence d'opérations liées 
entre elles par une sui te de dépendances de données; soit qu'on considère un ensemble 
de données liées entre elles par l'exécution de la même séquence d'opérations. Dans le 
premier cas. on dit qu'on fait une décomposition du programme en 
fonction des structures de contrôle? décomposition jonctionnelle, dans le deuxième 
cas, on dit que la décomposition se fait en fonction des structures de données. c'est- 
à-dire une décomposition du domaine. La décomposition fonctionnelle correspond à 
l'exploitation du parallélisme de contrôle. tandis que la décomposition du domaine 
correspond à 17esp10itation du parallélisme de données. Bien que dans la littérature, 
on a pris l'habitude de dissocier ces deux modes de décomposition, il s'avère dans 
la pratique que la programmation des machines MIMD se Fait en alternant ces deux 
perspectives. 
Programmation de type SPMD 
Les modèles de programmation qui dérivent d'une architecture particulière peuvent 
parfois servir de modèle de programmation pour une autre catégorie d'architectures; 
c'est le cas pour le parallélisme de données. Bien qu'en principe l'architecture des 
machines MIklD favorise l'exploitation du parallélisme de contrôle. i l  est tout à 
fait possible d'exploiter le parallélisme de données en distribuant le domaine des 
itérations d'une boucle sur plusieurs processeurs. La synchronisation globale de 
l'exécution de chaque instruction étant un artefact de l'architecture physique des 
machines SIMD, on relâche la fréquence de synchronisation des instructions pour 
obtenir un modèle de programmation de type SPMD (Single Program. Multiple 
Data). Dans ce cas. chaque processeur exécute la même séquence d'instructions de 
manière asynchrone, c'est-à-dire sans tenir compte de I'évoIution de l'exécution sur 
les autres processeurs (par contre. le parallélisme de contrôle qui réfère à l'exécution 
simultanée de plusieurs séquences différentes d'instructions ne s'implante pas facile- 
ment sur une machine de type STMD). 
2.6.1 Interaction entre les tâches d'une architecture multi-processeurs 
On a cru pendant un certain temps pouvoir développer un ordinateur de type 
MIMD capable d'exploiter de manière optimale toutes les formes que peut prendre le 
parallélisme. On a renoncé pour le moment à ce rêve. Le degré de parallélisme 
logique et la topologie du  graphe de dépendances de données entre les opérations 
varient grandement d'une application à l'autre. Au lieu d'essayer d'adapter la 
machine à toutes les formes possibles de parallélisme, on tente plutôt d'adapter 
le logique aux caractéristiques de la machine parallèle disponible. La 
Figure 2.5 Exemple d'un programme SPMD 
conséquence immédiate de cette adaptation forcée du parallélisme logique à 
l'architecture des ordinateurs est qu'il y a des dépendances entre les tâches, lesquelles 
dépendances se transforment en échange de données et en synchronisations 
entre les processus lors du  traitement. C'est la raison pour laquelle on répète 
souvent que le traitement parallèle implique que plusieurs tâches peuvent s'exécuter 
simultanément. ce qui ne veut pas dire indépendamment! Nous allons maintenant 
examiner les difficultés de programmation des systèmes multi-processeurs engendrées 
par ces interactions entre les tâches au niveau des systèmes mufti-processeurs. 
Synchronisation de l'accès à la mémoire partagée 
On I'a vu. les systèmes mu1 t i-processeurs exécutent l'échange d'information à I'aide 
de la mémoire partagée et de variables globales. Supposons que deux processeurs 
pl et pz doivent coopérer pour faire l'addition de deux matrices A et B dont le 
résultat serait placé dans une matrice C. Les trois matrices seront déclarées comme 
variables globales et deux processus identiques seront créés qui effectueront l'addition 
sur des entrées différentes des matrices A et B. Il s'agit alors d'une exploitation du 
parallélisme de données à l'aide du paradigme SPMD. 
Pour qu'il y ait échange d'information au niveau de la mémoire partagée, il 
faut qu'il y ait au moins un processeur qui exécute une opération d'écriture dans une 
zone mémoire d'une variable globale qui sera ensuite lue par un autre processeur. 
Dans l'exemple de la Figure 2.5' il n'y a pas un tel échange d'information puisque 
les deux processeurs écrivent dans la variable globale C, mais aucune lecture n'est 
faite de cet te variable. Le programme se déroulera donc sans problème puisqu'il n'y 
a pas vraiment d'échange d'information entre les processus. 
Supposons que le calcul de C soit suivi par une autre addition matricielle 
D = B + C exécutée par un seul processeur p3. Dans ce cas' il y a communication 
entre processeurs puisque les processeurs pi et pz écrivent dans les zones mémoire 
de la matrice C et que le processeur p3 va lire les entrées de cette matrice. Pour 
que l'exécution respecte la sémantique du programme. il faut que D = B + C 
s'exécute uniquement lorsque les deux processeurs pl et pz auront terminé l'addition 
matricielle C = A + B. Mais les machines de type MIMD sont asynchrones, 
c'est-à-dire qu'il n'y a pas de composante matérielle qui joue le rôle d'une horloge 
globale synchronisant les cycles d'exécution de chaque processeur. Conséquemment, 
il n'y a aucun moyen au niveau de l'architecture de l'ordinateur de garantir que 
l'exécution de LI = B+C commencera lorsque celle de C = A+ B sera complètement 
terminée. C'est le phénomène de " race conditions où les processeurs cornpéti- 
tionnent entre eux pour terminer le plus rapidement sans égard à l'exécution correcte 
du programme. On dispose au niveau logiciel (et maintenant parfois matériel) de 
certains mécanismes comme Les barrières (barrier) qui ont pour objectif de synchro- 
niser  l'exécution des processus pour qu'ils respectent la sémantique du programme. 
Le programmeur en introduisant une barrière au niveau du processus qui effectue 
l'addition D = B + C ,  pourrait forcer ce processus à attendre que les deux autres 
processus aient terminé. 
Figure 2.6 Race conditions et accès simultané 
Contrôle de I'acces simultané à une variable partagée 
La mémoire partagée introduit un autre problème au niveau des communications 
entre processeur. celui de l'accès simultané à une variable partagée. Supposons 
comme le montre la figure 2.6 que deux processeurs fassent la mise à jour d'une 
même variable A. Après l'exécution de ces deux processeurs. la valeur d e  A pourra 
être 1' 2. ou 3 en fonction de l'ordre de mise à jour de la variable A par les deux 
processeurs. Le résultat de cette exécution est non déterministe puisqu'avec le même 
input on pourra obtenir différents outputs. Par exemple. processeur pl lit A qui vaut 
O et fait l'addition 0 + 1 = 1 mais entre temps le processeur pz a terminé son calcul 
O + 2 = 2 et &rit, 2 dans la mémoire partagée. puis ie processeur pl écrase la 
valeur de  .4 et  la remplace par 1. Résultat après exécution de ces deux instructions: 
A = 1. Ce problème est résolu en synchronisant l'accès aux variables partagées 
à l'aide d'une section critique qui est un segment de code qui doit ê t re  exécuté 
par un seul processus à la fois, e t  qui. lorsque démarré. doit ètre complété sans 
interruption. Dans notre exemple, les instructions d'accès à la variable A seraient 
placées dans une section critique. Lorsqu'un processeur lit la variable A, l'autre 
processeur sera placé en attente jusqu'à ce que le premier processeur ai t  écrit le 
résultat de son opération en mémoire partagée. Ainsi on force ce programme a avoir 
un comportement déterministe. 
2.6.2 Modes d'interaction entre les tâches parallèles 
Le  mode d'interaction entre les tâches parallèles est critique au point qu'il sert de 
critère pour la classification des algorithmes parallèles. 
Définition 2.4 Les points d'interaction sont des sections de code permettant aux 
processus d'interagzr entre euz pour se synchroniser ou échanger des données. 
Les points d'interaction divisent un processus en étapes. X la fin d'une étape. 
un processus peut communiquer avec d'autres processus avant de commencer le 
calcul de la prochaine étape. d cause des points d'interaction, des processus peuvent 
être bloqués pour certaines périodes dans t'attente de réponses des autres processus. 
Définition 2.5 Les algorithmes parallèles OU les processus doivent attendre dautres  
processus sont appelés algorithmes synchrones. 
Les algorithmes exécutés sur une machine de type S M D  sont synchrones avec 
des étapes correspondant à une seule instruction. L'exploitation du parallélisme 
de données à travers le paradigme SPMD se fait presque toujours par des algo- 
rithmes synchrones lorsque le parallélisme utilise des données intermédiaires. Dans 
la littérature on qualifie également de semi-synchrones [43] les algorithmes de type 
ÇPMD étant donné que ce sont des algorithmes divisés en étapes asynchrones sépa- 
rées par des points d'interaction pour la synchronisation. En règle générale les 
performances d'un algorithme synchrone sont fonction du processus le plus lent a 
chaque étape. 
Définition 2.6 Un algorithme parallèle asynchrone ou chaotique est un afgo- 
rithme oli les processus n'ont pas à s'attendre les uns les autres, les commnica- 
tions étant obtenues par la mise a jour dynamique de çariables globales en mémoire 
partagée. 
Les processus asynchrones n'attendent jamais pour de L'information, mais continuent 
leur exécution ou se terminent selon l'information la plus récente qui se trouve d m s  
les variables globales. Les opérations sur les variables globaies sont programmées à 
l'aide de sections critiques pour assurer le respect de la sémantique du programme. 
En général, les programmes asynchrones s'exécutent plus rapidement que les 
programmes synchrones parce que I'exécution des processus n'est jamais bloquée 
pour attendre que les autres processus signalent leur arriver à un point d'interaction. 
Il peut cependant y avoir des délais reliés aux conflits pour l'accès concurrent des 
variables partagées pour ce type d'algorithme. Par contre la programmation est plus 
difficile avec les algorithmes chaotiques due à l'ordonnancement non déterministe du- 
rant I'exécution et au manque d'états globaux simples. En effet, étant donné que les 
processus peuvent utiliser de l'information qui n'est pas à jour, Les tests d'exactitude 
(correctness) des programmes sont presque impossibles. et il y a des problèmes pour 
l'analyse de la complexité du temps de traitement de ce type d'algorithme. La 
résolution de systèmes d'équations linéaires par approximations successives [14] est 
un exemple d'application où on fait usage d'algorithmes asynchrones. 
2.6.3 Communication par passage de messages 
Au niveau de la configuration M M D  sans mémoire globale, l'échange d'information 
entre les processeurs s'effectue par passage de messages. Pour ce type de communica- 
t ion. les processus utilisent des instructions explicites comme les "send" et " receive" 
pour signaler l'envoi ou la réception d'information. Un passage de messages est dit 
synchrone si le processus qui envoie le message et celui qui le reçoit se synchronisent, 
c'est-à-dire que lorsqu'un des deux processus n'est pas prêt à communiquer, il sera 
placé en attente, c'est-à-dire bloqué. Dans ce sens, la communication synchrone 
est aussi appelée communication bloquante. En mode asynchrone, le processus qui 
envoie et celui qui reçoit un message n'ont pas à se synchroniser dans le temps. 
2.7 Architectures non algorit hmiques 
La conception d'ordinateurs du style von Keumann a donné naissance par extension 
aux architectures parallèles de type SIMD et MILID. Cependant ces architectures 
algorithmiques qui consistent à lancer plus de processeurs pour faire un calcul restent 
encore peu efficaces pour résoudre des problèmes dans des domaines comme la vision. 
la reconnaissance de la parole, les problèmes d'optimisation. Plusieurs scientifiques 
pensent qu'il y a quelque chose de fondamentalement inexact dans la façon dont 
nous approchons quelques uns de ces problèmes. Cette idée se voit confirmée par 
des exemples de systèmes dans la nature qui sont capables de trouver des solu- 
tions à certains problèmes qu'on ne sait pas encore résoudre avec nos plus puissants 
ordinateurs. 
2.7.1 Architecture d'un réseau de neurones 
Les réseaux de neurones représentent une approche radicalement différente au cal- 
cul, à la conception d'architectures d'ordinateur et à leur fonctionnement. On 
attribue L'origine des travaux sur les réseaux de neurones aux articles de klcCulloch 
et Pitts [?O] et de Rosenblatt [SOI. . b e c  le temps. les propriétés et le comportement 
des réseaux da ricurotirs utiiisés pour ie caicul par ordinateur se sont éloignés des 
préoccupations originales des vrais neurones de notre cerveau. 
Un modèle d'architecture de réseau de neurones est construit a partir d'unités 
de base appelées neurones. Chaque neurone est relié à d'autres neurones par des arcs 
qui correspondent aux synapses des vrais neurones. A chaque arc (i. j) est associé 
un poids cij correspondant à l'effet synaptique (qui inhibe ou excite le neurone 
récepteur). h chaque neurone correspond un état, qui est calculé en faisant la 
somme des inputs (qui sont fonction des poids des arcs entrants)? en soustrayant 
une valeur seuil (qui représente le niveau d'excitation minimum auquel le neurone 
répond), et en appliquant une fonction d'activation du neurone. On a donc les 
principaux paramètres suivants: 
c*, = poids du lien entre i et j 
O j  = seuil 
S = fct d'activation. 
La transition d'état d'un neurone t j  au temps t vers le temps t + 1 peut être 
caractérisée par une fonction d'activation: 
Le nombre de neurones, la topologie d'interconnexion des neurones, le poids des 
liens. le seuil d'activation de chaque neurone sont les caractéristiques de ce type 
d'architecture. 
2.7.2 Modèle de programmation d'un réseau de neurones 
Les réseaux de neurones se programment par un processus d'induction du comporte- 
ment de L'ordinateur neuronal que l'on appelle apprentissage. L'apprentissage des 
réseaux de neurones se fait en donnant des valeurs aux paramètres c,j et Oj à l'aide 
d'une sélection basée sur des règles d'apprentissage. Le principe de ces règles est 
très simple: l'efficacité d'une synapse se renforce lorsque les neurones reliés par cette 
synapse sont actifs ou passifs en même temps. cette efficacité se détériore dans le 
cas contraire. On peut implanter ce principe en faisant varier le poids de chaque arc 
en fonction du produit de l'activité des neurones du lien: Acij = c (x i  x x,). 
L'apprentissage d'un réseau de neurones est obtenu à l'aide d'un vecteur v 
soumis en input au réseau et à la variation des paramètres c;, et O jusqu'à ce que 
l'ensemble des états des neurones se stabilise autour d'un vecteur (prototype) v'. On 
dit alors qu'on a calculé les efficacités synaptiques du système tel qu'il sera capable de 
reconnaître v' si un vecteur semblable est soumis en input. La phase d'apprentissage 
est alors terminée. L'ajustement de ces paramètres q j  et O doit se faire de tel sorte 
que le réseau puisse se stabiliser après un certain nombre d'itérations de ses neurones 
e t  non pas osciller à l'infini. Le processus par lequel le calcul au niveau d'un réseau 
de  neurones s'effectue dépend de cette convergence vers un état stable. 
2.7.3 Fonctionnement d'un réseau de neurones 
Une fois la phase d'apprentissage terminée, un réseau de neurones fonctionne de 
la façon suivante: supposons un réseau de n neurones. où chaque neurone pour 
une itération donnée t est dans un état représenté par z i ( t )  qui peut prendre les 
valeurs +l  et -1. .A l'itération t .  chaque neurone reçoit différents signaux d'inputs 
en provenance de  plusieurs autres neurones. Un neurone i se voit associé un potentiel 
vi(t) défini par 
Chaque neurone calcule un signal d'output. c'est-à-dire l'état x,(t + A t )  du 
neurone i à l'itération t + At est calculé à partir de v ; ( t )  et  du seuil O;: 
1 +1 si ~ ' ; ( t )  > Oi ri(t + At) = -1 si v i ( t )  < 0; x ; ( t )  si a i ( t )  = O; 
et ce signal d'output est transmis à d'autres neurones. Pour chaque neurone i. 
v i ( t  + A t )  est calculé a partir des valeurs de xj(t + A t ) .  Le système atteint alors un 
état  stable = (xi. .... xk) après quelques itérations. L'état final g' est fonction de 
l'état initial s à I'i tération t = O du réseau de neurones. de la matrice C = cj et du 
seuil O. 
2.7.4 Comparaison avec les architectures algorithmiques 
Les réseaux de neurones représentent donc un changement important par rapport 
aux architectures algorithmiques. Quelques-unes des caractéristiques qui distinguent 
les réseaux de neurones des autres ordinateurs sont: 
Un parallélisme massifr un réseau de neurones peut avoir des centaines de 
milliers de  processeurs: 
e Un rôle fondamental donné à la topologie d'interconnectivité des neurones en 
ce sens que les liens ne font pas que transmettre de l'information mais font 
aussi d u  traitement et du stockage d'information; 
Une représentation distribuée de l'information. c'est-à-dire que les données 
sont stockées sous forme de patterns de connections à travers tout le réseau de 
processeurs; 
0 Un traitement collectif de I'information. c'est-à-dire qu'un réseau de neurones 
ne traite pas d'instructions individuelles; tous les neurones du réseau con- 
tribuent de manière collective (synchrone ou asynchrone) à résoudre un pro- 
blème; 
Capacité d'auto-organisation: un réseau de neurones peut adapter de manière 
autonome ses structures pour apprendre de nouveaux patterns. 
Absence d'unités de contrôle; le systhme a un contrôle distribué, chaque pro- 
cesseur exécute ses opérations de  manière tout à fait autonome sans connais- 
sance explicite de l'état global du  systérne. 
Les réseaux de neurones n'exécutent donc pas d'instructions programmées 
comme pour les ordinateurs conventionnels: ils répondent en parallèle à un stimulus 
qui  est un pattern d'inputs soumis aux neurones responsables de faire l'interface 
avec l'environnement. Le  calcul effectué par un réseau de neurones est apparent à 
travers les vagues successives d'activation des neurones et le résultat correspond à 
l'état dans lequel le réseau se stabilise. 
11 n'existe pas encore d'architecture physique de réseau de  neurones? mais ce 
modèle de calcul a été  simulé sur des architectures algorithmiques. Ces simulations 
ont été utilisées jusqu'à maintenant avec succès pour traiter des problèmes où le nom- 
bre de variables est très grand, pour la découverte d'associations ou de régularités 
entre patterns (vision et reconnaissance de la voix), pour des problèmes où les 
relations entre les variables ne sont que vaguement comprises (systèmes complexes. 
nonlinéaires) et pour des problèmes d'optimisation combiuatoire. 
2.8 Performances des algorithmes parallèles 
Dans la présente section, nous introduirons quelques notions relatives à la mesure 
des performances des algorithmes parallèles. 
Mesures de la vitesse d'exécution 
Le temps d'exécution Ts d'un algorithme séquentiel est le temps écoulé entre le 
début et la fin de l'exécution du programme sur un ordinateur séquentiel. Le 
temps d'exécution T' d'un algorithme parallèle est le temps écoulé entre le mo- 
ment où l'exécution parallèle débute et le moment où le dernier processeur termine 
son exécution. Un système parallèle est la combinaison d'un algorithme parallèle 
et de l'architecture parallèle utilisée pour exécuter l'algorithme. Pour évaluer les 
performances d'un système parallèle. on cherche à connaître le gain obtenu en terme 
du temps d'exécution de I'impiantation parallèle d'une application par rapport à 
son implantation séquentielle. L'accélération (speedup) 5 = Ir est une mesure de 
TP 
ce gain basée sur le ratio du temps Ts pris pour resoudre un problème par un seul 
processeur avec le meilleur algorithme séquentiel connu versus le temps Tp pour 
résoudre le même problème par un ordinateur parallèle à l'aide de p processeurs 
identiques. L'accélération est dite linéaire si T, = :, mais en pratique il est difficile 
d'obtenir cette accélération. L'eficacité E = est une mesure de la fraction du 
temps parallèle écoulé TF pour lequel un processeur est utilisé à faire du traitement. 
Dans un système parallèle où l'accélération est S = p. l'efficacité est de 1' mais en 
pratique l'accélération est inférieure à p et l'efficacité est inférieure à. 1. L e  c o d  ou le 
travail C = Tp x p pour résoudre un problème avec un système parallèle représente 
le temps parallèle multiplié par le nombre de processeurs. 
Efficacité en fonction de la taille du problème et du nombre de processeurs 
L'accélération ne s'accroit pas de manière linéaire en fonction du nombre de 
processeurs parce que possiblement les sections d'un algorithme peuvent avoir un 
degré variable de parallélisme logique. Ceci inclut la possibilité que pour certaines 
sections il n'y ait aucun parallélisme. Cette observation est à l'origine de ce qu'on 
a appelé la loi dlArndahl [6] selon laquelle l'accélération est bornée par la partie 
séquentielle d'un programme. Lorsque ce phénomène est en cause. il est un des 
facteurs responsables de la diminution de l'efficacité en fonction de l'augmentation 
du nombre de processeurs. Il existe cependant une contre-argumentation à la loi 
d'Amdahl selon laquelle une augmentation de la taille du problème peut résulter en 
une diminution du poids relatif des sections séquentielles du programme [3]. C'est 
effectivement le cas pour plusieurs problèmes où on obtient alors un accroissement 
de l'accélération et de l'efficacité d'un système parallèle. L'extensibilité (scalability ) 
est une mesure de la capacité d'un système parallèle de maintenir la même efficacité 
en accroissant à la fois le nombre de processeurs et la taille du problème. 
Sources de dégradation des performances 
Si l'on fait abstraction du phénomène relatif à la loi d'lrndahl. il 1; a d'autres 
facteurs qui font que I'accélération peut être inférieure au nombre de processeurs. 
On identifie par sources de dégradation des performances (overhead) ces facteurs 
responsables de la diminution des performances d'un système parallèle. Il y a 
trois sources principales de dégradation: les communications et la synchronisation 
entre les tâches. le non-balancement des charges de traitement entre les différents 
processeurs et les instructions supplémentaires qu'il faut ajouter à un programme 
pour exprimer le parallélisme. 
La synchronisation et l'échange d'information entre les processus s'effectuent 
à partir du transfert de données sur un réseau de communication physique. La 
vitesse de transfert entre deux processeurs sur ce type de réseau peut être d e  beau- 
coup inférieure à la vitesse de traitement d'un processeur ou encore à la vitesse de 
transfert entre un processeur et sa mémoire locale. On appelle latence de cornmu- 
nication les délais causés par les communications inter-processeurs. Selon le réseau 
d'interconnexion utilisé, ces délais sont fonct ion de la vitesse de transfert du signal. 
de l'efficacité des algorithmes de routage. de la distance à parcourir et du pattern 
de communication de l'algorithme (qui peut être responsable des contentions au 
niveau des commutateurs dans le réseau ou d'une sur-demande pour la capacité 
des liens physiques). Ces latences peuvent parfois être cachées si l'architecture et 
l'application permet tent une exécution en mode multi-tâches (multit hreading) , c'est- 
à-dire I'exécution de plusieurs tâches concurremment sur un même processeur. Si 
une tâche i est bloquée dans l'attente de données, le processeur peut cacher cette 
latence en exécutant une autre tâche j jusqu'à ce que la tâche i soit de nouveau 
prête a s'exécuter. Lorsque ces latences ne peuvent pas être cachées, elles créent une 
augmentation du temps de traitement d'un système parallèle. 
Pour les algorithmes synchrones, la synchronisation entre deux tâches pour 
effectuer un transfert de données ou pour attendre avant d'entrer dans une nouvelle 
phase de traitement parallèle. peut occasionner une augmentation appréciable du 
temps de traitement d'un système parallèle. De leur côté. les algorithmes chaotiques 
peuvent aussi subir certaines dégradations des performances dues aux conflits pour 
l'accès à une même variable partagée contrôlée par une section critique. 
L a  décomposition (fonctionnelles ou du domaine) en p tâches parallèles en 
apparence de même taille d'un programme séquentiel peut résulter en des processus 
où le nombre d'instructions à exécuter varie grandement. C'est le cas par exemple 
de la décomposition d'une matrice creuse en sous-matrices de  mëme taille mais où le 
nombre d'éléments non nul peut varier d'une sous-matrice à l'autre. De même pour 
la décomposition de l'arbre de recherche en sous-arbres de même taille pour certaines 
procédures de fouille. décomposition qui peut résulter en des tâches d'exploration 
différentes d'un sous-orbre à L'autre. Pour ces deux exemples, certains processeurs 
seront en attente (et donc inutilisés) pendant que d'autres processeurs travaillent sur 
le problème. Ces temps d'attente correspondent au non-balancement des charges 
entre processeurs, ils contribuent au temps total du traitement parallèle ce qui fait 
qu'on les inclut comme source de dégradation des performances. 
Les opérations qui doivent être ajoutées pour les différentes procédures de 
synchronisation. pour le passage de messages. la création de sections critiques. etc. 
font que la somme totale d'instructions exécutées par un programme parallèle est 
généralement supérieure à sa contrepartie séquentielle. Il existe parfois des situa- 
tions où un programme séquentiel réutilise certains résultats pour éviter de refaire un 
calcul. En parallèle, on refait le calcul si les résultats ne se trouvant pas sur le même 
processeur provoquent un transfert de données sur le réseau qui serait supérieur au 
coût d'un calcul redondant. Dans ce cas le programme parallèle peut recalcuier 
plusieurs fois les mêmes résultats ce qui devient une autre source de dégradation 
des performances due à la parallélisation. Autre facteur qui fait que le nom- 
bre d'instructions exécutées en parallèle peut être supérieur a celui du traitement 
séquentiel vient de ce que le meilleur algorithme séquentiel ne se parallélise pas 
toujours bien, on utilise parfois un algorithme moins bon en séquentiel pour con- 
st ruire l'algori t hrne parallèle. 
Enfin d'autres facteurs peuvent encore devenir des sources de dégradation 
des performances. Une mauvaise adéquation entre le modèle de calcul pour lequel 
I'algorithrne parallèle a été conçu et l'architecture sur lequel l'algorithme est 
effectivement implanté. Une mauvaise affectation des processus sur les processeurs 
qui augmente la distance de communication entre les processeurs. Une mauvaise 
décomposition de l'algorithme peut aussi rendre un algorithme parallèle moins per- 
formant. D'autres sources non négligeables de dégradation des performances dans 
l'exécution d'un processus sont les conflits pour l'accès à la mémoire, les interrup- 
tions système, les fautes de page, les fautes de cache et la charge de travail du 
système d'exploitation. 
2.9 Conchsion 
Xous avons introduit un certain nombre de concepts portant principalement sur 
I'architecture. les modèles de programmation. l'algorithmie et les mesures de perfor- 
mances associés au traitement parallèle. Tous ces développements sont largement 
tributaires de la théorie classique du calcul que nous avons introduit à la section 
2.2.1 et de l'expérience acquise par la parallélisation de méthodes de résolution pour 
des pro b Ièmes de calcul numérique. Les défis du traitement parallèle apparaissent 
alors comme étant de concevoir des architectures d'ordinateurs capables d'exécuter 
efficacement plusieurs instructions en parallèle et de paralléliser le code ou les algo- 
rithmes existant pour qu'ils puissent être exécutés par ces nouvelles architectures. 
Il y a eu. bien sûr. beaucoup de travaux de recherche portant sur la 
parallélisation de méthodes de résolution en dehors de celles appliquées au calcul 
numérique. mais ce travail s'est fait dans le même esprit que celui par exemple des 
stratégies de parallélisation apgliquées à la décomposition de matrices pour obtenir 
des tâches parallèles. On a fait peu d'efforts pour comprendre les caractéristiques 
I l c ?  iii;tliodes de résoiurion faisant appei a des heuristiques du point du traitement 
en parallèle et pour essayer de voir quelles sont les opportunités pour le traitement 
parallèle de ces inét hodes de  résolution. Or, les méthodes heuristiques font partie du 
quotidien de la résolution de problèmes d'optimisation combinatoire. L'objet prin- 
cipal de cette thèse et des chapitres qui suivent se situe donc en dehors de l'univers 
classique du traitement parallèle pour explorer la parallélisat ion de méthodes de 
résolution de problèmes en optimisation combinatoire dont le comportement differe 
des méthodes du calcul numérique. 
Chapitre 3 
Parallélisation des méthodes de 
recherche 
3.1 Introduction 
Selon la définition 2.1, les algorithmes constituent une classe particulière de méthodes 
de résolution dont les résultats sont obtenus après un nombre fini? minimal et essen- 
tiel d'étapes. Toute méthode de résolution n'est pas un algorithme au sens de cette 
définition, c'est le cas par exemple des preuves non-constructives en mathématique 
qui demandent un nombre infini d'étapes. et des méthodes heuristiques dont les 
résultats sont obtenus après un nombre non minimal d'étapes. 
Au sens de la théorie d u  calcul (section 2.2.1 ), les algorithmes correspondent à 
la classe de programmes pouvant être exécutés par une machine déterministe. Cette 
définition de la notion d'algorithme ne recoupe pas le même ensemble de méthodes 
de résolution que la définition 2.1 puisque par exemple, les heuristiqucs pcuvcnt être 
traduites en un programme pouvant être exécuté par une machine déterministe. 
Le présent chapitre porte sur les concepts et stratégies de parallélisation 
appliqués aux méthodes de résolut ion de problèmes d'optimisation combinatoire, 
en particulier les méthodes de recherche locale. Ces méthodes de résolution sont des 
algorithmes au sens de la théorie du calcul mais ce n'est pas le cas selon la définition 
2.1. Cet te  observation n'est pas nouvelle. mais avons-nous réellement bien saisi 
toutes les implications de cette observation pour la parallélisation de ces méthodes? 
Nous montrerons que pour plusieurs méthodes de résolution appliquées aux 
~roblèmes d'optimisation combinatoire, les sources de parallélisme, le comporte- 
ment de la procédure parallèle. la relation existant entre les tâches parallèles et les 
mesures de performance ne sont pas nécessairement les mêmes que pour les méthodes 
de résolution considérées comme des algorithmes au sens de la définition 2.1. En 
particulier nous introduirons la notion de traitement parallèle spéculatif et 
montrerons que ce type de parallélisme est le plus important pour les méthodes 
de résolution appliquées aux problèmes d'optimisation combinatoire. 
Ce chapitre est organisé de la façon suivante. La prochaine section décrit les 
principales méthodes de résolutions appliquées aux problèmes d'optimisation corn- 
binatoire. Ensuite nous montrerons comment certaines stratégies de parallélisat ion 
applicables à ces méthodes de résolution se distinguent de  celles que nous avons 
rencontrées au chapitre 3. Enfin, nous décrirons les différentes stratégies de paral- 
lélisat ion en fonction des méthodes de résolut ion que nous aurons identifiées. 
3.2 Méthodes de résolution des problèmes combinatoires 
.Au chapitre précédent, nous avons représenté les procédures de résolution en 
terme d'un graphe orienté oY les noeuds correspondent aux opérations et les arcs 
au flot de données entre les opérations. On peut aussi représenter une procédure 
de résolution en terme d'un parcours dans un espace de configurations du problème 
à résoudre. Uii espace de configurations correspond alors à tous les états possibles 
d'un sous-ensemble pertinent des données du problème à résoudre. La méthode 
de résolution est identifiée au parcours de l'espace de configurations, c'est-à-dire à 
la génération d'un graphe de configurations où les noeuds représentent les confi- 
gurations visitées et les arcs l'ordre dans lequel ces visites s'effectuent. Une règle 
de transition de la méthode de résolution est définie par l'ensemble des opérations 
exécutées provoquant un changement dans la configuration des données du problème 
à résoudre. 
Exemple 3.1 Supposons que l'on veuille utiliser cette approche pour représenter le 
déroulement d'un processus de tri sur le vecteur [3,2,l]. L'espace de configurations 
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Tri par insertion 
Tri par sélection 
Figure 3.1 Graphe de configurations pour le tri par insertion et par sélection 
correspond à tous les vecteurs différents comprenant les trois entiers du vecteur à 
trier. La configuration initiale du graphe de configurations correspond au vecteur à 
trier et la configuration finale à celle du vecteur trié. Le processus de tri lui-même est 
représenté par le graphe de configurations généré en1 :e la configuration initiale et la 
configuration finale par suite de l'application des opérations du programme de tri sur 
les données à trier. Considérons deus processus différents de tri: le tri par sélection 
et le tri par insertion. La règle de transition du tri par sélection consiste à choisir le 
plus petit entier dans le vecteur dont l'indice est supérieur à 1 et à faire l'échange de 
cet entier avec celui situé à l'indice 1 du vecteur. Puis l'algorithme répète cette même 
opération à partir de l'indice 3, etc. La règle de transition du tri par insertion qui 
consiste à déplacer tous les entiers vers la droite du vecteur pour *insérer9 un entier 
à sa bonne position dans le vecteur trié. Le graphe de configurations généré lors de 
chaque tri caractérise la méthode de résolution employée, chaque configuration étant 
absolument nécessaire pour en arriver à la configuration représentant le vecteur trié. 
La figure 3.1 montre les graphes de configurations pour les tris par insertion et par 
sélect ion appliqués au vecteur d'entiers [3,2.1]. 
Ce type de représentation n'est pas habituel pour des méthodes de résolution 
comme le tri. Par contre il existe plusieurs classes de problèmes en intelligence arti- 
ficielle et en optimisation combinatoire pour lesquels la seule méthode de résolution 
que l'on connaisse consiste à exécuter une fouille dans l'espace de configurations. 
Dans ce cas cette forme de représentation est fort utile. 
La représentation utilisée dans l'exemple 3.1 va nous aider à préciser la notion 
d'un nombre minimal et essentiel d'étapes de la définition 2.1. Xous définirons 
en effet cette notion en fonction du nombre de noeuds générés par le graphe de 
configurations d'une méthode de résolution. 
Définition 3.1 Soit G le graphe de configurations généré par une méthode de résolu- 
tion R suite au parcours de 1 éspace de configurations entre Co et Cf, respectivement 
les conjigurations initiale et finale de la donnée d'un problème. C'ne méthode de 
résolution utilise un nombre minimal et essentiel d'étapes pour la résolution d'un 
problème s'il néxiste aucun autre graphe S' dont le nombre de noeuds est i n w e u r  
à c e h i  du graphe Ç à partir du même espace d e  con/igurations, de la même configu- 
ration initiale Co et avec la même règle de transition de R. 
Pour les deux procédures de tri de l'exemple 3.1. étant donné la configuration ini- 
tiale [3,9.1], l'espace de configurations considéré, et la règle de transition de chaque 
méthode. i l  n'existe aucun autre graphe Ç' ayant un nombre inférieur de noeud à 
celui apparaissant à la figure 3.1. Dans ce cas. ces méthodes de résolution utilisent 
un nombre minimal et essentiel d'étapes. et peuvent être considérées comme des 
algorithmes au sens de la définition 2.1. 
Proposition 3.1 Soit P un problème pour lequel la seule méthode de résolution que 
l'on connaisse consiste a exécuter une fouille dans l'espace de configurations de ce 
problème. Une méthode de résolution consistant à exécuter une fouille dans l'espace 
de configurations de P n'est pas un algorithme au sens de la définition 2.1. 
Preuve: Quel que soit l'espace de configurations et la règle de transition qu'une 
méthode de fouille se donne, il existe un graphe de configuration Ç dont le nombre 
de noeuds est minimal en terme du nombre d'applications de la règle de transition 
à la configuration initiale. Supposons qu'une méthode de fouille puisse construire 
systématiquement ce graphe minimal pour le problème P. Selon la définition 3.1, 
cette méthode de fouille serait un algorithme au sens de la définition 2.1 pour le 
problème P. Ceci contredit l'hypothèse selon laquelle la méthode de fouille est 
utilisée parce qu'il n'existe pas une telle méthode algorithme. 
Tout le présent chapitre porte sur des méthodes de résolution dont la repré- 
sentation correspond à celle donnée dans l'exemple 3.1. Ces méthodes de résolution 
appartiennent à une classe différente de celles de la définition 2.1. 
3.2.1 Concepts et techniques d'exploration de l'espace de configurations 
Pour les problèmes d'optimisation combinatoire, l'espace de configurations peut être 
limité à l'ensemble de solut ions réalisables du problème d'optimisation, c'est-à-dire 
l'espace de solutions, ou encore consister de toutes les combinaisons possibles de 
l'état des variables de décisions du problème combinatoire. incluant donc des solu- 
tions non réalisables. L'espace de configurations est structuré par la méthode de 
fouille qui définit un graphe orienté sur l'espace de configurations. Les noeuds du 
graphe orienté correspondent aux configurations et il  y a un arc ( x  -+ y )  dans ce 
graphe si la configuration y peut être obtenue par une seule application de la régie 
de transition de la méthode de fouille à la configuration x. On dit alors que y est 
dans le voisinage de la configuration x. Un noeud y est genéré dans le graphe de 
configurations si la configuration y est visitée à partir du noeud r par une seule ap- 
plication de la règle de transition de la méthode de fouille. L'évaluation d'un noeud 
y s'applique aux variables de décision représentée par le noeud y. i l  peut s'agir 
d'une simple approximation de la valeur de la configuration ou encore correspondre 
au calcul de la valeur de la fonction objectif pour le noeud y. Le déploiement d'un 
noeud s'obtient à partir de la génération et de l'évaluation de tous les voisins du 
noeud. En plus de la règle de transition. une méthode de fouille détermine l'ordre 
des configurations générées. 
Méthodes de recherche systématique 
Pour le reste de cette section nous supposerons que l'espace de configurations est 
limité à l'espace de solutions du problème d'optimisation combinatoire. 
Lorsque l'espace de solutions n'est pas trop grand, on peut utiliser des 
techniques de recherche systématique qui explorent de manière exhaustive l'espace 
de solutions. La fouille en largeur et la fouille en profondeur entrent dans cette 
catégorie de techniques. Cependant les recherches exhaustives ne sont pas des 
outils très efficaces pour faire face à l'explosion combinatoire qui caractérise certains 
problèmes d'optimisation combinatoire. De fait, leur application se limite souvent 
a u  traitement de problèmes de petite taille. 
Une façon de réduire la complexité des techniques de recherche systématiques 
consiste à les combiner avec des heuristiques afin de les rendre plus sélectives au 
niveau du parcours de l'espace de solutions. Une heuristique est constituée par 
des règles pour décider du meilleur choix d'alternative parmi plusieurs. Ces règles 
peuvent être obtenues par différentes reiaxations du modèle original du problème, 
par des connaissances spécifiques au domaine du problème, en utilisant des modèles 
probabilistes ou encore a travers des connaissances acquises par l'exploration du 
domaine particulier d'un exemplaire à travers le processus de recherche [ii?. Vnc 
technique de recherche peut être combinée avec une heuristique sans faire de corn- 
promis sur le caractère systématique de La méthode de recherche e t  donc sur sa 
capacité de trouver ta solution optimale. 
La recherche du meilleur d'abord (best-first search) est un exemple de recherche 
systématique qui fait appel à une heuristique. La stratégie de la recherche du 
meilleur d'abord consiste à ordonner les noeuds déjà visités du graphe selon une 
heuristique qui estime les possibilités de chaque noeud, de  conduire la recherche 
vers la solution optimale. A chaque cycle de la recherche, le noeud ayant regu la 
meilleure évaluation est déployé. Puisque les noeuds ne sont déployés qu'une seule 
fois, la recherche du meilleur d'abord explore de façon systématique l'espace de 
configurations. Cependant cette stratégie demande beaucoup d'espace mémoire pour 
la structure de données qui conserve les noeuds déjà visités. 
La recherche du meilleur d'abord n'est pas un bon choix de stratégie si la 
résolution du problème exige une exploration exhaustive de l'espace de solution. 
On utilise plutôt des heuristiques qui permettent une exploration systématique du 
graphe de configurations sans avoir à visiter tms les noeuds du graphe. C'est le cas 
notamment pour la technique d'énumération implicite par évaluation et séparation. 
Cette méthode de résolution explore de manière implicite le graphe de configurations 
en calculant à chaque noeud généré x une borne inférieure sur la valeur possible de 
toute solution se trouvant dans le sous-arbre ayant pour racine le noeud x. Si la borne 
calculée montre que toutes ces solutions sont nécessairement plus mauvaises que la 
meilleure solution connue alors (borne supérieure), aucun autre noeud du sous-arbre 
ne sera généré. L'application par exemple de l'algorithme d'évaluation et séparation 
au problème du voyageur de commerce génère les chemins un à la fois en gardant en 
mémoire le plus court jamais trouvé (borne supérieure). Si l'algorithme détermine 
que la meilleure extension possible d'un chemin aura un coùt plus grand que la 
borne supérieure, ce chemin partiel est éliminé de même que toutes ses extensions 
possibles. Ceci réduit le nombre de noeuds à générer tout en préservant le caractère 
systématique de la recherche et sa  capacité à trouver la solution optimale. 
Selon la définition 2.1, la recherche du meilleur d'abord et l'énumération 
implicite par évaluation et séparation ne sont pas des algorithmes parce que les 
règles qui dirigent le branchement de ces méthodes sont basées sur une connais- 
sance partielle du domaine du problème. La résolution d'un problème s'effectue en 
explorant inutilement plusieurs sous-arbres de l'arbre de configurations, ce qui veut 
dire que le résultat n'est pas obtenu après un nombre minimal et nécessaire d'étapes 
comme le veut la définition au sens strict d'un algorithme. Par contre, certains 
auteurs considèrent que ces méthodes sont des algorithmes puisqu'elles sont assurées 
de trouver la solution optimale (propriété de "completeness*'). 
Méthodes de recherche approchées 
Au-delà d'une certaine taille de problèmes, l'exploration systématique de l'espace 
de configurations n'est pas envisageable en pratique même avec une heuristique 
permettant d'élaguer certains sous-arbres. Dans ce cas. on a recours à des stratégies 
d'exploration dites irréilocables [77] ou encore à des méthodes de génération aléatoire 
du parcours de l'espace de solutions. Les méthodes de descente (ou recherche 
locale) appartiennent à la catégorie des méthodes dites irrévocables. L a  stratégie 
d'exploration de l'espace de configurations des méthodes de descente consiste à 
générer un noeud du graphe, à évaluer chacun de ses fils et à déployer le noeud 
fils dont l'évaluation est la meilleure. Cette méthode ne conserve pas en mémoire 
les noeuds déjà visités. ce qui empêche le retour à un noeud antérieur du graphe de 
configurations, d'où le qualificatif de méthode irrévocable. 
Les méthodes de descente sont souvent utilisées comme un premier jalon au 
niveau de techniques d'exploration plus sophistiquées faisant appel à une hiérarchie 
de règles heuristiques. C'est le cas pour des méthodes comme la recherche tabou 
et le recuit simulé où s'ajoute à la règle consistant à choisir la meilleure solution 
dans un voisinage, d'autres règles basées sur l'exploration du domaine (tabou) ou 
sur les probabilités (recuit simulé). Ces ri.gles visent à empêcher que I'exploration 
locale des méthodes de descente ne reste bloquée dans des optima locaux. Enfin i l  
existe des méthodes de recherche basées uniquement sur la génération aléatoire de 
configurations. Le cas le plus typique de cette catégorie est celui des méthodes dites 
de "generate and test". Les algorithmes génétiques dérivent de cette approche en 
utilisant la valeur de la fonction objectif comme mécanisme pour créer un biais au 
niveau de la génération aléatoire de solutions de meilleure qualité. Contrairement 
aux approches systématiques, il n'existe pas de garanties que ces méthodes basées 
sur une exploration locale ou encore aléatoire de l'espace de solutions vont trouver 
une solution optimale. 
3.3 Stratégies de parallélisat ion 
Nous avons vu au chapitre précédent qu'il existe deux sources principales et complé- 
mentaires de parallélisme. le parallélisme de données et le parallélisme de contrôle. 
On peut considérer une autre classification des sources du parallélisme selon que la 
méthode de résolution correspond ou non à un algorithme au sens de la définition 
2.1: parallélisme obligatoire (mandatory work) et pamllélisme spéculatif (speculative 
parailelism). 
3.3.1 Parallélisme obligatoire 
Le parallélisme obligatoire se base sur l'exploitation du parallélisme logique d'un 
algont hme déterministe, c'est-à-dire l'exploi tation de l'ordonnancement partiel qui 
résulte de la prise en compte des dépendances de données entre les opérations. Dans 
le cas où le programme parallèle dérive d'un programme séquentiel, le 
parallélisme obligatoire provient de la relaxation des contraintes de précédente liées à 
I'archi tecture de von Xeumann pour produire des op port unités d'exécution 
concurrente au niveau du programme parallèle. Un programme concurrent écrit 
dans le style du parallélisme obligatoire exécute le même ensemble d'opérations que 
Ie programnie séquen t i d .  La seule ciifférence provient de l'ajout d'instructions pour 
contrôler le parallélisme et l'affectation (scheduiing) des opérations aux processeurs. 
Le parallélisme obligatoire peut. s'appuyer soit sur une décomposition fonctionnelle 
ou une décomposition du domaine. 
3.3.2 Parallélisme spéculatif 
Dans la littérature [L9], on identifie de traitement spéculatif une étape de 
calcul exécutée par une méthode de résolution sans savoir si cette étape fait 
partie du nombre minimal et essentiel d'étapes à la résoiution d'un problème. On 
peut déduire de la proposition 3.1 que les méthodes de résolution appliquées aux 
Figure 3.2 Traitement obligatoire versus traitement spéculatif 
problèmes d'optimisation combinatoire sont basées sur l'exécution d'étapes de traite- 
ment spéculatif. c'est-à-dire des étapes qui sont exécutées sans savoir si elles sont 
nécessaires pour trouver une solution optimale. Tous les noeuds du graphe de 
configurations n'appartenant pas au graphe minimal peuvent être considérés 
comme des étapes de traitement spéculatif. L'exemple suivant illustre la différence 
entre une méthode de résolution de type algorithmique où chaque étape est stricte- 
ment nécessaire a la résolution du problème et une méthode basée sur du traitement 
spéculatif. 
Exemple 3.2 Supposons que dans I'arbre de la figure 3.2. chacun des nociid': 
représente une clef d'une valeur différente. Dans un premier temps. nous devons 
trouver une méthode de résolution qui nous permette de faire la somme de la valeur 
des clefs se trouvant dans l'arbre. Supposons que la méthode choisie consiste à faire 
un parcours en profondeur de I'arbre en additionnant la valeur de chaque noeud. 
Dans ce cas. cette méthode de résolution correspond à la définition d'un algorithme 
puisque chaque étape de ce parcours en profondeur est strictement nécessaire pour 
obtenir la solution au problème. Supposons que dans un deuxième temps le problème 
consiste à extraire de l'information contenue dans le noeud ayant la clef numéro 11. 
Supposons que la même méthode de résolution basée sur le parcours en profondeur 
de l'arbre soit appliquée à ce nouveau problème. Cette méthode de résoluti~n va 
effectivement résoudre le problème. mais en exécutant plusieurs étapes à caractère 
spéculatif, puisque la visite de tous les noeuds des deux premiers sous-arbres n'est pas 
strictement nécessaire pour arriver à la clef 11. Pour trouver une clef particulière. 
l'utilisation de l'information concernant l'ordonnancement des clefs suffirait pour 
définir une méthode de résolution qui soit un algorithme. c'est-à-dire qui exécute un 
nombre minimal et strictement nécessaire d'étapes pour la résolution de ce deuxième 
problème. 
Le parallélisme spéculatif consiste a exploiter le traitement spéculatif exécuté 
par les méthodes de fouille comme source de parallélisme. Par exemple. pour 
une méthode d'énumération implicite par énumération et séparation, chaque noeud 
dans le voisinage d'un noeud nouvellement déployé correspond au noeud racine 
d'un sous-arbre du graphe de configuration. Chacun de ces sous-arbres constitue 
une alternative à caractère spéculatif pour l'exploration du graphe de configura- 
tions. Le caractère spéculatif de l'exploration de ces sous-arbres découle du fait 
que l'on ignore si aucun de ces sous-arbres se trouve sur le chemin d'une solu- 
tion optimale du problème. Cependant, l'exploration de chacun de ces sous-arbres 
peut se faire de manière indépendante de celle des autres sous-arbres, ce qui veut 
dire que l'exploration de chaque sous-arbre peut se faire cri parallele avec celle des 
autres sous-arbres. Cette décomposition en sous-arbres de l'exploration de l'arbre 
de configurations constitue donc une source de parallélisme. c'est-à-dire une source 
de parallélisme basée sur l'exploitation du caractère spéculatif de la méthode de 
recherche. 
Bien que les concepteurs de méthodes parallèles n'y fassent pas souvent réfé- 
rence, cette forme de parallélisme basée sur l'exploitation du traitement spéculatif 
est, de facto. l'une des principales stratégies de parallélisation des méthodes de 
résolutions employées pour les problèmes d'optimisation combinatoire. Elle est 
également une source importante de parallélisme en intelligence artificielle où il 
existe souvent un degré important de non-déterminisme (1041. Notons enfin. que 
selon que la source d'exploitation du traitement spéculatif est basée sur une décompo- 
si tion fonctionnelle ou du domaine, on fera référence à une décomposition fonction- 
nelle du traitement spéculatif ou à une décomposition du domaine du traitement 
spkculat $ 
3.3.3 Performances du traitement parallèle spéculatif 
Les mesures de performances des algori t hmes parallèles que nous avons introduites 
à la section 2.5, peuvent s'appliquer sans problème aux stratégies de parallélisat ion 
basées sur l'exploitation du parallélisme obligatoire. L'utilisation directe de ces 
mesures aux stratégies de parallélisation basées sur l'utilisation du traitement 
spéculatif d'une méthode de résolution peut poser un certain nombre de problèmes. 
Xous allons maintenant examiner deux cas précis de parallélisation de méthodes de 
recherche où les mesures de performance de la section 2.8 ne sont pas applicables 
directement. 
Définition 3.2 L ' information heuristique cornespond a l'information fournie 
par une règle heuristique d'une méthode de recherche en vue de la génération d'un 
noeud du graphe de  conjprat ions 
Décomposition du traitement spéculatif et informat ion heuristique 
Supposons qu'une implantation séquentielle de la technique d'énumération implicite 
par évaluation et séparation pour un problème de minimisation soit basée sur une 
fouille en profondeur. L'information heuristique de cette méthode de recherche est 
constituée par la borne supérieure qui est mise à jour à chaque itération et constitue 
donc un input de l'itération suivante. Soit nlo, ni i , .  . . , n ~ , - ~  les noeuds dans le 
voisinage du noeud racine no0 du graphe de configurations. Chacun de ces p noeuds 
est le noeud racine respectivement des sous-arbres aa, ai ,  . . . a,-, du graphe de 
configurations. Ces sous-arbres constituent une alternative à caractère spéculatif 
puisque le parcours optimal se trouve dans au moins un de ces sous-arbres, ce qui 
fait que l'exploration des autres sous-arbres va engendrer l'exécution d'opérations 
inutiles pour l'obtention de la solution optimale. Ces p sous-arbres peuvent faire 
l'objet d'une méthode de décomposition se basant sur l'exploitation du caractère 
spéculatif de la méthode pour découper des tâches parallèles. Supposons que c'est 
le cas et que chacun de ces sous-arbres est exploré en parallèle à partir du noeud 
racine nl  j ,  pour i = O.. . . , p - 1 en utilisant la borne supérieure calculée pour le 
noeud noo. 
Proposition 3.2 L ïnjormation heuristique (la borne supén'eure) des noeuds 
n t  n ,  . .. n n'est pas la même pour la procédure séquentielle et la procédure 
parallèle. 
Effectivement. la borne supérieure du noeud n l l  de la procédure séquentielle 
proviendra de l'exploration du sous-arbre ayant pour racine le noeud n ~ o ,  la borne 
supérieure du noeud n12 proviendra de l'exploration des sous-arbres ayant pour 
racine nt et nlr, etc. Par construction de la procédure parallèle, la borne supérieure 
des noeuds nit ,  ni*, . . . nl,-l provient de l'évaluation du noeud noo. 
La valeur de la borne supérieure n'étant pas la même, l'exploration implicite 
de chaque sous-arbre risque d'être différente, les noeuds et te nombre de noeuds 
générés par la procédure parallèle et par la procédure séquentielle ne seront pas 
les mêmes. Certaines exécutions parallèles feront plus de travail e t  d'autres moins 
q u e  le traitement séquentiel. Si lors de la décomposition. les processeurs reçoivent 
beaucoup de travail à caractère spéculatif (c'est-à-dire le parcours de sous-arbres 
qui ne conduisent pas à la solution optimale) il sera alors possible qu'une partie 
de ce travail spéculatif n'ait pas été effectué par le traitement séquentiel, donnant 
l'impression que l'algorithme parallèle est peu performant. Les accélérations super- 
linéaires sont dues à une décomposition qui minimise le traitement spéculatif par 
rapport à l'algorithme séquentiel. 
On voit donc que le travail W exécuté par la parallélisation et par conséquent 
la mesure d'accélération deviennent fonction du type de décomposition et du nombre 
de sous-tâches puisque ces deux paramètres déterminent l'information heuristique 
disponibie au niveau de chaque noeud généré. Or les mesures de performance de 
la section 2.8 reposent sur les hypothèses que (1 ) les opérations exécutées par la 
procédure parallèle sont les mêmes que celles de la procédure séquentielle et que 
('2) l'information dont dispose chaque opération d'une tâche parallèle est identique 
à Iïnformation dont dispose la même opération dans la procédure séquentielle. 
Échange d'information heuristique entre processus concurrents 
Certaines implantations du traitement parallèle spéculatif transfèrent de I'informa- 
t ion heuristique entre les tâches parallèles. Par exemple. dans le cas des techniques 
d'énumération implicite par évaluation et séparation, on échange cette information 
pour améliorer la qualité des bornes. Ce type d'implantation pose certaines diffi- 
cultés à la mesure des performances en ce sens que le transfert d'information entre 
les tâches parallèles rend celles-ci interdépendantes et crée certaines dépendances par 
rapport au système physique. En 1966, Bernstein [13] a en effet défini un ensemble 
de règles nécessaires pour que deux processus puissent s'exécuter en parallèle. Soit f i  
l'ensemble des inputs du  processus Pi constituant l'ensemble des données nécessaire 
pour t'exécution de ce processus. De la même façon. soit 0; l'ensemble des données 
d'outpuk générées par l'exécution du processus P,. 
Définition 3.3 Deux processus pl el  pz avec leurs ensembles d'input Ii et I2 et leurs 
ensembles d'output O1 et  Oz peuvent s éxécuter en parallèle s'ils sont indépendants. 
c 'est-à-dire si: 
1, n O2 = 0 
r , nO ,  = 0  
a n o 2 = 0  
Ces trois équations sont les conditions de Bernstein. Ces conditions garantis- 
sent que l'ordre d'exécution des processus ne va pas affecter le résultat du traitement 
et que donc ces processus peuvent s'exécuter en parallèle. Le partage d'information 
heuristique entre processus concurrents du traitement parallèle spéculatif ne respecte 
évidemment pas ces conditions. Dans ce cas le comportement de chaque processus 
pi dépend des autres tâches de la procédure parallèle de même que de facteurs tels 
que la congestion du réseau de communications et la charge de travail de chaque 
processeEr. Le comportement de l'exécution parallèle devient alors non déterministe 
et les mesures de performances de la section 2.3 ne s'appliquent guère dans ce cas. 
3.3.4 Stratégies de parallélisation des méthodes de recherche 
Nous avons identifié trois grandes classes de stratégies de parallélisation utilisées 
pour la parallélisation des méthodes de recherche. 
Définition 3.4 Les stratégies parallélisation des méthodes de recherche se distin- 
guent selon qu'elles exploitent le parallélisme logique ou spéculatif et selon que le 
parallélisme spéculatif est basé sur une décomposition [onctionnelie ou une décom- 
position du domaine: 
e Parallélisme logique (obligatoire) à /'intérieur de chaque itération de la méthode 
de résolution: 
a Parallélisme basé sur une décomposition du domaine du traitement spéculatij; 
Parallélisme basée sur  une décomposition fonctionnelle du traitement spéculatif 
(recherches multiples avec di f i rents  degrés de synchronisation et de coopération 
entre chaque tâche parallèle). 
Dans les sections qui suivent. nous montrerons comment ces stratégies sont 
appliquées aux différentes méthodes de recherche. 
3.4 Parallélisation des méthodes exact es 
Ces trois classes de stratégies de parallélisation sont appliquées à la parallélisation 
des méthodes de recherche dites systématiques telles que la recherche en largeur. 
en profondeur, la recherche du meilleur d'abord et les méthodes d'énumération 
implicite. Les implantations de ces stratégies varient selon que l'architecture de 
l'ordinateur cible est de type MIMD ou SIMD ou selon le degré d'information heuris- 
tique employé par la méthode de recherche. 
3.4.1 Type d'architecture cible 
Les parallélisations visant une architecture de type MIMD exploitent un parallélisme 
basé sur une décomposition fonctionnelle du traitement spéculatif. Cette décompo- 
sition se fait soit de manière statique ou dynamique. La stratégie de décomposition 
statique repose sur une approche de type maître-esclave. un processeur déploie 
certains noeuds près de la racine et distribue aux autres processeurs des sous-arbres 
à parcourir. L'approche statique possède l'avantage de minimiser la dégradation 
des performances due aux communications mais donne des résultats peu satisfaisant 
au niveau du balancement des charges. On peut améliorer le taux d'utilisation des 
processeurs par une decompostt ton dynamique où. lorsqu'un processeur a 
terminé I'exécution de sa tâche. demande à autre processeur de diviser la charge de 
travail qui lui reste et d'en confier une partie au processeur qui se trouve sans travail. 
Une stratégie dynamique de décomposition est d'autant plus souhaitable pour une 
méthode comme l'énumération implicite par évaluation et séparation où la borne 
évolue constamment, faisant varier I'espace de configurations à explorer. 
On peut voir les recherches systématiques sous la perspective du parallélisme 
de données et conséquemment viser une implantation sur un ordinateur de type 
SIMD. En effet. l'exploitation d'un arbre de recherche peut être considérée comme 
étant la répétition des mêmes opérations de déploiement de noeuds et d'évaluation 
de la fonction objectif s'effectuant sur des configurations différentes. Le traitement 
sur ordinateurs S IMD alterne alors entre des phases synchrones de déploiement 
des noeuds et de balancement de charges où le travail d'exploration est redistribué 
aux processeurs. Pour un survol des stratégies de parallélisation appliquées aux 
méthodes de recherche systématiques. on peut consulter les articles de Gend- ion et 
Kumar [41, 491. 
3.4.2 Méthodes de recherche sans information heuristique 
Les méthodes de résolution qui ne font appel à aucune information heuristique. 
telles que la fouil!e en profondeur et la fouille en largeur. doivent générer chaque 
noeud de I'arbre de recherche pour prouver l'optimaiité. Le caractère spéculatif de 
ces méthodes de résolution ne pose aucun problème au niveau de la parallélisation 
puisque chaque noeud doit être visité. Le parallélisme est obtenu par une décompo- 
sition du domaine du traitement spéculatif. Le travail effectué par la procédure 
parallèle est identique à celui de la procédure séquentielle. Les mesures de perfor- 
mance de la section 3.8 s'appliquent directement. la principale source de dégradation 
des performances rendant l'accélération inférieure à p (le nombre de processeurs) 
provient du non- balancement des charges dans le cas d'une décomposition statique. 
3.4.3 ParaIléIisation des méthodes avec information heuristique 
Ces méthodes se caractérisent par le fait que l'ensemble de noeuds générés dans 
l'arbre d'esploration est fonction de I'information heuristique disponible à chaque 
itération de la méthode. C'est le cas par exemple pour la technique dlénuméra.tion 
implicite par évaluation et séparation. Gendron Sr Crainic 1.111 formulent de la façon 
suivante l'application des trois classes de stratégies de parallélisation aux techniques 
d'énumération implicite par évaluation et séparation: 
1. Parallélisation des opérations à l'intérieur de chaque itération de la méthode; 
2. Parallélisation de l'exploration des sous-arbres de l'arbre de recherche; 
3. Parallélisation en exécutant plusieurs recherches différentes. 
Le premier type de parallélisation n'exploite pas le traitement spéculatif et 
respecte les conditions de Bernstein. Les mesures de performances s'appliquent sans 
difficultés pour comparer les approches parallèles entre elles e t  avec l'implantation 
séquentielle. 
Le type 2 de parallélisation appliqué à la technique d'énumération implicite 
par évaluation et séparation correspond à une décomposition du domaine du traite- 
ment spéculatif de la technique. Cette décomposition engendre potentiellement les 
problèmes que nous avons décris à la section 3.3 rendant très hasardeuse l'application 
directe des mesures de performance décrites au chapitre 2 pour ces parallélisations. 
En ce qui concerne le troisième type d'approche. les problèmes sont similaires 
à ceux du deuxième type. 
3.5 Parallélisat ion des méthodes approchées 
En principe les méthodes de recherche approchées sont déterministes: c'est-à-dire que 
les noeuds visités correspondent à un chemin d'exploration (walk)  dans le graphe 
de configurations par opposition à un arbre d'exploration qui résulte des méthodes 
systématiques. Lc caractère spéculatif de ces méthodes ne provient pas des aiter- 
natives d'exploration à chaque noeud du  graphe de configurations mais provient 
plutôt du choix de la stratégie globale d'exploration du graphe de configurations. 
Les méthodes approchées sont en effet basées sur un ensemble de paramètres de 
recherche qui dictent le choix du noeud à générer à chaque itération de la méthode 
ou qui restreignent de manière arbitraire l'exploration à une sous-région de l'espace 
de solutions. Les méthodes approchées ne sont pas assurées de trouver une solution 
optimale ce qui fait que les stratégies de parallélisation peuvent viser à augmenter 
à la fois la vitesse de traitement et la qualité de la solution. Ces deux objectifs 
peuvent être atteints de deux façons différentes: 
L. En effectuant exactement le même chemin d'exploration que la version séquen- 
tielle de la méthode; 
2. En effectuant une exploration qualitativement différente de l'implantation sé- 
quentielle soit en changeant le chemin d'exploration ou en exécutant plusieurs 
chemins d'exploration concurremment. 
Les parallélisations du premier groupe sont des parallélisations obligatoires qui 
répartissent sur plusieurs processeurs les phases intensives de calcul de l'implantation 
séquentielle. C'est le cas notamment de l'évaluation des voisins pour les heuristiques 
construites à partir d'une approche de recherche locale, c'est-à-dire les méthodes de 
descentes. le recuit simulé et la recherche tabou. On retrouve même ce type de 
parallélisme au niveau des algorithmes génétiques qui doivent évaluer la qualité 
(fitness) des individus d'une population à chaque nouveau cycle de la méthode. 
Les parallélisations visant à effectuer une exploration quali tativemeot différente 
de l'implantation séquentielle se fondent sur l'exploitation du caractère spéculatif des 
méthodes approchées pour obtenir le parallélisme. 
Nous allons maintenant examiner comment chacune des trois grandes classes 
de stratégies de parallélisat ion est appliquée aux méthodes approchées suivantes: la 
recherche tabou, le recuit simulé et les algorithmes génétiques. 
3.5.1 Exploitat ion du parallélisme obligatoire 
Les méthodes de résolution comme la recherche tabou. du recuit simulé et les 
algorithmes génétiques sont des méthodes de recherche purement spéculatives. 
Cependant. les stratégies de parallélisation basées sur le parallélisme obligatoire 
n'exploitent pas le caractère spéculatif de ces méthodes, elles se limitent à l'exploita- 
tion du parallélisme logique des opérations normalement exécutées par la procédure 
séquentielle au niveau de chaque itération. Ce parallélisme obligatoire se base soit 
sur une décomposition fonctionnelle ou une décomposition du domaine. L'exploration 
de l'espace de solutions effectuée par la procédure parallèle est la même que celle de la 
procédure séquentielle. La solution obtenue est la même pour les deux procédures 
si Le nombre d'itérations de la méthode est le même et si les opérations réalisées 
à chaque itération n'ont pas été volontairement changées par le concepteur de la 
procédure parallèle. Lorsque l'implantation de ce type de parallélisme se fait sur 
une machine à mémoire distribuée. on utilise habituellement une approche de type 
maître-esclave, où le maître distribue les tâches aux processeurs esclaves. Il n'y a pas 
de communication entre les processeurs esclaves, la communication se faisant unique- 
ment entre le maître et les esclaves au début et à la fin de chaque phase d'exécution 
en parallèle. Toutes les mesures de performance de la section 2.8 s'appliquent au 
parallélisme obligatoire des méthodes de recherche approchées. 
Parallélisme obligatoire appliqué aux algorithmes génétiques 
Les parallélisations globales (global paralleiization) PO, 461 des algorithmes généti- 
ques s'appuient sur une décomposition du domaine des individus d'une popula- 
t ion. Ces parallélisat ions portent sur deux catégories d'opérations au niveau de 
chaque génération de la méthode: l'évaluation des individus de la population et 
l'application en parallèle des opérateurs génétiques telles que les opérations de 
sélect ion. crossover. mutation et inversion [-LI. L'évaluation en parallèle des individus 
se hase sur une décomposition de la population de chaque génération en p sous- 
populations où p est le nombre de processeurs. En ce qui concerne l'application en 
parallèle des opérateurs génétiques. la population est décomposée en sous-ensembles 
à chaque génération de la méthode, chaque sous-ensemble d'individus se voyant ap- 
pliquer les opérateurs génétiques séquentiellement sur différents processeurs. Les 
parallélisations de Abramson & Abela [4], Fogarty k Huang [39] et Hauser 8: 
hlânner [Ml appartiennent aux approches de parallélisation globale des algorithmes 
génétiques. 
Parallélisme obligatoire appliqué aux procédures d e  recuit simulé 
Relat ivernent au recuit simulé, le parallélisme obligatoire peut prendre sa  source soit 
à partir de décompositions fonctionnelles ou de décompositions du domaine [l ,  811. 
Pour le parallélisme à partir d'une décomposition fonctionnelle (single-trial paral- 
lelism), la fonction d'évaluation de chaque transition du voisinage de la solution 
courante est décomposée pour être exécutée en parallèle. Cette stratégie dépend 
fortement de la fonction d'évaluation. Les implantations de Kravitz % Rutenbar 
[62. 631 appartiennent à cette catégorie de parallélisation du recuit simulé. Pour 
le parallélisme basé sur une décomposition du domaine (multiple-trial parallelism). 
l'évaluation des transitions dans le voisinage de la salut ion courante est divisée 
entre les processeurs. c'est -à-dire que ceux-ci évaluent simultanément certaines 
transitions à partir de la seule solution courante. Lorsqu'un processeur accepte 
une solution, tous les processeurs sont arrêtés et cette solution devient ta nouvelle 
solution courante de tous les processeurs pour I'itération suivante. Les implantations 
parallèles du recuit simulé de  Roussel-Ragot k Dreyfus [81], Virot [IO-], Kravitz & 
Rutenbar [62]? Rutenbar & Iiravitz (821, Aarts et al. (21 appartiennent à cette 
catégorie. 
Parallélisme obligatoire appliqué à la recherche tabou 
Pour la recherche tabou, une seule procédure tabou est exécutée par le processeur 
maitre qui délègue une partie plus ou moins grande du travail à accomplir à chaque 
itération de la méthode à des processeurs esclaves. Le processeur maître accumule 
toute I'inforrnation heuristique qui résulte de l'exécution de la procédure tabou, 
distribue les tâches devant être exécutées par les autres processeurs, et  détermine 
quand la recherche doit se terminer. Les tâches qui sont déléguées aux processeurs 
esclaves consistent par exemple à explorer en parallèle le voisinage [21, 231, à 
construire et évaluer la liste candidate [45] ou à exécuter un certain nombre d'itéra- 
tions de la recherche tabou (probing) [29]. 
3.5.2 Parallélisme par décomposition du domaine du traitement spécu- 
Iat if 
Une décomposition du domaine du traitement spéculatif au niveau des méthodes 
approchées s'obtient en exécutant la même procédure séquentielle avec des sous- 
ensembles différents de variables de décisions. Chaque exécution fait l'hypothèse 
que les variables des autres sous-ensembles ne changent pas d'état durant l'exécution. 
Soit d l ,  d2,. . . . d, un ensemble de n variables de décisions et p le nombre de 
processeurs. L'ensemble de variables peut être partagé en p sous-ensembles de 
variableso chaque sous-ensemble i étant affecté au processeur Pi de la manière 
P 
suivante: 
L'exploration de l'espace de solutions de cette procédure parallèle sera tout 
à fait différente de celle exécutée par la procédure séquentielle, étant donné que la 
décomposition du vecteur des variables de décisions devient un paramètre qui a un 
impact direct sur le choix des régions explorées de I'espace de solutions. Chaque 
décomposition des variables de décisions exclut de I'exploration de larges régions de 
I'espace de solutions. II est préférable d'exécuter plusieurs cycles d'exploration avec 
des affectations différentes des variables aux processeurs (par exemple en faisant 
un décalage des variables de décisions à chaque cycle). Si la parallélisation est 
synchrone, Ies conditions de Bernstein sont respectées et le comportement sera 
déterministe. Cne base de comparaison acceptable des performances entre la procé- 
dure séquentielle et une procédure parallèle basée sur une décomposition du domaine 
du traitement spéculatif consiste à comparer le temps d'exécution et la qualité des 
solutions sur la base d'un nombre égal d'itérations pour chaque méthode (c'est- 
à-dire le nombre d'itérations de la méthode parallèle multiplié par le nombre de 
processeurs). 
Parallélisme spéculatif par décomposition du domaine appliqué aux méthodes 
de recherche approchées 
.i notre connaissance, des stratégies de parallélisation par décomposition du domaine 
du traitement spéculatif n'ont pas été appliquées aux algorithmes génétiques. 
Reiativement a u  recuit simulé, chaque processeur exécute un recuit simulé sur 
le sous-ensemble de variables qui lui sont affectées. visant à. trouver un optimum 
local à la région de l'espace de solutions définie par ce sous-ensemble. Ensuite 
les solutions de chaque processeur sont combinées pour obtenir une solution pour 
le problème original. Règle générale. ce cycle de décomposition du vecteur des 
variables de décision et d'optimisation dans plusieurs régions de l'espace de solutions 
est répété un certain nombre de fois. à partir d'une affectation différente des variables 
de décision aux processeurs pour pouvoir considérer le plus grand nombre possible 
de sous-régions. Des exemples de ce type de parallélisation pour le recuit simulé: 
Felten. Iiarlin S: Otto [36] .  Damera-Rogers. Iiirkpatrick 93 Norton [33] et Devadas 
k Yeivton [34]. 
L'application des stratégies de parallélisation par décomposition du domaine 
du  traitement spéculatif pour la recherche tabou est similaire à celle du recuit simulé? 
c'est-à-dire décomposition des variables de décisions en sous-ensembles et exécution 
de la même procédure de recherche tabou sur chaque sous-ensemble. Ces approches 
furent testées pour le problème de tournées de véhicule par Taillard [92] et pour le 
problème du voyageur de commerce par Fiechter (371 . 
3.5.3 Parallél isme p a r  décomposit ion fonctionnelle du traitement spécu- 
l a t  if 
Les stratégies de parallélisation par décomposition fonctionnelle du traitement 
spéculatif appliquées aux méthodes de recherche approchées se fondent sur  i'esécution 
de plusieurs recherches concurrentes, c'est-à-dire l'exécution de plusieurs chemins 
d'exploration dans le même espace de solutions. Dans cet te thèse nous considérerons 
que des parallélisations où chaque recherche appartient à la même méthode de 
recherche. C'est principalement ce que l'on retrouve actuellement dans la littérature. 
mais on pourrait concevoir des approches où les recherches appartiennent à des 
méthodes différentes de recherche. 
On distingue deux catégories de stratégies de parallélisation basées sur une 
décomposition fonctionnelle du traitement spéculatif: les recherches multiples. et les 
recherches multiples coopérant es. Dans le cas des recherches multiples, le caractère 
spéculatif de ce type de stratégies de parallélisation provient du  fait que seules 
les opérations exécutées par la procédure séquentielle ayant obtenue la meilleure 
solution constituent du traitement nécessaire à la résolution du problème. Le traite- 
ment effectué par les autres recherches ne contribue d'aucune manière à l'obtention 
de cette meilleure solution. Le  caractere spPciilatif des procédures parallèles par 
recherches multiples coopérantes est plus complexe à définir. nous y reviendrons 
principalement dans le chapitre 7. 
Recherches multiples coopérantes appliquées aux algorithmes génétiques 
Les stratégies de parallélisation avec recherches multiples coopérantes sont celles que 
l'on retrouve le plus dans la littérature portant sur la parallélisation les algorithmes 
génétiques. On subdivise ces stratégies en deux sous-groupes: parallélisations à 
grains larges (coarse-grained pardlelization) qui sont des approches synchrones et 
les parallélisations a grains /iris (fine-grained parallel genetic algorithm) qui sont des 
approches asynchrones d'algorithmes génét igues parallèles. Dans le sous-groupe à 
grains larges. la population est divisée en un petit ensemble de  sous-populations. 
chaque sous-population étant soumise à l'exécution d'un algorithme génétique sur 
un processeur différent. Un opérateur de migration est ajouté à l'ensemble des 
opérateurs de la méthode génétique pour permettre l'échange d'information entre 
les sous-populations. Les enjeux importants pour ce type de méthodes parallèles 
pour les algorithmes génétiques sont: la topologie qui définit les connexions entre 
les sous-populations (on utilise souvent celle de l'ordinateur parallèle qui exécute 
les tests), le taux de migration qui contrôle combien d'individus émigrent. et  
l 'intervalle de migration qui définit quand la migration doit se produire. Les 
parallélisations de Pettey. Leuze % Grefenstette (751, Tanase [95] e t  Gordon & 
Whitley 1161 sont quelques unes parmi plusieurs implantations de l'approche à grains 
larges. 
La stratégie à grains fins partage la population en un grand nombre de sous- 
populations de petite taille. la taille idéale étant d'un individu par processeur. 
Les opérateurs génétiques s'exécutent toujours à travers une interaction asynchrone 
entre deux processeurs. Chaque processeur possède un voisinage de processeurs avec 
lesquels l'individu associé au processeur peut exécuter les opérateurs génétiques. les 
voisinages sont inter-reliés entre eux ce qui fait que les modifications des individus 
peuvent se propager dans la population. Manderick Sr Spiessens 1681, Miihlenbein, 
Gorges-Schleuter & Iiramer [73] et  Gordon. Whitley Sr Bohm [47] présentent des 
implantations de ce type de parallélisation. 
Recherches multiples et recherches multiples coopérantes appliquées aux 
procédures de recuit simulé 
Au niveau du recuit simulé. on retrouve des stratégies de parallélisation par recherches 
multiples. chacune avec une solution initiale différente et la même schédule de 
température (voir Azencot t [SI). On utilise aussi des stratégies de parallélisat ion 
par recherches multiples coopérantes synchrones où toutes les recherches interagis- 
sent périodiquement pour échanger leur meilleure solution: avec la même stratégie 
de recherche ou avec des stratégies de recherche différentes (températures différentes 
pour chaque processeur (voir Graffigne [48]). 
Recherches multiples et recherches multiples coopérantes appliquées à la 
rnét hode tabou 
Au niveau de la recherche tabou, les stratégies d'exploration des procédures séquen- 
tielles peuvent se différencier selon que les solutions initiales de chaque recherche 
soient identiques ou différentes (SP ... MP..), ou encore que les paramètres de recher- 
che sont uniques ou multiples (..SS, ..DS), la combinaison de ces valeurs donnant 
les stratégies de différentiation SPDS, MPDS, SPSS. MPSS, la stratégie de diffé- 
rentiation SPSS n'étant jamais implantée puisqu'elle consiste à répéter la même 
recherche p fois. Les recherches peuvent effectuer l'exploration de l'espace de so- 
lutions de manière complètement indépendante (recherches multiples), ou peuvent 
s'échanger de l'information à intervalle régulier (recherches multiples coopérantes 
synchrones). ou selon la logique interne de chaque processus (recherches multiples 
coopérantes asynchrones). 
Les mêmes enjeux se posent pour Ia recherche tabou que pour les parallélisa- 
t ions avec recherches multiples coopérantes pour les algorithmes génétiques. à savoir: 
la topologie définissant le réseau d'interconnexions entre les procédures séquentielles 
(à quelle recherche l'information doit être envoyée), l'intervalle d'échange d'informa- 
tion pour les approches synchrones (quand faire l'échange d'information), et 
l'information à échanger entre les recherches (quelle information échangée). La 
problématique portant sur l'information à échanger est encore plus complexe pour la 
méthode tabou à cause de la variété d'information qui peut être échangée 
(la recherche tabou accumule explicitement beaucoup d'information sur l'espace 
de solutions, ce qui n'est pas le cas pour le génétique et le recuit) et des stratégies 
globales doaccumulation d'information qui peuvent être envisagées (pool ou sans 
pool). Certaines implantations plus avancées visent à utiliser la diversité de I'informa- 
tion heuristique obtenue à partir de plusieurs trajectoires de recherche différentes 
pour déduire de nouvelles connaissances sur l'espace de solutions. Ici l'information 
accumulée n'a plus simplement un rôle passif d'emmagasinage de la connaissance. 
mais elle devient un processus de création de connaissances en appliquant différentes 
procédures d'analyse sur l'information heuristique. 
Les comparaisons au niveau des performances entre la parallélisation par p 
recherches indépendantes et la procédure séquentielle, utilisent certaines mesures 
basées sur des modèles probabilistes pour la recherche tabou et les algorithmes 
génétiques [IO], pour la recherche tabou [94] et pour le recuit simulé [SI. Les résultats 
qui ont été rapportés pour ce genre de parallélisation semblent indiquer que pour un 
même travail IV, la solution obtenue par p recherches de traitement avec t itérations 
chacune. est meilleure que celle d'une procédure séquentielle exécutant pt itérations. 
Ces tests furent réalisés sur des tailles fixes de problème. on ne connaît pas l'effet de 
l'accroissement de la taille du problème sur cette relation. De plus les résultats qui 
furent obtenus dans [29] sont pour un ensemble de p stratégies de recherche qui se 
rapprochent de la meilleure stratégie séquentielle connue. on ignore qu'elles seraient 
les conséquences sur la relation précédente d'une augmentation de la valeur de p 
qui entraînerait soit des stratégies trop peu différenciées ou encore des stratégies de 
recherche générées aléatoirement. 
3.6 Conclusion 
Les méthodes de résolution appliquées aux problèmes d'optimisation combinatoire se 
caractérisent par le recours au traitement spéculatif, c'est-à-dire l'exécution d'étapes 
de calcul avant de savoir si ces étapes sont nécessaires à la résolution directe du 
problème. Ces étapes de traitement spéculatif sont souvent indépendantes ies unes 
par rapport aux autres au sens des conditions de Bernstein et constituent une source 
de parallélisme importante. Il y a donc en plus du pardlélisme logique. la possi- 
bilité d'utiliser un parallélisme spéculatif pour la parallélisation de ces méthodes. 
ce qui accroit le choix des stratégies de parallélisation qui peuvent être appliquées. 
La  mesure des performances des procédures parallèles découlant de l'utilisation du 
parallélisme spéculatif qui est cependant problématique. En effet. l'exploration de 
l'espace de solutions e t  les opérations exécutées par la procédure parallèle ne sont 
pas les rnëmes que pour la procédure séquentielle. 11 devient ainsi difficile de mesurer 
l'accélération et l'efficacité attribuable à la procédure parallèle et de comparer les 
stratégies de parallélisation entre elles (un problème de plus en plus souvent soulevé 
a u  niveau des algorithmes génétiques parallèles). 
Chapitre 4 
Stratégies de parallélisat ion de la 
méthode tabou 
4.1 Introduction 
La recherche tabou est souvent décrite comme étant une heuristique de haut niveau 
pour la résolution de problèmes d'optimisation combinatoire. conçue pour guider 
d'autres heuristiques afin d'éviter que ces dernières ne s'arrêtent dans des optima 
locaux. Cet t e  métahe uristique se comporte comme une technique de recherche adap- 
tative qui vise à diriger lgexploration de l'espace de solutions vers la découverte de 
bonnes solutions ou de solutions optimales. Généralement, deux mécanismes sont 
utilisés pour guider la trajectoire de recherche. Le premier mécanisme vise à prévenir 
que la recherche ne cycle à partie de listes tabous qui gardent une trace des solutions 
visitées récemment lors de la recherche. Le second mécanisme fait usage d'une ou 
plusieurs mémoires pour diriger la recherche dans des régions prometteuses où vcrs 
des régions non encore explorées de l'espace de solutions. 
Il est bien connu que ces mécanismes de mémoires de la méthode tabou peuvent 
être considérés comme des capacités d'apprentissage qui graduellement construi- 
sent des images de bonnes solutions ou de solutions prometteuses. L'existence de 
ces capacités d'apprentissage et les mécanismes de guidage impliquent, d'un côté. 
que la connaissance fournie par la recherche tabou sur le problème à être résolu 
est plus riche que celle générée pendant l'exécution d'une méthode de recherche 
telle l'énumération implicite par évaluation et séparation pour le même problème. 
D'un autre côté, ces caractéristiques distinguent clairement la recherche tabou des 
recherches de type aléatoire en introduisant un but dans le processus d'exploration 
de l'espace de solutions. Ainsi. une plus grande variété de  procédures de recherche 
tabou peut être conçu pour une classe particulière de problèmes, et cette caracté- 
ristique prend de l'importance lorsque des implantations parallèles sont prises en 
compte. 
Les architectures d'ordinateurs parallèles permettent le développement de 
procédures qui explorent plus efficacement l'espace de solutions. Comme nous 
l'avons mentionné au chapitre 2. deux types d'approches sont employées pour ac- 
croit re cet t e  efficacité, I'afFectat ion de plusieurs processeurs à certaines phases du 
calcul particulièrement répétitives et lourdes en temps de traitement de l'algorithme 
séquentiel, la conception de nouvelles procédures visant à utiliser d'autres formes 
d'exploration de I'espace de solutions. Dans le contexte des techniques d'énumération 
implicite par évaluation et séparation. Trienekens and Bruin [9ï]  réferent à ces ap- 
proches comme étant respectivement des parallélisations de bas et de haut niveau. 
Une implantation parallèle de bas niveau d'une méthode de recherche implique 
qu'il n'y a pas de changement dans l'interaction entre les différentes sections de la 
méthode. Dans ce cas. l'implantation parallèle n'est pas intrinsèquement différente 
de sa version séquentielle. seulement plus rapide. Dans le contexte de la recherche 
tabou. cette distinction peut devenir plus flou. En particulier. on doit considérer 
comment la stratégie de parallélisation affecte l'information relative à l'historique 
et à la trajectoire de la recherche globale qui est disponible au niveau de chaque 
procédures séquentielles. C'est alors que les problèmes concernant l'échange et le 
traitement de I'information entre les processus, central à la conception de beaucoup 
de ~rocédures parallèles, prennent une dimension encore plus importante lorsque le 
tabou parallèle est considéré. 
L'objectif du présent chapitre est d'introduire une taxonomie des techniques 
de parallélisation pour la méthode tabou qui vise à aborder explicitement ces con- 
sidérations. Nous allons incorporer à notre taxonomie des critères de classifica- 
tion basés non seulement sur les méthodes traditionnelles de décomposition de 
l'algorithme séquentiel, mais aussi sur les stratégies de partage de  l'information 
et de contrôle de la recherche utilisées dans la conception d'algorithmes parallèles 
pour la méthode tabou. Cette taxonomie tente de présenter une image complète 
des stratégies de parallélisation pour la recherche tabou, et contribue à faire une 
meilleure analyse et comparaison des stratégies de parallélisation proposées dans la 
littérature. La taxonomie peut aussi aider à mieux comprendre la relation qui existe 
entre Ia nature de la recherche tabou et le traitement parallèle. particulièremeot au 
niveau des mécanismes d'acquisition de la connaissance. Finalement, elle identifie 
de nouvelles stratégies de parallélisation et suggère des orientations intéressantes de 
recherche futures. 
4.2 Introduction de la recherche tabou 
Nous allons rappeler brièvement les principales articulations de la méthode tabou. 
Une procédure de recherche tabou visant à résoudre le problème d'optimisation 
peut être vu comme une combinaison de trois phases principales: recherche locale, 
intensification de la recherche dans une région particulière de l'espace de solutions, 
re-démarrage de la recherche dans une région de l'espace de solutions non encore 
explorée, 
Pendant l'exploration de l'espace de solution à chacune de ces phases, des 
données sont accumulées sur le problème et son espace de solut ions afin d'obtenir une 
description qui se rapproche d'une solution de bonne qualité, d'identifier les régions 
de l'espace de solutions où de bonnes solutions peuvent se trouver et  de guider Ia 
recherche. La figure 4.1 montre le diagramme de transition de cette méthode entre 
ces trois phases: exploration locale, intensification et diversification. 
La phase de recherche locale s'exécute selon une règle de transition qui définit, 
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Figure 4.1 Tabou séquentiel 
solutions pouvant être générées par une seule application de la règle de transition 
à la solution x. Lorsque l'évaluation de toutes les solutions dans le voisinage est 
trop coûteux, la recherche locale peut ne tenir compte que d'un sous-ensemble du 
voisinage identifié comme étant la liste candidate. Une méthode de recherche locale 
standard se termine lorsque pour la solution courante x, c(xt) > c ( x )  Vx' E N(x), 
c'est-à-dire lorsqu'il n'existe plus aucune modification par suite de l'application de 
la règle de transition r capable de provoquer un changement monotone de la valeur 
de la solution. Cet te dernière solution n'est généralement pas une solut ion optimale. 
on dit alors que la procédure de recherche locale est bloquée dans un optimum local. 
Dans le cas de la recherche locale utilisée par la méthode tabou, il est permis d'avoir 
~ ( x ' )  > c ( x ) ,  ce qui autorise la recherche tabou à se sortir des optima locaux. Pour 
éviter que la procédure de recherche ne cycle, le tabou garde une trace de l'historique 
récent de la recherche. cette mémoire à court terme est implantée comme une liste 
tabou qui interdit la sélection de certaines transitions. Le nombre, la tailIe, le contenu 
et les politiques de gestion de ces listes tabous constituent des aspects importants 
du travail de recherche effectué par plusieurs chercheurs sur la méthode tabou. 
La phase d7intensz,fication correspond a une exploration plus intense d'une 
partie de l'espace de solutions identifié par la phase de recherche locale comme 
pouvant contenir de bonnes solutions. L'identification de ces régions est basée sur 
des attributs de solutions qui sont gardés dans des mémoires à moyen terme. 
La diversification est un mécanisme utilisé pour diriger la recherche vers des 
régions qui semblent encore non explorées. Le choix de ces régions est obtenu à l'aide 
de mémoires à long terme qui gardent de l'information sur des attributs des meilleurs 
solutions rencontrées depuis le début de la recherche. La diversification correspond à 
la sélection d'une solution qui possède des vafeurs différentes de ces attributs suivie 
d'une phase limitée de recherche locale contrainte par des Iistes tabous visant à 
empêcher l'exploration locale de retourner vers des régions déjà explorées. 
Définition 4.1 Une solution initiale est une configuration de valeurs des uaria- 
bles de décision du problème d'optimisation obtenue lors de la phase d 'initiafisation 
d'une procédure de recherche tabou a partir d'un choix aléatoire ou par une procédure 
prédéterminée. 
L a  solution initiale sert à initialiser la recherche dans une région particulière de 
l'espace de configurations du problème. 
Définition 4.2 Les paramètres d e  recherche de la méthode tabou correspondent 
ù lu taille des listes tabous. ie criière d arrêt, le cntere d aspzratzon. la durée de la 
phase d éxploration locale, In durée de la phase d*intensification. c~r tn ines  politiques 
de gestion des listes tabous et de définition des d m e n t e s  phases de la méthode. 
Définition 4.3 L énsernble des valeurs associées aux paramètres de recherche cons- 
tituent la stratégie d'exploration de l'espace de solutions d'une procédure de 
recherche tabou. 
Définition 4.4 Nous identijierons par historique de la recherche d'une procé- 
dure tabou. /*ensemble de l ' in jonat ion  contenue dans les diverses mémoires d'une 
procédure de  recherche tabou ù un instant donné. 
4.3 Classification des approches tabous parallèles 
Il existe relativement peu de recherche concernant la conception de procédures 
parallèles pour la méthode tabou, et nous ne connaissons qu'une seule tentative 
(VoB[103]) pour classifier Les différentes approches de parallélisation qui peuvent 
s'appliquer dans ce contexte. La. classification de VoB est basée sur une analogie 
avec la taxonomie de Flynn [38] relativement à l'architecture des ordinateurs par- 
allèles. Cet te taxonomie classe les approches de parallélisat ion de la méthode tabou 
en quatre catégories selon que: 
Les solut ions initiales des procédures concurrentes de recherche tabou sont 
identiques ou différentes: 
Les stratégies d'exploration de l'espace de solutions des procédures concur- 
rentes de recherche tabou sont identiques ou différentes. 
Selon nous, cette classification est incomplète puisqu'elle ne tient pas compte 
des différences existant entre une implantation centralisée ou distribuée du contrôle 
du traitement parallèle. de l'utilisation partielle ou totale de la connaissance accu- 
mulée par les processus concurrents sur l'espace de solutions. du degré de diversité 
de ia connaissance accumulée et des problèmes de même que les opportunités que 
cette diversité génère. enfin des implications entre une exécution synchrone ou asyn- 
chrone du traitement parallèle. La taxonomie que nous présentons à pour objectif 
de combler ce vide. 
4.3.1 Dimensions de la taxonomie 
La méthode tabou repose sur l'usage qui est fait de l'historique de la recherche. 
c'est-à-dire l'information accumulée concernant les régions de l'espace de solutions 
déjà visitées et les attributs des solutions trouvées. Cette information joue un rôle 
déterminant entre autre pour guider Ia recherche à long terme (phase de diversifica- 
tion) et pour identifier les régions qui font l'objet d'une exploration plus intensive 
(phase d'intensification) de la recherche. Bien qu'ici nous ne classifierons pas ies 
algorithmes parallèles tabous selon leur mode d'exploration de l'espace de solutions 
ou encore selon leur mode d'acquisition de la connaissance7 il faut néanmoins tenir 
compte de ces deux composantes importantes lorsque l'on envisage de paralléliser 
cette méthode. Par exemple. certaines stratégies de parallélisation de haut niveau 
impliquant une décomposition implicite du domaine déxploration ont pour effet de 
répartir l'historique de la recherche parallèle sur plusieurs processeurs. La  décision 
de partager ou pas entre les processus concurrents cette information a un impact 
évident sur le choix des régions pour les phases d'intensification et de diversifica- 
tion de la recherche tabou. Conséquemment: pour la méthode tabou. les décisions 
relatives au partage de l'historique de la recherche sont des choix tout aussi impor- 
tant dans une stratégie de parallélisation que la manière de décomposer le domaine 
d'exploration et l'allocation des tâches aux différents processeurs. 
Notre taxonomie est const mite selon trois dimensions visant à tenir compte de 
tous ces facteurs. La première dimension distingue les approches de parallélisat ion de 
la recherche tabou selon le "nombre" de stratégies d'exploration différentes utilisées. 
ce qui correspond en fait au nombre de recherches ou chemins différents exécutés dans 
l'espace de solutions. La deuxième dimension distingue les approches de parallélisa- 
tion selon leur mode de partage entre les processus de l'historique de la recherche. 
Enfin. la troisième dimension distingue les approches de parallélisat ion selon le 
"type' de stratégies d'exploration de I'espace de solutions. Ces trois dimensions 
sont illustrées dans le tableau 4.1. 
4.3.2 Cardinalité de la recherche - 
Le contrôle de l'exploration parallèle peut se situer soit au  niveau d'un seul processus. 
le processus maître. ou bien ètre distribué parmi plusieurs processus sur différents 
processeurs. Les choix effectués au  niveau de cette dimension ont un effet direct sur 
le degré de diversité de la connaissance accumulée, sur la distribution de celle-ci et 
1 Cardinalité II 1-chemin 1 
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Tableau 4.1 Dimensions de la Taxonomie 
sur le type d'architecture de l'ordinateur parallèle qui convient pour l'exécution de 
la procédure tabou parallèle. 
Le premier cas que nous identifierons par 1-chemin, correspond de façon 
triviale au traitement séquentiel. c'est-à-dire l'exécution d'une seule procédure de 
recherche tabou. Dans le contexte parallèle. le cas 1-chemin représente l'approche 
où un seul processus. le processus maître, exécute une procédure de recherche tabou, 
mais délègue une partie de son travail à d'autres processeurs. Le processus maître ac- 
cumule toute la connaissance qui résulte de l'exécution de la procédure de recherche 
taboi? (il y a donc un seul historique de la recherche de l'espace de solut,ioris j et 
distribue les tâches devant être exécutées par les autres processeurs. Le processus 
maître exécute toute les décisions importantes de la recherche tabou: début et fin 
des phases de recherche locale. intensification et diversification. choix des régions 
d'exploration et détermine quand la recherche doit se terminer. Les tâches qui sont 
déléguées aux processeurs esclaves peuvent être du traitement numérique deman- 
dant beaucoup de temps de calcul, l'exploration en parallèle du voisinage [?1, 231, 
ou la construction et l'évaluation de la Iiste candidate. La diversité des connais- 
sances accumulées est faible et le degré de cohérence entre les éléments de celles-ci 
tend à être élevé puisque ces connaissances résultent du progrès d'un seul chemin 
de recherche dans l'espace de  solutions. Pour ce type de parallélisation, on rninirni- 
sera les temps d'attente dus aux communications si le réseau d'interconnexion de 
l'ordinateur parallèle est configuré en étoile, ce qui correspond à la structure logique 
des communications entre le processus maître et Les processus esclaves. 
Dans le deuxième cas. le contrôle de la recherche est complètement distribué 
à travers p processus différents, p > 1. d'où le nom de p-chemins pour ce type 
de stratégies. Chaque processeur exécute une procédure complète de recherche 
tabou, l'historique de recherche de chaque procédure peut être partagée ou pas 
avec les autres procédures de recherche distribuées à travers un réseau de plusieurs 
processeurs. La recherche globale se termine lorsque chaque processus rencontre 
son critère d'arrêt. La coordination de I'échange des connaissances et les tenta- 
tives pour assurer que l'information adéquate soit disponible lorsque requise, sont 
parmi Les principaux enjeux dans ce type de parallélisation. La diversité de la con- 
naissance accumulée peut être trés grande puisque provenant de différents chemins 
de recherche. la réconciliation de ces connaissances diverses pouvant donner nais- 
sance à de nouvelles informations sur l'espace de solutions. Ici. comme nous le 
verrons. la topologie du réseau d'interconnexion peut varier grandement en fonction 
des stratégies de partage de l'information. 
4.3.3 Stratégies de partage de l'information 
La deuxième dimension de la taxonomie porte sur la façon dont la connaissance 
est partagée et traitée entre les processus. Cette dimension distingue entre les 
stratégies de parallélisation synchrones et asynchrones qui influencent pour cer- 
taines stratégies de parallélisation le degré de connaissances disponibles au niveau de 
chaque processus à différentes étapes du traitement parallèle. Cette dimension reliée 
à l'échange d'information entre les processeurs se décompose en quatre catégories qui 
se regroupent selon les deux niveaux de cardinalité de la recherche pour définir les 
stratégies de parallélisation relatives à l'accumulation. au partage et au traitement 
de l'information échangée entre les processeurs. 
Selon la définition 2.5 du traitement synchrone, l'exécution synchrone d'une 
procédure de résolution en parallèle repose sur le fait que chaque processus est 
décomposé en étapes à la fin desquelles les processus interagissent entre eux pour 
se synchroniser ou échanger de l'information. Au niveau de la méthode tabou. les 
points d'interaction peuvent être définis en fonction du nombre d'itérations. d'un 
intervalle de temps ou être relatifs aux phases de la procédure de résolution. De plus, 
les points d'interaction peuvent être. soit codés au niveau de chaque procédure ou 
exécutés par un processus externe à l'aide d'interruptions des processus concurrents. 
Nous qualifierons de synchronisation par tâches la première catégorie de 
cette dimension de  la thuonomie. Rappelons qu'une tâche résulte de la décomposition 
(fonctionnelle ou du domaine) d'une procédure de résolution pour son traitement 
en parallèle. Une tâche est la partie de la procédure de résolution exécutée par un 
seul processeur. L a  synchronisation par tâches inclut les stratégies de parallélisation 
par recherches multiples où les tâches ne comprennent qu'une seule étape avec un 
point d'interaction au début et à la fin de la tâche. Les stratégies parallèles de 
synchronisation par tâches se caractérisent également par le fait que soit qu'il y a 
un seul historique de la recherche parallèle. ou encore s'il y a plusieurs historiques 
différents. chaque processus n'utilise que l'information en provenance de son propre 
historique. i l  n'y a donc pas de partage d'information entre les différents processus. 
En particulier. la synchronisation par tâches est un complément idéal pour 
l'approche 1-chemin. C'est un cas classique de maître-esclave, où un processus 
maître exéciite ce qui correspond à une recherche séquentielle tabou en utilisant les 
autres processeurs pour exécuter les tâches qui demandent plus de temps de traite- 
ment. Généralement les processeurs esclaves exécutent des tâches simples e t  d'une 
courte durée. Les tâches sont définies par le processeur maître et c'est ce processeur 
qui lance l'exécution des tâches sur les processeurs esclaves avec les valeurs d'input 
(point d'interaction initiai pour les tâches des processeurs esclaves). Les tâches sur 
les processeurs esclaves se terminent par elles-mêmes ou sont interrompues par le 
processeur maître et retournent leur output au processeur maître (point d'interaction 
final pour les tâches des processeurs esclaves). 11 n'y a pas de communication en- 
tre les processus esclaves. et il y a un seul historique de la recherche puisque toute 
l'information est gardée e t  traitée uniquement par le maître. lequel aussi initie toutes 
les phases de t rai ternent parallèle. L'exécution est synchrone puisque les processeurs 
reqoivent du travail sur la base des besoins en information du processus maitre et 
non pas sur la base de la disponibilité de chaque processeur esclave. 
L'extension au cas p-chemins correspond à une stratégie de parallélisation avec 
p > 1 procédures de recherche tabou séquentielles différentes (recherches multi- 
ples). Les p procédures peuvent soit commencer chacune avec une solution initiale 
différente ou avec la même solution initiale, et soit utiliser p stratégies d'exploration 
différentes ou une même stratégie d'exploration. Les procédures sont lancées par 
un processus d'affectation des tâches aux processeurs (point d'interaction initial) et 
se terminent par une synchronisation sur une barrière où les procédures s'attendent 
mutuellement jusqu'à ce qu'elles aient toutes rencontré Leur critère d'arrêt. Cette 
étape est suivie d'un échange d'information avec un processeur élu ou entre tous les 
processeurs pour déterminer la meilleure solution (point d'interaction final). Dans 
cette catégorie de stratégies de parallélisation de la recherche tabou. i l  y a plusieurs 
historiques différents de la recherche mais ces historiques ne sont pas partagés entre 
les procédures. 11 y a diversité au niveau de l'information mais cette diversité ne sert 
au mieux qu'à maintenir implicitement et localement la divergence des chemins de 
recherche. Une architecture de type multi-ordinateurs à grain large sans égard à la 
configuration ou aux performances du réseau d'interconnexion convient pour cette 
catégorie de stratégies parallèles. 
La catégorie suivante de cette dimension de la thvonornie est aussi caractérisée 
par un mode synchrone d'échange d'information, mais un niveau accru de comrnu- 
nication permet de générer de la connaissance au  niveau de chaque processeur et 
d'échanger celle-ci. C'est pourquoi nous identifions cet te étape comme étant du 
partage synchrone de la connaissance. 
Lorsque le traitement s'effectue dans le cadre 1-chemin, Le maitre continue 
d'être le processus qui emmagasine l'information, synchronise les processus. distribue 
les tâches aus esclaves. mais le maître délègue une plus grande part d u  travail. Les 
processus esclaves continuent de  ne pas communiquer entre eux. mais leurs tâches 
se complexifient en comparaison avec le cas de la synchronisation par tâches et peu- 
vent impliquer la génération distribuée de connaissance et un processus d'exploration 
indépendant. Par exemple, un processus esclave peut exécuter une séquence limitée 
d'itérations du tabou sur un sous-ensemble du voisinage (c.a.d. intensification sur 
des solutions candidates prometteuses). Mais sur la requête du maitre, le processus 
esclave retourne les résultats de son exploration et  attend I'affectat ion d'une nou- 
velle tâche. Une implantation un peu plus sophistiquée "of the fan candidat list" 
appartient à cette catégorie. 
Lorsqu'une stratégie p-chemins est adoptée. i l  y a partage de  l'information à 
partir de communications synchrones s'effectuant à des points d'interactions entre 
plusieurs procédures de recherche tabou (recherches mu! tiples coopérantes). Chaque 
procédure est divisée en plusieurs étapes sur la base d'un nombre pré-défini d'ité- 
rations de la méthode tabou. A ln fin de  chaque étape, les processus s'attendent 
mutuellement sur une barrière que tous aient complété le nombre pré-défini d'itéra- 
t ions. Cet te période d'attente est suivie d'une phase d'échange d'information où les 
processus échangent entre eux et  non pas avec un processus maitre. Dans ce type 
de  stratégies de parallélisation, il y a plusieurs historiques de recherche différents 
(un pour chaque processus) e t  partage complet de l'information, c'est-à-dire qu'à la 
fin d'une phase d'échange chaque processus a accès à toute l'information disponible 
sur l'espace de solutions généré par l'ensemble des procédures. L'historique d'une 
procédure A peut donc permettre d'identifier et  corriger la stratégie d e  recherche 
d'une autre procédure B si l a  stratégie originale de B provoque l'exploration de 
régions non intéressantes de l'espace de solutions. Lin ordinateur parallèle doté 
d'une commutation par circuits assure le degré de connexion nécessaire entre les 
processeurs pour ce type de stratégies parallèles. 
Pour résumer, en mode synchrone. la stratégie 1-chemin implique une com- 
munication que l'on pourrait qualifiée de verticale entre le maître et les esclaves 
tandis qu'il n'y a qu'une communication horizontale processus à processus en mode 
p-chemins. La différence entre les stratégies de synchronisation par tâches et de 
partage synchrone n'est pas toujours claire dans le contexte du 1-chemin. puisque 
cette différence se base principalement sur la quantité de travail que le maître 
donne à chaque esclave. Cette différence est beaucoup plus significative pour le 
p-chemins puisque ces stratégies correspondent à la présence ou l'absence d'échange 
d'information. 
Les troisième e t  quatrième catégories de cette dimension de Ia taxonomie com- 
prennent des stratégies de parallélisation asynchrones ou chaotiques de la méthode 
tabou. Dans ce contexte, les processus n'ont pas à s'attendre les uns les autres. le 
partage des connaissances étant obtenu par la mise en oeuvre d'une architecture de 
type "blackboard". Cette architecture est caractérisée par une sorte de mémoire 
centrale qui joue le même rôle que les variables globales du traitement chaotique ou 
d'une architecture à mémoire partagée' c'est-à-dire qu'elle emmagasine l'information 
partagée entre les processus. Nous définissons ces deux catégories selon la quanti té. . 
la qualité et le traitement de l'information échangée entre les processus. .A noter que 
nous n'avons pas l'intention de classifier les procédures parallèles selon les moyens 
spécifiques de communiquer l'information (voir, par exemple, l'étude par Gendron 
et Crainic [41] ou le travail récent de Karp and Zhang [59]). Plutôt, nous nous con- 
centrerons sur le rôle que la communication joue au niveau du partage globale de la 
connaissance sur l'espace de solutions lorsque plusieurs processus indépendants de 
recherche explorent cet espace sans synchronisation. 
La troisième catégorie repose sur un partage collégial et asynchrone de l'in- 
format ion. nous identifierons par collégiale asynchrone ces stratégies de parallé- 
lisation. Chaque processeur exécute une procédure de recherche tabou séquentielle. 
à la différence de l'approche synchrone. il n'y a pas de points d'interaction avec 
d'autres procédures. Le partage de l'information en provenance de I'his torique de 
recherche de chaque procédure s'effectue par la lecture et la mise à jour de  varia- 
bles partagées dans la mémoire centrale. Le choix par une procédure d'accéder 
ces variables partagées est fonction de la qualité relative (par rapport aux autres 
procédures) des régions explorées par la procédure ou encore de phases de la méthode 
tabou qui dépendent fortement de l'historique de la recherche (par exemple avant 
une phase d'intensification ou de diversification). Dans tous les cas, comme pour 
les stratégies p-chemins synchrones. les communications sont simples, en ce sens 
que tous les messages transmettent de l'information qui origine de l'exploration de 
l'espace de solutions par les procédures tabous concurrentes. Cependant, bien qu'il y 
ait partage de l'historique de recherche des différentes procédures concurrentes. étant 
donné le caractère asynchrone de ce partage. L'information partagée est relative à une 
sous-région particulière de l'espace de solut ions. En ce sens. l'approche asynchrone 
se distingue du  cas p-chemins avec partage synchrone où IYnforrnation est globa- 
le provenant de toutes les procédures. ou encore du cas p-chemins synchronisation 
par tâches où l'information est purement locale au niveau d'un processeur ou d'un 
chemin de recherche. Ce partage asynchrone de l'information entre les procédures 
tabou confère à ce type de parallélisation un mode de parcours de l'espace de solu- 
tions et un mode d'acquisition de ia connaissance tout à fait différent de celui des 
approches p-chemins synchrones. 
La quatrième catégorie que nous identifions par réflexif asynchrone de l'in- 
formation échangée. distingue les stratégies de parallélisation asynchrones visant 
à utiliser la diversité de l'information obtenue à partir de plusieurs chemins de 
recherche différents pour déduire de nouvelles connaissances sur l'espace de solu- 
tions. Ici la mémoire centrale n'a plus simplement un rôle passif d'emmagasinage 
de la connaissance, mais elle devient un processus de réconciliation des informations 
échangées entre les processus à l'aide de différentes procédures d'analyse de cette in- 
formation. Le contenu des communications est analysé au niveau de la mémoire 
centrale pour inférer de l'information additionnelle concernant le comportement 
global de l'exploration en parallèle de l'espace de solutions. De nouvelles struc- 
tures d'emmagasinage au niveau de L mémoire centrale peuvent être conçues. par 
exemple pour emmagasiner la fréquence des changements de statuts de certaines 
variables, ou pour créer de nouvelles listes tabous globales qui reflètent la dynamique 
de l'exploration parallèle asynchrone de l'espace de solutions. Aussi de nouvelles so- 
lutions peuvent être générées par des procédures qui se basent sur les solutions et le 
contenu des mémoires des processus individuels. 
Pour les paraIIélisations réflexives asynchrones que nous avons réalisées, toutes 
les communications entre les processeurs passent par une mémoire cent raie. Une 
architecture d'ordinateur avec mémoire partagée ou encore un ordinateur distribué 
avec un réseau d'interconnexion configuré en étoile conviendra mieux à ces par- 
allélisations. 
4.3.4 Les stratégies de différenciation de la recherche 
La classification de VoO [IO31 ne prend en considération que le nombre de solutions 
initiales différentes et le nombre de stratégies d'exploration différentes utilisées par 
une implantation particulière. Ceci correspond à notre troisième dimension de la 
taxonomie, que nous identifions comme étant les stratégies de différenciation de la 
recherche. 
L'utilisation que VoB fait de l'analogie des balles et des montagnes pour iden- 
tifier les classes de sa taxonomie possède un  certain côté intuitif. Nous préférons 
cependant référer directement à la décision de démarrer l'exploration de l'espace de 
solutions à partir du même ou de différents points. et d'utiliser soit une seule ou 
p stratégies d'exploration différentes pour les p procédures tabous impliquées dans 
le traitement parallèle. Xous utilisons l'expression stratégie de différentiation de la 
recherche dans sa  signification la plus générale qui inclut les solutions initiales. les 
différentes définitions du voisinage? du réglage des paramètres. des règles de gestion 
des mémoires, du schéma de diversification, etc. Nous avons identifié les quatre cas 
suivants: 
S P S S :  Single (Initial) Point, Single Strategy est le cas le plus simple et il ne permet 
en général qu'un bas niveau de parallélisme. 
S P D S :  Single Point, Dzfferent Strategies réfère au cas où chaque procédure utilise 
un ensemble différent de stratégies d'exploration mais toutes les procédures 
commencent avec la même solut ion initiale. 
M P S S :  iklultiple Points, Single Strategy identifie le cas où chaque procédure démarre 
la recherche à partir d'une solution initiale différente. mais toutes utilisent le 
mème ensemble de stratégies d'esploration pour la recherche de l'espace de 
solut ions. 
M P D S :  Mul t ip l e  Points. Diflerent Strategies correspond à la classe la plus générale 
où chaque procédure commence avec une solut ion initiale différente et u tiiise 
un ensemble différent de stratégies d'exploration. 
4.4 Revue de la littérature sur les algorithmes parallèles 
pour le tabou 
Quoique la méthode tabou soit encore très récente, un certain nombre de con- 
tributions significatives ont déjà été réalisées au niveau de la parallélisation de 
cet te méthode. Nous examinons maintenant comment notre taxonomie s'applique 
à quelques-uns des algorithmes parallèles pour la méthode tabou que l'on retrouve 
dans la lit térat ure. 
Malek et al. [67] ont implanté et comparé des versions séquentielles et  parallè- 
les de la recherche tabou et du recuit simulé appliquées au problème du voyageur 
de commerce. L'expérimentation parallèle fut réalisée sur un ordinateur Sequent 
Balance SOOO de 10 processeurs. Les auteurs rapportent que l'implantation pa- 
rallèle de la méthode tabou obtient de meilleurs résultats (meilleures solut ions) que 
l'implantation séquentielle de cette méthode' et produit des résultats similaires ou 
meilleurs que les implantations séquentieiles et parallèles du recuit simulé. Cette 
implantation parailèle de la recherche tabou peut être considérée comme une ap- 
proche SPDS, 1-chemin et partage synchrone. utilisant un processus maître et qua- 
tre processus esclaves. Les tâches allouées aux processeurs esclaves correspondent à 
une recherche tabou séquentielle, chaque tâche exécutant une stratégie d'exploration 
différente. Les tâches sont allouées aux processeurs sur la base d'intervalles réguliers 
de temps, lorsqu'une tâche est complétée. les solutions trouvées lors de l'exploration 
sont transmises au processus maître. Le processus maître évalue l'intérêt des dif- 
férentes régions explorées par les esclaves, celles qui semblent moins intéressantes 
ne sont plus considérées pour la création de nouvelles tâches d'exploration. Chaque 
processus esclave démarre ensuite avec une liste tabou à court terme vide, et se voit. 
allouer une nouvelle tâche qui consiste dans la ré-initialisation d'une recherche tabou 
séquentielle avec comme solution initiale l'une des solutions intéressantes obtenue 
de l'exploration de l'espace de solutions à l'étape précédente. Il faut noter que dans 
le but d'implanter strictement cette stratégie, la diversification et les mémoires à 
long terme qui l'accompagnent ont été éliminées. 
Taillard [92] a étudié des algorithmes parallèles de recherche tabou pour des 
problèmes de tournées de véhicules. Ses stratégies de parallélisation se basent sur 
une décomposition explicite du domaine de l'espace de solutions utilisant une ap- 
proche MPSS. p-chemins et partage synchrone en simulation pour p = 4 sur une 
station de travail Silicon Graphics 4D/3. Une première stratégie de parallélisation 
porte sur des problèmes de type Euclidiens avec une distribution uniforme des villes. 
et une décomposition de .l'espace de solut ions en régions polaires auxquelles on alloue 
des véhicules. Après une première décomposition initiale. chaque sous-problème est 
résolu à l'aide d'une recherche tabou indépendante. Les processus sont divisés en 
étapes sur la base du nombre d'itérations. ce nombre varie au cours du déroulement 
du traitement parallèle. A chaque point d'interaction, les processeurs voisins (cor- 
respondant à des régions voisines) s'échangent les tournées, les villes non visitées 
et les véhicules, dans le but de modifier la décomposition de I'étape précédente 
d'exploration et d'utiliser cette nouvelle décomposition pour la prochaine étape. 
Cette stratégie de parallélisation semble encourir une dégradation des performances 
importantes dues au niveau du balancement des charges. La seconde stratégie porte 
sur des problèmes non euclidiens ou des problèmes où les villes ne sont pas uni- 
formément distribuées. La principale différence entre ces deux stratégies apparaît 
au niveau de la décomposition de l'espace de solutions qui cette fois repose sur une 
arborescence construite à partir d'un algorithme de chemins les plus courts entre les 
dépôts de toutes les villes; et au niveau de l'information échangée qui est constituée 
uniquement des meilleures solutions. 
Fiechter 1371 utilise aussi une approche MPSS. p-chemins et partage synchrone 
pour paralléliser un algorithme de recherche tabou appliqué au problème du voyageur 
de commerce. Les étapes de chaque processus correspondent aux phases de la 
méthode tabou. c'est-à-dire que les points d'interaction ont lieu lors des change- 
ments de phases de la recherche. Les opérations précises du traitement parallèle 
dépendent de la phase d'exécution de la méthode tabou. En phase d'intensification, 
une décomposition explicite du domaine d'exploration est effectuée en créant p sous- 
ensembles de villes, chaque sous-ensemble étant affecté à un processeur qui optimise 
le sous-chemin correspondant aux villes de sa décomposition. A la fin de la phase 
les processus se synchronisent pour reconstituer un chemin complet et pour modifier 
(en décalant une partie du chemin vers un processeur voisin prédéterminé) la partie 
du chemin que chaque processeur aura à traiter lors de la prochaine étape. Lors 
de la phase de  diversification. chaque processus détermine parmi son sous-ensemble 
de villes une liste candidate des transitions les plus prometteuses. Les processus 
se synchronisent alors pour échanger ces listes. de telle sorte que tous les proces- 
sus possèdent la même liste candidate finale pour appliquer les transitions. Cet 
algorithme a été implanté sur un réseau de transputers avec une configuration en 
anneau. L'auteur rapporte des solutions presque optimales pour des problèmes de 
500, 3000 et 10000 villes, de même que des accélérations presque linéaires. 
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Figure -4.2 Dimensions de la taxonomie 
Taillard [91] utilise une stratégie SPSS. 1-chemin et  synchronisation par tâches 
pour la parallélisation de sa méthode tabou appliquée au  problème d'affectation 
quadratique. A chaque itération du processus maître. le voisinage de la solution 
courante est décomposé en p sous-ensembles pour constituer p tâches lesquelles 
sont allouées à un même nombre de processeurs. Chaque processeur évalue alors 
la meilleure "pairwise interchange movey. Ici. étrangement, bien que le modèle 
de stratégie de parallélisation soit de type 1-chemin. l'implantation est de type p- 
chemins, c'est-à-dire qu'il n'y a pas de processeur maître. i la fin de I'exécution 
d'une tâche. chaque processeur sélectionne la meilleure solution du voisinage qu'il a 
exploré et communique cette solution à tous les autres processeurs. Ensuite, chaque 
processeur esclave exécute de manière redondante les tâches normalement effectuées 
par le processus maître: choix de la nouvelle solution courante. implantation de cette 
solution, faire les ajustements et mises à jour, et décomposition explicite du domaine 
pour la prochaine étape du traitement. L e  balancement de la charge à travers la 
décomposition du voisinage est critique. mais aucune indication n'est donnée sur cet 
aspect particulier de la parallélisation. Une configuration en anneau de 10 trans- 
puters (TSOOC-G20S) a été utilisée pour l'expérimentation. 
Le travail de Chakrapani et Skorin-Iiapov (-1,231 porte aussi sur le problème 
d'affectation quadratique. Leur approche de  parallélisation est essentiellement de 
type SPSS. 1-chemin. synchronisation par tâches où la recherche est exécutée de 
manière séquentielle. tandis que l'évaluation des t ransi tions candidates est effectuée 
en parallèle. Cependant. l'implantation est spécialement conque pour tirer avantage 
de l'architecture SIMD de la CM-?: pour un problème de taille n, n2 processeurs 
sont utilisés pour évaluer les transitions et communiquer l'information. Les auteurs 
rapportent que leurs solutions sont aussi bonnes ou meilleures que les meilleures 
solutions présentées dans d'autres études et  que leur méthode nécessite un nombre 
significativement moindre d'itérations. De plus, ils ont été capables de déterminer 
des solutions sous-optimales à des problèmes de plus grande taille dans des temps 
raisonnables. 
Dans le but de réduire la dégradation des performances due aux commu- 
nicat ions. C hakrapani et S korin-Kapov [Z] appliquent une stratégie similaire au  
problème d'affectation des tâches aux processeurs dans un système parallèle. Ce 
problème d'affectation des tâches est approximé par un très gros problème d'affectation 
quadratique avec une matrice creuse de Rots. On sait qu'à cause de la faible densité 
du graphe des tâches, l'implantation d'une transition (le swap d'une seule paire de 
tâches) n'affecte pas de manière significative les valeurs des autres transitions possi- 
bles. ce qui fait que les transitions améliorantes le demeurent. après L'implantation 
d'une transition. Deux types d'opérations sont alors exécutées en parallèle: les 
transitions candidates sont identifiées et évaluées, et en second lieu plusieurs transi- 
tions sont implantées. Pour diminuer l'erreur d'évaluation inhérente dans une telle 
procédure (la valeur totale des swaps multiples n'est pas égale à la somme des tran- 
sitions individuelles), une phase de diversification agressive est introduite dans la 
procédure. De très bons résultats sont rapportés sur une configuration en hypercube 
8192 de la Connection Machine CM-?. 
Battiti et Tecchiolli [IO] utilisent aussi le problème d'affectation quadratique 
pour introduire une méthode tabou faisant appel à des fonctions de hashing et 
pour discuter d'une parallélisation de la méthode tabou avec plusieurs procédures 
indépendantes. La fonction de hashing est utilisée pour "réagir" à la détection de 
cycles dans la recherche en modifiant la taille des listes tabous. Les auteurs analysent 
alors un schéma de parallélisation où plusieurs processus indépendants commencent 
l'explorat ion de l'espace de solutions a partir de configurations initiales différentes. 
construites de manière aléatoire. Ceci correspond à l'approche MPSS, p-chemins, 
synchronisation par tâches de notre taxonomie. Les auteurs obtiennent ensuite un 
modèle probabiliste pour évaluer le succès de cette stratégie de parallélisation. Ce 
modèle tend à montrer que si la procédure tabou ne cycle pas, ie schéma de parallé- 
lisation par procédures indépendantes est efficace en ce sens que la probabilité de 
succès s'accroît pendant que la moyenne de temps pour un succès décroît en fonction 
du nombre de processeurs. 
Taillard a aussi étudié la stratégie de parallélisat ion MPSS. p-chemins. synchro- 
nisat ion par tâches où plusieurs procédures séquentielles indépendantes s'exécutent 
en utilisant une solution initiale différente pour chaque procédure. La principale 
étude se trouve dans son article sur les méthodes tabous parallèles pour des problèmes 
d'ordonnancement de tâches [94]. Pour ce type de problèmes, Taillard montre que 
la méthode tabou (qui inclut une phase de diversification) est simple à implanter 
et généralement plus efficace que le recuit simulé et !es procédures de "shifting 
bottleneck" (les deux procédures proposées alors). L a  méthode tabou a permis 
d'améliorer les meilleures solutions connues pour chaque problème de deux ensem- 
bles de problèmes tests. On a aussi été capable de trouver la solution optimale 
en un temps moyen polynômial à des problèmes générés de manière aléatoire où 
le nombre de processeurs p << n, le nombre de tâches à allouer (c.a.d. p = 5. 
n = 3000). Plusieurs stratégies de parallélisation visant l'accélération du calcul relié 
à l'évaluation des voisins (1-chemin? synchronisation par tâches) n'ont pas obtenues 
de bons résultats. soit que I'implantation n'était pas appropriée aux plates-formes 
matérielles alors disponibles (anneau de transputers ou Cray avec 2 processeurs), 
soit que les temps de communication étaient trop grands par rapport aux temps de 
traitement. 
Taillard a ensuite examiné les bases théoriques des approches avec plusieurs 
processus indépendants pour des méthodes itératives comme le tabou et le recuit 
simulé. Ses résultats semblent indiquer que les probabilités sont très bonnes que 
ces parallélisations donnent de meilleurs résultats que les approches séquentielles, 
c'est-à-dire que la probabilité que l'algorithme parallèle obtienne un succès selon cer- 
taines conditions (en termes de la soIution optimale ou presque optimale) en temps 
t est plus grande, que la probabilité correspondante de l'algorithme séquentiel en 
temps p x t. Cependant, l'auteur mentionne aussi que dans plusieurs cas, la fonc- 
tion de probabilité empirique des algorithmes itératifs n'est pas très éloignée d'une 
exponentielle. rendant I'approche par plusieurs procédures indépendantes très effi- 
cace. Les résultats pour le problème d'ordonnancement de tâches [9$] et le problème 
d'affectation quadratique [9 11 semblent justifier cet te affirmation. 
Les constations suivantes se dégagent de cette brève revue de la littérature sur 
les stratégies de parallélisation de la méthode tabou: 
0 L'utilisation du parallélisme peut améliorer les performances de la méthode 
tabou. 
La paralléiisation peut entrer en conflit avec quelques-uns des mécanismes de 
base de la méthode tabou (par exemple. la diversification dans [6 i j ) .  
a La taxonomie que nous proposons est suffisamment large pour inclure les 
stratégies de parallélisat ion déjà proposées dans la lit térat ure. 
En dépit de différences d'implantation significatives dues à la spécificité des 
problèmes. les caractéristiques de la méthode tabou. l'envirorinement informa- 
tique. etc.. très peu de stratégies différentes de parallélisation ont été expéri- 
mentées. En fait. comme illustré dans la figure 4.2. les approches synchrones 
semblent être la norme, Le traitement parallèle étant principalement utilisé pour 
évaluer les transitions ou pour accélérer une stratégie de *'restartingn . 
Dans les sections qui vont suivre. nous montrons que d'autres stratégies, iden- 
t ifiées par notre taxonomie. sont disponibles pour construire des procédures de 
recherche tabou parallèle efficaces. 
4.5 Modèle et procédure tabou séquentielle 
Dans la présente section. nous introduisons le problème de rnulticornmodité sur 
lequel nos expérimentations ont porté et nous faisons une brève introduction de la 
procédure tabou séquentielle qui a été mise au point pour ce problème. le détail de 
cette procédure se trouve dans Crainic et  al. [Bj. 
Le problème de multicommodité localisation-allocation avec * balancing re- 
quirements" apparaît de façon typique dans un contexte de gestion à moyen terme 
d'une flotte hétérogène de  véhicules. Le problème consiste à choisir un ensemble de 
dépôts. à faire l'affectation des clients à ces dépôts pour chaque type de  véhicule. 
à planifier le trafic inter-dépôt pour tenir compte des différences entre les offres et 
demandes des diverses zones du territoire géographique desservi par la compagnie. 
L'objectif est de minimiser le coût total du système qui comprend: les coût fixes 
associés à une sélection donnée de dépôts, les coûts de transports entre les client 
et les dépôts. les coûts des mouvements requis pour balancer l'offre e t  la demande 
pour chaque type de véhicule. Le problème est formulé comme un modèle de pro- 
grammation linéaire entier mixte. où les variables entières (binaires) représentent 
la décision de choisir ou pas le dépôt correspondant, tandis que les variables con- 
tinues représentent les flots de véhicules sur les arcs du réseau. .\ part les restric- 
t ions habituelles au ni veau des signes, deux ensembles de contraintes détermi nent 
la région réalisable de ce problème: ( i )  un ensemble de contraintes liantes qui inter- 
disent I'utilisation de dépôts non sélectionnés, et ( i i )  les équations de conservation 
du Rot de I'ofFre pour un problème de réseau avec rnulticommodité sans capacité. 
Le modèle est formulé de la façon suivante: 
subject to 
où C. D et  P représentent respectivement, les clients. les dépôts candidats et les 
produits (véhicules). et 
x = ( x )  : Variables de décision pour les dépôts; 
xj = 1 si le dépôt j est ouvert e t  O sinon. j E D; 
j i : Flots du produit r E P entre le client i E C 
et le dépôt j E D: 
wjkr, : Flots du produit P E P entre les dépôts j E D et k E D: 
f~ : coût fixe pour le dépôt j E D: 
G jr Cjir : Coût de transport unitaire pour le produit r E P 
entre le client i E C et le dépôt j E D: 
s1cr. s k l r  : Coût de transport unitaire pour le produit r E P 
entre les dépôts j E D et  k E D; 
: Offre au client i E C pour le produit r E P: 
Dir : Demande au client i E C pour le produit r E P. 
La formulation fait apparaître une structure de réseau, en particulier pour 
les variables binaires xj, ce réseau devient un problème de Aots dans un réseau à 
coût minimum avec multicornmodité e t  sans capacité. Cette propriété a é té  utilisée 
pour définir la procédure séquentielle de recherche tabou pour ce problème. Pour 
faciliter la présentation du développement de la parallélisation. nous avons illustré 
les principales caractéristiques de cette procédure dans la figure 4.3. 
L'espace de recherche est défini à partir du vecteur x des variables de décisions 
qui spécifient la configuration des dépôts. Le contexte d'une solution correspond 
au vecteur x des variables de décisions. Il peut y avoir plusieurs contextes pour 
une Fonction objectif donnée. mais pour un contexte particulier il n'existe qu'une 
seule valeur de fonction objectif possible. Pour chaque vecteur de  configuration x. 
les valeurs optimales des variables de flot continue y*(x) et w ' ( z ) .  de même que 
Z W ( x )  qui correspond à la valeur de la fonction objectif. peuvent être calculées en 
résolvant un problème de Rot dans un réseau sans capacité et multicommodité. Dans 
cet espace de recherche. la stratégie vise à ( i )  déterminer le bon nombre de dépôts 
ouvert. et ( i i )  à trouver la meilleure configuration étant donné un certain nombre de 
dépôts ouverts. Ceci est obtenu en combinant une recherche locale avec des phases 
d'intensification et de diversification. 
Au niveau de la recherche locale. le voisinage d'une solution x est constitué 
par toutes les solutions qui peuvent être obtenues en exécutant une des transitions 
suivantes: 
O Add: Ouverture d'un dépôt actuellement fermi.: 
Drop: Fermeture d'un dépôt actuellement ouvert; 
O Swap: Ouverture d'un dépôt et fermeture d'un autre dépôt; 
Un tel voisinage est habituellement trop large, une approche par échantillonnage 
est utilisée pour construire une liste candidate. c'est-à-dire un sous-ensemble choisi 
au hasard de voisins dans le voisinage de la solution courante. L'évaluation exacte 
des voisins dans la liste candidate revient à résoudre un problème de flot sur les 
réseaux. ce qui demande trop de temps de calcul. Des fonctions substituts (sur- 
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valeur de la fonction objectif de  chaque voisin de la liste candidate. La  valeur exacte 
de la fonction objectif est cependant calculée lorsqu'une sohtion voisine est choisie 
et implantée. 
La présente procédure séquentielle de recherche tabou combine une recherche 
locale avec des phases d'intensification et de diversification. pour se terminer par 
une phase de  post-optimisation. La recherche locale consiste en une séquence de 
add/drop qui s'arrête lorsqu'un nombre pré-défini d'itérations ont été  exécutées sans 
amélioration de la fonction objectif. Cette séquence est suivie par une séquence de 
swaps normal où à chaque itération, la meilleure solution candidate évaluée selon 
les fonctions substituts est implantée peu importe son impact réel sur la fonction 
objectif. Cette phase est initiée à partir de la meilleure solution trouvée lors de 
la précédente phase de add/drop. Lorsque la meilleure solution obtenue dans la 
phase de swaps normal est réalisable, une phase d'intensification est immédiatement 
exécutée, sinon une nouvelle phase de recherche Locale démarre et se poursuit au 
moins jusqu'à ce qu'une solution locale réalisable soit trouvée. 
Les séquences de add/drop et de swap utilisent différentes listes tabous à court 
terme. Pour les transitions add et drop. les listes tabous enregistrent les derniers 
d é p h  ouverts ou fermés. et interdisent l'inversion de ces transitions. Les listes 
tabous du swap enregistrent les swaps récemment exécutés comme étant des paires 
de dépôts et interdisent l'inversion ou la répétition de ces transitions. II faut noter 
que les listes tabous à long terme de la diversification influencent également le statut 
de la liste candidate lorsque la recherche locale est exécutée. 
Une phase d'intensification consiste en une séquence de swaps strict. Cette 
phase démarre à partir de la meilleure solution identifiée lors de la phase précédente 
de recherche locale. et implante seulement les transitions qui améliorent la solution 
courante (d'où le qualificatif de swap strict). Une séquence de phases de recherche 
locale et d'intensification est appelée une boucle interne. ..\près l'exécution de iV 
boucles internes, la procédure de  recherche est réorientée vers des régions de l'espace 
de solutions non encore explorées en exécutant une diversification, ce qui complète 
une boucle externe. 
Une phase d'intensification est donc suivie d'un nouveau cycle de la boucle 
interne (commençant par une nouvelle phase de recherche locale) ou d'une phase de 
diversification (fin d'un cycle de la boucle externe). Une transition de diversification 
est exécutée à partir de la meilleure solution globale trouvée depuis le début de la 
procédure de recherche tabou. La diversification est basée sur une mémoire à long 
terme qui enregistre le "niveau d'activité" de chaque dépbt, c'est-à-dire le nombre 
de fois que le statut du dépôt a été modifié (d'ouvert à fermer ou vice-versa). En 
se basant sur les valeurs qui se trouvent dans cette mémoire' on pré-sélectionne un 
nombre fixe de dépôts dont le niveau d'activité est le plus bas, ensuite le statut de 
ces dépôts est inversé. Considérant le fait que les valeurs dans la mémoire à long 
terme tendent à évoluer plutôt lentement, une autre mémoire a été utilisée pour 
enregistrer le dernier ensemble de dépôts choisi pour une diversification. Cet te lis te 
est utilisée à la fois pour exclure la prise en compte de certains dépôts dans les 
phases suivantes de diversification et pour prévenir un renversement trop rapide des 
transitions durant les étapes de recherche locale qui suivent. 
L a  procédure complète de recherche tabou démarre à partir d'une solution ini- 
tiale et exécute une séquence de boucles externes jusqii'à ce que le critère d'arrêt 
soit rencontré. Dans la présente implantation. ce critère d'arrêt est le nombre to- 
tal d'itérations depuis le début du lancement de la procédure de recherche tabou. 
Lorsque ce nombre pré-défini d'itérations a été exécuté. une phase de post-optimi- 
sation commence, qui vise à identifier l'optimum local se trouvant dans la région 
correspondant à la meilleure solution produite par la recherche tabou. Cette phase 
consiste dans une exploration exhaustive du voisinage de cette meilleure solution. 
Des fonctions substituts sont utilisées pour évaluer les t rami tions, tandis que des 
évaluations exactes déterminent la première transition améliorante à être implantée. 
Cette procédure se poursuit aussi longtemps que des solutions strictement amélio- 
rantes sont trouvées. 
Plusieurs paramètres influencent l'efficacité de la recherche: la taille des listes 
tabous, la taille des séquences de swaps et de addldrops. les probabilités de sélect ion 
des transitions add, drop et swap, la variation de ces probabilités durant la recherche, 
la solution initiale qui est choisi, etc. Crainic et al. (251 ont étudié ces questions. 
et montrent en particulier, que plusieurs combinaisons de paramètres peuvent être 
efficacement utilisées pour différents types de problèmes. 
4.6 Environnement d'expérimentation 
Seize problèmes ont été utilisés pour les tests: 12 ont été générés de manière aléatoire 
(P1 à P12). et quatre (P l3  à P16) sont basés sur une application réelle [ 2 i ] .  Les 
problèmes aléatoires ont 44 dépôts (variables entières) et 220 clients, un ou deux 
produits, ce qui donne plus de 7000 et 14000 variables continues. Pour les quatre 
derniers problèmes, il y a 130 dépôts, et 56616 variables continues. Les problèmes 
P1 à Pl2  sont semblables aux problèmes P l  à P6 sauf que les coüts fixes ont été 
multipliés par 10. D e  façon similaire, les problèmes Pl4  à Pl6 ont été obtenus en 
riiui~ipliarit les coûts fixes du probièrne Pl3  respectivement par 10, 100 et 1000. Les 







Tableau 4.2 Caractéristiques des problèmes tests 
Toutes les procédures sont arrêtées après 300 itérations, et la qualité de la 
solution est évaluée en calculant le gap.  en pourcentage. entre la meilleure solu- 
tion déterminée par chaque procédure et la solution optimale calculée par un al- 
gorit hme d'énumération implicite par évaluation et séparation [42]. Notons que 
l'objectif est d'illustrer la taxonomie. non de taire un long ajustement de certaines 
procédures pour un ensemble particulier de problèmes. Nous n'avons donc pas cali- 
bré chaque procédure individuelle pour obtenir les meilleures performances possibles 
sur chaque ensemble de problèmes. la place, le meilleur réglage de paramètres 
pour la recherche tabou séquentielle [25] a été utilisé pour tous les tests rapportés 
dans ce chapitre. 
Tous les tests ont été exécutés sur réseau hétérogène de stations de travail SUN-  
Sparc. Les communications sont traitées par notre propre ensemble de procédures, 
écrites en C, e t  qui utilisent le protocole TLI/UDP, modifié pour assurer que tous 
les messages atteignent correctement leur destination. La recherche tabou est pro- 
grammée en Fortranïi, tandis que le problème de flot à coût minimum est résolu 
par le code RNET [71]. Nous avons conçu et  testé plusieurs variantes de la recherche 
tabou parallèle synchrone et asynchrone que nous examinerons dans les prochaines 
sections. 
La définition d'une stratégie d'exploration de la recherche tabou porte sur 
plusieurs facteurs: le réglage des paramètres de recherche? le type des listes tabous 
et des mémoires de même que leurs mécanismes de mise à jouro l'existence et la 
conception de phases d'intensification et  de diversification, etc. Dans le but de 
Faciliter la comparaison entre une procédure séquentielle et des versions parallèles 
de celle-ci. nous avons utilisé au niveau de toutes les implantations parallèles le 
même mécanisme de recherche défini pour la procédure séquentielle, en modifiant 
les valeurs de certains paramètres clés de recherche. Ainsi, les meilleurs réglages 
obtenus pour les paramètres de recherche de la procédure séquentielle sont utilisés 
pour les approches SPSS et MPSS. Lorsqu7il faut utiliser différentes stratégies de 
recherche pour réaliser les approches SPDS et MPDS, d'une procédure à l'autre, 
nous faisons varier la taille des listes tabous à court e t  à moyen terme, le nombre 
d'itérations consécutives de add/drop sans amélioration, et le nombre de  dépôts 
fixés temporairement pour une transition de diversification. Pour les stratégies de 
type  JIP P..^ nous obtenons un ensemble de p solutions initiales différentes e n  fermant 
arbitrairement un certain nombre de dépôts, différentes solutions initiales sont donc 
obtenues en faisant varier ce nombre de dépôts fermés. Les résultats du calibrage 
pour la procédure de recherche séquentielle [28] sont utilisés pour définir les solutions 
initiales requises et les variantes de la recherche tabou. 
4.7 Stratégies de parallélisation synchrones 
Dans la présente section et la section suivante nous illustrons notre taxonomie en 
décrivant l'implantation, le comportement et les performances de quelques stratégies 
de parallélisation construites en faisant varier la cardinalité de la recherche (le nom- 
bre de chemins), les formes de synchronisation et les stratégies de différentiation. 
Nous analyserons les sources de dégradation des performances pour chaque stratégie 
de parallélisation. l'impact de paramètres importants. tels le nombre d'itérations en- 
tre chaque point d'interaction, le nombre de processeurs. etc. sur l'efficacité de la 
stratégie de parallélisation et la qualité des solutions. 
Rappelons que la dimension de la taxonomie portant sur la cardinalité de la 
recherche permet de distinguer les stratégies de parallélisation de la méthode tabou 
sur la base du nombre de chemins différents (1 ou p) qui explorent concurremment 
l'espace de solutions d'un même problème. 
La dimension portant sur le partage de l'information dans les catégories syn- 
chrones distingue les stratégies de parallélisation selon qu'il y a absence d'échange 
d'information entre les procédures (synchronisation par tâches, RS) ou présence 
d'échange d'information (partage synchrone, KS). On retrouve au niveau de la syn- 
chronisation par tâches les approches dites de maître-esclaves (1-RS) où il n'y a pas 
de génération de connaissances au niveau des processeurs esclaves et donc pas de 
partage. et les approches où il y a p chemins d'exploration indépendants sans com- 
municat ion entre les différentes procédures séquent i d e s  (recherches multiples ) . Au 
niveau des stratégies basées sur le partage synchrone de l'information, on peut con- 
cevoir des stratégies de parallélisation de la méthode tabou où un processus maître 
délègue suffisamment de travail aux processus esclaves pour qu'il y ait génération 
distribuée de  connaissances au niveau de ces processeurs esciaves, ces connaissances 
étant partagées avec le processus maître pour être emmagasinées de manière per- 
manente au niveau de ce processeur maitre ( 1-KS). Dans cette même catégorie du 
partage synchrone, des stratégies de parallélisation peuvent étre conçues où plusieurs 
procédures de  recherche tabou se synchronisent pour partager de l'information lors 
de phases de  communications inter-processeurs (p-KS). 
La troisième dimension de la taxonomie distingue les stratégies de parallé- 
lisation selon que les solutions initiales de chaque procédure sont identiques ou 
différentes (SP ... MP..). ou encore selon que les stratégies d'exploration sont les 
mêmes pour toutes les procédures ou différentes pour chacune d'elles (..SSI ..DS). 
Nous allons maintenant examiner un exemple d'implantation de chacune de ces 
stratégies de  parallélisation. 
4.7.1 L'approche maître-esclave 
Nous avons conçu une procédure de recherche tabou parallèle synchrone qui com- 
bine la cardinalité 1-chemin de la première dimension de la taxonomie avec la syn- 
chronisation par tâches de la deuxième dimension et la stratégie de différentiation 
SPSS de la troisième dimension. nous référerons à cette procédure parallèle par 
l'abréviation 1-RS SPSS. Cette procédure parallèle correspond à un cas classique 
de maître-esclave, où le maitre exécute ce qui correspond à une recherche tabou 
séquentielle en utilisant les autres processeurs pour faire exécuter des tâches qui 
demandent beaucoup de traitement. Il n'y a pas de communication entre les proces- 
sus esclaves; ceux-ci échangent de I'information seulement avec le processus maître, 
lequel initie les communications pour distribuer les tâches et obtenir les résultats 
du traitement fait par les processus esclaves. Ainsi, l'information concernant l'état 
de la recherche de la procédure parallèle est gardée et maintenue exclusivement 
par le maître. Les méthodes développées par Taillard [91], et par Chakrapani et 
Skorin-Kapov [21, 23' 221 (quoique sur une échelle beaucoup moins grande) sont des 
exemples de ce type d'approche. 
Dans l'implantation que nous avons réalisée, le maître délègue à chaque pro- 
cesseur esclave l'évaluation, à l'aide de fonctions substituts. de -& voisins à partir 
d'une liste tabou fournie par le processus maitre. Lorsqu'un processeur esclave a 
terminé l'évaluation des -& voisins qui lui ont été alloués, il calcule la valeur ex- 
acte du voisin ayant obtenu la meilleure évaluation et retourne au processeur maître 
l'identité de ce voisin ainsi que la valeur de la fonction objectif de ce dernier. Le 
calcul de la valeur exacte de p - 1 voisins permet au processeur maître. moyennant 
un coût minime. de choisir parmi plusieurs solutions qui ont été évaluées de manière 
exacte. 
4.7.2 La stratégie de probing 
Il s'agit ici d'une procédure parallèle qui combine la cardinalité 1-chemin avec le 
partagc synchrone et la stratégie de différent iation SPSS. nous identifions cet te  
procédure parallèle par 1-IiS SPSS. cette procédure est similaire à l'approche par 
"probing" proposée par Glover [44]. Le processus maître emmagasine toute la con- 
naissance accumulée suite à l'exploration de l'espace de solutions et il synchronise 
l'exécution du  traitement parallèle en contrôlant L'affectation des tâches aux pro- 
cesseurs esclaves (qui ne communiquent pas entre eux). Il y a cependant une plus 
grande délégation du travail aux processeurs esclaves. En effet' au lieu de faire sirn- 
plement I'évaluation des voisins de la solution courante à l'aide d'une fonction subs- 
tit ut. l'évaluation des n transitions du voisinage par les p - 1 processeurs se fait par 
l'exécution de quelques itérations de recherche locale pour chacun des voisins, d'où 
le nom de "probing" pour cette stratégie de parallélisation. Le maitre sélectionne 
ensuite la séquence d'itération, parmi les p - 1 processeurs. qui a résulté dans la 
meilleure amélioration de la fonction objectif et implante cet t e  séquence en faisant 
une mise à jour appropriée des listes tabous et des mémoires. 
La stratégie 1-KS est donc une généralisation de l'approche maître-esclave. il 
n'y a encore qu'une seule recherche tabou exécutée. avec un accroissement de la 
quantité d'information disponible pour le processus maître. Quoiqu'une approche 
de type SPDS aurait pu être définie (c.a.d. les processus esclaves effectueraient 
leurs quelques itérations de recherche locale chacun avec une stratégie différente 
d'exploration). nous avons préféré implanter uniquement la stratégie SPSS qui se . 
conforme au paradigme maît re-esclave. A noter que dans les implantat ions maître- 
esclaves que nous avons réalisées (LRS SPSS et 1-IiS SPSS), le voisinage est complè- 
tement exploré. En effet, puisque plusieurs processeurs sont disponibles. le méca- 
nisme d'échantillonnage n'est pas utilisé. et chaque processus esclave évalue toutes 
les transit ions qui lui sont allouées. 
a noter que I'approche 1-RS SPSS exploite le parallélisme obligatoire de la 
méthode tabou visant essentiellement à accélérer le temps de calcul sans changer 
le parcours de l'espace de solutions par rapport à celui exécuté par la procédure 
séquentielle. Cependant le parcours de l'espace de solutions exécuté par une procé- 
dure 1-RS SPSS n'est pas tout à fait le même que celui d'une procédure séquentielle 
puisque la procédure 1-RS SPSS évalue toutes les solutions du voisinage contraire- 
ment au sous-ensemble de la liste candidate pour la procédure séquentielle. On pour- 
rait cependant obtenir un parcours identique en forçant la procédure séquentielle à 
évaluer tout le voisinage. La disponibilité de plusieurs processeurs permet l'évalua- 
tion de tous les voisins pour la procédure 1-RS SPSS' ce qui se traduit comme nous 
le verrons plus loin par une amélioration générale dans la qualité des solutions. 
4.7.3 Procédures parallèles par recherches multiples 
Aucun travail particulier d'irnplantation n'est requis pour les quatre procédures pa- 
rallèles suivantes basées sur la combinaison de la cardinalité p-chemins avec la syn- 
chronisation par tâches, et une des quatre stratégies de différentiation de la troisième 
dimension de la taxonomie: SPSS. SPDS, MPSS et MPDS. Nous avons identifié ces 
quatre procédures parallèles par p-RM SPSS. p-RM SPDS. p-RM MPSS et p-RM 
MPDS. noter que parce que l'approche p-RM SPSS se réduit à p répétitions du 
même chemin de recherche. nous n'avons pas implanté cette stratégie. 
4.7.4 Recherches coordonnées 
Nous avons implanté trois procédures de recherche tabou parallèle en combinant la 
cardinalité p-chemins avec la catégorie partage synchrone (identifié par p-KS) de la 
deuxième dimension sur la base des stratégies de différentiation: SPDS (Malek e t  al. 
[67] ont également développé ce type d'algorithme). MPSS (I'algorit hme de Taillard 
[92] appartient à cette catégorie) et MPDS (nous n'avons pas fait de combinaison 
avec SPSS puisque cette approche se réduit à p répétitions de la même stratégie 
d'exploration). Ici, p procédures séquentielles de recherche tabou explorent l'espace 
dc solutions ct échangent de l'inforrnation à des points d'interaclion prédéterminés. 
Chaque procédure est décomposée en 5 étapes où t est le critère d'arrêt de chacune 
des procédures (essentiellement c'est le nombre d'itérations de chaque procédure) et 
6 est le nombre d'itérations d'une étape entre deux points d'interaction. Soit si, la 
meilleure solution trouvée à l'étape j par une procédure i depuis le dernier point 
d'interaction. 
Définition 4.5 Nous dirons qu'une solution s est améliorante (pour un problème 
de minimisation) si la solution s a été visitée à l e t a p e  j par la procédure i et que 
S < Sij.  
Dans ce cas la solution améliorante devient la meilleure solution de l'étape j: sij = S. 
A chaque point d'interaction, chaque procédure envoie à toutes les autres procédures 
ses solutions améliorantes visitées depuis le dernier point d'interaction. Lorsqu'il 
s'agit d'une stratégie de différentiation de type SPDS, toutes les procédures commen- 
cent l'étape suivante avec comme solution initiale la meilleure solution améliorante 
parmi toutes les procédures lors de l'étape précédente. Pour les stratégies de différen- 
ciation basées sur des solutions initiales différentes. MPSS et W PDS' les p meilleures 
solutions améliorantes sont identifiées et distribuées parmi les p processeurs. Nous 
identifierons par solution partagée cette ou ces solutions qui servent de solutions 
initiales à une ou plusieurs procédures au début d'une nouvelle étape d'exploration. 
Pour l'implantation que nous venons de décrire de la recherche coordonnée, 
chaque procédure est forcée d'accepter La solution partagée reçue à un point d'inter- 
action. Nous avons considéré une autre alternative à cet te incorporation automa- 
tique de la solution partagée. Cette alternative consiste pour chaque procédure pri à 
utiliser la solution partagée uniquement si la valeur de celle-ci est meilleure que celle 
de la meilleure solution trouvée par le procédure p+i lors de I'exploration effectuée 
à l'étape précédente. L'approche consistant à utiliser automatiquement la solution 
partagée est équivalente à faire une diversification forçée sans qu'elle soit basée sur 
l'historique local de la recherche. Par contre la deuxième alternative vise à rendre 
plus effective et plus cohérente l'utilisation des mémoires de la recherche tabou. 
Lorsqu'une solution partagée est utilisée par une procédure au début d'une 
nouvelle étape de recherche, les différentes listes tabous et les mémoires de la 
procédure ne sont pas mises a jour. La recherche se poursuit, et éventuellement 
il pourra y avoir des phases de diversification qui seront exécutées en utilisant un 
contenu des mémoires à long terme qui pourra n'avoir que très peu de relation 
avec la solution partagée. Mais l'historique de recherche enregistré dans les di- 
verses mémoires à long terme d'une procédure reflète le comportement particulier 
de l'enplorat ion effectuée par celle-ci. C'est d'autant plus vrai lorsque les procédures 
utilisent différentes stratégies d'exploration (c.a.d. pour les implantations SPDS et 
MPDS). et ce phénomène s'accentue lorsque des processeurs avec des caractéristiques 
différentes sont utilisés. Ainsi. cette approche permet à la fois d'exécuter des phases 
de diversifications "normales" (spécialement lorsque les étapes de chaque procédure 
sont basées sur des séquences relativement longues) et de conférer une couleur lo- 
cale t une exploration qui potentiellement démarre avec la même solution initiale 
pour plusieurs procédures. On peut faire l'hypothèse qu'une plus grande région de 
l'espace de solut ions sera explorée. 
Nous avons préféré et implanté cette approche plutôt que la stratégie al- 
ternative qui impose non seulement la solution partagée, mais également le con- 
texte relatif à cette solution (ceci est l'approche de Malek et al. (671 où les listes 
tabous sont réinitialisées). Cette dernière stratégie est équivalente à redémarrer 
arbitrairement la recherche, et ainsi réduit I'algori thme parallèle à une juxtaposi- 
tion de plusieurs recherches tabous de courtes durées. De plus. si on ne fait pas 
attention à l'implantation. et si les points d'interaction sont séparés par seulement 
quelques itérations. i l  peut y avoir des phases de la méthode tabou qui ne seront 
jamais exécutées: probablement la diversification à partir d'une solution locale au 
processus (la diversification est éliminée dans [67]), et même d'intensification. 
4.8 Résultats expérimentaux des stratégies synchrones 
Xous avons implanté et testé les différentes procédures de recherche tabou pa- 
rallèle synchrone décrites dans les sections précédentes. Nous avions comme ob- 
jectifs pour notre plan d'expérimentation d'explorer l'impact de la parallélisation 
sur l'efficacité de la recherche tabou, d'identifier les stratégies de parallélisation 
les plus efficaces, de mesurer l'effet de facteurs comme le nombre de processeurs, 
le nombre de points d'interaction et la profondeur du probing sur le comporte- 
ment de la recherche tabou parallèle. Nous avons aussi voulu mesurer l'effet des 
différentes sources de dégradation des performances sur les temps de calcul et com- 
parer les stratégies les unes par rapport aux autres de ce point de vue. Bien que les 
procédures parallèles décrites dans les sections précédentes peuvent être implantées 
sur différentes architectures d'ordinateurs parallèles puisque le degré d'interaction 
entre les tâches est généralement faible (sauf pour le cas 1-RS et dans une moin- 
dre mesure pour l'approche par probing), ces procédures conviennent mieux à des 
architectures d'ordinateur à grain luge  tels les multi-ordinateurs et les réseaux de 
stations de travail. Pour cette raison, nous croyons que le faible débit du réseau 
d'interconnexion de notre environnement de même que sa configuration ne chan- 
geront pas les principales conclusions de cette étude quant à la relation existant 
entre les stratégies au niveau des temps de calcul. ce même. à travers d'autres types 
d'architectures avec des réseaux d'interconnexion plus performants et mieux con- 
figurés (évidemment sauf pour le cas 1-RS). 
Les résultats des tests effectués pour ces procédures parallèles synchrones se 
trouvent condensés dans 4 tableaux. Le tableau 4.3 contient les résultats obtenus 
pour les deux stratégies de parallélisation maît re-esclaves ( 1-RS SPSS et 1-KS SPSS). 
Les résultats obtenus pour les procédures basées sur les approches de différentiation 
SPDS. MPSS, et MPDS sont présentés respectivement dans les tableaux 4.4. 4.5 
et 4.6 selon qu'il y a échange d'information (p-KS) ou pas d'échange (recherches 
multiples) entre les processus. Les résultats sont rapportés pour p = 4, S et 16 pro- 
cesseurs, et sont graphiquement synthétisés dans la figure 4.2. Toutes les procédures 
se terminent après 300 itérations (plus la phase de post-optimisation). Les tableaux 
montrent l'information suivante: 
O Le Gap, en pourcentage, entre la meilleure solution trouvée par chaque procé- 
dure et la solution optimale. 
a Lorsque la meilleure solution est trouvée lors de la phase de post-optimisation, 
nous indiquons entre parenthèse le gap correspondant de la solution à partir 
de laquelle la phase de post-optimisation a été commencée. 
L'itération ( Iter) à laquelle la meilleure solution fut trouvée. Lorsque la meil- 
leure solution est trouvée Lors de la phase de post-optimisation. nous indiquons 
l'itération correspondant à la solution à partir de laquelle la phase de post- 
optimisation a été initiée. 
0 Le gap (Seq) entre la solution optimale et celle trouvée avec la procédure 
séquentielle. 
Notons que les résultats de la procédure séquentielle utilisés dans ce travail sont 
généralement meilleurs que ceux rapportés dans [2S]. Ces améliorations proviennent 
d'une observation faite durant le développement des implantations parallèles: il 
semble que lorsque le nombre d'itérations de la procédure est faible. il est plus 
efficace de ne pas permettre à la recherche d'explorer des régions non réalisables. 
Notons également que la procédure séquentielle fut calibrée en utilisant 8 des 12 
problèmes P l  à Pl2.  
Avant de comparer les différentes stratégies parallèles entre elles, et de re- 
garder la relation existant entre le nombre de processeurs et l'efficacité des différentes 
procédures. nous examinerons certains détails d'implantation. nous ferons l'analyse 
des sources de dégradation des performances et étudierons le comportement d'exploration 
de l'espace de solutions pour chaque procédure parallèle. 
4.8.1 Procédures 1-RS SPSS 
.A chaque itération de la stratégie 1-RS SPSS? le processeur maître envoie pour 
évaluation n voisins à p - 1 processeurs, et reçoit p - 1 solutions et leur contexte en 
provenance des p - 1 processeurs. La taille des messages échangés entre le maître 
et les esclaves n'est constituée que de quelques octets. Par contre, la fréquence 
des messages et la topologie des communications inter-processeurs constituent une 
source importante de dégradation des performances pour cette stratégie. En effet, à 
chaque itération le processeur maitre doit exécuter une communication de diffusion 
(broadcast) de p - 1 messages différents à p - 1 processeurs (single-node-scatter) 
ce qui implique que les p - 1 messages doivent être envoyés séquentiellement par le 
processeur maître. Si on tient compte du temps de mise en route (startup time) t ,  
qui est constant (ne dépend pas de la taille des messages) et considérable pour les 
stations de travail qui communiquent en utilisant le réseau Éthernet. le coût pour 
chaque itération qui est de (p - 1) x t, sera non négligeable. Le processeur maître 
doit aussi faire la réception de p - 1 messages différents en provenance des p - 1 
processeurs esclaves (single-node-gather). Ici on peut faire l'hypothèse que les p - 1 
messages sont envoyés en parallèle au processeur maître, donc un coût de seulement 
t ,  pour l'envoi, mais il peut y avoir congestion au niveau de la réception par le maître. 
Enfin, après réception des messages en provenance des processeurs esclaves. le maître 
doit comparer les solutions entre elles pour choisir la meilleure. cette opération de 
comparaison est dans O ( p  - 1) et fait partie des opérations supplémentaires qui 
découlent de la parallélisation de la procédure séquentielle. Le degré de concurrence 
de la stratégie de parallélisation 1-RS SPSS est limité par La taille du voisinage, il  
pourra varier d'une itération à l'autre et entre les différentes phases de la méthode 
tabou. Pour les problèmes que nous avons testés. le degré de parallélisme n était 
supérieur à p - 1 pour toutes les itérations. 
4.8.2 procédures de probing 
Une augmentation du nombre de processeurs semble bénéfique à la stratégie maître- 
esclave, mais nos résultats indiquent qu'un gain plus impressionnant peut étre obtenu 
en augmentant le niveau de connaissances utilisées pour gouverner la recherche du 
processus maître. En fait, la stratégie de probing (1-KS SPSS) surpasse de manière 
significative l'approche classique maître-esclave. et apparaît même comme une ap- 
proche compétitive sur l'ensemble des méthodes. II y a deux paramètres auxquels 
nous avons dû porter un peu plus d'attention lors de I'implantation de cette stratégie 
de parallélisation: la profondeur du probing (nombre d'itérations) et la définition 
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Dans une première variante de la procédure, nous avions considéré qu'une 
itération du processus maitre devait correspondre au nombre total d'itérations de 
probing exécutées par les processus esclaves. Dans cette variante de I'implantation 
des procédures de probing, peu importe le nombre d'itérations de probing inclus dans 
une tâche des processus esclaves, le processus maître ne compte qu'une seule itération 
pour chaque étape d'exécution synchrone. Nous avons constaté cependant que cette 
implantation requiert que plusieurs paramètres critiques de la méthode tabou soient 
réajustés: le nombre total d'itérations du processus maître (ceci contrôle le temps 
d'exécution total de la recherche), le nombre total de add/drop consécutifs sans 
amélioration de la solution lors d'une recherche locale. et le nombre d'itérations où 
le statut d'un dépôt modifié par une diversification doit rester tabou. En fait: les 
valeurs données à tous ces paramètres doivent être multipliées par la profondeur de 
la phase de probing, et sont par conséquent critiques lorsque de longues séquences 
de probing sont utilisées. Par exemple, des valeurs trop grandes pour le nombre 
total de add/drop consécutifs sans amélioration font que la procédure tabou devient 
essentiellement une procédure de add/drop, sans avoir le temps d'exécuter des phases 
de swaps, d'intensification ou de diversification. De même, si la durée du statut 
tabou relié à la diversification est trop longue. l'efficacité de la recherche peut être 
significativement diminuée. 
Cette phase ardue d'ajustement des paramètres n'est pas requise si on utilise 
une définition alternative de la procédure de probing consistant à compter une 
itération du maitre pour chaque itération de probing exécutée par les processus 
esclaves. Ainsi, le maitre met à jour non seulement la solution courante et les 
mémoires associées mais aussi son compteur d'itérations. 
Le temps de calcul de cette stratégie de parallélisation est évidemment fonc- 
tion du nombre d'itérations du processus maitre, mais également de la profondeur 
de la phase de probing à chaque itération du processus maître. .A travers nos tests, 
nous avons pu réaliser que I'accroissernent de la profondeur du probing n'apportait 
pas nécessairement une amélioration de ia qualité de la meiileure solution trouvée. 
On explique ce phénomène en notant que le probing explore le voisinage de manière 
moins systématique que la recherche locale: certains voisins ne sont jamais évalués. 
ce qui a pour conséquence d'augmenter la possibilité que certaines vallées plus 
étroites de l'espace de solutions ne soient pas explorées par les procédures de recherche. 
On peut essayer de remédier à ce problème en accroissant le nombre d'itérations 
exécutées par le processus maître? mais nos tests nous indiquent que cela ne vaut 
pas l'effort additionnel de temps de calcul. Une phase de probing plus courte semble 
la meilleure approclie pour empêcher que les procédures ne deviennent trop insensi- 
bles. 
La variante consistant à mettre à jour les itérations du maître en fonction de 
la profondeur du probing évite la phase pénible de remise à jour de presque tous 
les paramètres de la recherche tabou et semble de toute façon donner de meilleurs 
résultats que la première variante. Constquemment, pour les résultats du  probing 
présentés dans ce travail nous avons utilisé la seconde variante où une itération du 
maître égale une itération d'un esclave, avec une profondeur de probing de deux 
itérations. L'analyse des sources de dégradation des performances et du degré de 
parallélisme associé à cette stratégie de parallélisation est la même que la stratégie 
1-RS SPSS. Cependant, le surcroît total de temps associé à la parallélisation avec la 
stratégie de probing est relatif au nombre d'itérations effectuées par le maître. Pour 
nos tests ce surcroît total correspond à la moitié de celui du 1-RS SPSS étant donné 
que ta profondeur du probing est de deux. divisant par un même facteur le nombre 
total d'itérations effectuées par le processus maître. 
4.8.3 Parallélisations par recherches multiples (p-RM) 
Les meilleures performances parmi les procédures parallèles synchrones appartien- 
nent à la stratégie de parallélisation avec recherches multiples. Les recherches 
multiples sont les seules parmi celles considérées au niveau du tabou synchrone 
ne requérant aucun calibrage particulier. En effet, au moins une des procédures 
séquentielles du traitement parallèle avec recherches multiples exécute la stratégie 
d'exploration ayant donnée les meilleurs résultats pour le traitement séquentiel. 
Lorsque plusieurs stratégies d'exploration différentes sont nécessaires comme c'est 
le cas pour SPDS et MPDS. des stratégies très proches de la meilleure stratégie 
séquentielle ont été utilisées comme stratégie de différent iat ion. En l'absence de com- 
munication entre les procédures séquentielles du traitement parallèle avec recherches 
multiples, la logique d'exploration du domaine définie pour chaque procédure sé- 
quentielle est la même que lors de l'exécution dans le traitement séquentiel. Ceci 
nous assure pour les recherches multiples d'une qualité des résultats au moins aussi 
bonne que ceux du traitement séquentiel. puisque la meilleure stratégie séquentielle 
est toujours exécutée par une des procédures séquentielles du traitement parallèle 
par recherches multiples. 
Yous avons observé qu'une plus grande différentiation de la recherche donne 
de meilleurs résultats: l'approche SPDS est meilleure que l'approche MPSS, mais 
l'approche SPDS est dépassée largement par l'approche MPDS. En fait, plus la 
différentiation est grande. plus l'exploration de l'espace de solutions risque d'être 
large. C'est ce qui expliquerait pourquoi les performances des stratégies MPDS et 
SPDS s'améliorent avec le nombre de processeurs. tandis que  ce facteur n'a pas 
d'impact significatif sur les performances de la stratégie 41PSS. 
En théorie. le degré de concurrence est pratiquement illimité pour ce type 
de stratégies de parallélisation. en pratique des facteurs comme la redondance des 
chemins d'exploration (la même solution étant explorée par plus d'une procédure) 
et la topologie de l'espace de solutions limitent le nombre de procédures qui peuvent 
être exécutées en parallèle de manière efficace. Pour ces stratégies de parallélisation 
basées sur une décomposition fonctionnelle du traitement spéculatif, le nombre de 
solutions qui sont explorées plus d'une fois tend à s'accroître avec le nombre de  
procédures pour une taille de problème donnée. En effet, il devient difficile de main- 
tenir divergents les uns par rapport aux autres des chemins de recherche lorsque le 
degré de différentiation des stratégies est moindre suite à l'accroissement du nom- 
bre de stratégies d'exploration ou encore parce que l'espace de solutions recèle peu 
d'optima tocaux. 
Il n'y a qu'une seule source d'importance de dégradation des performances 
pour les stratégies par recherches multiples. La méthode tabou que nous avons 
conçue pour le problème de localisation est telle que le temps d'exécution d'une 
itération varie selon les phases de la méthode. Par exemple, une itération de swap 
prend plus de temps d'exécution qu'une itération de add/drop. Or, dépendant de la 
solution initiale et de la stratégie d'exploration. la proportion d'itérations exécutées 
dans chaque phase pourra varier, la procédure ayant exécutée le plus d'itérations de 
swaps aura le temps d'exécution le plus long. Lorsqu'on compare l'exécution d'une 
procédure parallèle p-RM avec la procédure de La méthode tabou séquentielle, i l  se 
peut qu'au moins une des procédures de la stratégie p-RM exécute plus d'itérations 
dans la phase de swap que l'implantation séquentielle. En fait, le temps parallèle Tp 
d'exécution de la procédure p-RM sera égale à celui de la procédure ayant exécutée le 
plus d'itérations dans des phases de swaps. Lorsque ce temps est supérieur au temps 
de la méthode séquentielle T,. on pourra considérer la différence Tp - T, comme 
étant une dégradation des performances de la procédure p-RM lorsque le même 
nombre d'itérations est exécuté par les deux types de procédures. Enfin, il y a une 
phase d'échange d'information et quelques opérations supplémentaires exécutées par 
une procédure parallèle avec recherches multiples pour choisir la meilleure soIution. 
Cependant cette phase ne se produit qu'une seule fois dans le traitement, les mes- 
sages sont envoyés en parallèle (startup = t,) et l'information transmise n'implique 
que quelques octets. on considère donc que ces sources de dégradation sont non 
significatives dans le temps total Tp de la procédure p-RM. 
4.8.4 Procédures p-chemins et partage synchrone 
Deux problématiques ont été étudiées en détail relativement aux trois stratégies 
de p-chemins et  partage synchrone p-KS: la fréquence des points d'interaction et 
l'utilisation de l'information partagée. 
Les tests préliminaires que nous avons effectués indiquent que les performances 
des stratégies p-KS tendent à s'améliorer lorsque les procédures interagissent plus 
souvent. Par contre. des points d'interaction trop fréquents peuvent changer la 
nature même de  la méthode tabou conçue originalement. Par exemple, si b (le norn- 
bre d'itérations entre deux points dhteraction) est inférieur au nombre d'itérations 
addldrop sans amélioration (ce paramètre peut signaler une phase d'intensification), 
la procédure n'exécutera jamais de phases d'intensification ou de diversification. 
Évidemment le temps parallèle des procédures p-KS s'accroit avec le nombre de 
points d'interaction dû au temps d'attente pour la synchronisation et a u  coût de 
transfert des données sur le réseau associées à chaque point d'interaction. En tenant 
compte de ces facteurs et étant donné le type et la dimension des problèmes que 
nous avons utilisés pour nos tests. nous avons fixé a 6 = 25. les résultats rapportés 
dans les tableaux 4.4. 4.5 et -1.6 correspondent à cette valeur de 6. 
Concernant la problématique de l'utilisation d e  l'information partagée entre les 
processus aux points d'interaction. nous avons testé deux façons d'utiliser cette in- 
formation. Dans les deux variantes. les solutions améliorantes visitées par toutes les 
procédures durant chaque étape sont triées. et les p meilleures sont distribuées parmi 
les p procédures du traitement parallèle. La première variante impiante une forme 
simple de partage de l'information: chaque procédure accepte la solution partagée 
qui lui est soumise comme étant une nouvelle solution initiale, réinitialisant toutes 
les mémoires et listes tabous avant d'entrer dans la prochaine étape de traitement. 
Nous identifions cette variante (semblable à celle utilisée dans [67]) par partage sim- 
ple. 
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Tableau 4.4 p processus de recherche - Résultats de SPDS 
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Tableau 4.6 p processus de recherche - Résultats de MPDS 
meilleure solution de  fa boucle ezterne d U n e  procédure séquentieife (voir section 
4.5). 
Pour la deuxième variante que l'on identifie par partage conditionnelle. chaque 
procédure teste d'abord la solution partagée qui lui est soumise en la comparant 
avec la meilleure solution à moyen terme et accepte la nouvelle solution seulement 
si elle est meilleure. Xotons que dans ce cas, les listes tabous à court terme sont 
réinitialisées dors  que les mémoires à long terme ne le sont pas. Les résultats des 
tests ont été concluants: on a pu observer que la stratégie de partage conditionnelle 
donne constamment soit des résultats similaires ou meilleurs que la variante de 
partage simple. 
Les conclusions portant sur les limitations pratiques du degré réel de concur- 
rence des stratégies de parallélisation avec recherches multiples p-Rb1 s'appliquent 
également aux stratégies de parallélisat ion p- KS. Le fait que les procédures séquen- 
tielles des stratégies parallèles p-IiS partagent leurs connaissances sur l'espace de 
solutions ne change en rien ces conclusions. Par contre il y a deux facteurs au niveau 
du partage synchrone de la connaissance qui font que le temps parallèle T,(p - IiS) 
de l'approche p-KS ne sera pas le même que le temps parallèle Tp(p - RM) des 
~pproches p-RM, étant donné un mf mc enscrnblc initial de stratCgies de reçlirrciie 
et un même nombre d'itérations. 
Le premier facteur est relatif à l'impact du partage des historiques de recherche 
sur l'évolution du chemin de chaque procédure. ;\ chaque point d'interaction, les 
procédures disposent, en  plus de leur historique de recherche locale, de toute l'in- 
formation accumulée par l'historique de recherche des autres procédures lors de la 
dernière étape de traitement. Comme l'information accumulée joue un rôle irnpor- 
tant pour la méthode tabou, tout changement au niveau de ce paramètre a un impact 
sur l'évolution que prend le chemin de recherche d'une procédure. En changeant le 
chemin de recherche des procédures par le partage des historiques de recherche, 
ia proportion de swaps e t  de add/drop n'est plus la même au niveau de chaque 
procédure et conséquemment le temps parallèle Tp(p - K S )  risque de changer. 
Le deuxième facteur est responsable d'un accroissement substantiel du temps 
d'exécution des procédures p-KS par rapport aux procédures p-RM. Ici. une 
analyse similaire à celle faite pour les sources de dégradation des performances de 
chaque procédure séquentielle des stratégies p-RM s'applique "pour chaque étape' 
(entre deux points d'interaction) des stratégies de type p-KS. En effet. bien que 
chaque étape de chacune des procédures exécute un nombre égal de 6 itérations 
entre deux points d'interaction. les phases de la méthode tabou qui sont exécutées 
d'une procédure à l'autre ne sont pas nécessairement les mêmes. Cette observa- 
tion implique que I'intervalle de temps entre deux points d'interaction n'est pas le 
même entre les différentes procédures. Soit t i j  le temps écoulé entre les deux points 
d'interaction de Ia procédure i à l'étape j .  Pour chaque étape j le temps paral- 
lèle écoulé Tp(p - ICS)J entre deux points d'interaction sera borné supérieurement 
par la procédure exécutant le plus grand nombre d'itérations de swap. c'est-à-dire 
Tp(p - I'S)' = m=(tij) i = 1,. . . . p où p est le nombre de procédures de l'exécution 
parallèle p-lis. Sur l'ensemble du traitement, la borne inférieure du temps écoulé 
correspond à la somme des temps écoulés à chaque étape par la procédure ayant 
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exécutée ie plus de swaps, c'est-à-dire Tp(p - [CS) = max(tij) où t est le 
critère d'arrêt de chaque procédure. Or  cette sommation correspond à un nombre 
de swaps supérieur ou égal à celui de la procédure ayant exécuté le plus de swaps 
entre le début et la fin du traitement. C'est ce qui fait que que la dégradation des 
performances d'une stratégie p- I<S est au moins égale mais généralement supérieure 
(et de beaucoup) à celle des recherches multiples. Ce temps de "synchronisation" est 
le coût qu'il faut payer à chaque étape pour obtenir un partage synchrone de la con- 
naissance. En comparaison, la dégradation attribuable au temps de communication 
est insignifiante puisqu'on peut le gérer de manière efficace. 
4.8.5 Comparaison entre Les différentes approches synchrones 
Quelques conclusions générales émergent dans l'ensemble des approches synchrones: 
a Toutes les versions parallèles sont plus performantes. e t  la plupart de manière 
significative, que la procédure séquentielle. En fait. sur tous les tests, les 
implantations parallèles ont un gap moyen de 0.26% (avec un intervalle allant 
de 0.04% à 0.56%) comparé à la moyenne séquentielle de 0.63%. Ainsi. pour 
une allocation donnée de temps de calcul, la parallélisation permet d'obtenir 
de meilleures solutions. 
a Les procédures parallèles de recherche tabou aident à atteindre des solutions 
de hautes qualités. En effet. sauf pour quelques exceptions. soit que la solution 
optimale fut trouvée ou qu'un gap très mince existe entre la solution optimale 
et celle trouvée par la recherche tabou parallèle. 
0 L'accroissement du nombre de processeurs semble améliorer tes performances, 
mais jusqu'à un certain point seulement. 
a L a  fréquence d'échange d'information entre les processus et la façon dont cette 
information est traitée peut affecter de manière significative les performances 
d'une recherche parallèle tabou sj-nchrone. 
L'évolution du gap moyen pour les différents tests est illustrée dans la figure 
4.4. Il est clair que l'implantation parallèle améliore les performances de la méthode 
tabou. D'un autre côté. on observe que, pour un nombre constant d'itérations, ac- 
croître le nombre de processeurs améliore les performances de la recherche tabou, 
mais jusqu'à un certain point. En fait, les améliorations sont significatives lorsquoon 
passe de 4 à 8 processeurs, mais la courbe tend à devenir horizontale lorsqu'on passe 
à 16 processeurs. De ce point de vue, la recherche tabou synchrone semble se com- 
porter comme beaucoup d'autre méthodes d'optimisation dans un environnement 
parallèle. De plus, des tests additionnels faits sur un sous-ensemble de problèmes 
suggèrent qu'au delà d h n  certain seuil ( certainement relié à la taille du  problème: 
p = 8, dans le cas des exemples de problèmes considérés dans ce travail) il est 
plus profitable d'accroître le nombre d'itérations de la recherche que le nombre de 
processeurs. On peut expliquer ce phénomène par une combinaison de deux fac- 
teurs. Premièrement, lorsque le nombre de processeurs s'accroit, plusieurs d'entre 
eux explorerons des régions non intéressates de l'espace de solutions dû. soit à de 
mauvaises solutions initiales, soit à des stratégies d'exploration moins efficaces. ou 
à une combinaison des deux. Deuxièmement, en accroissant le nombre d'itérations. 
on permet aux fonctions de la mémoire à long terme de la recherche tabou d'être 
utilisées pleinement, et de guider correctement la recherche. 
II semble que, même si l'échange d'information concernant les meilleures solu- 
t ions trouvées lors de la recherche soit bénéfique comparé au traitement séquentiel. 
l'injection à tout moment d'une solution partagée dans une trajectoire de recherche 
tabou peut avoir un effet négatif sur les performances. En fait, si on respecte la 
logique de la recherche tabou: les solutions partagées devraient être utilisées par le 
processus récepteur qu'à des phases bien particulières de la recherche tabou, la diver- 
sification apparaissant comme l'une des phases les plus appropriées. Conséquemment. 
soit que l'acceptation d'une solution partagée est reportée jusqu'à ce que des con- 
ditions précises soient rencontrées. ou soit que 1'011 modifie le critère qui définit une 
étape (par exemple en ayant les points d'interaction à l'arrivée d'une phase de di- 
versification). 11 faut noter également que pour exploiter pleinement les approches 
de parallélisation p-IiS, la procédure de recherche tabou devrait être calibrée de 
nouveau. Ce n'est pas cependant l'objectif de la présente étude qui vise uniquement 
à évaluer les procédures en fonction d'un ensemble "objectify de paramètres. Dans 
ce contexte, si une stratégie de parallélisation synchrone est envisagée, il semble que 
l'approche simple consistant à exécuter plusieurs procédures différentes de recherche 
à partir de solutions initiales différentes puisse offrir les meilleures chances de succès. 
p-RS MPDS + 
p-RS SPDS -c- 
p-RS MPSS 
p-KS MPDS 
p-KS SPDS .-a---- 
p-KS MPSS .-.---- 
1 -RS SPSS . - + - - - O  
1 -KS SPSS - - m . - - -  
---.----- . .-.-. 
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Figure 4.4 Comparaison des gaps 
Relativement 
pour les stratégies 
au temps de calcul, la mesure de performance la plus adéquate 
synchrones est certainement le temps %coulé" pour compléter 
une exécution. Cependant. dans un environnement de traitement partagé comme 
le nôtre où il est difficile d'isoler complètement une application d'interactions avec 
d'autres applications. il est hasardeux de faire des comparaisons au niveau du  temps 
de traitement uniquement sur la base de problèmes individuels. Pour cette raison. 
les discussions sur le temps écoulé portent sur des temps moyens observés pour les 
différentes stratégies sur l'ensemble complet des tests. 
Comme prévu dès le départ, le temps d'exécution s'accroit de manière signi- 
ficative avec le niveau d'échange d'information requis pour les différentes stratégies. 
Les approches avec recherches multiples' où les communications ne sont faites qu'à la 
fin du traitement. s'exécutent plus rapidement que les méthodes p-KS où les points 
d'interaction s'effectuent à chaque 25 itérations. Le temps écoulé des procédures 
parallères avec recherches multiples est similaire à celui du temps d'exécution de 
la plus longue procédure séquentielle impliquée dans une procédure avec recherches 
multiples. Par contre. les approches p-IiS demandent environ la moitié du temps 
requis par les approches 1-RS. pour ces dernières le processus maître doit interagir 
avec les processus esclaves a chaque itération contrairement à des séquences de 25 
itérations pour les stratégies p-KS. Le temps de calcul s'accroît également en fonc- 
tion du nombre de processeurs. puisque le temps pour la synchronisation aux points 
d'interaction dépend du processus le plus long et il y a plus de messages qui doivent 
être échangés lorsque plus de processeurs sont impliqués dans le traitement. Ceci est 
particulièrement significatif dans le cas des stratégies p-KS où les temps de calcul 
pour p = 16 sont environ 20% supérieur à ceux de p = 4. 
4.9 Procédures asynchrones de recherche tabou 
La présente section a pour objectif d'illustrer la taxonomie par le biais des procédures 
parailéles asynclirones de la méthode tabou. Nous dirons qu'une procédure parallèle 
est asynchrone si le partage de I'informat ion contenue dans l'historique de recherche 
se fait à partir de la logique interne de chaque procédure sans coordination avec 
les autres procédures du traitement parallèle. Ce mode de partage de l'information 
fait que les procédures parallèles asynchrones de la recherche tabou possèdent des 
caractéristiques particulières au niveau des sources de dégradation des performances. 
du modèle algorithmique. de la cardindité de la recherche et du parcours de l'espace 
de solutions. 
En effet. le taux de dégradation des performances dû à l'échange d'information 
est minime comparativement à celui des procédures synchrones parce que les points 
d'interaction se font par le biais d'une mémoire centrale. ce qui élimine la dégradation 
des performances due à la synchronisation des procédures entre elles. Cependant. 
comme c'est le cas en général pour les algorithmes chaotiques, ce partage asynchrone 
de l'information provoque un comportement non déterministe de la procédure pa- 
rallèle. D'une exécution à l'autre, l'exploration de l'espace de solutions n'est pas la 
même parce que des événements reliés au système physique ou à l'activité d'autres 
applications qui partagent les mêmes processeurs font varier d'une exécution à l'autre 
les accès aux variables partagées par les procédures. Une telle variation ne serait-ce 
qu'infime. affecte ['échange d'information et finalement les décisions qui dépendent 
fortement de l'historique de la recherche sont affectées à leur tour. il y a alon un 
effet d'entrainement fort complexe qui se produit. 
Le partage asynchrone de l'information et le non-déterminisme qu'il entraîne 
signifie qu'il n'est pas possible de garantir que la sémantique de la procédure parallèle 
asynchrone sera la même que la procédure séquentielle. En effet. pour les procédures 
parallèles synchrones de la recherche tabou (c.à.d. la plupart des procédures pro- 
posées dans la littérature pl, 23, 29, 67. 931, etc.) on peut toujours reproduire 
par une procédure séquentielle unique, le comportement (l'exploration effectuée de 
l'espace de solution) adopté par la procédure parallèle. Au niveau des stratégies 
1-chemin. il s'agit que la procédure parallèle et la procédure séquentielle utilisent 
les mêmes listes candidates à chaque itération; pour les stratégies p-chemins. les p 
procédures et leurs étapes de synchronisation peuvent être simulées par une seule 
procédure séquentielle qui exécute tolites les procédures d'une étape avant de passer 
à l'étape suivante. Ce n'est pas nécessairement le cas pour les approches asyn- 
chrones où on ne peut que simuler par un processus stochastique l'impact du système 
physique et des autres applications sur la procédure tabou parallèle: il n'est donc 
pas possible de reproduire exactement le comportement de la procédure parallèle 
par une procédure séquentielle. 
Le choix du voisin de la procédure séquentielle de recherche tabou que nous 
avons conçue porte sur celui qui minimise la valeur de  la fonction objectif. C'est 
ce critère que nous avons appliqué aux procédures parallèles synchrones 1-chemin. 
L'équivalent asynchrone de ces procédures parallèles pose un problème puisqu'on ne 
peut plus garantir (si l'on veut être asynchrone) que le choix du voisin se portera 
sur celui qui minimise la fonction objectif (c'est un problème similaire à celui des 
stratégies de parallélisation "par erreurs" du recuit simulé). 11 nous faut plutôt 
utiliser un critère comme "choisir la première solution améliorante lorsqu'une telle 
solut ion existe'. Yous n'avons donc pas réalisé d'implantations 1-chemin asyn- 
chrones parce que cela nous aurait entraîné trop loin de notre objectif principal qui 
est d'utiliser les mêmes mécanismes de recherche à travers Ies différentes procédures 
pour pouvoir comparer les stratégies de parallélisation entre elles et avec la procédure 
séquentielle. 
Enfin? comme nous le savons déjà, le caractère asynchrone de l'accès à l'in- 
formation fait que chaque processus travaille avec des connaissances relatives à une 
sous-région de l'espace de solutions. En ce sens, l'approche asynchrone se distingue 
du cas p-chemins partage synchrone OU l'information est globale en provenance de 
toutes les procédures, et  confire à la parallélisation asynchrone une manière de 
parcourir l'espace de solutions et un mode d'acquisition de I'information tout à fait 
différent de celui des approches p-chemins synchrones. 
4.9.1 Stratégies de parallélisation p-chemins collégiales asynchrones 
Le cadre général des stratégies de parallélisation p-chemins collégiales asynchrones 
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Figure 4.5 Cadre du traitement parallèle asynchrone 
11 s'agit de p procédures séquentielles exécutant chacune une recherche tabou. 
Pour chaque champs de l'historique de recherche qui est partagé. une variable glo- 
bale est créée. cette variable est accédée en fonction des critères du partage de 
l'information de la procédure parallèle de la recherche tabou. Dans le cas d'une 
implantation sur un système distribué (c'est le cas de nos implantations). nous uti- 
lisons une architecture de type blackboard ou un des processeurs est responsable 
d'emmagasiner la valeur des champs partagés de  l'historique de recherche. 
Pour toutes les procédures parallèles de  la présente section. les deux champs 
suivants de l'historique de recherche seront partagés: la meilleure solution d'une 
procédure et son contexte (c'est-à-dire le vecteur des variables de décisions du 
problème d'optimisation). Les critères d'accès et de mise à jour de la mémoire 
cent raie sont les suivants: 
Lorsque la solution courante d'une procédure est meilleure que toutes les so- 
lutions explorées auparavant par cette procédure, celle-ci envoie sa solution 
courante et le contexte qui lui est associée à la mémoire centrale. 
0 L a  mémoire centrale est mise à jour si la meilleure solution courante envoyée 
par une procédure est meilleure que celle déjà en mémoire centrale. 
.\ chaque fois qu'une procédure accède la mémoire centrale pour une mise à 
jour. la mémoire cent ride retourne à cet te  procédure son contenu (même si la 
mise à jour a échouée). 
0 Après un certain nombre d'itérations sans améIiorer sa meilleure solution cou- 
rante, une procédure demande une copie de  la solution contenue en mémoire 
centrale. 
Suite à un point d'interaction avec la mémoire centrale, un processus reprend 
toujours sa nouvelle étape d'exécution à partir de la configuration (mémoires et listes 
tabous à court terme, la meilleure solution de la recherche locale, Ie contexte de la 
solution courante, etc.) de l'étape précédente. Cependant, avant de commencer 
une phase de diversification, le processus compare et éventuellement remplace sa 
meilleure solution et son contexte par la meilleure solution de la mémoire centrale. 
Alors, soit que la recherche recommence à partir de la meilleure solution de la 
mémoire centrale (ce qui correspond à une diversification imposée de  l'extérieur). 
ou une diversification ordinaire est exécutée. De cette manière, on peut réconcilier le 
comportement de la recherche tabou basé sur les mémoires à long terme de chaque 
processus à l'importation d'informations exogènes. 
Contrairement à ce qui se passe en mode synchrone. la même information est 
partagée uniquement par les procédures ayant accédées à la mémoire centrale entre 
deux mises à jour de celle-ci. ce qui fait qu'en théorie du moins. à tout instant 
de la recherche. l'information influençant les chemins de recherche de la procédure 
parallèle asynchrone est plus diversifiée que dans le cas synchrone. 
Xous avons également testé une version différente de la mémoire centrale 
où plusieurs copies des champs de l'historique de recherche partagée sont créées. 
L'objectif de cette modification est d'obtenir un pool des meilleures solutions en 
mémoire centrale au lieu de n'en garder qu'une seule. On a aussi introduit un cm- 
tain degré de non-déterminisme au niveau de l'information qui est retournée aux 
procédures à partir de la mémoire centrale. Les deux principales différences entre 
cette stratégie de pool de solutions et la précédente sont: 
0 L a  mémoire centrale garde et met à jour une liste des s meilleures solutions (et 
le contexte qui leur est associé) trouvées par les p procédures de  recherche; la 
meilleure solution de la mémoire centrale de toute évidence appartient à cette 
liste. 
0 Toute solution retournée à une procédure i partir de la mémoire centrale est 
sélectionnée sur la base d'un choix aléatoire parmi les s solutions dans la liste. 
Notons que dans le cadre d'un pool de solutions, une procédure peut recevoir 
plusieurs fois la même solution. En conséquence. lorsqu'une procédure reçoit une 
solution de la mémoire centrale, elle accepte cette solution seulement si elle est 
différente des solut ions précédentes repes  de la mémoire centrale. Enfin, aucune 
solution non réalisable n'est échangée entre les procédures et la mémoire centrale 
pour les deux versions que nous avons implantées. 
Pour ces deux types de mémoires centrales, nous avons conçu des procédures 
parallèles p-chemins collégiales asynchrones en combinaison avec les stratégies de 
différentiation de la troisième dimension. Comme pour le cas synchrone et pour 
les mêmes raisons. nous n'avons pas implanté de procédures parallèles p-chemins 
collégiales asynchrones SPSS. Nous avons donc conçu des procédures parallèles pour 
les stratégies de différentiation SPDS, MPSS et MPDS. 
II est évident que dans le cadre d'une procédure parallèle collégiale asyn- 
chrone tel qu'illustré ci-haut, à tout moment. une procédure dispose au mieux de 
I'information reliée à son propre historique de recherche, la valeur et le contexte 
d'une solution globale qui n'est pas nécessairement à jour. sans aucune indication 
de l'évolution globale de la recherche parallèle. En ce sens, nous n'obtenons pas 
une image globale de L'effet combiné des procédures de recherche et nous perdons. 
du moins partiellement, l'effet d'apprentissage et les mécanismes de mémoire cen- 
trale à la méthode tabou. Les stratégies que nous identifions par p-chemins réflexifs 
asynchrones (p-KC) ont pour objectif de s'aborder cette problématique. 
4.9.2 Stratégies de p-chemins réflexifs asynchrones 
L'usage principal de l'échange d'information pour les procédures parallèles que nous 
avons décrit jusqu7à maintenant consiste, soit à détourner les procédures séquentielles 
de régions peu prometteuses de l'espace de solutions déjà explorées par d'autres 
procédures, ou au contraire à diriger l'exploration de certaines procédures séquentielles 
vers des régions plus prometteuses. On pourrait cependant faire un tout autre 
usage de cette information. En effet. on peut utiliser la diversité de l'information 
pour créer de nouvelles solutions et ainsi O U V ~ ~  de nouvelles régions de l'espace de 
solutions à l'exploration. On peut, comme pour le cas des algorithmes génétiques, 
utiliser l'information contenue au niveau de l'historique des procédures concurrentes 
pour créer graduellement une image de plus en plus précise du patron (pattern) 
de la solution optimale? utilisant ensuite cette image pour guider l'exploration des 
procédures tabous concurrentes. 
La catégorie des stratégies de parallélisation p-chemins réflexifs asynchrones 
regroupe les procédures parallèles asynchrones de la recherche tabou combinant La 
recherche tabou avec des méthodes d'analyse et de réconciiiation des connaissances 
acquises par les procédures séquentielles. La fonction de ces méthodes est d'analyser 
les connaissances diverses accumulées et échangées entre les procédures séquentielles 
et d'implanter de nouveaux mécanismes de guidage du chemin de recherche de 
chaque processus en se basant sur cette analyse et les nouvelles connaissances qui 
en découlent. 
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La figure 4.6 illustre une version simple de la stratégie p-chemins réflexifs 
asynchrones. 
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Figure 4.6 Stratégie p-chemins réflexifs asynchrones 
Ce qui distingue cette figure de la précédente, c'est la plus grande quantité d'in- 
formation qui est échangée entre les procédures et la mémoire centrale, et par 
conséquent la définition de nouvelles structures de données a u  niveau de la mémoire 
centrale. Dans cette figure, deux nouvelles structures de données sont définies, l'une 
pour l'emmagasinage de connaissances induites à partir de 1 'informat ion analysée 
au niveau de la mémoire centrale par les procédures "d'analyse et de réconciliation" 
qui s'y trouvent et l'autre pour l'emmagasinage des informations utilisées par les 
nouveaux mécanismes de guidage des procédures tabous concurrentes (dans le cas 
présent des listes tabous globales à toutes les procédures). Les différentes mémoires 
de la recherche tabou offrent beaucoup de potentiel pour obtenir. par une analy- 
se comparative, de nouvelles connaissances sur l'espace de solutions. Les bases de 
comparaisons peuvent parier sur la distribution de certains attributs des solutions 
trouvées comme les optima locaux. la fréquence de changements d'états de certaines 
variables de décisions au niveau des bonnes ou mauvaises solutions trouvées par les 
processus. l'effet en moyenne du changement d'état d'une variable de décision sur 
la valeur de la fonction objectif, etc. 
Xous avons conçu une procédure parallèle pour cette catégorie de stratégies 
de parallélisation où la mémoire centrale emmagasine l'information produite par la 
comparaison du contexte des solutions strictement améliorantes par rapport à la 
meilleure solution de la mémoire centrale (c'est-à-dire les soiut ions reçues qui for- 
cent une mise à jour de la solution de la mémoire centrale). La nouvelle information 
emmagasinée enregistre la fréquence des changements de statut des variables de 
décisions à partir du contexte des solutions améliorantes de la mémoire centrale. 
Ainsi. à long terme. cette mémoire de cohérence des solutions améliorantes tend à 
faire apparaître deux catégories de variables de décisions: celles dont le statut ne 
change pas à travers les bonnes solutions rapportées à la mémoire centrale. c'est- 
à-dire les variables de décisions qui semblent définitivement fisées et celles dont le 
statut ne semble pas défini de ce point de vue. Cette mémoire de  cohérence des 
solutions améliorantes sert à constituer une liste tabou globale qui est ajoutée par la 
mémoire centrale à chaque message visant à retourner une solution à une procédure 
de recherche. Sur réception, Les procédures utilisent cette liste tabou globale pour 
influencer leur chemin de recherche par exemple en interdisant l'exploration de so- 
lutions qui impliqueraient le changement de statut d'une variable qui semble stable 
selon la mémoire de cohérence des solutions améliorantes. Au niveau de la présente 
implantation, ceci est accompli via un mécanisme tabou similaire à celui de la diver- 
sification: Le statut  tabou des solutions candidates est modifié pendant la recherche 
Locale selon les valeurs du vecteur. 
4.9.3 Résultats expérimentaux des stratégies asynchrones 
Les tests présentés dons cette section ne portent que sur les approches p-chemins 
collégiales asynchrones, nous reviendrons dans les chapitres suivants sur l'étude des 
stratégies de type réflexif asynchrone. Ces tests ont pour objectif d'explorer les 
alternatives de conception impliquées par les structures de traitement collégiales 
asynchrones de l'information décrites dans la section précédente, et d'examiner 
l'impact sur le comportement des procédures parallèles de quelques paramètres de 
conception tel que le nombre de processeurs, la taille du pool, etc. Ces résultats sont 
aussi utilisés pour déterminer quelle stratégie de parallélisation semble obtenir les 
meilleures performances? et comparer les approches asynchrones de parallélisation 
avec des approches plus classiques fondées sur la synchronisation des procédures. 
Les tableaux 4.7, 4.8 et 4.9 résument les résultats obtenus pour les trois 
stratégies de différentiation, SPDS, MPSS, et MPDS, en utilisant un des deux 
mécanismes d'échange d'information: l'approche de la mémoire centrale avec une 
seule solution et l'approche avec le pool de solutions. Dans ce dernier cas, la taiile 
s du pool correspond au nombre p de processeurs. 
.A partir des tests effectués sur les stratégies de parallélisation asynchrones de 
la méthode tabou, on peut tirer des conclusions générales assez similaires à celles 
que nous avions fait pour les approches synchrones de parallélisation. En effet, les 
versions parallèles asynchrones obtiennent généralement de meilleures solutions que 
la procédure séquentielle, et la plupart d'entre elles de manière significative. Par 
exemple, les gaps moyens de 0.17%, 0.12% et 0.03% pour l'approche SPDS (sans 
pool), avec respectivement 4, 8 et 16 processeurs se comparent avantageusement 
avec le gap moyen de 0.63% de la procédure séquentielle. 
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Tableau 4.7 Résultats p-chemins SPDS 
Les procédures de recherche tabou parallèles asynchrones aident à trouver des 
solutions de très grande qualité. En effet' même avec un réglage simple des paramè- 
tres et sans exécution de la phase de post-optimisation. soit que la solution optimale 
est trouvée ou qu'un très faible gap existe entre la solution optimale et la solution 
trouvée par la procédure parallèle asynchrone. De plus. il faut noter la robustesse 
de l'approche parallèle asynchrone: toutes les procédures, généralement, trouvent de 
meilleures solutions que la version séquentielle. et habituellement. dans un nombre 
d'itérations moindre. 
Avant de procéder plus en avant pour analyser les résultats et comparer les 
diverses stratégies? quelques remarques doivent être faites relativement aux implan- 
tat ions. La première concerne la définit ion des stratégies SP DS. 
4.9.4 Stratégies collégiales asynchrones SPDS 
Il est facile d'appliquer la stratégie SPDS dans le cadre synchrone où après chaque 
point d'interaction, toutes les procédures redémarrent en même temps et avec la 
même solution. Lorsque les implantations asynchrones sont envisagées, il n'est pas 
évident qu'un paradigme strict S PDS puisse être facilement appliqué. spécialement 
lorsqu'une stratégie de pool est utilisée. En fait. puisque les procédures ne s'attendent 
pas les unes les autres lorsqu'elles interagissent avec la mémoire centrale, on ne peut 
pas ét re assuré que toutes les procédures partagent une même solution initiale comme 
l'exige une ciifférentiation de type SPDS. Pour remédier partiellement à ce problème, 
nous avons modifié la méthode de telle sorte que lorsqu'une solution améliorante en 
provenance de la mémoire centrale est acceptée par une procédure individuelle, elle 
remplace In meilleure solution locale immédiatement par cette solution de la mémoire 
centrale. Nous avons ainsi une sorte de cadre SPDS local pour un sous-ensemble de 
procédures qui communiquent avec la mémoire centrale dans une même fenêtre de 
temps à condition de ne considérer que des fenêtres de temps relativement brèves. 
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TabIeau 4.8 Résultats p-chemins MPSS 
exemple, lorsqu'une solution améliorante est trouvée par une procédure individuelle. 
cette même solution est gardée inchangée en mémoire centrale pour les p - 1 points 
d'interaction suivants avec la mémoire centrale. Cette approche présente quelques 
difficultés d'implantation évidentes: par exemple. on doit porter attention a u  cas 
où la même procédure communique plusieurs fois consécutivement avec la mémoire 
centrale. autrement toutes les procédures n'auront pas la même solution initiale. 
Plus important encore. de telles approches contredisent l'objectif de la stratégie 
du pool de solutions qui vise à diversifier la recherche en envoyant des solutions 
différentes mais de bonne qualité aux différentes procédures. De plus, même s'il y a 
de bonnes raisons pour démarrer toutes les procédures à partir de la même solution 
initiale (par exemple, pour les problèmes P l3  à P16. la seule solution initiale qui 
semble fonctionner consiste à partir avec tous les dépôts ouverts), de contraindre les 
procédures de recherche asynchrones d'accepter la même solution en utilisant un de 
ces mécanismes. est équivalent à réintroduire une forme subtile de synchronisation. 
Ceci se refléte dans le fait que la stratégie du pool semble obtenir de moins bonnes 
performances dans un contexte SP DS. 
4.9.5 Stratégies collégiales asynchrones MPSS e t  MPDS 
Cnc deuxième remarque concerne Le comportement des stratégies avec multiples 
solut ions initiales. MPSS et MP DS. En général. ces paradigmes sont relativement 
faciles à maintenir dans un environnement parallèle asynchrone. puisque les procédures 
font des requêtes à la mémoire centrale indépendamment les unes des autres. C'est 
d'autant plus vrai dans le contexte des stratégies du pool de solutions où l'ensemble 
des solutions disponibles est modifié de manière imprévisible et où le choix dans 
ce pool de La solution retournée à une procédure s'exécute de façon aléatoire. La 
procédure de base des stratégies asynchrones sans pool peut poser problème puisque 
seulement une solution, la meilleure solution courante. est disponible en tout temps, 
et n'est mise à jour que lorsqu'un procédure de recherche trouve une solution 
améliorante. Conséquemment. parce que la solution de la mémoire centrale est 
mise à jour moins fréquemment au fur et à mesure que la recherche giobale pro- 
gresse, il est possible que les recherches MPSS et MPDS deviennent éventuellement 
des recherches SPSS et SPDS respectivement. ce qui pourrait constituer une irnpor- 
tante source de dégradation des performances. Le fait que (lorsque 16 processeurs 
sont utilisés) les gaps moyens soient les mêmes pour les stratégies MPDS et SPDS. 
semble nous orienter vers cette conclusion. 
Deux observations doivent cependant être faites relativement à ce dernier point. 
'lotons d'abord que dans le cas de l'approche MPDSo une stratégie différente de 
recherche adoptée par chaque procédure assure une exploration plus diversifiée de 
l'espace de solutions. C'est probablement ce qui explique la supériorité. appar- 
ente dans Les figures 4.7 et 4.8, de MPDS sur MPSS. D'autre part. lorsqu'on com- 
pare les solutions MPDS et SPDS. lorsque la solution optimale n'est pas trouvée 
pour un problème donné, la meilleure solution obtenue par chaque procédure est 
généralement différente et provient d'une itération différente de celle obtenue par les 
autres procédures. Ceci est spécialement intéressant Iorsqu'on considère le cas des 
problèmes Pl3 à P16, puisqu'ici toutes les procédures de recherche démarrent avec 
la même solution initiale. le paradigme des solutions initiales différentes ( MPSS et 
MPDS) n'étant implantées qu'à travers la gest.ion de la mémoire centrale. 
Xous pouvons donc conclure que les chemins de recherche des deux stratégies de 
différentiation MPDS et SPDS ne convergent pas vers un chemin unique. De même. 
le phénomène de dégradation où plusieurs solutions initiales différent es MPSS et 
MPDS se transforment en une stratégie de type SPSS ou SPDS, n'est pas tellement 
présent dans nos tests. Cela démontre qu'une conception adéquate e t  le caractère 
non prévisible des communications inhérent à la parallélisation asynchrone peut 
produire une stratégie de parallélisation qui donne une plus large exploration de 
l'espace de solutions. 
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4.9.6 Comparaisons des résultats pour les stratégies asynchrones 
Les résultats des tests des stratégies de parallélisation asynchrones sont graphique- 
ment illustrés dans les figures 4.7 et 4.8 qui montrent l'évolution des gaps moyens 
respectivement pour les problèmes Pl à Pt?. et pour les problèmes PI à P16. 
Un premier indice de l'impact de la parallélisation asynchrone de la recherche 
tabou est visible au niveau de la qualité des solutions trouvées. plus précisément. 
cette qualité semble s'accroître avec le nombre de processeurs. par exemple. en 
général de meilleures solutions sont trouvées en utilisant Y ou 16 processeurs au lieu 
de 4. Les stratégies qui semblent tirer le plus d'avantages d'un accroissement du 
nombre de processeurs sont MPDS. SPDS et MPDS avec le mécanisme de pool de 
solutions. Ceci indiquerait que le succès de la parallélisation dépend de la capacité à 
différentier le chemin de chaque procédure. Nous avons aussi exécuté les stratégies 
MPDS pour 600 itérations sur 4 processeurs, mais les performances ne sont pas 
meilleures que l'exécution de 300 itérations sur Y processeurs. D'autres recherches 
pourront mieux clarifier cet te problématique. mais nos tests initiaux semblent in- 
diquer qu'un accroissement du nombre de processeurs est plus bénéfique qu'un ac- 
croissement du nombre d'itérations. 
Cependant. le méme phénoméne de saturation dans !a capocité de di~crsificr 
la recherche avec plusieurs procédures semble se manifester au niveau des parallé- 
lisations asynchrones comme pour les stratégies synchrones. Nous avons pu ob- 
server qu'il y a une limite sur l'efficacité d'ajouter plus de processeurs pour la 
résolution d'un problème. Généralement, soit que le gap moyen diminue légèrement 
ou même s'accroît. lorsqu'on passe de Y à 16 processeurs. Ce phénomène de satura- 
tion provient de deux sources essentiellement: la redondance des chemins d'explora- 
t ion et l'inefficacité de certaines stratégies d'exploration. Étant donné la taille des 
problèmes considérés ( 16 procédures différentes) ceci peut impliquer que certaines 
solut ions initiales et stratégies d'exploration sont très loin de celles identifiées comme 
"bonnes" pour la recherche tabou séquentielle et peuvent entraîner de manière 
MPDS ++ 
MPDS avec pool -- 
MPSS - 
MPSS avec pool +-- 
SPDS --H---- 
SPDS avec pool .-*---- 
4 8 16 
Nombre de processeurs 
Figure 4.7 Comparaisons des gaps pour les problèmes P 1 à P 12 
systématique les chemins de recherche dans des régions de L'espace de solutions 
qui n'aident pas à la découverte de bonnes solutions. La redondance des chemins 
provient du manque de différentiation au  niveau des stratégies de recherche. ce qui 
fait que les mêmes solutions sont explorées par plusieurs procédures différentes. La 
redondance a un effet pernicieux au niveau de l'exploration globale. En effet. en vis- 
itant plusieurs fois la même région de l'espace de solutions. beaucoup d'informations 
swaccumulent dans les mémoires des différentes procédures sur cet te région. lui don- 
nant un pouvoir d'attraction qui ne devrait exister que pour les vallées profondes. 
Par conséquent. il semble que Y processeurs correspond au nombre adéquat de pro- 
cesseurs pour la taille des problèmes que nous avons traités. Cette conclusion est 
aussi corroborée par le comportement du nombre moyen d'itérations requis pour at- 
teindre la meilleure solution, où aller de S à 16 processeurs est difficilement justifié. 
Concernant la qualité et la gestion de l'information gardée dans la mémoire 
centrale et échangée entre les procédures, nos résultats suggèrent qu'en utilisant un 
pool des p meilleures solutions déjà trouvées? et en allouant de manière aléatoire une 
de ces solutions à une procédure en particulier. cela accroit le nombre de régions 
différentes dans l'espace de solutions qui sont explorées et améliore la qualité des 
solutions. C'est intéressant. puisqu'aucun réglage n'a été effectué sur les procédures 
et que nous avons utilisé un mécanisme très simple d'acceptation des solutions dans 
le pool: une solution est acceptée si elle est meilleure que la moins bonne solution 
dans le pool. Finalement. les procédures semblent t rés robustes relativement à 
la taille du pool gardé en mémoire centrale. Nous avons fait un certain nombre 
d'autres tests avec des tailles de pool différentes de p. bien que les performances 
peuvent varier pour quelques problèmes individuels, le comportement général des 
procédures ne varie pas. 
Parmi les stratégies qui ont été testées. MPDS et SPDS semblent avoir de 
meilleures performances' relativement au gap moyen et à l'effort requis pour trouver 
la meilleure solution, avec MPDS légèrement meilleure lorsque S processeurs sont 
MPDS - 
MPDS avec pool - 
MPSS - 
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Figure 4.8 Comparaisons des gaps entre les implantations asynchrones pour tous les 
problèmes 
utilisés. En fait, il est intéressant de noter que les recherches tabous parallèles 
asynchrones apparaissent remarquablement robustes dans leur capacité à atteindre 
une solution de bonne qualité pour un vaste éventail de stratégies algorithmiques et 
de réglages de paramètres. 
En ce qui concerne l'analyse des dégradations de performances. elle est la 
même pour toutes les approches asynchrones. II y a essentiellement trois sources de 
dégradation dans ies parallélisations asynchrones de la recherche tabou: 
a la procédure qui exécute le plus grand nombre de swaps détermine le temps 
total d'exécution de la procédure parallèle (c'est le même cas que les stratégies 
p-RM); 
les instructions qu'il faut exécuter pour envoyer: recevoir les messages et im- 
planter les nouvelles procédures de guidage du chemin dans le cas de la catégorie 
réflexif asynchrone: 
a la gestion de la mémoire centrale et la congestion pour accéder à cette mémoire. 
Les deux premières sources de dégradation ont été décrites au niveau des 
stratégies synchrones de parallélisat ion. ies stratégies de type réflexif asynchrone 
ne faisant qu'augmenter la part de dégradation attribuable aux instructions supplé- 
mentaires. La troisième source s'accroit en importance avec la quantité du travail 
effectuée au niveau de la mémoire centrale. Cette source de dégradation est infime 
lorsqu'une seule solution est conservée en mémoire centrale? elle devient un peu plus 
importante lorsqu'on considère les stratégies réflexives asynchrones. 
4.9.7 Conclusions 
La taxonomie a permis d'imaginer de nouvelles stratégies de parallélisation de la 
méthode tabou en comparaison avec celles que l'on connaît actuellement. et of- 
fre un cadre général pour des études comparatives. 1: semble, par exemple, que 
les stratégies de parallélisation des recherches multiples soient très performantes et 
donnent de meilleurs résultats que les autres stratégies synchrones. Cependant. si 
cette approche est choisie, il semble qu'il soit bénéfique de varier non seulement la 
solution initiale. mais aussi les stratégies d'exploration. Par contre. les stratégies 
asynchrones suggérées par la taxonomie semblent encore plus promet teuses. En lais- 
sant les procédures communiquer entre elles sans imposer de synchronisation. ces 
stratégies trouvent de meilleures solut ions pour la classe de problèmes étudiés et sur- 
passent légèrement les stratégies avec recherches multiples. La taxonomie suggère 
aussi que des stratégies de parallélisation améliorées peuvent être obtenues en ex- 
trayant de la connaissance à partir de l'échange d'information entre les procédures. 
Il est intéressant de comparer la performance des stratégies asynchrones avec 
celles des stratégies synchrones. ces comparaisons sont illustrées dans la figure 4.9. 
On y montre l'évolution du gap moyen obtenu sur tous les problèmes en fonction 
du nombre de processeurs. On compare les gaps entre la procédure séquentielle et 
trois procédures synchrones représentatives de leur classe et offrant les meilleures 
performances: p-Rh[ MPDS. p-KS MPSS. et 1-KS SPSS. Les performances des al- 
gorithmes synchrones sont comparées à celles des versions asynchrones de MPDS. 
MPDS avec pool. et SPDS avec pool. Les résultats illustrés dans cette figure con- 
firment que sur tout le spectre des stratégies de parallélisation. les approches asyn- 
chrones sont meilleures. Une exploration plw minutieuse de l'espace de solutions 
comparée a celle réalisée par les méthodes séquentielles et parallèles synchrones, due 
au fractionnement de la connaissance qui résulte de I'implantat ion asynchrone de la 
recherche est la cause la plus probable de ces résultats. Comme prévu. la stratégie 
de parallélisation p-RM MPDS, laquelle utilise p procédures de recherche non co- 
ordonnées pour explorer l'espace de solutions, obtient de très bonnes solutions. Ce 
qu'il faut noter cependant, c'est le fait que, même dans le présent contexte où les 
améiiorations possibles sont très restreintes (les gaps sont généralement très minces), 
une implantation simple d'une recherche parallèle asynchrone peut encore dépasser 
les meilleures méthodes synchrones. 
Sequentiel + 
p-RS MPDS - 
p-KS MPSS 
1-KS SPSS -+- 
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Figure 4.9 Comparaisons des gaps - bleiileures procédures asynchrones et synchrones 
Les tableaux 4.10 et 4.1 1 montrent les gaps moyens. calculés sur L'ensemble des 
problèmes. obtenus par chaque implantation parallèle pour 4. Y e t  16 processeurs. de 
même que le gap moyen de la procédure séquentielle. L'évolution des gaps moyens 
avec le nombre de processeurs est aussi illustrée dans les figures 4.10 et  4.1 1 pour les 
procédures asynchrones et  synchrones respect ivement. Ces résultats supportent la 
conclusion selon laquelle l'utilisation du parallélisme améliore les performances des 
procédures de recherche tabou. Les résultats rapportés sur plus de 672 exécutions 
des implantations synchrones et  asynchrones du tabou parallèle montrent que les 
procédures parallèles s'arrêtent avec la même solution que la procédure séquentielle 
dans 25% des cas, tandis qu'il y a amélioration dans 68% des autres. En particulier. 
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Figure 4.10 Comparaisons des gaps- implantations asynchrones 
4 6 8 10 12 14 16 
Nombre de processeurs 
Figure 4.1 1 Corn paraisons des gaps- Implantations synchrones 
Chapitre 5 
Parallélisation par recherches rnult iples 
coopérantes 
5.1 Introduction 
Au chapitre 4, nous avons implanté plusieurs procédures parallèles dont les stratégies 
de parallélisation appartiennent aux recherches multiples coopérantes. Lors de 
la concept ion de ces procédures parallèles. nous avons iai t plusieurs hypothèses 
sur I'information qui devait être échangée (les meilleures solutions), la fréquence 
des échanges (25 itérations ou communications asynchrones) et  sur les procédures 
séquentielles visées par un échange d'information (toutes les procédures dans le 
cas p-KS ou indéterminées pour p-KC et collégiales asynchrones). Ces décisions 
portant sur l'échange d'information ont constitué une part importante du travail de 
concept ion de ces procédures parallèles. 
Crt,tr phase de conception visant à spécifier comment l'information doit f t rc  
échangée entre Les procédures séquentielles est particulière aux recherches multi- 
ples coopérantes. On ne la retrouve pas dans la conception de procédures parallèles 
exploitant le parallélisme obligatoire ou le parallélisme par décomposition du 
domaine du traitement spéculatif. La problématique portant sur "comment faire 
coopérer entre elles les procédures séquentiellesn de recherches multiples est rela- 
tivement nouvelle en ce qui concerne la parallélisation de la méthode tabou. Cepen- 
dant. cette problématique a fait l'objet de plusieurs travaux de recherche depuis près 
d'une décennie pour des méthodes de recherche comme les algorithmes génétiques, le 
recuit simulé, de même que certaines méthodes spécialisées. Il n'en demeure pas 
moins que cette phase de conception que l'on appelle parfois "l'engineering du traite- 
ment parallèle coopératif" est encore mal définie. La compréhension des 
effets du partage de l'information sur le chemin d'exploration de chaque procédure 
séquentielle reste intuitive et incomplète. et une méthode systématique portant sur 
la manière de mener à bien cette étape de conception fait toujours défaut. 
Le présent chapitre traite de la phase de conception de l'échange d'information 
entre les procédures séquentielles d'une stratégie de parallélisation par recherches 
multiples coopérantes. Nous allons proposer une démarche d'analyse de la méthode 
tabou destinée à guider le développement de cette phase de conception. Plus 
spécifiquement. nous proposerons un cadre générai où la configuration dc cette phase 
de conception est bien définie. Nous allons également énoncer certains critères 
permettant d'évaluer les choix qui s'offrent pour réaliser l'échange d'information 
pour chaque aspect spécifique du cadre générai. Chaque critère sera motivé par un 
ensemble de considérations provenant de notre expérience avec la parallélisation de 
la méthode tabou et de travaux de chercheurs portant sur d'autres méthodes de 
recherche. Le concepteur pourra alors être en mesure de comparer le contexte de 
développement de sa procédure parallèle avec les hypothèses théoriques et pratiques 
qui ont conduit à I'énoncé de ce cadre général et des critères qui l'accompagnent. 
5.2 Travaux sur les recherches multiples coopérantes 
Comme mentionné dans l'introduction. il  existe déjà certains travaux portant sur des 
stratégies de parallélisat ion par recherches multiples coopérantes appliquées à des 
méthodes de recherche autres que la méthode tabou. Nous allons maintenant intro- 
duire quelques-uns de ces travaux. nous reviendrons sur des aspects plus particuliers 
de ces recherches pour étayer certaines considérations sur l'échange d'information 
entre les procédures séquentielles de la méthode tabou. 
5.2.1 Méthodes de recherche spécialisées 
Les travaux de Clearwater, Huberrnan Sr Hogg [25] portent sur l'utilisation de 
stratégies de parallélisat ion par recherches multiples coopérantes pour la résolut ion 
en parallèle d'un problème d'arithmétique cryptographique. Il s'agit d'un problème 
de satisfaction de contraintes consistant à trouver une affectation unique d'un 
nombre à chaque caractère telle que les nombres composés par des mots différents 
puissent s'additionner correctement. Dans la version séquentielle de cette méthode 
de recherche, chaque itération effectue une affectation aléatoire unique de nombres 
aux caractères. Dans la version parallèle avec recherches multiples coopérantes. les 
procédures séquentielles s'échangent de l'information qui correspond à des affecta- 
t ions partielles de nombre à des caractères s'additionnant ccrrectement. La version 
parallèle consiste donc à remplacer au moins une partie de l'affectation aléatoire faite 
à chaque itération des procédures séquentielles par une affectation partielle contenue 
dans une mémoire centrale (architecture blackboard). Les procédures échangent ces 
solutions partielles par la lecture et l'écriture de manière asynchrone de la mémoire 
centrale. La mémoire centrale n'est pas limitée (c.a.d. qu'il n'y a pas de limites 
au nombre de messages contenus dans cette mémoire) et le choix du message en 
mémoire centrale par une procédure séqiientielle se fait par un tirage aléatoire. Les 
résultats de cette recherche montrent une amélioration sensible des performances 
de la stratégie avec recherches multiples coopérantes par rapport à ta stratégie par 
recherches multiples. 
Hogg et Williams [55] appliquent une stratégie de parallélisation par recherches 
multiples coopérantes à un problème de coloriage de graphe en utilisant deux 
méthodes différentes de recherche. La première, est une recherche en profondeur 
avec backtracking (une sorte de B&B) qui tente d'abord de faire une affectation 
de couleurs au niveau des noeuds ayant le plus de contraintes (le plus de noeuds 
adjacents). La seconde méthode est une heuristique qui, à partir de configurations 
initiales générées de manière aléatoire, essaie de produire une solution en changeant 
l'affectation des couleurs des noeuds afin de réduire le nombre de contraintes violées 
dans le problème. Ces deux méthodes sont très différentes. l'une procède avec des 
solutions partielles et converge vers une solution réalisable tandis que l'autre com- 
mence avec une solution complète non réalisable et tente de l'améliorer sans garantie 
de convergence. En programmant deux méthodes différentes. les auteurs cherchaient 
à obtenir une plus grande diversité du comportement des procédures séquentielles 
engagées dans une stratégie de parallélisation par recherches multiples coopérantes. 
Comme pour le cas précédent. l'implantation de l'interaction se fait par l'inter- 
médiaire d'une architecture blackboard centralisée où les procédures séquentielles 
vont écrire et lire des messages. Les messages sont des solutions partielles, c'est-à- 
dire des sous-ensembles de noeuds colorés de manière cohérente. Un nombre limité 
de messages sont gardés dans la mémoire centrale, lorsque celle-ci est pleine, Les 
plus anciens sont éliminés. Des tests effectués avec 10 procédures séquentielles avec 
interaction ont montré de meilleurs résultats par rapport à un même ensemble de 
recherches sans interaction. 
5.2.2 Méthodes de recherche généraies 
Plusieurs implantations distribuées d'algori t hrnes génétiques à gros grain. Pettey. 
Leuze 9: Grefenstette [?SI. Tanase [951 ct Cordon & Wliitley [46] et à grain fin. 
klanderick k Spiessens [GS] , Miihlenbein. Gorges-Schleuter Sr Iiramer [71] et 
Gordon. Whitley 91 Bohm [47) suivent le schéma d'une stratégie de parallélisation 
par recherches multiples coopérantes. Il en va de même pour des algorithmes 
distribués de recuit simulé, Greening [SI] et Graffigné [48]. 11 serait trop long de 
décrire et d'introduire tous ces travaux. Dans les trois prochaines sections, nous 
décrirons plus en détail certains aspects de ces recherches. 
5.2.3 Modèle probabilist e d'une stratégie de parallélisation par recher- 
ches multiples coopérantes 
Huberman 1561 a introduit un modèle général visant à expliquer comment l'échange 
d'inforrnation entre les recherches multiples affecte: (1) le parcours du chemin 
d'exploration des procédures séquentielles: (3) les performances de la procédure 
parallèle. Ce modèle est basé sur une approche probabiliste. Selon ce modèle. Les 
meilleurs résultats obtenus par des recherches multiples coopérantes proviennent du 
lait que l'échange d'information entre les procédures séquentielles, bien que néfaste à 
certaines d'entre elles, est aussi plus bénéfique aux procédures séquentielles obtenant 
les meilleures solut ions. L'échange d'information provoquerait une plus grande 
variation entre les solutions trouvées par les recherches qui coopèrent en compa- 
raison avec les solutions trouvées par les recherches multiples sans coopération. La 
figure 5.1 montre la distribution des meilleures solutions trouvées par les mêmes 
procédures séquentielles avec et  sans coopération. Cette figure montre que la plus 
grande variation des solutions obtenues par recherches multiples coopérantes se 
traduit par une distribution lognormale contrairement à une distribution normale 
pour la parallélisation par recherches multiples. La courbe lognormale se caractérise 
par une  longue trainie de rhaqlie d é  de la moyenne. Conséquemment7 la stratégie 
de parallélisation par recherches multiples coopérantes aura quelques procédures 
séquentielles dans la traînée représentant les solutions de plus grande qualité. La 
seule solution importante dans une approche par recherches multiples correspond à 
la meilleure solution obtenue parmi les p procédures séquentielles. La coopération 
entre les recherches multiples améliorerait les résultats d'une procédure parallèle en 
obtenant de meilleurs résultats du sous-groupe des procédures séquentielles les plus 
performantes. 
Ce modèle n'est pas très opérationnel en ce sens qu'il ne nous donne pas 
beaucoup d'indication sur la façon de concevoir l'échange d'information entre les 
procédures séquentielles. De plus, comme nous le verrons au prochain chapitre, 
Pcrformancc dcs processus 
Figure 5.1 Distribution des solutions avec et sans coopération 
ce modèle repose sur une hypothèse d'indépendance des procédures séquentielles 
qui n'est pas satisfaite évidemment lorsqu'il y a échange d'information entre ces 
procédures. 
5.2.4 Cadre général: la notion de couplage entre les procédures séquen- 
t ielles 
Il n'existe pas de phase de conception de l'échange d'information pour les stratégies 
de parallélisation obligatoire. La définition des tâches parallèles repose en effet 
sur la décomposition de l'algorithme logique o u  séquentiel. Par exemple, pour 
un algorithme logique prenant la forme d'un graphe G = { N ,  A }  (voir la section 
3.2.2). l'information échangée entre deux tâches parallèles -Y et Y est donnée par 
les arcs (u, v )  où u E {X, Y } ,  u E {X, Y} et (u,  v )  @ X, ( u ,  v )  6 Y. Il n'est donc 
pas nécessaire d'avoir une phase de conception puisque l'échange d'information du 
parallélisme obligatoire dérive directement des dépendances de données existant au 
niveau de l'algorithme logique (ou de I'algori t hme séquentiel). de la granulari té de 
la parallélisation et du type de décomposition. Une situation similaire existe pour 
les stratégies de parallélisation basées sur une décomposition du domaine du traite- 
ment spéculatif. S'il y a échange d'information heuristique au niveau de la procédure 
séquentielle. le même type d'information sera échangé par la procédure parallèle. 
Yous avons emprunté au  domaine du génie logiciel et de la théorie des systèmes 
complexe le concept de couplage comme mesure de l'interaction entre les procédures 
séquentielles des parallélisat ions avec recherches multiples coopérantes. 
Le couplage fait référence au degré d'inter-dépendance entre les composantes 
d'un système ou les modules d'un programme. Par exemple. on peut utiliser cette 
notion pour décrire le niveau d'inter-dépendance des tâches d'une parallélisation 
obligatoire en montrant comment les tâches interagissent entre elles, c'est-à-dire 
quelles données sont échangées. quand et entre quelles tâches l'échange se fait. 
Nous utiliserons cette notion de couplage comme cadre général visant à obtenir 
une approche de développement plus structurée pour la phase de conception de 
l'échange d'information des recherches multiples coopérantes. L'idée de couplage 
synthétise bien Les principaux aspects d'une interaction efficace entre les procédures 
séquentielles. à savoir. la définition de quelle information doit être partagée. quand 
cette information doit être partagée. et mi. c'est-à-dire entre quelles procédures 
séquentielles l'information doit être partagée (nous référerons à ce dernier aspect 
du couplage par la notion structure de uozsinage entre les procédures séquentielles). 
L'énoncé expiici te de ces trois paramètres dans la concept ion d'une stratégie de 
parallélisation par recherches multiples coopérantes basée sur la méthode tabou 
constitue la spécification du couplage entre les procédures séquentielles. Chacune 
des trois sections qui suivent est consacrée à discuter un aspect particulier du 
couplage. 
5.3 Quelle informat ion doit être échangée 
Parmi les trois aspects du couplage des procédures de recherche dont nous discutons 
dans ce chapitre, l'aspect concernant le choix de l'information à partager est celui 
qui est façonné le plus directement par La méthode de recherche utilisée. 
Échange d'information entre les sous-populations d'un algorithme génétique 
Pour les algorithmes génétiques. l-échange d'information a pour but d'améliorer la 
qualité des solutions trouvées et de maintenir la diversité entre les sous-populations. 
La qualité et la quantité des individus qui se trouvent dans chaque message entre les 
sous-populations sont les deux paramètres qui réduisent ou accentuent la pression 
sur la sélectivité. Le choix de l'information à échanger entre les sous-populations 
se limite donc à ces deux seuls paramètres. Lorsqu'une sous-population reçoit 
constamment des individus similaires et de très bonne qualité. ces individus risquent 
de devenir prédominants dans la sous-population ce qui accentue la sélectivité et a 
un impact négatif sur la diversité. Par contre, lorsque les individus sont choisis au 
hasard pour l'échange entre les sous-populations, la pression sur la sélectivité est 
réduite et la diversité est peut-être maintenue, mais la qualité des solutions trouvées 
par les sous-populations risque de ne pas s'améliorer. Les critères pour déterminer la 
qualité et la quantité des individus dans un message sont donc fortement influencés 
par ces deux dernières considérations. 
Différents travaus de recherche sur les algorithmes génétiques distribués ont 
donc été effectués pour connaître l'incidence du partage d'information sur les sous- 
populations. Pour ne mentionner que deux exemples particuliers parmi d'autres, 
Belding [12] a fait des tests avec des taux d'échange de IO%, 20% et 50% des meilleurs 
individus des sous-population, tandis que Levine [66] a testé deux stratégies de 
sélect ion des individus migrants: une première stratégie consis tant à faire émigrer 
le meilleur individu vers des sous-populations voisines tandis que pour la deuxième 
stratégie les individus étaient choisis selon un modèle probabiliste avec un biais 
de 0.6 en faveur des meilleurs individus, dans le but de réduire la pression sur la 
sélectivité. 
En ce qui concerne le recuit simulé. le choix de Ihformation à échanger entre les 
procédures séquentielles se limite presqu'uniquement à celui de la meilleure solution 
trouvée. Au niveau des procédures de fouille que nous avons examinées dans la 
section 5.2, des solut ions partielles sont utilisées comme in format ion échangée. 
Stratégies d'échange d'information de la méthode tabou 
Le choix de l'information à être partagée entre les procédures séquentieiles de la 
méthode tabou s'effectue à partir du contenu des nombreuses mémoires consti- 
tuant l'historique de recherche de chaque procédure séquentielle. Rappelons que la 
méthode tabou se base sur des règles de transition qui tiennent compte d'information 
heuristique en provenance de l'historique de recherche (les différentes mémoires de 
la méthode tabou). Trois stratégies de partage d'information s'offrent pour définir 
une procédure parallèle par recherches multiples coopérantes: 
1. Concevoir la phase d'échange d'information à partir des mémoires existantes 
des procédures séquentielles (les procédures parallèles p-KS et collégiales 
asj-nchroncs ont été conçues à partir de cette stratigigit?); 
2. Associer la conception de la méthode tabou avec celle de la phase relative à 
l'échange d'inforrnat ion; 
3 .  Enrichir les règles de transition d'une information qui ne provient pas directe- 
ment de l'exploration de l'espace de solutions mais dérive plutôt de la mani- 
pulation de l'information échangée entre les procédures (p-KC). 
Dans le premier cas, la conception relative au choix de l'information se fait 
sans modifier la méthode tabou utilisée. L'objectif visé est de permettre aux règles 
de transition d'accéder les mémoires de plusieurs procédures séquentielles et consé- 
quemment d'accroître l'information dont chaque règle de transition dispose. Dans 
la deuxième situation, de nouvelles règles de transition peuvent être créées pour 
exploiter l'information de nouvelles mémoires ajoutées à la méthode tabou originale 
et ainsi profiter du fait qu'il existe un couplage entre les procédures séquentielles. Il 
y a alors interaction entre la conception de la méthode tabou et celle de l'échange 
d'information entre les procédures. Enfin: la troisième alternative vise à définir des 
procédures de traitement du contenu des mémoires partagées pour en déduire de 
l'information additionnelle relative à l'espace de solut ions qui soit utile aux règles 
de transition existantes. 
Dans les sections qui suivent, nous décrirons plus en détails les enjeux relatifs 
à chacun de ces trois choix stratégiques. 
5.3.1 Partage des mémoires de la méthode tabou 
Pour certaines règles de transition, leur efficacité peut croître en fonction du 
nombre d'itérations exécutées par la procédure séquentielle. C'est le cas, par 
exemple pour la borne supérieure de la méthode d'énumération implicite par évalua- 
tion et séparation. dont l'efficacité est meilleure au fur et a mesure que la recherche 
progresse. Ce type de règles devrait donc pouvoir bénéficier d'un schéma de recher- 
ches multiples coopérantes en ayant accès à l'information heuristique de p procédures 
séquentielles. Cet te approximation de l'impact de la coopération entre les recherches 
multiples sur l'augmentation de l'efficacité des règles de transition doit cependant 
être nuancée. Certains facteurs peuvent affecter de manière négative le bénéfice 
global de la coopération entre les recherches multiples. 
On peut considérer par exemple le coût des communications inhérent au partage 
des mémoires entre les procédures, coût qu'une stratégie de parallélisation par 
recherches multiples n'a pas à assumer. Les mémoires à court, moyen et long terme 
de la méthode tabou ne sont pas mises à jour selon les mêmes fréquences. Or, il existe 
une relation entre la fréquence de mise i. jour des mémoires et le coût des commu- 
nications pour le partage de ces mémoires. Ainsi, pour les mémoires qui sont mises 
à jour très fréquemment comme c'est le cas pour les listes tabous à court terme, le 
partage d'une information qui ne soit pas désuète entre les procédures séquentielles 
va demander un haut débit d'échange de données au niveau des processeurs. 
Critère 1 On peut évaluer la pertinence de partager [es mémoires de la recherche 
tabou en relation avec le coût d'utilisation du réseau de communication à partir de 
la relation suivante: 
s'(it > 
it 5 ct 5 rnax{it, -t i t )  
s=(ct )
où it et ct correspondent au temps requis pour exécuter t itérations auec p procédures 
séquentielles pour les stratégies auec recherches multiples et celles par recherches 
multiples coopérantes respectivement. s'(it ) correspond a la meilleure solution d Une 
procédure parallèle par recherches multiples après t itérations, et s R ( c t )  correspond 
à ln meifleure solution de la stratégie par recherches multiples coopérantes avec le 
même nombre de t d'itérations. 
La relation 5.1 exprime le fait que, plus le partage d'information améliore la 
qualité des solutions. plus on peut tolérer un niveau élevé des coûts de communica- 
tion qui  pourraient résulter de ce partage. Cette contrainte peut ccpcndant s'acérer 
trop restrictive pour certaines applications. et elle peut être élargie sur la base 
d'observations expérimentales. Néanmoins, les recherches multiples coopérantes 
basées sur le partage des listes tabous à court terme ne rencontreront presque 
jamais cette contrainte. Par contre, les mémoires dont le contenu devient lentement 
désuet, telles que les mémoires à moyen et long terme, demandent moins de transfert 
d'information sur le réseau de communication, et seront ainsi mieux adaptées aux 
stratégies de parallélisat ion par recherches multiples coopérantes. 
Un deuxième facteur est à considérer dans le choix de l'information que l'on 
peut échanger efficacement entre les procédures séquentielles. 11 faut, en effet. 
considérer 1' utilité du contenu des mémoires d'une procédure séquentielle lorsque ce 
contenu est transféré dans le contexte de recherche d'une autre procédure séquentielle. 
Par exemple, il est peu pertinent dans une implantation ncrmale d'un mécanisme 
tabou, de transférer le statut tabou des solutions d'une procédure séquentielle à 
l'autre puisque ce statut dépend de l'historique local de recherche de  chaque procé- 
dure et peut difficilement servir à d'autres procédures. Malheureusement. la 
situation n'est pas toujours aussi claire et en général le degré d'intérêt du contenu 
des mémoires n'est pas facile à représenter à l'aide d'un modèle quantitatif. Cepen- 
dant, il est parfois possibk d'interpréter qualitativement le contenu des mémoires en 
relation avec la topologie de l'espace de solutions. C'est le cas notamment pour Ia 
méthode tabou définie à la section 4.5, où les mémoires à moyen terme sont utilisées 
pour identifier des régions de l'espace de solutions où une phase d'intensification 
peut être exécutée. 
Critère 2 Si le contenu d'une mémoire de l'historique de  recherche possède une 
signification intrinsèque indépendamment de l'historique de la procédure séquentielle 
qui génère cette information, alors ce contenu peut itre échangé eficacement entre 
les procédures séquentielles. 
C'est le cas pour les mémoires a moyen terme de la procédure tabou du  chapitre 4 
dont Le contenu représente la valeur de la fonction objectif et a donc une significa- 
tion intrinsèque. Lorsque cette situation existe, on peut utiliser le contenu de ces 
mémoires dans le contexte de n'importe quelle procédure séquentielle. 
Comparaison d'une procédure parallèle avec et sans échange d'information 
Les tableaux 5.1 et 5.2 comparent les résultats obtenus par (5 procédures séquentielles, 
respect ivement, avec une stratégie par recherches multiples et une stratégie par 
recherches multiples coopérantes. On observe au niveau du tableau 5.1 des varia- 
tions dans le degré de succès de chaque procédure séquentielle. Par exemple, la 
meilleure solution trouvée par la procédure S6 a un gap de 3.22% pour le problème 
P11, alors que le gap de la procédure S2 est de 0%. .4ussi, pour le problème 
Problème Seq. IST S 1  S2 S3 S4 
P l  O O 4 O O O 
Tableau 5.1 Recherches multiples, p = 8 
Tableau 5.2 Recherches multipIes coopérantes,p= 8 
PT, la procédure S6 trouve une meilleure solution à -07% de la solution opti- 
male tandis que la procédure 52 se termine avec un optimum local à 3.69% de 
la solution optimale. Ces différences de gap mesurent en quelque sorte le degré 
de succès des solutions initiales et des paramètres de recherche pour les différents 
problèmes. Étant donné, que peu d'itérations tabou ont été alloués au traitement 
(300)' les procédures séquentielles commençant avec des solut ions ini t ides correspon- 
dant à des régions loin de bons optima iocaux. n'ont pas été capables de surmonter 
leur handicap et ont conclu avec de mauvaises solutions. Par contre. comme cela 
apparaît dans le tableau 5.2, les solutions initiales non favorables perdent rapidement 
de leur influence sur la recherche des procédures séquentielles lorsque l'information 
en provenance de procédures ayant plus de succès prend le contrôle des stratégies 
peu appropriées. Ces résultats montrent que le partage de l'information se traduit 
par une plus grande uniformité des solutions trouvées, ce qui peut signifier que les 
procédures séquentielles ont concentré leur recherche dans de meilleures régions de 
l'espace de solut ions. 
5.3.2 Création de nouvelles mémoires 
On peut concevoir la phase d'échange d'information en interaction avec celle de 
la méthode tabou. Cette stratégie de conception est appropriée lorsque le choix de 
l'information à partager implique des modifications à la mtthode tabou pour inclure 
de nouvelles mémoires et de nouvelles règles de transition. ou des versions distribuées 
de règles de transition existantes. Des approches similaires ont été testées pour les 
algorithmes génétiques 1741 où des transformations a u  niveau de la conception de 
ces méthodes sont introduites pour tirer avantage du couplage entre les procédures 
séquentielles. 
Par exemple, on sait qu'une procédure parallèle avec recherches multiples 
coopérantes perd une certaine efficacité à cause de la redondance provenant de 
l'exploration de la même solut ion par plusieurs procédures séquentielles. L'addition 
d'un mécanisme de listes tabou distribuées au niveau de chaque procédure séquen- 
tielle peut contrôler ce problème. Le concept est simple, il consiste à utiliser 
une liste tabou distribuée afin de rendre tabou pour toutes les procédures, toute 
solution ayant déjà été visitée par une des procédures séquentielles.  tant donné, 
qu'une interdiction complète de la redondance contraindrait de manière excessive les 
chemins de  recherche. chaque procédure séquentielle peut diffuser périodiquement 
les solutions visitées, et ces solutions deviennent tabous pour une durée spéficiée par 
la taille de la liste tabou distribuée. 
D7aut res règles distri buées de transition peuvent être ainsi imaginées. chacune 
requérant une information particulière. Cependant, dans tous les cas, cet te  informa- 
t ion devrait èt re considérée comme faisant partie de "quelle" informat ion doit être 
partagée. 
5.3.3 Création d'information relative à l'espace de solutions 
On peut obtenir de l'information additionnelle ne résultant pas directement de 
l'exploration de l'espace de solutions en exécutant certaines opérations sur les 
mémoires partagées. Par exemple. certains algorithmes génétiques distribués à grain 
fin utilisent des méthodes de descentes pour trouver des optima locaux. 
et appliquent ensuite l'opérateur de crossover à ces optima locaux. On peut 
considérer les optima locaux trouvés par les algorithmes génétiques comme étant de 
l'information partagée entre les procédures séquentielles à grain fin. L'application 
de l'opérateur de crossover est une procédure permet,tant de créer indirectement 
de l'information additionnelle sur l'espace de solutions: les enfants. L'opérateur 
de crossover est une forme d'opération pouvant être exécutée sur des mémoires 
partagées de  la méthode tabou pour obtenir de l'information additionnelle sur 
l'espace de solutions. D'autres types d'opérateurs peuvent être obtenus à partir de 
l'étude des distributions des attributs des chemins de recherche, de la fréquence des 
changements de statut d'une variable ou d'un ensemble de variables dans de mau- 
vaises ou bonnes solutions, l'effet en moyenne de certains changements de statut des 
variables sur la de la fonction objectif. etc. Les différentes mémoires de la 
méthode tabou offrent beaucoup de potentiel pour obtenir un surplus d'information 
sur l'espace de solutions. au coût de quelques communications inter-processeurs et 
de quelques opérations de traitement. Ce surplus de connaissance peut être utilisé 
par les différentes règles de transition. 
5.4 Quand l'échange d'information doit se faire 
Au niveau du parallélisme obligatoire, la fréquence où il y a échange de données 
entre les processeurs est une source de dégradation des performances parce qu'elle 
fait varier le temps d'exécution de la procédure parallèle. Il était tout naturel de 
penser que la fréquence d'interaction entre les procédures séquentielles se limiterait 
à avoir ce seul impact pour les stratégies de parallélisation avec recherches multiples 
coopérantes. Ce n'est qu'en 1989 que Tanasé 1961 a démontré, suite à une étude 
exhaustive sur les algorithmes génétiques distribués, que la fréquence de migration 
des individus ne se limitait pas à une simple modification des temps de calcul mais 
qu'elle avait égaiement un impact sur le comportement d'exploration de l'espace de 
solutions de ces méthodes de recherche. Son travail a démontré qu'une fréquence 
de migration trop faible ou trop élevée pouvait créer une détérioration de la qualité 
des solutions troiivées et non pas simplement une variation au niveau des temps 
de caicul de la procédure parallèle. Munetorno, Takai 9c Sato (751 ont aussi mis en 
lumière l'importance du problème de bien choisir l'intervalle d'interaction entre les 
sous-populations des algorithmes génétiques distribués. 
Dans la présente section nous montrerons comment, pour la méthode tabou, la 
fréquence d'accès aux mémoires partagées affecte le comportement des procédures 
parallèles par recherches multiples coopérantes. Nous allons également introduire 
uo critère permettant de définir la fréquence d'échange d'information entre les 
procédures séquentielles. 
Problématique reiat ive aux algorithmes génétiques 
La problématique est la suivante. en ce qui concerne la fréquence d'échang e d'infor- 
mation entre les sous-populations: lorsque l'intervalle de migration est trop court. 
les sous-populations n'ont pas le temps de générer de nouveaux individus très per- 
formants qui pourraient se qualifier pour la migration. Il en résulte que les mêmes 
copies des individus les mieux adaptés émigrent souvent et dans un grand nombre 
de sous-populations, accroissant la pression sur la sélection et réduisant la diver- 
sité ce qui provoque des problèmes de convergence prématurée. Par contre. si la 
fréquence est trop basse, certaines sous-populations risquent d'évoluer longtemps 
avec un bassin d'individus incapables de générer des solutions de bonne qualité ce 
qui se traduit par de mauvaises performances générales du traitement génétique. 
Belding [l?] a réalisé des tests avec des intervalles de migration de 5 ,  10, 20, 50. 
100 e t  500 générations, mais aucune conclusion générale n'a pu s'imposer. Levine 
[66] a utilisé trois intervalles différents de migration en les comparant avec le cas 
où. aucun échange d'information n'est effectué entre les sous-populat ions. Fait à 
remarquer. ta plupart des expérimentations et des systèmes génétiques choisissent 
un intervalle fixe de migration pour la durée de la recherche. c'est le cas par exemple 
pour GEXITOR de Starkweather. Witley S- Mathias [S9]. 
Problématique pour le recuit simulé et  les méthodes de recherche spécialisées 
Au niveau du recuit simulé, les études expérimentales de Graffigne [4S] sur une 
procédure synchrone concluent que la fréquence d'échange d'information n'a pas 
d'effet sur la vitesse de convergence et la qualité des solution trouvées. Dans Hogg 
et Williams [55] concernant le problème de coloriage des noeuds d'un graphe où 
le partage d'information se fait par le biais de l'architecture blackboard, le choix 
de ta fréquence d'accès est basé sur une probabilité p d'utiliser un message et 
1 - p d'utiliser l'information locale à chaque itération de la méthode. Si p = 0. 
cela correspond à une parallélisation par recherches multiples. Dans le cas du 
problème d'arithmétique cryp tographique de Clearwater. Huberrnan k Hogg [%] où 
la procédure avec recherches multiples coopérantes est aussi basée sur une mémoire 
centrale. chaque procédure choisit d'abord une solution partielle dans la mémoire 
partagée à chaque itération. Les procédures utilisent leur information locale unique- 
ment s'il n'y a pas de messages dans la mémoire centrale ou si le message choisit 
conduit à une solution déjà explorée par la procédure. Dans les deux cas. aucune 
motivation n'est donnée sur le choix de la fréquence d'accès et aucune étude n'a été 
lai te sur I'utilisation d'autres fréquences d'accès à l'information partagée. 
5.4.1 Échange d'information pour la méthode tabou 
Ce qui caractérise une stratégie de parallélisation par recherches mu1 t iples coopé- 
rantes appliqué à la recherche tabou c'est le partage des nombreuses mémoires de 
cette méthode comme mode d'échange de l'information entre Les procédures. Le 
partage de ces mémoires augmente le volume d'information dont dispose chaque 
règle de transit ion. Cependant ce partage peut aussi réduire la diversi té des chemins 
d'exploration en alimentant chaque procédure séquentielle avec la même information. 
II faut savoir que la diversité des chemins d'exploration provient essentiellement des 
stratégies d'exploration qui ne sont pas les mêmes entre les procédures séquentielles. 
Si l'historique de recherche des procédures séquentielles tend à s'uniformiser. cela 
réduit la capacité des stratégies d'exploration à maintenir cette diversité. 
Illustration du processus d'échange d'information entre les procédures séquen- 
t ieUes 
Les implantations que nous avons réalisées de stratégies de parallélisation par 
recherches multiples coopérantes sont basées sur l'utilisation d'une mémoire centrale. 
Pour fin d'illustration, nous ferons les hypothèses suivantes relativement au partage 
d'information entre les procédures séquentielles. Soit !CILi le champs de l'historique 
de recherche de la procédure séquentielle pi dont le contenu correspond à la meilleure 
solution à moyen terme de pi- Le contenu du champs iCILi est utilisé par la procédure 
séquentielle pi comme solution initiale de chaque phase d'intensification. Soit MC 
un champs de la mémoire centrale destiné à recevoir une solution trouvée par une 
procédure séquentielle pi. Le critère de mise à jour de MC est défini de la manière 
suivante: MC = :\ILi si la solution de iCfLi est meilleure que celle se trouvant déjà 
dans :tf C. 
Exemple 5.1 La figure 3.2 illustre trois procédures séquentielles p l ,  pz et p~ qui 
partagent entre elles le contenu du champs M L  par le biais de la location MC 
de la mémoire centrale. Ces procédures séquentielles s'échangent de l'information 
en écrivant le contenu du champs M L  dans la mémoire centrale MC et en lisant 
le contenu de MC dans M L .  Notons qu'une procédure séquentielle pi peut écrire 
le contenu de iLILi dans MC uniquement si 17infarmatioo en provenance de iULi  
rencontre Le critère de mise à jour de MC. Du côté des champs M L i 3  leur mise 
à jour peut se faire de deux facons différentes: à partir des solutions générées par 
l'exploration de 17espace de solutions par la procédure séquentielle pi ou à partir de 
la solution cr, provenance de la mémoire centrale. Le  cycle de mise à jour de :1L, 
par une procédure séquentielle pi est illustré par les boucles courtes à l'intérieur 
de chaque procédure (parfois selon un critère d'admissibilité de l'information). Par 
contre, le cycle de mise à jour du champs M L ,  dû à un accès à la mémoire centrale 
est illustré par les boucles qui sortent des rectangles représentant les procédures 
séquentielles. Souvent. un cycle d'accès à la mémoire centrale par une procédure p; 
va  résulter en une tentative d'écriture dans M C  suivi d'une tecture de MC. L'objet 
de la présente section porte sur la fréquence de ce cycle de mise à jour des mémoires 
locales suite à une lecture de la mémoire centrale. 
k - - . n l l s c a  jour 
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Figure 5.2 Cycle de mise à jour des mémoires partagées 
Convergence prématurée créée par l'échange d'information 
Lorsque pour un certain nombre de cycles. les champs partagés de plusieurs procédu- 
res séquentielles sont mis à jour avec un contenu de la mémoire centrale qui ne change 
pas. il en résulte une uniformisation des historiques de recherche qui tend à réduire 
la diversité des chemins d'exploration des procédures séquentielles. Dans le cas de 
l'exemple 5.1. une telle situation correspondrait à avoir le contenu du champs MC 
copié dans le champs :VIL de plusieurs procédures séquentielles. Cela reviendrait 
pour ces procédures séquentielles à exécuter leur phase d'intensification dans une 
même région de l'espace de solutions puisque la solution servant à débuter cette 
phase proviendrait de MC. Il en résulterait forcément une réduction de la diversité 
du parcours de l'espace de solutions. En fait. nous avons pu observer que. lorsque 
les procédures séquentielles ont un accès non restreint à l'information partagée. 
la procédure parallèle tabou peut éprouver de sérieux problèmes de convergence 
prématurée similaires à ceux des algori thrnes génétiques distribués. 
Ce comportement s'explique par le fait que lors de certaines phases d'une 
procédure parallèle avec recherches multiples coopérantes, le contenu des champs 
partagés des procédures séquentielles n'arrive pas à satisfaire le critère de mise à 
jour de la mémoire centrale ou encore ce contenu provient d'une seule sous-région de 
l'espace de solutions. Conséquemment. la mémoire centrale n'est plus mise à jour 
ou encore les mises à jour portent sur de l'information provenant que d h n e  partie 
restreinte de l'espace de solutions. Dans ce cas, plus la fréquence d'accès a la mémoire 
centrale est grande, plus souvent les champs partagés seront ré-init ialisés avec le 
même contenu dans un plus grand nombre de procédures séquentielles. Il en résulte 
que le cycle de  mise à jour des mémoires locales par les procédures séquentielles (celui 
des boucles courtes dans la figure 5.2) tend à être le même à travers les procédures 
partageant la même information. Dans les cas extrêmes, on observe que toutes les 
procédures séquentielles sont figées. Les stratégies d'exploration ne disposent pas 
d'un nombre suffisant d'itérations entre chaque accès à la mémoire centrale pour 
extraire les procédures séquentielles de l'attractioti de certaines régions de l'espace 
de solutions e t  pour pouvoir poursuivre une exploration efficace. 
Contrôle de Ia fréquence de mise à jour des mémoires locales 
On peut éviter que ce phénomène de convergence prématurée ne réduise l'efficacité 
d'une stratégie de parallélisation par recherches multiples coopérantes en contrôlant 
la fréquence de mise à jour des mémoires locales par la mémoire centrale. L'objectif 
essentiel visé de ce contrôle, est de permettre un équilibre entre I'inforrnation partagée 
et les stratégies d'exploration sur le déroulement de l'exploration de I'espace de 
solutions. Ce contrôle peut s'exécuter à l'aide de critères spéciaux de mise à jour 
des mémoires locales. Ces critères peuvent être implantés pour chaque règle de 
transition, ou encore ils peuvent être indépendants et contrôler tout un ensemble 
de règles de transition. De plus? les paramètres pour ces critères peuvent être, soit 
prédéfinis et fixés pour la durée de la recherche. ou encore varier dynamiquement 
selon. par exemple, la capacité d'une stratégie de parallélisation par recherches 
multiples coopérantes à échapper à certains attracteurs locaux. 
Critère 3 Soit !ÇILi un champs de 1 'historique de recherche de  la procédure séquen- 
tielle pi, et MC un champs de la mémoire centrale. Le critère de mise à jour du 
champs ;\.l Li par le contenu de  M C  peut être exprimé par la relation suivante pour 
chaque procédure p;: 
( !CILi sinon. 
où la constante cr est /onction de l'application e t  i est 1 fndice de  la procédure pi .  
La relation (5.2) signifie qu'une procédure séquentielle pi peut admettre une informa- 
tion en provenance d'une autre procédure (MC)'  si le bénéfice pour la procédure pi 
et la stratégie de parallélisation par recherches multiples coopérantes vaut le change- 
ment dans le parcours du chemin d'exploration de la procédure pi. Des critères de 
mise à jour comme celui-ci sont faciles à implanter. et ont prouvé leur efficacité 
dans nos tests pour établir un équilibre entre l'influence des stratégies d'exploration 
et l'information partagée sur le parcours de I'espace de solut ions des procédure 
séquentieiles. 
Enfin. soulignons que Ia fréquence d'échange d'information entre les procédures 
séquentielles peut être utilisée pour orienter le comportement global d'une r t  ratégie 
de parallélisation par recherches multipies coopérantes. En effet, la modification 
dynamique des conditions d'accès à l'information partagée peut induire des 
comportements collectifs spécifiques parmi les procédures séquentielles. Par 
exemple. si on cherche à obtenir une convergence rapide vers un optimum local, 
L'accès à l'information partagée peut être élargi. Ceci va conduire plusieurs procé- 
dures séquentielles vers la même région de l'espace de solutions, et ainsi simuler 
une séquence d'intensification. Si au contraire une descente plus lente est souhaitée. 
le critère d'accès doit être resserré. Il est aussi possible d'avoir un mouvement 
collectif de diversification en empêchant tout accès à l'information partagée, ce qui 
retournera le contrôle complet de l'exploration aux stratégies d'exploration. Si les 
restrictions à l'information partagée sont changées en alternance, on peut conduire 
l'exploration de l'espace de solutions dans des phases alternatives d'intensification 
et de diversification collective. 
5.5 Entre quelles procédures l'information doit être échan- 
gée 
L'objectif de la présente section est de définir des critères permettant de choisir entre 
quelles procédures séquentielles chaque échange d'information doit se faire. Dans 
la littérature portant sur les stratégies de parailélisation par recherches multiples 
coopérantes. on nous réfère à ce problème comme étant celui de la définition d'une 
structure de voisinage ou encore d'une structure d 'hyper voisinage [99, 1001 entre les 
procédures séquentielles. 
Problématique reliée à la structure de voisinage pour les algorithmes généti- 
ques 
L'article de Mühlenbein [72] constitue une bonne introduction sur la façon dont ce 
problème de la définition d'une structure de voisinage a été abordé par la recherche 
portant sur les algorithmes génétiques distribués. La division de la population 
en sous-populations relativement isolées est une manière efficace de faire obsta- 
cle a u  phénomène de  la convergence prématurée, l'isolement relatif de chaque sous- 
population étant plus propice à maintenir une plus grande diversité de la population 
dans son ensemble. Le rôle de la structure de voisinage est de définir entre quelles 
sous-populations l'échange d'information peut se faire directement. 
La structure de voisinage n'est pas neutre relativement à l'impact quelle peut 
avoir sur la diversité de la population, car elle influence ia vitesse de propagation 
des individus les mieux adaptés à travers les sous-populations. Une structure de 
voisinage avec un degré élevé de connectivité entre les sous-populations va permettre 
aux bonnes solutions de se répandre plus rapidement et de prendre le contrôle de 
l'ensemble de la population. Au contraire, une faibIe connectivité va ralentir la 
propagation des bonnes solutions et favoriser l'apparition de solutions différentes. 
On constate cependant dans la lit térature sur les algorithmes génétiques. que 
la structure de voisinage emprunte souvent celle du réseau d'interconnexion de 
l'ordinateur parallèle utilisé pour les tests. C'est le cas pour les travaux suivants: 
(9: 26. 46.85, 8'7. 961. Quelques recherches sur les algorithmes génétiques à grain fin 
(9, 20, S i ]  définissent la structure de voisinage en fonction de son diamètre, c'est- 
à-dire le nombre de voisins de chaque sous-population. Les résultats de ces études 
semblent favoriser un faible diamètre où les voisinages s'entrecroisent. Une autre 
catégorie de structure de voisinage consiste, pour chaque message, à choisir par 
un tirage aléatoire, deux sous-populations entre lesquelles l'échange d'information 
s'exécute. Belding [12] a effectué plusieurs tests sur ces structures dynamiques de 
voisinage. 
Recuit simulé et méthodes de recherche spécialisées 
11 n'existe pas d'études comparatives au niveau du recuit simulé quant à l'impact de 
la structure de voisinage sur les performances de cette méthode. L'étude de Graffigne 
[-!Y] se base sur une structure dc voisinage qui force un ordonnancement séquentiel 
des procédures. Chaque procédure envoie à son voisin de droite la meilleure des 
deus solutions suivantes: celle reçue du voisin de gauche ou sa propre solution. La 
structure de voisinage utilisée pour le recuit simulé asynchrone [SI] est essentielle- 
ment la même que celle de la procédure parallèle collégiale asynchrone du chapitre 4. 
Enfin, Clearwater, Hogg et Huberman [24] analysent le problème de la structure de 
voisinage en fonction de son impact sur la congestion d u  réseau physique de commu- 
nication et selon une organisation hiérarchique de l'architecture blackboard. Dans 
leur étude. ils ont remarqué que de meilleurs résultats sont obtenus lorsque des liens 
de voisinage sont créés dynamiquement entre les procédures séquentielles (similaire 
à la structure de voisinage de la procédure parallèle collégiale asynchrone). 
Structure de voisinage et la méthode tabou 
Comme mentionné à la section 5.4, l'information échangée entre les procédures 
séquent ieiles peut avoir un effet néfaste sur l'efficacité des stratégies d'exploration. 
Tout comme pour les algorithmes génétiques, la structure de voisinage des recherches 
multiples coopérantes de la méthode tabou réduit ou accélère la propagation de 
l'information partagée. L a  problématique est donc assez similaire à celle des algo- 
rit hmes génétiques. Nous allons d'abord explorer de manière schématique comment 
l'information partagés et les stratégies d'exploration s'influencent mutuellement au 
niveau des procédures parallèles p-KS (voir section 4.7.4). Par la suite nous pourrons 
montrer comment la structure de voisinage affecte les stratégies de parallélisation. 
5.5.1 Information partagée et stratégies d'exploration des procédures 
p-KS 
La structure de voisinage des procédures parallèles p-KS correspond à une connexité 
complète entre les procédures séquentielles et l'échange de messages s'effectue en 
mode synchrone. Lorsqu'une procédure séquentielle pi at k i n t  iin point d'interac- 
tion, elle entre dans un cycle d'accès à la mémoire centrale. Ce cycle comprend une 
phase d'écriture si l'information en provenance de pi rencontre le critère de mise à 
jour de la mémoire centrale. suivi d'une phase d'attente que toutes les procédures 
séquentielles aient signalé leur arrivée au  point d'interaction, et finalement d'une 
phase de lecture du contenu de la mémoire centrale. Ce type d'interaction entre 
les procédures séquentielles est équivalent a celui où chaque procédure pi fait une 
diffusion (broadcast ) du même message à toutes les autres procédures séquentielles 
suivi d'une étape où chaque procédure séquentielle choisit un message parmi les 
p - 1 messages reçus (la littérature portant sur les algorithmes génétiques et le 
recuit simulé associe généralement le traitement synchrone à un accès, par toutes 
les procédures, à une même information partagée). 
Exemple 5.2 Soit MC et h.ILi les variables définies à la section 5.4. Soit 6 le 
nombre d'itérations exécutées par chaque procédure séquentielle entre deux points 
d'interaction et rn = le nombre de points d'interaction. Soit s ~ ,  SI.. . . , s,-~ 
l'ensemble de stratégies d'exploration de la procédure p-KS et 1; une structure de 
données locale représentant la liste tabou à court terme de la procédure séquentielle 
pi. Le critère de mise à jour du champs iCl Li pour chaque procédure est contraint par 
la relation (5.2). Lorsque Les procédures arnvent à un point d'interaction L, chaque 
procédure pi écrit le contenu de ?CILi dans la mémoire centrale MC si .LIL < M C  
(critère de mise à jour de la mémoire centrale). Avant de poursuivre leur exécution. 
chaque procédure pi écrit le contenu de la mémoire centrale MC dans le champs 
partagé lCf Li si le critère de mise à jour 5.2 de la mémoire locale est respecté. Le con- 
tenu du champs Ad Li est utilisé comme solution initiale des phases de diversification 
des procédures séquentielles. 
Avant l'arrivée au premier point d'interaction, I'exploration de I'espace de 
solutions par une procédure p-KS s'exécute de la même manière qu'une procédure 
parallèle avec recherches multiples. Entre les points d'interaction 1 et 2. dépendant 
der paramètres locaux de recherche qui contrdent la pliase de diversification, un 
sous-ensemble D. des procédures séquentielles de la procédure parallèle par recherches 
multiples coopérantes va entrer dans une phase de diversification. En fonction de 
l'équation ( 3 . 2 ) :  pour un sous-ensemble U C D: l'exploration de l'espace de solutions 
va redémarrer à partir de la même solution. c'est-à-dire celle en provenance de la 
mémoire centrale MC. Pour les autres procédures (D \ CI), l'exploration de l'espace 
de solutions se fera à partir de M Li ,  la meilleure solution locale de la procédure pi. 
Pour pi E Li, l'itération tabou qui suit la phase de diversification est identique pour 
chaque procédure séquentielle: 
2. La liste tabou à court terme f i  va enregistrer la solution en provenance de MC 
comme étant une solution tabou, 
3. Les paramètres locaux de recherche vont tous être appliqués à la même solution 
ib1 C . 
Lorsque la recherche progresse vers le deuxième point d'interaction. les chemins 
d'exploration des procédures séquentielles dans U vont prendre des directions dilfé- 
rentes sous l'influence des stratégies d'exploration de chaque procédure séquentielle 
et du contenu des mémoires locales qui n'ont pas été affectées par la solution MC. 
Pour les procédure pi E T \ LI. ils vont continuer de se comporter comme des 
procédures séquentielles indépendantes au moins jusqu'au prochain point d'interac- 
tion. Arrivé au deuxième point d'interaction. le même processus que celui que nous 
venons de décrire après l'arrivée au point d'interaction se répète. 
Proposition 5.1 Le parcours de l'espace de solutions de chaque procédure séquen- 
tielle pi d'une ~rocédure  parallèle p- l i s  est déterminé par 1 'interaction entre la 
stratégie d éxploration s, et  1 *in formation partagée. 
Preuve: Il est clair qu'à chaque point d'interaction. le contenu de MC est déterminé 
par celui dcs champs ,\IL,, ce qui implique que l'information partagée est fonc- 
tion des stratégies d'exploration. Donc s'il s'agit d'un problème de minimisation, 
MC = min{:l.l Lo. d lLI ,  . . . . :LI L,-i ). D'un autre côté, avant le début de la phase 
qui su i t  un point d'interaction. pour les procédures séquentielles pi où le critère 
de mise à jour 5.2 est satisfait, M Li = MC = min{MLo, M L l , .  . . . ALIL,-i }. 
Conséquemment, pour ces procédures pi, le contenu du champs M L i  est différent 
après le point d'interaction de ce qu'il était avant l'arrivée au point d'interaction. 
Pour l'ensemble U des procédures séquentielles où le contenu de M L ;  = MC au 
moment d'une diversification, la solution initiale de la diversification sera différente 
de ce qu'elle aurait été sans le partage d'information, ce qui affecte le parcours de 
l'espace de solutions de la procédure séquentielle pi. Mais le processus de diversifica- 
tion fait partie de la stratégie d'exploration. on peut donc dire que le comportement 
de la stratégie d'exploration est modifié par I'introduction d'information partagée 
dans l'historique de recherche des procédures séquentielles. 
Remarquons que pour les procédures séquentielles de l'ensemble U .  le parcours 
modifié de ces procédures va affecter le contenu de leur champs A1 Li, ce qui ultime- 
ment pourra affecter la valeur du champs MC (c'est-à-dire que le contenu de MC 
au point d'interaction k + 1 sera différent de ce qu'il aurait été sans les modifica- 
tions aux parcours de certaines procédures provoquées par la valeur de MC au point 
d'interaction P), etc. Ce jeux subtile entre I'information partagée et  les stratégies 
d'exploration crée une pression vers une convergence plus rapide de la recherche 
globale plutôt que de stimuler l'exploration de nouvelles régions. S'il y a une trop 
grande uniformisation du contenu des champs partagés, l'effet peut être très dom- 
mageable à une stratégie de parallélisation par recherches multiples coopérantes. 
5.5.2 Comparaison de différentes structures de voisinage 
Comme nous l'avons montré à la section 4.9 du chapitre 4. l'accès à Ia mémoire 
partagée pour les procédures parallèles p-KC et collégiales asynchrones est déclenché 
par une logique interne de chaque procédure séquentielle sans réfbrence a un critère 
global (horloge, itérations. etc.). La structure de voisinage qui en résulte n'est 
donc pas fixe. ElIe se constitue de façon dynamique par le biais de la lecture de la 
mémoire centrale par une ou plusieurs procédures séquentielles entre deux modifica- 
tions de cette mémoire centrale. L'accès à la mémoire centrale par chaque procédure 
s'effectue sur une base irrégulière et sans synchronisation avec les autres procédures. 
Il en résulte que le contenu des champs partagés de l'historique de recherche est 
beaucoup moins uniforme que pour les procédures parallèles p- KS. 
Par contre, lors de l'échange d'information d'une procédure parallèle p-KS, 
toutes les procédures écrivent dans la mémoire centrale à chaque point d'interaction 
avant de lire le même contenu de MC dans leur mémoires locales. Conséquemment. 
l'information relative à une seule sous-région de l'espace de solutions sera partagée 
entre deux points d'interaction. la diversité de l'information partagée est minimale. 
et il y a une forte uniformisation du contenu de mémoires locales. Ce n'est pas le cas 
pour les procédures parallèles p-KC et collégiales asynchrones, entre deux mises a 
jour de la mémoire centrale. un nombre limité de procédures séquentielles accèdent 
cette mémoire centrale. Conséquemment, l'information en provenance d'une sous- 
région n'est pas transmise à un grand nombre de procédures séquentielles et plusieurs 
sous-régions peuvent partager leur information avec différentes procédures séquen- 
tielles. II y a donc une plus grande diversité dans l'information qui est partagée, et le 
contenu des mémoires locales tend à être moins uniforme. Sous l'effet de l'interaction 
entre l'information partagée et les stratégies d'exploration. les procédures parallèles 
p-KS tendent à converger vers une même région de l'espace de solutions. ce phénomène 
est moins important pour les deux autres types de procédures parallèles. 
On s'attend donc a un comportement général différent de la méthode tabou 
par recherche multiples coopérantes dans ces deux cas extrèmes de modes d'échange 
d'information, les résultats des tests du chapitre 4 le démontrent bien. Étant donné 
que le mode asynchrone a produit de meilleurs résultats, nous avons voulu tester 
une hypothèse selon laquelle le plus faible diamètre du voisinage des procédures 
parallèles collégiales asynchrones serait un facteur déterminant pour ces meilleures 
performances. Un diamètre plus faible signifie une plus faible connexité entre les 
procédures séquentielles ce qui, comme pour les algorithmes génét igues, implique 
une diffusion plus lente du contenu des champs partagés et donc une plus grande 
diversité de l'exploration. 
Nous avons donc défini une structure de voisinage où le partage direct d'une 
même information est limité à des sous-ensembles de faible cardinalité de procédures 
séquentielles. Les sous-ensembles se recoupent entre eux pour permettre à une 
information de circuler entre les sous-ensemble mais à une vitesse beaucoup moindre. 
Globalement, cette stratégie de parallélisation par recherches multiples coopérantes 
est synchrone. l'échange d'information se fait à intervalle régulier à des points 
d'interaction. Cependant le partage direct d'information ne se fait qu'entre les 
procédures séquentielles appartenant au  même voisinage. 
Définition 5.1 Le uoisinage 1%. d'une procédure séquentielle pi correspond à 1 én- 
semble des procédures séquentielles pj dont le champs M Li est partagé avec celui de 
ibf Li. 
Chaque procédure séquentielle ne possède qu'un seul voisinage mais elle peut 
être impliquée dans le voisinage de plusieurs autres procédures séquentielles. 
Définition 5.2 Une procédure pi ne possède qu'un seul voisinage en ce sens qu'au 
moment d'échanger de l'information à un point d'interaction. le contenu de M L ,  = 
ML,  ssi M L j  < M L I  V pl E iVp, et M L ,  < :CILi. 
Définition 5.3 Une procédure pi est impliquée dans plusieurs uoisinage en ce sens 
que pi E .V,, et conséquemment le champs :CILi peut être partagé avec le champs 
!Cl Lm arant que le contenu de .Cf Li ne devienne égale à celui de :ULj à un point 
d 'interaction. 
Puisque les voisinages se chevauchent les uns les autres. cet t e  nouvelle structure 
d'échange permet la propagation d'une même information vers toutes les procédures. 
Définition 5.4 Si au point d'interaction k. :ML, = ML,. au point d'interaction k+ 
1, les voisinages :\/,, qui ont une intersection non vide avec la procédure séquentielle 
pi seront tel que si M L ;  < M L r  V pl E .J\T,,, alors il1Lj = ML;. 
L'information partagée doit traverser piusieurs couches de voisinages avant qu'elle 
puisse atteindre toutes les procédures, bien souvent elle ne les atteindra pas toutes. 
Les performances obtenues en utilisant cette structure de voisinage ont été 
meilleures que celles de la procédure parallèle collégiale asynchrone, la solution 
optimale fut trouvée pour les problèmes dans le tableau 5.1. Les conclusions qui 
semblent se dessiner à partir de ces tests et des expériences faites au niveau des 
algorithmes génétiques nous conduisent à knoncer le critère suivant pour la 
structure de voisinage: 
Critère 4 Un voisinage de faible diamètre devrait constituer un premier choix pour 
l ' implantation de stratégies de parallélisation par recherches multiples coopérantes 
avec la méthode tabou. 
Cependant, le caractère informel de l'argumentation développée dans la présente 
section ne nous permet pas de bien mesurer toute la complexité de la dynamique 
d'interaction provoquée par les différentes structures de voisinage entre les procédures 
séquentielles. Le modèle introduit au chapitre 7 sur la dynamique d'interaction 
entre les stratégies d'exploration nous permettra de pousser I'2nalyse sur la 
structure de voisinage un peu plus en profondeur. 
5.6 Conclusion 
L a  conception d'une procédure parallèle basée sur une stratégie de parallélisation 
obligatoire ne demande pas que soit spGcifi6 1';cliange d'iniormation entre ies taches 
parallèles. Cet échange est défini de manière implicite par le graphe de flot de 
données de l'algorithme séquentiel, la granularité de la parallélisation et le type 
de décomposition. Ce n'est pas le cas pour les stratégies de parallélisation par 
recherches multiples coopérantes puisque ces stratégies ne sont pas basées sur la 
décomposition d'une procédure séquentielle. 
Le concepteur d'une procédure parallèle par recherches multiples coopérantes 
doit donc spécifier lui-même comment l'échange d'information doit se faire entre les 
procédures séquentielles. Dans ce chapitre, nous avons introduit un cadre général en 
vue de guider cet te phase de conception d'échange d'information. D'un point de vue 
purement de conception, l'échange d'information entre les procédures séquentielles 
des recherches multiples coopérantes consiste à spécifier de manière explicite? ce qui 
est fait de manière implicite au niveau du traitement parallèle obligatoire (c'est- 
à-dire quelles donnés sont échangées, entre quelles procédures et à quel moment). 
C'est la raison pour laquelle ce cadre général s'inspire de la notion de couplage. Le 
couplage entre les procédures séquentielles de la méthode tabou spécifie les mémoires 
locales impliquées dans le partage de l'information, les critères de mise à jour des 
mémoires locales qui contrôlent la fréquence d'échange d'information, et la structure 
de voisinage qui contrôle la vitesse de propagation de l'information. 
Cependant, les critères spécifiques du couplage sont basés sur des ensembles 
de considérations découlant de la problématique du partage d'information d'une 
stratégie de parallélisation par recherches multiples coopérantes. C'est le cas, par 
exemple, concernant I'impact de l'échange d'information entre les procédures 
séquentielles sur le comportement de la méthode tabou. Nous savons que la méthode 
tabou utilise les connaissances acquises par l'exploration de l'espace de solutions à 
travers le processus de recherche. Si nous arrêtons I'exécu t ion d'une procédure 
tabou pi et nous remplaçons les connaissances acquises de pi par celles d'une autre 
procédure p,,  il est clair que le parcours de l'espace de solutions par la procédure 
p; sera affecté par cette substitution. L'échange d'information d'une procédure 
par recherches multiples coopérantes a un effet similaire sur le comportement des 
procédures séquentielles, cette échange modifie constamment les connaissances 
acquises de chaque procédure séquentielle. Les exemples 5.1 et 5.2 rncntrent que le 
partage d'information entre les procédures séquentielles entraîne cependant un effet 
secondaire. celui d'uniformiser les connaissances acquises. Nous avons vu à travers 
les sections 5.4 et  5.5 portant sur la fréquence d'échange dhformation e t  la structure 
de voisinage, que l'uniformisation des connaissances acquises peut réduire L'efficacité 
des stratégies d'exploration. Il est donc apparu important qu'un des objectifs de la 
phase de conception de l'échange d'information entre les procédures séquentielles soit 
d'empêcher qu'il y ait une trop grande uniforrnisat ion des connaissances acquises. 
Dans les deux cas, les critères énoncés visent à maîtriser ce phénomène d'uniformisation 
en contrôlant la vitesse de propagation de l'information partagée. 
Chapitre 6 
Dynamiques de réactions en chaîne 
6.1 Introduction 
Au chapitre précédent, l'uniformisation des connaissances acquises au niveau de 
plusieurs procédures séquentielles est apparue comme un effet secondaire impor- 
tant de l'échange d'information entre les procédures séquentielles. Dans ce chapitre 
nous allons aborder l'étude d'une deuxième catégorie d'effets secondaires résultant 
de la coopération entre les procédures séquentielles. Nous avons signalé pour la 
première fois l'existence de cette catégorie d'effets secondaires par la proposition 
5.1 du chapitre précédent, montrant la dépendance du parcours de l'espace de 
solutions sur plusieurs niveaux d'interaction entre l'information partagée et les straté- 
gies d'exploration. 
Intuitivement. il est facile de comprendre que Le parcours de l'espace de 
solutions d'une procédure de recherche tabou changc si on modifie l'ensemble o u  
un sous-ensemble des connaissances acquises par cet te  procédure. Cependant. si 
l'on réfléchit bien? il nous faut aussi admettre que le changement au parcours 
de l'espace de solutions d'une procédure séquentielle (quelque soit l'origine de ce 
changement), provoque un changement des connaissances acquises par la procédure 
puisque ces connaissances proviennent de l'exploration de l'espace de solutions. On 
peut ensuite reprendre l'argument selon lequel les changements aux connaissances 
acquises modifient le parcours de l'espace de solutions. et montrer qu'un change- 
ment aux connaissances acquises provoqué par un changement de parcours entraîne 
ultérieurement un nouveau changement de parcours, etc. Une modification aux 
connaissances acquises ne se traduit donc pas seulement par un changement immédiat 
du  parcours de l'espace d e  solutions. elle prend également la forme d'une chaîne de 
réactions à long terme entre  les connaissances acquises et le chemin d'exploration 
d'une procédure de recherche tabou. 
Ce phénomène se traduit par un autre type de comportement giobal lorsqu'on 
l'observe à l'échelle de l'ensemble des procédures séquentielles. En effet, si le change- 
ment des connaissances acquises d'une procédure pi peut par réaction changer le 
parcours de p; ,  lorsqu'il y a échange d'information entre les procédures séquentielles. 
le même changement à pi peut par réaction provoquer un changement de  parcours 
d'une autre procédure p j -  
Définition 6.1 Soit 1 ensemble global des connaissances acquises correspon- 
dant à la somme des connaissances acquises par chaque procédure séquentielle. 
Tout changement dans les connaissances acquises par une procédure pi constitue un 
changement dans l'ensemble global des connaissances acquises. Puisqu'il y a partage 
des connaissances acquises entre les procédures séquentielles. un changement dans 
l'ensemble global des connaissances acquises pourra se répercuter par réaction sur 
n'importe quelle autre procédure séquentielle pj, lequel changement va affecter le 
parcours de p j .  qui va encore modifier l'ensemble des connaissances acquises. etc. 
Le phénomène de réactions en chaîne qui se manifeste dans le temps au niveau d'une 
procédure séquentielle de la méthode tabou s'étend donc dans l'espace et dans le 
temps en ce qui concerne les procédures par recherches multiples coopérantes. 
Dans ce chapitre nous étudierons ce phénomène global des recherches 
multiples coopérantes oii un changement dans une procédure séquentielle se traduit 
par une série de perturbations au niveau d'un certain nombre des autres procédures 
séquentielles de la procédure parallèle. Nous identifierons par comportement 
dynamique de réactions en chaîne ce comportement global des procédures par . 
recherches multiples coopérantes. A cette étape il nous être très précis, nous ne 
chercherons pas. contrairement au chapitre précédent, à comprendre comment un 
contenu 
particulier d'une mémoire partagée se propage à travers les procédures séquentielles. 
ce qui effectivement donne naissance au phénomène d'uniformisation des connais- 
sances acquises. Nous chercherons plutôt à comprendre comment les effets du 
comportement d'une procédure séquentielle sur l'ensemble global des connaissances 
acquises se propage sur le comportement des autres procédures séquentielles. sachant 
que cette propagation peut s'effectuer à travers l'échange de messages fort différents 
les uns des autres entre les procédures séquentielles. 
On peut voir 1-ensemble global des connaissances acquises comme un medium 
par lequel les procédures séquentielles se transmet tent des signaux qui affectent 
leur comportement d'exploration de l'espace de solutions. En ce sens. nous ferons 
plusieurs expériences visant à isoler certaines procédures de ce réseau de signaux 
et nous étudierons les changements au comportement dynamique de réactions en 
chaîne qu'entraînent ces modifications. Nous pourrons ainsi montrer l'existence de 
deux patrons différents de réactions en chaîne entre les procédures séquentielles. 
Le chapitre est organisé de la manière suivante. Dans la prochaine section, nous 
montrerons comment l'échange d'information des recherches multiples coopérantes 
interfère avec le déroulement normal de la méthode tabou. Dans la section 
suivante. nous montrerons l'existence de chaînes de réactions au comportement 
des procédures séquentielles au niveau des recherches multiples coopérantes. Nous 
identifierons deux patrons d'interactions entre les procédures séquentielles provoquées 
par l'échange d'information. Enfin. nous montrerons l'impact considérable que 
ces dynamiques ont sur les recherches rnult iples coopérantes et l'inter-dépendance 
complexe qu'elles supposent entre le comportement de chaque procédure séquentielle. 
Nous montrerons que ces dynamiques laissent supposer une dépendance impor- 
tante du comportement d'exploration de l'espace de solutions d'une procédure par 
recherches multiples coopérantes sur le nombre de procédures séquentielles, la 
structure de voisinage et l'information échangée. 
6.2 Interférence de l'échange d'information sur la méthode 
tabou 
Dans la présente section, nous montrerons comment les stratégies d'exploration des 
procédures séquentielles sont affectées lorsqu'elles s'exécutent dans un 
contexte d'échange d'information. PK souci de clarté et sans perte de généralité. 
l'argumentation Qu présent chapitre se limite aux recherches multiples coopérantes 
où la phase de conception de l'échange d'information est développée à partir des 
mémoires existantes de la méthode tabou (voir la section 5.3). 
Soit so. sl , . . . , s,-1 les p stratégies d'exploration d'une procédure parallèle 
basée sur une décomposition fonctionnelle du traitement spéculatif ( p-IiC1 p- KS. 
collégiales asynchrones ou recherches multiples). Dans le contexte de ce chapitre. 
lorsque i # j .  la stratégie d'exploration s; differe de la stratégie d'exploration s,. 
Rappelons que des stratégies d'exploration différentes, pour une procédure parallèle 
basée sur une décomposition fonctionnelle du traitement spéculatif. sont obtenues à 
partir des stratégies de différentiation MPDS, SPDS e t  MPSS. 
Définition 6.2 Nous dirons que 1 'ensemble formé par les paramètres de recherche, 
la stratégie de diflérentiation et la solution initiale constitue ln strnt6gi~ d Prplnration 
~uir*tuellr*' d'une rnélhode tabou. La stratégie d *exploration virtuelle combinée avec 
i'historique de  recherche pour une instance d'un problème donné d'une procédure 
tabou séquentielle constitue la stratégie d'exploration "actuelle" d'une méthode tabou. 
Ce sont les données qui se trouvent dans les diverses mémoires d'une procédure 
tabou. c'est-à-dire l'historique de recherche. qui forment les connaissances acquises 
d'une procédure de recherche tabou. Ces données lorsque combinées avec une 
stratégie d'exploration virtuelle, déterminent, pour un problème donné, la t rajec- 
toire d'exploration de l'espace de solutions d'une procédure de recherche tabou 
séquentielle. Le choix, à chaque itération d'une soiution dans le voisinage de la 
solution courante, dépend de l'information contenue dans l'historique de recherche. 
Une stratégie d'exploration devient actuelle lorsqu'elle accède à ces données pour 
définir le parcours précis de l'espace de solutions effectué par une procédure de 
recherche tabou séquentielle. 
Comme le mentionne Verhoeven [100]. chaque règle de transition d'une méthode 
de recherche impose un graphe orienté sur L'espace de solutions. Les noeuds du 
graphe de transitions correspondent aux solutions et il y a un arc (a  -t b) dans ce 
graphe si la solution b est un voisin de la solution a. Un chemin d'exploration est 
un parcours dans ce graphe orienté où à chaque itération k, la solution courante est 
une solution dans le voisinage de la solution courante à l'itération k - 1. D'après 
Verhoeven. les performances d'une méthode de recherche séquentielle dépendent à 
la fois de la structure du graphe de transitions qui elle-même dépend de la règle de 
transition utilisée et de la façon dont le graphe de transitions est parcouru qui à son 
tour dépend de la stratégie d'exploration (le type de recherche locale dans [100]). 
Nous avons pu observer au chapitre 4 que pour un même ensemble de stratégies 
d7explorat ion. le parcours du graphe de transit ions de chaque procédure séquentielle 
et les performances des procédures parallèles peuvent varier de manière impor- 
tante d'une stratégie de parallélisation à l'autre. Cependant, étant donné que 
l'ensemble des stratégies d'exploration est le même, les variations de performances ne 
peuvent provenir que de l'actualisation des stratégies d'exploration. Les procédures 
par recherches multiples coopérantes sont conçues effectivement à partir d'un 
changement à la manière d'actualiser les stratégies d'explorations des procédures 
séquentielles des recherches multiples. Contrairement aux procédures parallèles par 
recherche multiples. l'actualisation d'une stratégie d'exploration si des recherches 
multiples coopérantes peut s'effectuer à partir d'information en provenance de 
L'historique de recherche de procédures séquentielles autres que pi (par échange 
d'information). Cette facon d'actualiser des stratégies d'exploration vise à améliorer 
les performances des recherches multiples coopérantes, en accroissant le degré 
d'information dont dispose les stratégies d'exploration pour guider le parcours du 
graphe de transitions accompli par les procédures séquentielles. 
L'échange d'information entre des procédures séquentielles de la méthode tabou 
pose cependant un problème similaire à celui que nous avons pu observer au niveau 
de la parallélisation des méthodes de recherche par énumération implicite (voir la 
section 3.3.3). Une procédure séquentielle d'énumération implicite et sa version 
parallèle ne visitent pas nécessairement le même ensemble de solutions. La décompo- 
sition de l'espace de solutions de même que l'échange d'information entre les tâches 
parallèles font que l'information heuristique differe entre la procédure parallèle et  
la procédure séquentielle lors la génération des noeuds dans L'arbre d'exploration. 
L'information contenue dans I'historique de recherche d'une procédure tabou est de 
nature heuristique- comme celle qui guide une procédure par énumération 
implicite. Un changement au niveau de cette information heuristique entraîne 
parfois la stratégie d'exploration à fiire des choix différents dans le voisinage de 
la solution courante. ce qui évidemment correspond à une modification du parcours 
du graphe de transitions en comparaison au parcours effectué par une procédure de 
recherche tabou séquentielle. 
Définition 6.3 Soit hik le contenu des mémoires de l'historique de recherche de la 
procédure séçuentielle p; à iltération k. ct Lti, k conttnu des mérrwiirs d u  rritirne 
historique de  recherche lorsque de i*information d'historiques de  recherche en pmue- 
nance d'autres procédures séquentielles est prise en compte. 
Définition 6.4 Soit x' la solution choisie dans le voisinage de la solution courante 
x par lu stratégie d 'exploration actuelle si à l'itération k a partir de  1 'historique 
de recherche hik et I' le choix effectué par la stratégie d'exploration actuelle si à 
l'itération k à partir de g i k .  
L'actualisation des stratégies d'exploration à partir de l'historique de recherche 
hic équivaut à modifier les connaissances acquises de la procédure pi. 11 s'agit 
d'une première source d'interférence des recherches multiples coopérantes sur le 
dérouiement normale de la méthode tabou. Lorsque pour une procédure séquentielle 
pi, II+ s' à l'itération k, le parcours du graphe de transitions exécuté par pi se trouve 
changé à cause du mode d'actualisation de la stratégie d'exploration si en interac- 
tion avec les autres procédures séquentielles. Le parcours de pi est modifié suite à 
un changement au niveau des connaissances acquises de pi. 
Chaque actualisation à partir de iik est le point d'origine d'une réaction en 
chaîne à l'intérieur de la procédure pi. En effet, à moyen terme. L'historique de  
recherche d'une procédure séquentielle est affecté par des choix de solutions 5' 
provenant de hik-  Les attributs des solutions 5' finissent par laisser des traces dans 
les mémoires de la méthode tabou différentes de celles qu'auraient laissées les solu- 
tions x' (par exemple la mémoire à court terme enregistre 5' comme solution tabou 
et non pas d) .  À long terme, cette information emmagasinée dans les mémoires de  
l'historique de recherche affecte à son tour? de manière substantielle, le parcours du 
graphe de transitions exécuté par une procédure de recherche tabou faisant partie 
d'une procédure par recherches multiples coopérantes. Même lorsque l'actualisation 
s'effectue à partir de hik, le choir de x' n'est pas le mème puisque hir n'est plus le 
même historique de recherche que celui d'une procédure séquentielle dans le contexte 
des recherches multiples. 
Donc. si on se limite à expliquer le comportement des procédures parallèles 
par recherches multiples coopérantes strictement à partir de celui des procédures 
séquentielles. on constate qu'il existe au moins deux sources potentielles d'interfé- 
rence des recherches multiples coopérantes avec la méthode tabou pouvant changer le 
comportement d'exploration des procédures séquentielles: l'actualisation des straté- 
gies d'exploration si à partir d'information sur l'espace de solutions ne provenant pas 
du parcours exécuté par la procédure séquentielle pil et l'altération des mémoires de 
la méthode tabou consécutive à l'inclusion d'information exogènes. L'actualisation 
des stratégies d'exploration à partir de hik interfère directement avec la méthode 
tabou. Elle est l'origine d'un phénomène de réaction en chaîne entre le parcours 
de l'espace de solution et les connaissances acquises, phénomène qui à son tour 
interfère avec l'exécution normale de la stratégie d'exploration de la procédure de 
recherche tabou. Fait important à noter, les réactions en chaîne au niveau de 
chaque procédure séquentielle changent de manière importante les connaissances 
acquises par la procédure. ce qui  se traduit évidemment par un impact important 
sur l'ensemble global des connaissances acquises. 
6.3 Comportement dynamique de réactions en chaîne 
A la section précédente. nous avons montré comment les stratégies d'exploration 
sont affectées par leur interaction avec les autres procédures séquentielles du traite- 
ment par recherches multiples coopérantes. Dans cette section, nous étudierons la 
dynamique qui fait que le comportement d'une procédure séquentielle se propage et 
affecte le comportement d'autres procédures séquentielles des recherches multiples 
coopérantes. Notre approche sera faite dans une perspective tout à fait différente 
de celle de la section précédente, car elle fera porter le poids des modifications au 
parcours de l'espace de solutions sur l'interaction entre les procédures séquentielles 
et non pas sur des altérations de la méthode tabou. Un des résultats important de 
la présente section sera de montrer l'inter-dépendance complexe existant entre les 
st rategies d'exploration des procédures séquentielles d u  traitement par recherches 
multiples coopérantes. 
Mais. tout d'abord. nous allons introduire une procédure par recherches 
rnult iples coopérantes conçue dans le but de faire ressortir la dynamique d'interaction 
entre les stratégies d'exploration. Nous utiliserons cette procédure pour valider de 
façon expérimentale certaines hypothèses de cet te section. 
6.3.1 Procédure par recherches multiples coopérantes 
Soit T3 une procédure par recherches multiples coopérantes pour le problème 
d'optimisation de la section 4.5. L'espace de configurations est donné par C C Bn et 
inclut des solutions non réalisables pour le problème d'optimisation. Les règles de 
transition de chaque procédure séquentielle sont les mêmes que celles de la méthode 
tabou de la section 4.5. MPSS sera la stratégie de différentiation de cette procédure 
parallèle- Nous supposerons que l'exploration de l'espace de solut ions est efFect uée 
par p procédures séquentielles en t itérations. 
Le couplage entre les procédures séquentielles est défini de la manière 
suivante: M est l'ensemble des messages pouvant èt se échangés entre les procédures 
séquentielles. Bf C Bn, liCIl 5 9" - 1, m k  E iWl mo est un message spécial 
correspondant au message vide (0)? c'est-à-dire pas de message. L'ensemble A4 est un 
sous-ensemble de C et correspond aux contextes des solutions réalisables du problème 
d'optimisation combinatoire. L'échange d'information de la procédure parallèle T3 
se fait de manière synchrone. Nous ferons l'hypothèse que l'intervalle d'échange 
d'information entre les procédures séquentielles est égal à 1, c'est-à-dire qu'il y a 
un point d'interaction et échange d'information à chaque itération des procédures 
séquentielles. Si une procédure séquentielle trouve une solution améliorante (voir 
la définition -4.5)' le contexte de cette solution est envoyé comme message. dans 
le cas contraire le message rno est envoyé pour signifier "pas de nouvelle informa- 
tion à échanger". À chaque itération h,  la stratégie d'exploration si de la procédure 
séquentielle pi tente d'abord de s'actualiser à partir de hib (h ik  = hik U rn; le message 
reçu à l'itération k - 1). Si le message % est requ à l'itération k - 1, I'actualisation 
de la stratégie d'exploration si se fait à partir de l'historique de recherche hik et 
la solution x' dans le voisinage de la solution courante x est choisie. La struc- 
ture de voisinage entre les procédures séquentielles du traitement par recherches 
multiples coopérantes est définie de la manière suivante: à chaque itération k la 
procédure séquentielle pi envoie un message à la procédure séquentielle p ( k + i , , d , ) .  
Cette procédure parallèle T3 ne fait pas appel à une mémoire centrale comme 
les procédures parallèles basées sur une décomposition fonctionnelle du traiternenk 
spéculatif au chapitre 4. 
Définition 6.5 L 'état d'une procédure séquentielle pi à l'itération k est donné par 
1 énsemble de variables (2, x', m,, m,} ou x est la solution courante, x' est la solution 
choisie dans le uoisinage de la solution courante x ,  rn, est le message reçu par pi à 
l'itération k et m, est le message envoyé par pi a l'itération k. 
Définition 6.6 La trajectoire d'une procédure séquentielle pi est donnée par le 
cecteur dëtats EPSi de taille t où chaque entrée contient l'état de [*itération 
correspondante de pi. 
Le parcours dans le graphe de transition par une procédure séquentielle pi consiste 
à prendre la valeur du champs x des t entrées du vecteur EPSi.  
Définition 6.7 L Ztat de la procédure parallèle T3 a l'itération k est donné par un 
oecteur E de p entrées où chaque entrée E ( i )  de ce vecteur contient la valeur de xiç, 
c'est-à-dire la ~yaleur de  la variable x de la procédure séquentielle pi a l'itération k. 
Définition 6.8 Le parcours du graphe de transitions accomplit par la procédure 
parallèle T3 est donnée par le tableau TPC de  dimension t x p ,  où chaque entrée 
( k .  i )  E TPC contient le champs x de l'entrée EPSi(L) .  
II rie faut pas oubiier que l'objectif de la présente série de tests est d'analyser 
la trajectoire des procédures séquentielles (particulièrement le parcours du graphe 
de transitions) et le parcours de la procédure parallèle T3. Par conséquent. ce 
que nous voulons mesurer ce sont les différences au niveau de l'exploration de 
l'espace de solutions et non pas la valeur de la fonction objectif. Nous allons 
donc identifier de manière unique le contexte de chaque solution et de chaque 
message échangé entre les procédures séquentielles. Pour ce faire, nous utiliserons la 
représentation numérique de chaque contexte. Le nombre de variables de décisions 
des exemplaires du problème que nous allons tester est 43, conséquemment les 
contextes de configuration sont des vecteurs binaires de taille 45. Puisque 2" n'est 
pas une valeur numérique pouvant être traitée par nos stations SunSparc, chaque 
Figure 6.1 Comportement de réactions en chaîne entre procédures séquentielles 
contexte faisant partie d'un chemin d'exploration ou d'un message échangé entre 
deux procédures séquentielles sera converti dans sa représentation hexadécimale. 
Pour chaque valeur hexadécimale différente nous associerons un élément différent 
de l'ensemble {O,. . . .1999} (c'est-à-dire le nombre approximatif de toutes les solu- 
tions et messages différents échangés lors de tous les tests effectués avec T3 dans 
la présente section). C'est ainsi que nous pourrons identifier toutes les solutions et 
messages de la trajectoire d'une procédure séquentielle. 
6.3.2 Comportements dynamiques entre les stratégies d'exploration 
Nous avons identifié deux patrons du comportement dynamique de réactions en 
chaîne entre les stratégies d'exploration: lh te rac t  ion en chaîne et l'interaction 
récursive. La figure 6. la illustre schématiquement une paralléiisation par recherche 
multiples où le parcours entre les itérations i, i + 1. . . . , k de deux procédures séquen- 
tielles pl et p3 passe respectivement par les solutions (A,B,C,D,E?F) et 
(L,M,N,O,P.Q). La figure 6.lb illustre schématiquement une parallélisation par 
recherches multiples coopérantes et montre les deux patrons de comportement 
dynamique par réaction en chaine entre les procédures séquentielles p l .  p2 et m. 
La procédure séquentielle pl envoie un message ml qui modifie le parcours de la 
procédure p2> ce changement de parcours de p~ provoque l'envoi d'un message: 
1. m2 à la procédure séquentielle p3 modifiant le parcours de cette procédure: 
2. rn3 à la procédure séquentielle pl modifiant le parcours de pl à l'itération B .  
Le comportement (1)' mettant en cause les procédures séquentielles p l .  p2 
et p3, illustre une dynamique provoquée par l'envoi d'un message de pl vers pz à 
partir duquel s'actualise la stratégie d'exploration sz ce qui provoque un changement 
de parcours chez pz ,  lequel changement provoque l'envoi d'un nouveau message de 
p2 vers PJ. lequel provoque un changement de parcours chez p3, etc. La réception 
par pz du message en provenance de pl a eu pour effet de changer le parcours de 
p*. Si l'on reprend la terminologie utilisée dans l'introduction de ce chapitre, la 
réception du message par p;, change les connaissances acquises par pz ,  lesquelles 
provoquent un changement dans le parcours de pz,  lequel changement se traduit 
par une nouveiie modification des connaissances acquises par p2, ce qui veut dire 
iine modification de I'ensernble global des connaissances acquises. Ccttc nodifi- 
cation de l'ensern ble global des connaissances acquises se répercute par réactions 
sur la procédure p3 dont le parcours est modifié. En réalité. le changement de 
parcours de la procédure p l  provoque l'envoi de nouveaux messages, dont l'un 
pour p3, message qui modifie le comportement de p3. On voit à travers ce schéma 
comment le comportement d'une procédure séquentielle peut affecter le comporte- 
ment de plusieurs autres procédures. 11 s'agit donc d'une dynamique d'interaction 
en chaîne entre les stratégies d'exploration qui se propage de manière séquentielle à 
travers les procédures séquentielles des recherches multiples coopérantes. 
Le comportement (2) met en cause les procédures séquentielles pi et  p z ,  et 
illustre une dynamique où la procédure pl ayant déclenché une interaction en chaîne, 
se retrouve sur le chemin de cette dynamique d'interaction en chaîne. ce qui entraine 
pl dans lin cycle de modifications récursif de son propre parcours du graphe de 
transitions. Encore une fois. dans les termes de I'int roduction. une modification 
des connaissances acquises globalement engendrée par la procédure pl provoque une 
réaction en chaîne dans l'espace qui affecte le comportement de plusieurs procédures 
séquentielles dont la procédure p l .  Nous montrerons maintenant de manière expé- 
rimentale que ces descriptions schématiques correspondent à un phénomène global 
observable au niveau des recherches multiples coopérantes. 
6.3.3 Dynamique d'interaction en chaîne 
Hypothèse 6.1 12 existe un lien d 'interaction entre les stratégies d 'ezploration des 
procédures par recherches multiples coopérantes basé sur une dynamique d 'interaction 
en chaîne. 
Soit une procédure parallèle T3 où p = 1 et t = 100. Le tableau 6.1 représente 
le parcours de la procédure séquentielle po lors de l'exécution de T3. Nous allons 
maintenant effectuer un  premier test visant à confirmer l'hypothèse 6.1. Dans la 
prochaine expérimentation nous isolerons la procédure p, des signaux en provenance 
des autres procc5dürcs sfqucnticlles. Xous empêcherons I r s  pruc4dures séquentieiles 
de T3 d'interagir avec la stratégie d'exploration de po en ne permettant pas à la 
procédure séquentielle po de lire ses messages. Lorsque dans une procédure par 
recherches multiples coopérantes. une procédure séquentielle pi ne peut pas lire ses 
messages. la stratégie d'exploration si de la procédure pi s'actualise uniquement 
à partir de son propre historique de recherche. Conséquemment l'exploration de 
l'espace de solutions par pi est identique à celui d'une procédure tabou séquentielle 
avec la stratégie d'exploration si.  Bien que po ne lise pas ses messages. cette 
procédure continue d'envoyer des messages aux autres procédures séquentielles de 
Le tableau 6.2 montre la trajectoire de po suite à cette modification. On y 
observe des changements importants des variables x, x', nt,, rn, par rapport au tableau 
6.1. L a  colonne z, correspondant au parcours du graphe de transitions effectué par 
po7 est très différente entre ces deux tableaux. ce qui témoigne de l'impact pour 
po de l'interférence des recherches multiples coopérantes sur la recherche tabou. 
Les changements de la colonne m, des messages envoyés aux autres procédures 
séquentielles par po découlent naturellement du fait que les messages générés par 
une procédure séquentielle ne sont pas les mêmes lorsque le parcours du graphe de 
transitions n'est pas le même (parce que l'ensembie des solutions améliorantes n'est 
plus le même). 
La différence au niveau des colonnes de messages reçus rn, est très révélatrice. 
En effet, a l'exception de I'absence de la lecture des messages par po, tous les 
paramètres de conception de la procédure parallèle T3 sont identiques pour les deux 
tableaux, y compris la structure de voisinage (toutes les procédures séquentielles 
continuent d'envoyer et de recevoir leurs messages des mêmes procédures voisines). 
Le seul changement dans ce test pouvant se répercuter sur les autres procédures 
séquentielles. provient de la colonne m, des messages envoyés par po, puisque la 
séquence d'envoi des messages n'est plus la même. C'est dire que la seule explication 
possible au fait que la colonne rn, de po puisse différer, provient des modifications 
dans le parcours de l'espace de solutions des autres procédures séquentielles suite 
au changement dans la séquence d'envoi de messages par PO. 
Cette différence de la colonne m, de po constitue un premier indice de l'existence 
d'une dynamique d'interaction en chaîne provoquée par l'envoi de messages par po 
et de la dépendance du comportement d'exploration des procédures séquentielles sur 
cette dynamique. Le lait que po n'envoie pas la même séquence de messages aux 
autres procédures séquentielles, se traduit de manière uliirne par un changement 
dans les séquences de messages reçues par po en provenance des autres procédures 
séquentielles. C'est donc dire qu'au minimum, il existe une chaîne d'interaction 
fi, pi,  i # O, po dont la dynamique fut modifiée par les changements dans po. Nous 
allons maintenant montrer que la dynamique d'interaction en chaîne s'étend à plus 
d'une procédure séquentielle. 
Les tableaux 6.3 et 6.4 montrent de manière plus directe l'impact sur la 
procédure parallèle T3 de la modification effectuée à po. Les colonnes du tableau 
6.3 montrent la trajectoire effectuée par T3 sur 100 itérations avant la modification 
de la procédure po. tandis que Le tableau 6.4 donne la même information après le 
changement à po. On constate que cette simple modification de po a eu un impact 
considérable sur le parcours de T3, puisque T3 n'explore pratiquement pas les mêmes 
solutions avant et après les modifications à po. Dans les deux cas la procédure T3 
commence avec les mêmes sohtions initiales pour PO, p i ,  pz et p3 (itération 1 ), et 
visite les mêmes solutions à l'itération 2. La procédure po est la première à modifier 
son parcours (à l'itération 3) ce qui est normal puisqu7elle ne lit pas ses messages 
en provenance des autres procédures. Les changements du parcours de po finissent 
par affecter les autres procédures par le biais de la nouvelle séquence de messages 
envoyée par po. La procédure pl est la première touchée. à l'itération 4 elle reçoit 
le message "9" de p~ généré à l'itération 3. Ensuite, les procédures pz et  p3 sont 
affectées à l'itération 5 suite à la réception par pz du message "202" en provenance 
de pl et  à la réception par p3 du message "9" en provenance de pl,  etc. On constate 
qu'après l'itération 17, la procédure parallèle de T3 modifiée ne visite aucune des 
solutions ayant été visitées par la procédure T3 originale. Ces séquences de modifi- 
cations et le fait que les deux ensembles de solutions visitées par les deux procédures 
T3 soient totalement différents, montrent bien que la dynamique d'interaction en 
chaîne peut s'étendre sur une longue séquence de procédures séquentielles. 
Mentionnons que les nombres qui n'apparaissent pas dans les tableaux 6.3 et 
6.4 (par exemple les solutions 10, 11, 16, 17, 18, etc.) correspondent à des solutions 
x' générées dans le voisinage de la solution courante x d'une procédure pi qui (1) 
ne sont pas devenues la solution courante x d'une procédure pi à l'itération suivante 
parce qu'elles ont été éclipsées par l'arrivée d'un message en provenance d'une autre 
procédure et (2) elles ne se sont pas qualifiées pour l'envoi d'un message m, par pi 
parce qu'elles n'étaient pas des solutions améliorantes. 
On peut conclure de ce premier test qu'il y a bien un effet de propaga- 
tion du comportement d'une procédure séquentielle sur celui des autres procédures 
séquentielles des recherches multiples coopérantes. Cette dynamique détermine de 
manière importante le parcours du graphe de transitions effectué par les procédures 
séquentielles. Nous n'avons qu'à modifier légèrement la dynamique de cet te interac- 
tion (en empêchant po de lire ses messages ce qui a provoqué une nouvelle séquence 
d'envoi de messages en provenance de po)  pour induire un bouleversement presque 


































































































































































































Tableax 6.2 EPSo sans lecture des messages de m, 
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Tableau 6.10 EPSo pour T3 avec 5 procédures séquentielles 








































































































6.3.4 Dynamique d'interaction récursive 
Hypothèse 6.2 existe un lien d'interaction entre les stratégies d'exploration des 
procédures par recherches multiples coopérantes basé sur la dynamique dtnteraction 
récursive. 
Le prochain test vise à confirmer l'hypothèse 6.2. Pour cette expérience nous 
empêcherons les stratégies d'exploration des procéciures séquentielles de T3 de s'ac- 
tualiser à partir d'information en provenance de po,  en empêchant po d'envoyer des 
messages aux autres procédures séquentielles de 7'3 (po envoie toujours le même mes- 
sage 0). Dans ce testo po peut lire les messages en provenance des autres procédures 
séquentielles et donc utiliser l'historique de recherche hii .  Nous montrerons que le 
parcours de po est modifié par le fait que cette procédure séquentielle n'envoie plus 
de messages aux autres procédures, ce qui nous amènera à conclure que la différence 
entre les deux parcours de po provient de l'élimination de la dynamique d'interaction 
récursive provoquée par le changement à po. 
Le tableau 6.5 résume les résultats qui ont été obtenus. En comparant le 
tableau 6.5 avec les tableaux 6.1 e t  6.2$ on constate une fois de  plus que la trajectoire 
de po differe entre les trois tableaux. Par exemple, 40 des solutions visitées dans 
la colonne x du tableau 6.5 sont différentes de celles du tableau 6.1 pour la niênie 
colonne x. 
L'impact de l'absence d'envoi de messages par po sur son propre parcours du 
graphe de transitions se fait sentir pour la première fois à l'itération 6 suite au 
message 3' reçu par po à l'itération 5, qui difire du message 0 de  la procédure 
T3 originale (tableau 6.1). Par la suite le parcours de po differe de celui du tableau 
6.1 (sauf pour les itérations 19 et 30) soit parce que les solutions explorées ne sont 
pas les mêmes (dans 40% des cas) ou encore les solutions explorées different par 
l'itération où leur exploration s'effectue par rapport au tableau 6.1. 
Comme c'était le cas pour les tableaux 6.3et 6.4, les tableaux 6.6 et  6.7 
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Tableau 6.15 Évolution de T3 avec M PDS et  po sans lecture de m, 
le message 0 aux autres procédures séquentielles. Contrairement aux tableaux 6.3 
et 6.4, cette lois le parcours de po est le dernier à être affecté par la modification 
qu'a subie cette procédure. C'est pl qui est le premier touché à l'itération 4 suite 
à la non-réception du message "6" en provenance de po, dans ce cas pi a choisit la 
solution x' = 14 dans le voisinage de la solution courante "5" a l'itération 3 .  Les 
procédures séquentielles pl et p~ sont touchées à l'itération 5.  p2 ne reçoit pas à 
l'itération 4 le message "13" et choisit alors la solution *19" dans le voisinage de la 
solution "7" de l'itération 4. pl choisit la solution '14" suite à la réception de ce 
message "14" à l'itération 4 en provenance de pl qui a envoyé ce message à la place 
du message "6" par suite de la modification de son parcours suivant la non-réception 
d'un message de po. Toutes ces modifications du parcours de p l ,  p1 et p~ finissent 
par affecter po à l'itération 6 suite à la réception du message "8" en provenance de 
Pl 
Dans ce test, le parcours du graphe de transitions effectué par les procédures 
séquentielles autres que po est d'abord affecté par le fait que les strategies d'explora- 
tion de ces procédures s'actualisent à partir de leur propre historique de recherche à 
la place de messages en provenance de PO. Une fois que le parcours de ces procédures 
est modifié. la séquence de messages qu'elles transmettent n'est plus la même. y 
compris les messages envoyés à p,. Conséquemment, l'informai ion externe lok à 
partir de laquelle so s'actualise n'est plus la même et change donc le parcours de po. 
Mais tout ce qui a changé au niveau de T3 c'est l'envoi de messages en provenance 
de po. La différence dans la colonne x de po eritre le présent test et la procédure T3 
originale provient donc de I'absence de l'effet de la dynamique d'interaction récursive 
sur po. Donc, les messages qu'une procédure pi envoie aux autres procédures ont 
un impact sur les messages que pi reçoit des autres procédures séquentielles et par 
conséquento sur le parcours du graphe de transitions accompli par la  procédure pi* 
Cette dynamique d'interaction récursive est similaire au comportement de 
réactions en chaine à l'intérieur d'une procédure séquentielle que nous avons décrit 
à la section 6.3. À la différence cependant, que la dynamique de réactions en chaîne 
s'exécute entre le parcours d'une procédure pi et l'ensemble global des connaissances 
acquises c'est-à-dire que pax le biais de l'échange d'information, le parcours de la 
procédure pi réagi aux connaissances acquises de toutes les procédures séquentielles. 
Cette expérimentation valide l'hypothèse selon laquelle il existe une dynamique 
d'interaction récursive entre les stratégies d'exploration et la possibilité pour une 
stratégie d'exploration si en interaction avec les autres stratégies d'exploration de 
mettre en branle un cycle complexe de modifications du parcours de pi de l'espace 
de solutions. 
6.4 Les effets du couplage et du nombre de procédures 
séquentielles 
Les dynamiques d'interaction que nous venons de décrire montrent que l'échange 
d'information, même lorsqu'il ne provoque aucune uniformisation du contenu des 
historiques de recherche, engendre une interdépendance complexe du comportement 
d'exploration des procédures séquentielles entre elles. Nous montrerons à partir de 
ces deux patrons comment des facteurs comme le nombre de procédures séquentielles 
et la structure de voisinage. affectent le comportement global des recherche multiples 
coopérantes. 
6.4.1 Impact de la structure de voisinage entre les procédures séquen- 
tielles 
Le prochain test i1lustre les effets de la structure de voisinage sur le parcours du 
graphe de transit ions accomplit par Les procédures séquentielles. Nous changerons 
la structure de voisinage de la procédure T3 de P(k+i  mod a p(k+i+i ,od L a  tra- 
jectoire de la procédure séquentielle po suite à cette modification de la structure 
de voisinage de T3 apparaît dans le tableau 6.8. En comparant la colonne x de 
ce tableau avec celle du tableau 6.1, on constate que seulement 6 solutions ont 
été visitées par les deux procédures po. Le tableau 6.9 montre le parcours de la 
procédure parallèle T3.  on y observe le même type de changement de parcours pour 
toutes les procédures séquentielles. On voit donc qu'une procédure par recherches 
multiples coopérantes est très sensible à la définition de la structure de voisinage. 
Un changement dans la structure de voisinage modifie les séquences de messages 
que reçoivent les procédures séquentielles. Ces changements dans les séquences de 
messages sont amplifiés par les dynamiques d'interaction en chaîne et d'interaction 
récursive. ce qui se traduit en dernière analyse par une modification profonde de 
t'exploration de l'espace de solutions. 
Nous avions émis l'hypothèse au chapitre 5, selon laquelle la différence des 
structures de voisinage (plus que la synchronisation) est responsable des différences 
de performance entre les stratégies de parallélisation p-KS et collégiale asynchrone. 
Rappelons que la stratégie de parallélisation p-KS est basée sur un échange 
synchrone de messages alors qu'une procédure parallèle collégiale asynchrone échange 
l'information entre les procédures séquentielles de manière asynchrone. Nous avions 
établi que le mode de synchronisation définit de manière indirecte des structures 
de voisinage avec des diamètres différents. un large diamètre pour les procédures 
synchrones et un  faible diamètre pour les procédures asynchrones. En montrant que 
le comportement d 'une procédure parallèle par recherches mu1 ti ples coopérantes 
n'est pas le même si les structures de voisinage changent. l'expérimentation de 
la présente section renforce l'hypothèse du chapitre 5. selon laquelle les perfor- 
mances des procédures parallèles sont affectées par la structure de voisinage entre 
les procédures séquentielles. 
6.4.2 Impact du nombre de procédures séquentielles 
Les tests des sections 6.3.3, 6.3.4 et 6.4.1 vont nous permettre d'apprécier l'impact 
du nombre de procédures séquentielles sur le comportement dynamique de réaction 
en chaîne entre les stratégies d'exploration. 
Définition 6.9 Soit P l'ensemble original de procédures séquentielles d'une procé- 
dure par recherches multiples coopérantes (dans le cas de T3, P = { p o l  pl p2? p3? 1). 
P- l'ensemble de procédures séquentielles résultant d'une diminution du nombre 
de procédures dans P et T" lénsemble de procédures séquentielles résultant d'une 
augmentation du nombre de  procédures dans P .  Soit M P  lénsemble des messages 
échangés entre les procédures séquentielles de l'ensemble P.  
Considérons le cas de la procédure parallèle T 3  originale. Lorsque l'ensemble 
de procédures séquentielles passe de P à P-, les procédures séquentielles de P- ne 
recevront pas les messages en provenance des procédures de P\ P-. Or, nous 
avons vu à la section 6.3.3. que lorsque la colonne m, d h n e  procédure séquentielle 
est modifiée (suite ici à Io non réception des messages M ' \ ~ - ,  le parcours de l'espace 
de solutions exécuté par la procédure change également. Un phénomène similaire se 
produit pour PC où cette fois les procédures de 'P reçoivent de nouveaux messages 
en provenance des nouvelles procédures sequentielIes ajoutées à T.7. 
Soulignons qu'une variation dans le nombre de procédures séquentielles engen- 
dre nécessairement un changement dans la structure de voisinage: ce qui induit les 
comportements que nous avons observés à Ia section 6.4.1. Dans tous les cas, les 
procédures séquentielles de P ou Pd verront leurs colonnes n, et m, être fortement 
perturbées par le changement du nombre de procédures. Ultimement, les comporte- 
ments dynamiques de réaction en chaîne observés dans les sections 6.3.3 et 6.3.4 
vont agir sur la procédure parallèle et transformer profondément l'exploration de 
l'espace de solut ions effectuée par cet te dernière. 
Le tableau 6.10 montre comment po est affectée par l'ajout d'une seule nou- 
velle procédure séquentielle par recherches multiples coopérantes T3 ( p o  peut lire et 
envoyer des messages). Le tableau 6.1 1 montre le parcours de T3 avec les 5 procédures 
séquentielles; on constate que seul pl, jusqu'à l'itération 34, effectue une exploration 
dans la région explorée par T3 avec 4 procédures. 
6.4.3 Impact des paramètres de la stratégie d'exploration 
Dans cette section nous mesurons l'impact sur T3 de changements aux pararnèt res de 
recherche des procédures séquentielles. Nous avons testé des modifications simples 
aux paramètres de recherche de po tel des changements dans la taille des listes tabou 
à court terme. Ces changements n'ont eu que très peu d'impact sur le parcours de 
po et conséquemment sur celui de T3. Notons que nous n'avons pas fait de tests a u  
niveau de la diversification, la procédure T3 fait une diversification forcée à chaque 
fois qu'un message non vide arrive dans la colonne m, des messages reçus. On 
peut cependant déduire qu'un changement de diversification affecterait fortement le 
comportement de 2'3 puisque ce type de changement implique une lecture différente 
de la séquence de messages. Or, si les messages ne sont pas lus de la même manière, 
ceci équivaut à changer la colonne m,, et nous savons qu'un tel type de changement 
affecte T3. 
Par contre, des modifications à la stratégie de différentiation de l'ensemble 
des procédures séquentielles ont un impact important. Le tableau 6.12 montre le 
parcours de po suite à un changement de stratégie de différentiation qui passe 
de M P S S  à M P D S  pour les quatre procédures séquentielles impliquées dans la 
procédure parallè!e T3. Comme on pcut lc voir, i l  en  résulte un parcours diiltirent par 
po en comparaison avec l'ensemble de solutions visitées lorsque la stratégie MPSS 
était appliquée. Le tableau 6.13 montre le parcours du graphe de transitions de 
T3 avec MPDS comme stratégie de différentiation. Le domaine d'exploration 
de T3 avec M P S S  s'étendait de 1 à 199 (voir les tableaux 6.3 et 6.4)' tandis 
qu'avec MPDS il va de 1002 à 1224 sauf pour un recouvrement partiel des solutions 
explorées avec la stratégie MPSS dans les phases initiales d'exploration. 
Nous avons testé si les observations qui ont été faites dans les dernières 
sections restent valides pour d'autres stratégies de différentiation de la recherche 
tabou. Les tableaux 6.14 et 6.25 montrent l'impact sur po et sur la procédure 
parallèle T3 avec MPDS lorsque po ne lit pas les messages en provenance des autres 
procédures. On constate que des bouleversements similaires a ceux observés pour 
le traitement avec MPSS résultent d'un changement dans la séquence de messages 
reçus par une procédure. D'autres tests nous confirment que les mêmes comporte- 
ments observés pour la procédure parallèle T3 MPSS se manifestent Lorsqu'on 
utilise d'autres paramètres de recherche pour les procédures séquentielles. 
6.5 Conclusion 
Les tests effectués dans ce chapitre montrent très clairement que la stratégie 
d'exploration est loin d'être le seul facteur déterminant le parcours de l'espace de 
solutions des recherches multiples coopérantes. Le partage des connaissances entre 
les procédures séquentielles rend le comportement d'exploration de chaque procédure 
séquentide dépendant de facteurs comme le cornportemeat des autres procédures. 
ie nombre de procédures et la structure de voisinage. 
Ces facteurs interfèrent avec la méthode de recherche pour définir. avec les 
stratégies d'exploration. la recherche exécutée par chaque procédure séquentielle. 
Le questionnement qui suit consiste à se demander dans quelle direction au sens 
de la logique d'optimisation d'une méthode de recherche. ces facteurs influencent- 
ils le progrès de l'exploration de l'espace de solutions? Par exemple. de quelle 
façon une interaction en chaîne change-t-elle l'état de  la recherche. dans quelle 
direct ion l'exploration d'une procédure séquent ielIe se t rouve-t-elle propulsée après 
avoir été impliquée dans une dynamique de réactions en chaîne? Quel est l'effet de 
ces différents facteurs sur les performances d'une procédure parallèle par recherches 
multiples coopérantes? Le prochain chapitre apporte un premier niveau de réponses 
à ces questions. 
Chapitre 7 
Analyse de l'interaction entre les 
stratégies d'exploration 
7.1 Introduction 
Nous savons que les performances d'une procédure parallèle par recherches multiples 
dépendent du nombre de procédures séquentielles et des stratégies d'exploration. Par 
exemple, nous savons que si l'on augmente le nombre de procédures séquentielles, 
les performances de la procédure parallèle seront aussi bonnes ou meilleures que 
sans l'augmentation. Nous avons vu au chapitre 4, que ce n'est pas le cas pour 
les stratégies de parallélisation avec recherches multiples coopérantes. Plusieurs 
résultats affichent de moins bonnes performances suite à une augmentation du 
nombre de procédures séquentielles. Au chapitres 5 et 6 ,  nous avons montré que 
['échange d'information interfere de manière importante avec les stratégies d'explora- 
tion de la méthode tabou, indiquant que les performances cles recherches muitiples 
coopérantes ne sont pas liées uniquement à la méthode de recherche. 
Xous avons vu qu'il existe des modèles qui tentent d'expliquer l'impact de 
l'échange d'information sur le comportement d'exploration des procédures séquen- 
tielles des recherches multiples coopérantes. Les modèles proposés par 
Huberrnan [56], Clearwater, Huberman D Hogg 1251, Clearwater. Hogg & Huberman 
[24] reposent sur l'ensemble suivant d'hypothèses dont certaines sont inhérentes à 
l'utilisation d'un modèle probabiliste: 
1. La probabilité de succès de chaque procédure séquentielle suit une distribution 
géométrique (voir Battit i (101 et Taillard 1931); 
Le contenu des messages est indépendant du comportement des procédures 
séquentielles; 
Les messages ne sont pas corréles entre eux (tous les messages portent sur une 
sous-région différente de l'espace de solut ions): 
Une solution n'est explorée que par une seule procédure séquentielle (diversité 
pariai te des stratégies d'exploration): 
Les procédures séquentielles sont indépendantes Les unes des autres (au sens 
probabiliste). 
Il est clair selon le contenu du chapitre précédent, que les hypothèses d'indé- 
pendance des procédures séquent ielles les unes par rapport aux autres (hypothèse 
5 )  et d'indépendance des messages par rapport au comportement des procédures 
séquentielles (hypothèse 2) ne sont jamais satisfaites. Le fait que ces deux 
hypothèses ne soient pas satisfaites rend ces modèles peu fiables dans leur approxima- 
tion du comportement d'une procédure avec recherches multiples coopérantes. Cette 
lacune est connue des auteurs de ces modèles. Par exemple dans Clearwater, Hogg 
Sr Huberman [NI' les messages sont donnés avant que l'exécution de la procédure 
parallèle ne commence. Les messages sont envoyés aux procédures séquentielles à 
partir d'un processus externe au traitement parallèle pour que puissent être satis- 
faites les hypothèses 2 et 5 .  
Il existe à notre avis, une autre hypothèse sous-jacente a tous les modèles 
actuels du traitement parallèle avec recherches multiples coopérantes. Cet te autre 
hypothèse consiste à penser que, globalement, soit que l'échange d'information suit 
la même logique d'optimisation que les méthodes de recherche ou qu'il n'a aucun 
impact sur cette logique. Relativement à l'interrogation du chapitre précédent: 
"par rapport à la logique d'optimisation d'une méthode de recherche, dans quelle 
direction l'exploration d'une procédure séquentielle se trouve-t-elle propulsée après 
avoir été impliquée dans une dynamique de réactions en chaîne", cette hypothèse 
offre deux catégories de réponses. La première catégorie suppose. a priori. que 
les réactions en chaîne vont parfois aider et parfois nuire à l'esploration d'une 
procédure séquentielle, mais globalement I'impact des réactions en chaîne est nul 
sur l'exploration des procédures séquentielles. Les réponses de la deuxième catégorie 
découlent implicitement du raisonnement suivant: puisque l'informat ion échangée 
entre les procédures séquentielles porte sur des données de l'espace de solutions 
(par exemple il n'y a pas de solutions non réalisables échangées), on ne voit pas 
comment les méthodes de  recherches pourraient être systématiquement détournées 
de la logique d'optimisation de la méthode de recherche. Par exemple. on n'imagine 
pas qu'une méthode de recherche locale puisse cesser de s'orienter vers les optima 
Iocaux sous l'effet d'échanges d'information avec d'autres recherches locales. Donc. 
on fait I'hy pothèse que les méthodes de recherche et Iléchange d'information vont 
dans la mëme direction, celle de la logique d'optimisation! 
Un résultat assez important du développement théorique de ce chapitre sera 
de montrer que ces réponses sont à tout le moins partiellement fausses. Nous 
montrerons que l'échange de connaissances acquises entre les procédures séquentielles 
ne sert pas uniquement à la logique d'optimisation de la méthode de recherche, 
mais que cet échange sert également à coordonner les recherches entre elles selon 
une logique qui n'a parfois rien à voir avec la logique d'optimisation. Ce faisant, 
nous mettrons à jour certaines règles qui gouvernent les procédures parallèles avec 
recherches multiples coopérantes. 
Dans ce chapitre, nous concevrons plusieurs procédures parallèles avec 
recherches multiples coopérantes. Pour ces procédures, l'information échangée 
entre les procédures séquentielles sera générée à partir de lois de la théorie 
qualitative des systèmes dynamiques (3, 5, 34, 69: 76. 83, 861 et non pas à partir de 
connaissances acquises sur l'espace de solutions. Nous remplacerons donc l'échange 
d'information basé sur une logique d'optimisation, par un échange d'information 
basé sur les lois qui modélisent l'évolution dans le temps d'un système dynamique. 
C'est donc dire que le progrès d'une procédure parallèle avec recherches multiples 
coopérantes sera analysé comme étant celui de l'évolution d'un système 
dynamique et que l'information échangée sera significative selon cette interprétation 
de la recherche parallèle. Nous montrerons ensuite que sous certains aspects. ces 
nouvelles procédures parallèles se comportent de la même manière que les procédures 
parallèles s'échangeant des connaissances sur l'espace de solutions. partir de 
ces résultats. il nous sera possible d'affirmer que les procédures parallèles avec 
recherches multiples coopérantes se comportent comme des systèmes dynamiques 
complexes, où le parcours de l'espace de solutions est déterminé partiellement pax 
les lois d'interaction entre les variables d'un système dynamique. Le contenu des 
messages est interprété globalement à la fois selon un modèle dynamique p u  les 
facteurs qui interfèrent avec la méthode de recherche et selon une logique d'optimisa- 
t ion par la méthode de recherche. L'objectif des nouvelles procédures introduites 
dans ce chapitre, en particulier du modèle dynamique de l'échange d'information. 
sera d'interpréter correctement la dérive de l'exploration de l'espace de solutions 
provoquée par l'interférence des recherches multiples coopérantes sur le déroulement 
normal de la méthode tabou. 
a l'aide de ce modèle, nous étudierons deux comportements particuliers des 
procédures avec recherches miilt iples coopérantes: la détérioration des performances 
que l'on observe parfois suite à une augmentation du nombre de processeurs et 
L'hypothèse seion laquelle l'interaction entre les stratégies d'exploration engendre 
un comportement d'auto-organisation de l'exploration de l'espace de solutions. 
La détérioration des performances Lorsque le nombre de processeurs augmente 
est un comportement assez inusité au niveau du traitement parallèle et constitue un 
aspect plutôt ennuyeux des recherches mu1 tiples coopérantes. L'au to-organisat ion 
est un phénomène qui apparaît sous la forme du développement d'une structure 
(attracteur. synergétique? catastrophe) qui n'est pas dirigé ou organisé par un autre 
système et se manifeste par une réduction de l'entropie du  système dynamique [S6]. 
Des phénomènes d'auto-organisation ont été décrits dans des domaines aussi variés 
que la physique (formation de patrons, dynamique non linéaire, mécanique statis- 
tique, physique des plasmas. etc). en mat hématique. en biologie, en génie. en théorie 
des systèmes complexes et même en sciences sociales. S'il y a auto-organisation au 
niveau des recherches multiples coopérantes. les principes de ce type de comporte- 
ment pourraient nous aider à mieux comprendre l'interaction 
entre [es stratégies d'exploration et possiblement nous permettre de mieux contrôler 
I'évolut ion dynamique de ce type de procédures parallèles. 
Ce chapitre est organisé de la manière suivante. Dans la prochaine section. nous 
introduirons certaines notions sur la théorie des systèmes dynamiques et présenterons 
en détail le modèle de système dynamique qui sera utilisé pour remplacer l'échange 
de connaissances acquises entre les procédures séquentielles. A la section suivante, 
nous montrerons à l'aide de ce modèle, pourquoi la meilleure solution d'une procédure 
avec recherches multiples coopérantes peut être moins bonne lorsque le nombre de 
processeurs augmente. Enfin. nous montrerons que l'hypothèse d'auto-organisation 
de la recherche se vérifie au niveau de la procédure de traitement parallèle collégiale 
asynchrone du chapitre 4. 
7.2 Théorie des systèmes dynamiques 
L'évolution d'un système dynamique est définie par une ensemble de variables d'état 
et par une loi dynamique qui gouverne le changement d'état dans le temps des 
variables du système. Nous nous intéresserons à des modèles où le temps. les 
variables d'état et les paramètres du système correspondent à des valeurs discrètes- 
Dans ce cadre, un modèle général de système dynamique est donné par: 
où: 
E = { x ~ ~ x ~ . . - - , x , }  
0 = {fi' 12 '  1 fp} 
P = (PI.P*, ..., Pm} 
où E est le vecteur des variables d'état du système, O est le vecteur de fonctions de 
la loi dynamique e t  P un ensemble de paramètres [3. 5 .  35. 69, 76. 83. 861. Dans le 
contexte de la procédure parallèle T3 du précédent chapitre? E correspond à Iétat 
de la procédure parallèle T3 à l'itération k ,  fi décrit I'interaction existant entre la 
stratégie d'exploration si et les autres stratégies d'exploration du système (T3) et 
P correspond au couplage entre les ~rocédures séquentielles. Ce système décrit le 
comportement dynamique de E à partir de son état initial Eo = {xol, xoz? . . - , xo,}. 
L'ensemble de toutes les valeurs possibles que peuvent prendre les variables d'état 
constitue l'espace d ëtat (state space) du système. 
Un système dynamique est dit autonome si son évolution dépend de l'environ- 
nement externe uniquement pour l'état initial et que pour le reste? I'évolut ion dépend 
de l'interaction entre les variables du système sans apport externe. Dans le cas 
contraire le système est dit non autonome. Pour les recherches multiples coopérantes, 
l'interaction entre les stratégies d'exploration n'est pas le seul facteur qui détermine 
le parcours de l'espace de solutions, l'actualisation à partir d'information locale a 
aussi un impact. Le changement d'états d'une procédure avec recherches multiples 
coopérantes correspond donc à un système dynamique non autonome. 
Battiti [ I l ]  a conçu un modèle de l'évolution d'une procédure séquentielle de 
la recherche tabou à partir d'un système dynamique autonome. Les variables d'état 
correspondent aux variables de décisions de la fonction objective, l'espace d'états 
correspond à l'espace de solutions réalisables du problème et la loi dynamique 4 est 
représentée par la stratégie d'exploration de la procédure séquentielle. La dynamique 
de la recherche tabou séquentielle est alors parfaitement décrite par l'application de 
sa stratégie d'exploration et son historique de recherche. Une procédure séquentielle 
de la méthode tabou est dans ce cas un système dynamique autonome. 
.k partir d'un état initial Eo, la séquence d'états du vecteur E générée par 
l'action de $ correspond à la trajectoire du système dynamique. Le comportement 
à long terme de la trajectoire du système peut diverger à l'infini ou converger vers 
un attracteur. Un attracteur correspond à un ensemble d'états du système qui est 
invariant en termes de Q, c'est-à-dire que si la trajectoire du système emprunte un 
état appartenant à un attracteur, l'action du système dynamique va rester dans 
cet ensemble indéfiniment. Si le système est perturbé à une distance suffisamment 
petite d'un attracteur, I'action de la loi dynamique d va ramener le système dans 
l'attracteur. L'ensemble des états initiaux convergeant vers un attracteur est appelé 
bassin d attraction de I'at tracteur. Si le système dynamique est initialisé dans un 
état qui appartient au bassin d'attraction d'un attracteur, le système évoluera vers 
cet attracteur. Les états par lesquels évolue une trajectoire qui n'appartiennent 
pas à l'attracteur lui même sont appelés transients. Un attracteur peut consister 
d'un seul état, on réfère à ce type d'attracteurs comme étant un point f i e  ou état 
stu tionnaire? ou d'une succession périodique d'états (cycle périodique). ou encore il 
peut avoir une structure plus complexe (attracteur chaotique). 
En général. l'espace des états d'un système dynamique possède plusieurs 
attracteurs, chacun entouré de son bassin d'attraction. Les attracteurs sont 
considérés comme une manifestation de phénomènes d'auto-organisat ion au niveau 
des systèmes dynamiques. Lorsqu'un système évolue dans le temps vers un 
attracteur, son entropie diminue ce qui est considéré comme une indication d'un 
accroissement de l'organisation du système. Ici la notion d'entropie E est définie 
de manière habituelle, c'est-à-dire que E est le logarithme du nombre en moyenne 
d'états possibles d'un système 
où pi est la probabilité de l'état i. 
7.2.1 Théorie des automates cellulaires 
Nous utiliserons l'automate cellulaire comme modèle mathématique pour simuler le 
comportement dynamique des recherches multiples coopérantes. L'automate cellu- 
laire est un outil souvent utilisé d'étude et de simulation des mécanismes de base 
des systèmes dynamiques [17, 65, 1011 . Un automate cellulaire analyse un système 
dynamique dans la perspective de l'interaction entre ses variables. c'est-à-dire comme 
s'il s'agissait d'un système autonome. D'après Wolfram (105, 106' lo i ] ,  bien que de 
construction simple, les automates cellulaires sont capables de simuler des comporte- 
ments dynamiques d'une grande complexité. 
Définition 7.1 Formellement, u n  automate cellulaire est une matr ice  ou  chaque 
entrée correspond à une uariable du  sys tème dynamique. Chaque variable peut être 
considérée comme  étant un automate  i états  fini, défini par le triplet ( K .  C. 4) où 
I< est iénsemble  des états  de l 'automate fini; 
S est un alphabet; 
O Q est la /onction de  transi t ion Ii" -, li de l 'automate fini. 
Dans sa forme canonique. un automate cellulaire correspond à une machine 
parallèle abstraite synchrone et déterministe (voir la section 2.2.1 ). c'est-à-dire 
que (1)  les changements d'état des variables du système dynamique s'exécutent 
de manière synchrone et que (2) la fonction 4 est déterministe. 
Définition 7.2 Le voisinage V d'une variable xi est un ensemble de N variables 
d 'une sous-matrice de l 'automate cellulaire ayant pour centre la variable xi. 
;\ chaque itération, l'état de chaque variable si est fonction de l'état des 
variables de son voisinage. Par convention, une variable est considérée être son 
propre voisin. 
Définition 7.3 L ëtat du voisinage d'une uariable x, est le produit vectoriei de 
1 'état des variables dans le voisinage de xi. 
L'alphabet C correspond à l'ensemble des états possibles du voisinage V. La taille 
de C est donnée par 1x1 = 11i-p. 
Définition 7.4 Une jonction de transition 9 est définie en associant un seul état 
de K à chaque état possible du voisinage. 
Puisqu'il y a [K<'1 choix d'états possibles à associer pour chacun des ICN états du 
voisinage, on peut définir 1 KllKln fonctions de transition 4 différentes. On utilisera la 
notation D$ pour référer à l'ensemble de toutes les fonctions de transit ion possibles 
étant donné le voisinage de 1 V 1 voisins et 1 K (  états pour chaque variable. La fonction 
de transition 4 représente l'interaction entre une variable xi les autres variables du 
système dynamique. Dans le cas d'un automate cellulaire, cette relation est la même 
pour toutes les variables xi. 
Définition 7.5 L etat d'un automate cellulaire à l'itération L est jonction de son 
état à l'itération é - 1 et de IBpplication simultanée de la règle de transition à 
chaque variable de la matrice. 
L'automate cellulaire éIérnentaire 
Nous nous intéresserons plus particulièrement aux automates cellulaires élémentaires 
[31 , 105. 1061. Il s'agit d'un automate cellulaire limité à une seule ligne de la matrice 
de l'automate cellulaire canonique. Pour l'automate cellulaire démentaire. Ii = 2, 
c'est-à-dire que chaque variable ne peut prendre que les valeurs O ou 1. La loi 
dynamique de l'automate cellulaire élémentaire est donnée par la fonction: 
k-1 k-1 k- 1 k- 1 
X! = d [ ~ ~ - ~  r Xi-r+l r . 7 X: 9 . : Xi+r 1 
où xf dénote l'état de la variable xi à l'itération k. Le paramètre r définit la distance 
des entrées du vecteur de l'automate cellulaire élémentaire pouvant faire partie du 
voisinage d'une variable ri. Lorsque r = 1, seules les variables adjacentes à xi, 
c'est-à-dire zi-1, x i ,  x;+l peuvent former le voisinage de xi, conséquemment N = 3. 
Définition 7.6 Le statut d'une variable x; à l'itération k de l'automate cellulaire 
élémentaire dépend du statut de Zr + 1 variables du uoisinage à 1 ?itération k - 1. 
Définition 7.7 Le nombre de variables pouvant être aflectées par le statut dUne 
variable donnée xi croît au plus par r entrées du uecteur de l'automate cellulaire 
élémentaire dans chaque direction à chaque itération de l'automate cellulaire. Après 
k itérations, une région d'au plus 1 + 2 r k  entrées peut avoir é t é  aflectée par l'état 
initial de xi. 
Définition 7.8 L 'exposant de Lyapunov X mesure la vitesse de propagation de 
l ' in formation reliée aux conditions initiales de l'automate cellulaire. L 'automate 
cellulaire élémentaire ne possède que deux exposants de Lyapunou mesurant fa 
propagation de l'information à droite et à gauche d'une entrée donnée du vecteur. 
La valeur d e  X 5 r (voir Wolfram [l O?+]). 
L'exposant de Lyapunov A est un concept de la théorie des systèmes 
dynamiques qui mesure le taux de divergence entre deux points rapprochés dans un 
système dynamique. De manière très générale. I'exposant de Lyapunov 
(maximal) représente le temps en moyenne du taux de croissante logarithmique 
de la distance entre deux points rapprochés. Un exposant de Lyapunov positif 
indique une dépendance sensible sur les conditions initiales puisque la distance croît 
de manière exponentielle en fonction du temps. 
Étant donné cette configuration JKJ = 2 et r = 1, la cardinalité de l'alphabet 
de l'automate cellulaire élémentaire est IC 1 = 111'(2r+' = F = 8 et la cardinalité 
de l'ensemble des règles de transitions 141 = ~h'll~l"'+' = z8 = 256. Une règle de 
transition est définie en spécifiant l'état de la variable x"our chacun des 3 éléments 
xf: xf-', x);: de l'alphabet C. Le tableau 7.1 représente l'énoncé d'une règle de 
transition de l'automate cellulaire élément aire. 
Tableau 7.1 Règle de transition 76 de l'automate cellulaire élémentaire 
Les valeurs binaires se trouvant à droite de chaque flèche correspondent à 
la séquence de  Y bits 01001 100. L a  conversion de cette séquence dans sa valeur 
équivalente en base 10 donne le numéro de la règle (01001 100 = 76 pour la règle 
dans le tableau 7.1)' nous utiliserons ce numéro pour identifier les règles de transition 
de l'au tomate cellulaire élémentaire. Wolfram a étudié en détail le comportement 
qualitatif de la dynamique de ces règles. Par exemple' il a analysé leur structure 
espace-temps, c'est-à-dire l'évolution de O et de 1 d'un vecteur initial à travers 
plusieurs itérations. II a regroupé ces règles dans les quatre classes suivantes: 
Classe 1: Inclut les règles qui après un certain nombre d'itérations de l'automate 
cellulaire déncntaire atteignent un point fixe et homogène (toutes les entrées 
du vecteur ont la même valeur O ou 1)  qui est indépendant des conditions 
initiales de l'automate cellulaire. C'est le cas des règles 0, 8, 32? 40. 1% et 136. 
Classe 2: Inclut les règles qui après un transient initial relativement court 
entrent dans un cycle qui montre des configurations de O et  de  1 constantes ou 
périodiques dans des régions séparées du plan espace-temps, les périodes sont 
5 2 P .  C'est le cas par exemple pour les règles 4, 12. 37, 56, 73, 74 et plusieurs 
autres. Ces cycles ne sont cependant pas indépendants des conditions initiales 
mais les structures des configurations le sont relativement. Pour cette classe et 
la classe 1, l'exposant de Lyapunov X = O, ce qui implique que l'information sur 
les conditions initiales reste localisée et que le statut dlune entrée particulière 
à tout moment dans le temps dépend des conditions initiales dans un intervalle 
fixe. 
Classe 3: Inclut des règles qui à partir d'un état initial aléatoire donnent 
naissance à des structures chaotiques, c'est-à-dire qui n'ont aucune périodicité 
< 2 P .  C'est le cas par exemple pour les règles 18, 22. 30. 45. 146 et d'autres 
encore. Les structures de cette classe sont sensibles aux changements de 
conditions initiales sur une région toujours plus grande en fonction du 
nombre d'itérations. En effet, la classe 3 possède des exposants de Lyapunov 
A ~ositifs ce qui implique qu'une légère différence dans les conditions initiales 
va se propager sur tout le vecteur de l'automate ceilulaire élémentaire et  que le 
statut d'une entrée particulière: après un nombre suffisant d'itérations. dépend 
de manière critique sur les valeurs initiales. 
Classe 1: Inclut des règles très complexes et irrégulières avec des structures 
qui se propagent dans le temps et l'espace. C'est le cas des règles 60 et 110. 
La classe 4 a des exposants de Lyapunov X positifs qui cependant tendent vers 
zéro de manière asymptotique. Les structures espace- temps sont affectées de 
manière significative par les condit ions initiales, les changements de conditions 
initiales provoquent des effets irréguliers sur celles-ci. 
7.3 Simulation des recherches multiples coopérantes 
Nous allons maintenant définir une procédure parallèle avec recherches multiples 
coopérantes où I'interact ion entre les procédures séquentielles sera formellement 
définie. Nous identifierons par S I M  cette procédure parallèle. Le contenu 
exact de chaque message envoyé par une procédure séquentielle pi de SIICI sera 
déterminé à la fois par l'état de la recherche de pi, la structure de voisinage 
entre les procédures séquentielles et la loi dynamique qui simule l'impact des facteurs 
d'interférence sur la recherche tabou. L'interaction entre les procédures séquentielles 
de cette procédure de simulation sera plus générale que les procédures des chapitres 
précédents. Dans le modèle d'interaction entre les procédures séquentielles de la 
procédure S M .  l'échange de connaissances acquises sur l'espace de solutions sera 
considéré comme un cas particulier de l'échange d'information entre les procédures 
séquentielles interprétées comme étant des variables d'un système dynamique 
complexe. 
Nous définirons de manière rigoureuse la procédure S M  puisqu'en plus d'être 
une procédure parallèle, S I M  servira d'outil mathématique pour obtenir et 
démontrer certains résultats sur les causes de la dégradation des performances 
des procédures avec recherches multiples coopérantes. La procédure SIM servira 
également pour simuler certains comportements spécifiques des recherches multiples 
coopérantes. Lorsqu'utilisée comme outil de simulation. la procédure S I M  servira 
à reproduire l'interférence des recherches multiples coopérant es sur le déroulement 
de la méthode tabou. 
7.3.1 Définition de la procédure parallèle SIiCI 
Chaque procédure séquentielle de S I M  va consister d'une recherche tabou telle 
que définie à la section 4.5. les règles de transition de la méthode tabou sont les 
mêmes que celles de la section 4.5, MPDS sera la stratégie de différentiation de cette 
procédure paralléle. Xous supposerons que l'exploration de l'espace de solutions 
est effectuée par p procédures séquentielles en t itérations. Puisque les messages 
échangés entre les procédures séquentielles ne portent pas nécessairement sur l'espace 
de solutions. les procédures séquentielles pourront faire de I'exploration en dehors 
de l'espace de solutions. conséquemment l'espace de configurations de S I M ,  C Bn 
inclus des solutions non réalisables. 
Le couplage entre les procédures séquentielles est défini de la manière 
suivante: M est l'ensemble des messages pouvant être échangés entre les procédures 
séquentielles, iM B". liLIl = 2' - 1. mi, E M. L'échange de messages se fait 
de manière synchrone. Le réseau d'échange d'information entre les procédures 
séquentielles sera constitué à partir d'une architecture de type blackboard telle 
que décrite au chapitre 4. Nous identifierons par 6 le nombre d'itérations entre 
deux points d'interaction, nous ferons l'hypothèse que 6 = 25. c'est-à-dire qu'il 
y a échange d'information à toutes les 25 itérations des procédures séquentielles. 
Lorsqu'arrivée à un point d'interaction. chaque procédure séquentielle pj  envoie à la 
mémoire centrale le contexte Cj des variables de décision de sa meilleure solution à 
moyen terme (voir définition 1.6). Les contextes Cj sont des vecteurs de variables 
binaires de taille n. Sur réception, la mémoire centrale fait la concaténation des p 
vecteurs C en un seul vecteur Eo de taille p x n. La concaténation des contextes 
C, est telle que l'entrée Cj(k) correspond à l'entrée Eo(( j  x n )  + k), c'est-à-dire que 
les contextes C, sont ordonnés dans le vecteur Eo en fonction de l'indice j de la 
procédure séquentielle pj . 
La mémoire centrale est un automate cellulaire élémentaire. Le vecteur Eo 
représente l'état initial de cet automate cellulaire. Lorsque Eo a atteint la taille 
p x n. l'exécution de l'automate cellulaire élémentaire se déclenche. appliquant une 
règle de transition q5 de l'automate cellulaire sur Eo pour T = itérations. L a  
valeur de r est choisie en fonction de l'exposant de Lyapunov A le plus élevé parmi 
les règles de transition d testées par S1:Cl. T correspond au nombre d'itérations 
nécessaire pour que le statut de C,(k) puisse avoir un impact sur la région de Eo se 
situant dans le voisinage de la procédure séquentielle pj. La structure de voisinage 
entre les procédures séquentielles est donc implicitement définie par la valeur de T 
et l'ordonnancement des contextes Cj dans Eo. En fixant la valeur de r à les 
conditions initiales du contexte Cj vont influencer uniquement l'état des contextes 
Cj-l et Le voisinage d'une procédure séquentielle pj correspond donc aux 
procédures séquentielles pj-1 et p j + i .  
Lorsque les r itérations ont été exécutées. la mémoire centrale retourne à la 
procédure séquentielle pj un contexte Cj correspondant aux entrées 
[(j x n)+O,(j  x n ) + L , . - - , ( j ~ n ) + n ]  duvecteur E(rvl-ll, c'est-à-dire les entrées 
correspondant au contexte Cj du vecteur Eo. Puisque l'intervalle 6 entre chaque 
point d'interaction est de 23 itérations et que t = 300. il y aura % = 12 exécutions 
de l'automate cellulaire élémentaire pour chaque exécution d'une procédure paral- 
lèle S I M .  A chaque simulation, la même règle de transition 4 sera appliquée à 
chaque point d'interaction. Pour certains tests, nous utiliserons des valeurs de r 
définissant d'autres structures de voisinage, par exemple r = r-1 pour obtenir 
une propagation des conditions initiales qui porte sur tout le vecteur Eo. 
Nous identifierons par Sli\f2' une procédure parallèle SIM où le nombre de 
procédures séquentielles est égal à 2' et par S I M d  une procédure parallèle S I M  
dont la mémoire centrale applique la règle de transition 4 de I'automate cellulaire 
élémentaire. 
Définition 7.9 Les conditions limites de la structure de uoisinage { p j - ,  ' p,,  p,+i } 
des procédures parallèles SIibf2'  sont résolues de la manière suivante: la structure 
de voisinage de po est donnée par (pz,-[, W. pi}  tandis que celle de p2,- ,  est donnée 
par {~?<-2 '  P?-1. PO}.  
Définition 7.10 Toute procédure parallèle SIM;~+'  est construite récursivement à 
partir de !a procédure paraliéle Sld l i '  en brisant le lien d e  la slructutBe de  voisinage 
entre les procédures séquentielles po et p , ~ - ,  de SIM:' et en introduisant 2' nouvelles 
procédures séquentielles entre po et p2' - I .  
Étant donnée Ia construction d'une procédure parallèle s I@'+' , les stratégies 
d'exploration seront ordonnées de la manière suivante pour s I fifi'" : les procédures 
séquentielles O à 2' - L utilisent dans le même ordre les stratégies d'exploration O 
jusqu'à 2' - 1 de la procédure parallèle SIkf; '  suivies des 2' nouvelles stratégies 
d7explorat ion. Cette construction des procédures parallèles S I M  vise à ne pas 
redéfinir un ensemble complet de 2'+' nouvelles stratégies d'exploration à chaque 
fois que le nombre de procédures séquentielles change, par exemple lors du passage 
d'une procédure parallèle avec 2' procédures séquentielles à celui d'une procédure 
parallèle avec 2'+' procédures séquentielles. 
Lemme 7.1 La structure de voisinage entre les procédures séquentielles pi à p2.-? 
est identique pour les procédures parallèles SIiCf;' et SIM;''~ . 
Preuve: Puisque l'introduction des 2' nouvelles procédures séquentielles s'effectue 
entre les procédures po et  pzl-i de la structure de voisinage de SIM;' .  seules les 
procédures séquentielles po et p2 . -~  changent l'un de leurs deux voisins lors du 
passage d'une procédure parallèle S I M ~ '  à une procédure parallèle S I M ~ ' + ' .  
Définition 7.11 La structure de voisinage de la procédure séquentielle po change de 
{ ~ ~ a - ~ ,  PO, pI ) dans SIiM2' à {p2t+r - 1 ,  p ~ ,  pl } dans SIM~'+' et celle de change 
de pZI-L PO) dans SI:k12' à { p 2 1 - 2 ,  ? pz. } dans SIM*'". 
Pour chaque procédure parallèle S I M d ,  nous illustrerons à l'aide d'un tableau 
le comportement dynamique typique de la règle de transition 6 utilisée au niveau 
de la mémoire centrale. Ce tableau est une matrice t -  x 60 qui illustre le statut 
des 60 premières entrées du vecteur E pour un nombre significatif t -  d'itérations 
de la règle o. Le symbole '" signifie que l'entrée correspondante du vecteur E est 
égale à 1 tandis qu'un blanc indique un O. La première itération de chaque tableau 
correspond au vecteur initial Eo. L'objectif de cette matrice est de faire ressortir 
le comportement de chaque règle. indépendamment des conditions initiales de Eo. 
Nous ne ferons aucune simulation avec une règle en provenance de la classe 1 de 
CVolfram puisque I'évolution des règles de cette ciasse conduit rapidement vers un 
état uniforme de 1 ou O pour toutes les entrées de E. 
La procédure S I M  comme système dynamique 
La valeur de r et la règle de  transition 4 contrôlent l'interaction entre les procédures 
séquentielles du simulateur SIiIf ' .  Dans la perspective des stratégies de parallélisa- 
tion. on peut considérer que SIh1 est une stratégie de parallélisation basée sur une 
décomposition fonctionnelle du traitement spéculatif. Le paramètre du 
couplage relatif à l'échange d'information appartient à la catégorie de création de 
nouvelle information (voir la section 5.3.3 du chapitre 5 ) .  La nouvelle information 
est générée à partir des solutions envoyées par les procédures séquentielles et de la 
fonction d'interaction définie par la règle de transition de l'automate cellulaire entre 
les procédures séquentielles d'un même voisinage. 
Du point de vue de la mémoire centrale, SIM est un système dynamique non 
autonome où chaque procédure séquentielle est une variable du système. Le modèle 
du système dynamique de SIM est défini par 1 KI = 2". r = 1, V = {pi-i pi, pi+i}- 
k-I k-1 La loi dynamique est exprimée par = qb[pi-i , p i  Ce système dynamique 
est converti en un automate cellulaire élémentaire de taille p x n (cette conversion 
préserve les propriétés du système dynamique) où les contextes de solut ions envoyés 
par les procédures séquentielles à chaque point d'interaction forment l'état initial Eo 
du système dynamique défini par la règle de transition 4. Étant donné une valeur du 
paramètre r. de r et de l'exposant de Lyapunov A de chaque règle o. la trajectoire de 
E générée par l'action de o va entrer dans un bassin d'attraction et  ainsi converger 
vers un attracteur. ou elle va diverger continuellement dans des états transients. .A 
la fin des T itérations de l'automate cellulaire, si E se trouve dans un des états d'un 
attracteur. la mémoire centrale retourne au': procédures séquentielles des contextes 
appartenant à un état du système dynamique 4 ayant un moindre degré d'entropie. 
Si les stratégies d'exploration s'actualisent à partir de ces contextes pour la phase de 
diversification, l'exploration de l'espace de solutions va redémarrer dans une région 
possédant une énergie minimum du point de vue du système dynamique 9. Nous 
étudierons donc le comportement d'interaction entre les stratégies d'exploration en 
fonction du type d'attracteur. de la vitesse de convergence vers les attracteurs et 
des similitudes existant avec les recherches multiples coopérantes. 
La réduction du niveau d'entropie est une maoifestation de l'auto-organisation 
des systèmes dynamiques. Cependant un niveau d'énergie minimal de # n'est 
d'aucune façon relié à un attracteur de l'espace de solutions. c'est-à-dire une région 
possédant des solutions intéressantes du point de vue du problème d'optimisation 
traité. Ce qui est probable cependant. c'est que l'interaction des procédures séquen- 
tielles dans les recherches multiples coopérantes constitue un système dynamique 
ayant ses propres attracteurs. capable donc de diriger l'évolution de la recherche 
des procédures tabous vers les régions définies par ces attracteurs. L'interaction 
entre les stratégies d'exploration définirait un autre paysage (landscape) qui influ- 
ence l'évolution des procédures séquentielles tabous, en opposition avec l'hypothèse 
probabiliste selon laquelle ce paysage serait uniforme et sans impact sur la recherche 
tabou des recherches multiples coopérantes. 
7.4 Étude du comportement en fonction du nombre de 
processeurs 
Dans cette section nous montrerons pourquoi au niveau des recherches multiples 
coopérantes, une  augmentation du nombre de procédures séquentielles peut se 
traduire par une diminut ion des performances de la procédure parallèle. Nous 
obtiendrons ce résultat à partir de I'analyse des dégradations des performances 
d'une procédure SIM et e n  utilisant les propriétés de cette procédure pour expli- 
quer l'origine de ces dégradations. Mais tout d'abord. nous avons besoin d'obtenir 
un résultat préliminaire sur  les recherches multiples. Dans la prochaine section, nous 
utiliserons donc SIM pour simuler le comportement des recherches multiples. 
7.4.1 Simulation des procédures parallèles par recherches multiples 
Les recherches multiples s e  caractérisent par l'absence d'échange explicite entre les 
procédures séquentielles de connaissances portant sur l'espace de solutions. Puisqu'il 
n'y a aucun échange d'information, il n'y a donc aucun comportement de coordi- 
nation entre les procédures séquentielles basé sur les connaissances acquises. Nous 
Tableau 7.2 Comportement dynamique de la règle 12 
pouvons reproduire cette loi simple d'absence d'interaction des recherches multiples à 
l'aide d'une procédure S I M .  En terme de la loi dynamique des automates cellulaires 
élémentaires. l'absence d'interaction signifie que nous devons trouver une règle dont 
l'exposant de Lyapunov est nul, de tel sorte que les conditiors initiales du vecteur Eo 
se propagent à une très faible distance de chaque côté d'une entrée de ce vecteur. Les 
règles des classes 1 et 3 répondent à ce critère. Cependant, nous exclurons les règles 
de la classe L parce que l'évolution vers un état homogène de ces règles équivaut non 
seulement à l'absence de communication. mais entraîne également la destruction de 
toute information au niveau de chaque procédure séquentielle, ce qui n'est pas l'effet 
recherché pour cette simulation. Au niveau des règles de la classe 2, certaines se 
caractérisent par un transient initial d'une très courte durée (une seule itération) 
suivi d'un cycle où la même configuration se répète constamment. C'est ce genre de 
règles que nous pouvons utiliser pour la simulation du comportement des recherches 
multiples. Elles n'impliquent pratiquement aucun transport d'information entre les 
entrées du vecteur Eo, en particulier entre les entrées n'appartenant pas à la même 
procédure séquentielle. C'est le cas pour la règle 12 qui est illustrée par la figure 
Xous avons construit une procédure parallèle S IM à partir de la règle 13 de 
la classe 2 de Wolfram, simulation que nous identifierons par SIMlz .  Comme le 
montre cette figure, la règle 12 se caractérise par un transient initial d'une très 
courte durée (une seule itération). Par la suite, la règle 12 entre dans un cycle 
où la même configuration se répète constamment. Ce comportement dynamique 
de la règle 12 est typique des règles appartenant à la classe 2, et traduit la faible 
dépendance du statut des entrées du vecteur E s u r  les conditions initiales. Le statut 
d'une entrée k de E, est déterminé par celui des entrées {k - a.. . . . k.. . . . k + a) du 
vecteur Eo où <r a une valeur très faible en relation avec la phase d'états transients 
du système dynamique. II y a donc peu de propagation de I'information à l'intérieur 
du vecteur E et conséquemment entre Les procédures séquentielles appartenant à un 
même voisinage. La propagation de l'information étant très faible, le contexte C, 
d'une procédure séquentielle pj n'a presque pas d'impact sur le parcours du  graphe 
de transitions des procédures séquentielles dans le voisinage de p i .  C'est ce qui  
explique le comportement au niveau des performances de S I M i 2  que l'on voit au 
tableau 7.3. 
Tableau f -3 
p = 4  p = 8  p = 16 
Gap 1 Iter Gap 1 Iter Gap 1 Iter 
Srk112 
Simulation des procédures parallèles par recherches multiples 
On observe d'abord que les performances s'améliorent ou restent les mêmes 
en fonction du nombre de procédures séquentielles au niveau de la moyenne de 
l'ensemble des problèmes et pour chaque problème individuel. Relativement aux 
problèmes 1, 2. 3, 4. 7. 9 et L 1, on constate que les solutions sont identiques et ont 
été trouvées à la même itération pour s I M ~  et S I M : ~ .  On peut faire la même 
observation pour les simulations S I M : ~  et SI~LI;;' et les problèmes 3. 5, 10 et 11. 
Enfin, on voit que pour les problèmes 3 et I l .  la solution est identique pour les 
trois catégories de simulation. L'absence de détérioration des performances est un 
comportement bien connu d'une procédure parallèle par recherches muitiples. 
Définition 7.12 La meilleure solution trouvée par une procédure parallèZe basée sur 
une décomposition /onctionnelle du traitement spéculatq correspond à la meilleure 
solution de la procédure séquentielle pj lorsque cette solution est meilleure que toutes 
les solutions trouvées par les autres procédures séquentielles. 
Proposition 7.1 Soit Si+' la meilleure solution trouvée par la procédure parallèle 
S I *  et S' la meilleure solution trouvée par la procédure parallèle S I G .  Si 
 si+^ , - Si, alors la meilleure solution trouuée par la procédure parallèle  SI^%+' et 
SIiÇI:; provient de la même procédure séquentielle p,. 
Preuve: Cette proposition est vraie par construction de ~141"" à partir des 
procédures séquentielles de 5 1~1.1". 
La proposition 7.1 s'applique si le parcours de la procédure pj n'est pas perturbé 
par le passage de S I : M ~ ~ ,  à SIM~;: '  lors des itérations dans les états transients. La 
simulation SIiL& reproduit le comportement des procédures 
parallèles par recherches multiples si la construction de ces dernières procède selon 
la définition 7.10. Enfin, comme le montre la figure 7.2, les transitions de la mémoire 
centrale à chaque point d'interaction de la simulation S11C112 perturbent légèrement 
le vecteur de contexte envoyé à la mémoire centrale, ce qui fait que le contexte 
envoyé et celui reçu de la mémoire centrale ne sont pas les mêmes. 
Donc, prises individuellement, les procédures séquentielles n'exécutent pas 
exactement le même parcours du graphe de t rami tions lors d'une simulation SI m2 
que celui exécuté dans une procédure parallèle par recherches multiples avec la même 
stratégie d'exploration. Cependant, un examen détaillé des simulations montre que 
du  point de vue de I'impact sur les performances que peuvent avoir des change- 
ments au nombre de procédures séquentielles ou à la structure de voisinage, le 
comportement des simulations SIMI2 est identique à celui des procédures parallèles 
par recherches multiples. Par conséquent, la proposition 7.1 s'applique, et c'est ce 
que l'on peut observé dans le tableau 7.3 oc: 
a La procédure séquentielle p3 a trouvé la meilleure solution du problème P2 
pour .SMZ2 et S I ~ W ~  
La procédure séquentielle pl a trouvé la meilleure solution du problème P3, la 
procédure séquentielle p3 a trouvé la meilleure solution du problème P l  1. pour 
les simulations S I ~ C T Z ' .  et SIM*';  
a La procédure séquentielle p4 a trouvé la meilleure solution des probièmes P5 
et Pl0  pour les simulations ~ 1 1 ~ 1 ~ ~  et ~ ~ i k i ? ~ ' ;  
etc. 
Nous avons exéciité cette simulation avec la règle 12 pour obtenir Ic résultat de 
la proposition 7.1 qui sera utile ultérieurement. Mais cet te simulation 
montre également de quelle façon nous pouvons utiiiser des résultats de la théorie 
sur les automates cellulaires pour simuler de manière précise certains comportements 
des procédures parallèles avec recherches multiples coopérantes et ainsi obtenir des 
résultats formels sur ce type de procédures parallèles. 
7.4.2 Simulation d'une diminution de la qualité des solutions 
Dans la présente section nous utiliserons une simulation avec S I M  pour expliquer 
les occurences d'une augmentation du gap entre la solution optimale et la meilleure 
solution des recherches multiples coopérantes suite à une augmentation du nombre 
Tableau 7.4 Comportement dynamique de la règle -56 
de procédures séquentielles. Pour ce faire nous avons besoin de règles au niveau de 
l'automate cellulaire qui simulent l'échange de connaissances sur l'espace de solu- 
tions entre les procédures séquentielles. Encore une fois il nous faut des règles avec 
iin exposant de Lyapunov nul, dont la dynamique ne détruit pas l'information des 
messages en provenance des procédures séquentielles. Deuxièment : la dynamique 
de ces règles doit propager des configurations dans l'espace pour que l'échange de 
connaissances entre les procédures séquentielles soit possible. C'est le cas de 
certaines règles de la classe 2. La  phase transient de ces règles est extrêmement 
courte. par la suite la dynamique de la règle évolue de manière cyclique dans un 
attracteur où le passage d'un état à l'état suivant correspond à un décalage des 
configurations dans le vecteur E (donc propagation des configurations dans l'espace). 
On retrouve ce type de comportement par exemple pour les règles 56 et 74 dont le 
comportement dynamique est illustré par les figures 7.4 e t  7.5. Nous identifierons 
ces simulations respectivement par SIb&,6 et SIfbf7+ 
Comme pour la règle 12, le transient de ces deux règles est très bref, suivie 
Tableau 7.5 Comportement dynamique de la régle 74 
pour la règle 74 d'une période de deux itérations où les configurations se répètent 
( E c  = EÇ-*) et d'une période d'une seule itération pour la règle 56. Les règle 56 
et 74 possèdent cette particularité par rapport à La règle 12 qu'une fois entrée dans 
l'attracteur du système dynamique, bien que la configuration du vecteur E reste 
constante. la trajectoire de E se caractérise par un décalage à droite (règle 56) ou à 
gauche (règle 74) de l'information contenue à l'itération précédente 
(voir les figures 7.4 et 7.5). Au niveau des procédures parallèles SI&f56 et ce 
décalage correspond à transférer le contexte de la meilleure solution à moyen terme 
d'une procédure pi vers une des deux procédures dans le voisinage de pj (lorsque 
2n- 1 = 1. 
La démonstration montrant comment les recherches multiples coopérantes 
interfèrent avec la méthode pour déteriorer les performances de la procédure 
parallèle se fera à partir de la simulation S1ibf56 Les mêmes résultats peuvent 
être obtenus avec la simulation SIL'C/I~~ si on tient compte du sens du décalage. 
Lemme 7.2 Le nombre d'états de 1 'attracteur de  SI!Cf56 est borné supén-eurement 
par ( p  x n )  + a où a est le nombre d'itérations dans la phase d'états transients. 
Preuve: Puisque après la phase d'états transients la configuration de E change 
uniquement par un processus de décalage des entrées, après p x n itérations, ce 
processus de décalage va entrer dans une nouvelle période reproduisant uniquement 
les états de la période précédente. 
Après l'exécution de p x n itérations dans la mémoire centrale, la trajectoire de 
E va revenir à la configuration initiale Eo. .\ la limite. une simulation S I M  avec la 
règles 56 où le nombre d'itérations exécutés en mémoire centrale serait égal à p x  n est 
équivalent à simuler une procédure parallèle par recherches multiples puisque chaque 
procédure séquentielle pj reçoit le même contexte de la mémoire centrale que celui 
soumis à l'arrivée au point d'interaction. Dans la présente simulation. puisque nous 
limitons le nombre d'itérations à [YI, les procédures séquentielles vont recevoir 
des contextes différents de ceux correspondant à leur propre exploration de l'espace 
de solutions. 
Lemme 7.3 Le parcours du graphe de transitions exécuté par fa procédure séquen- 
tielle p, de la simulation SIL\&~ est déterministe e t  défini par la stratégie d'explo- 
ration s j  de  la procédure pj et par la séquence de contextes soumise à p, par la 
mémoire centrale lors de  f'erécution d'une simulation. 
Preuve: Le parcours de l'espace de solutions de la méthode tabou séquentielle est 
déterministe et complètement défini par la stratégie d'exploration. Dans le cadre de 
la procédure SI.\ls6. les points d'interaction entre les procédures séquentielles sont 
synchrones. conséquemment le parcours de chaque procédure pj est déterrninis te. 
Pour chaque procédure séquentielle pj, la seule modification effectuée à la stratégie 
d'exploration consiste à remplacer l'appel de diversification par un redémarrage 
de l'exploration de l'espace de solutions dans une région définie par le contexte 
reçu de la mémoire centrale. Conséquemment, le parcours de l'espace de solutions 
exécuté par pj dépend uniquement de la stratégie d'exploration sj  et des contextes 
reçus de la mémoire centrale, plus particulièrement de la séquence des contextes 
reçus Lors d'une exécution complète de SIh&6. Aucun autre facteur n'influence le 
comportement d'une procédure séquentielle pj . 
Lemme 7.4 Soit ï, = {Co, Cl,. . . , C,-l} l'ensemble des contextes retournés par la 
mémoire centrale au point d'interaction y. L'ensemble r, est invariant pour 
pour toute simulation avec la procédure parallde S I L C I ~ ~ .  
Preuve: Puisque le nombre d'états de l'attracteur de la règle est borné supérieure- 
ment par p x n + a, la règle de transition de l'automate cellulaire élémentaire cycle 
dans le même attracteur quelque soit la valeur de r ,  il n'y a donc pas de nouveaux 
états du système dynamique lorsque T change. Si r est un multiplicateur de I F ] ,  
chaque procédure séquentielle va recevoir un contexte correspondant à la meilleure 
solution à moyen terme d'une procédure p k .  
Cependant, lorsque T change, l'ordre dans lequel chaque procédure séquentielle 
va recevoir les contextes en provenance de la mémoire centrale va différer. Par 
exemple, si r = [ y ] ,  chaque stratégie sj va interagir avec le contexte de la 
2n-1 procédure séquentielle p j - 1 ,  si r = 2( [a] ), chaque stratégie sj va interagir avec 
le contexte de la procédure séquentielle pj-2, etc. Conséquemment, il y aura une 
exploration différente de l'espace de solutions par S11M56 en fonction de la valeur de  
- 
1 .  
Théorème 7.1 Soit [Cjol..  . . C j l ]  la séquence de contextes reçue par une procédure 
séquentielle pj en provenance de la mémoire centrale. Si la procédure séquentielle pj  
est telle que j < 2'. alors les contextes Cji, . . . , Cj j  reçus par p, pour les procédures 
S IM$ et SI~CI$" sont identiques et dans le même ordre. 
Preuve: Par construction (définition :.IO), la structure de voisinage des procédures 
séquentielles pl à -2 est la même pour les procédures parallèles SiM& et S I ~ C I ~ ~ + ; ; + '  
et les stratégies d'exploration s o  à s 2 , - ~  sont les mêmes pour s11b.I~' et S I M ~ ' + ' .  
Conséquemment, les contextes envoyés à la mémoire centrale par une procédure pj 
pour les points d'interaction 1,. . . , j + 1 seront inchangés. Lorsque T = [ y ] ,  pj 
reqoit de la mémoire centrale le contexte de la meilleure solution à moyen terme de  
p,- L .  Puisque p j - ~  envoie à la mémoire centrale la même information pour S I  &I:; 
et SIMZ;+' aux points d'interaction 1 à j + 1, les contextes C,L à Cl, retournés à p; 
par la mémoire centrale seront identiques pour les deux procédures parallèles SI.\I,A 
et SIM;;'~. 
Corollaire 7.1 Soit p; une procédure séquentielle telle que j < . L t .  Le nombre 
d ïtérations où le parcours du graphe de Lransitions accompli par pj E SiM$ e t  celui 
accompli parp, E SI:L~$'' sont identiques. est borné i n h e u r e m e n t  par ( j  + 1) x 6. 
Preuve: Puisque la stratégie d'expioration est la m ê m e  pour pj E SIM$ et 
pj E S I M ~ ~ " ,  le parcours de l'espace de solutions pour les procédures séquentielles 
po à p21-1 est identique pour les itérations 1 à 6 de S I h G  et ~lib1,S". Les con- 
textes reçus en provenance de la mémoire centrale sont les mêmes pour les points 
d'interaction 1 à j ,  ce qui implique que le comportement de la procédure séquentielle 
change au plus tôt après la réception du premier contexte différent entre SIi~1:l et  
S I M Z ~ + ' ,  c'est-à-dire au point d'interaction j + 1 ( p o  = j + 1 = O + L = L,pl = 
j + 1 = 1 + 1 = 2 .  etc). Il faut alors au moins -1 points d'interaction par exemple 
avant que la procédure séquentielle p3 commence à recevoir des contextes différents 
3 
au niveau de l'exécution de la procédure parallèle ~ l i k l $  et celle de  S I  ibl&. Il faut 
a u  moins Y points d'interaction avant que la procédure séquentielle p: commence à 
recevoir des contextes différents entre S I L C I , ;  et ~1i\1,;. 
Corollaire 7.2 Soit p, une procédure séquentielle telle que j 3 2'. Le nombre 
d'itérations où le parcours d u  graphe de transitions accompli par pj E SI&I$+~ 
est indépendant du parcours des procédures séquentielles pr, oir k < 2' est borné 
in/érieurement par ( j  - 2' + 1) x 6.  
Preuve: Le parcours d'une procédure séquentielle p, ou j 2 2' est d'abord déterminé 
par la stratégie d'exploration sj avant le premier point d'interaction, ensuite par 
la séquence de contextes reçue à chaque point d'interaction. Cette séquence suit 
le même ordre que celui créé par la structure de voisinage entre les procédures 
séquentielles de ~ l i l l~~" .  La procédure séquentielle p, va donc d'abord recevoir des 
contextes de solutions en provenance des procédures séquentielles pk E { s I ~ 1 i 6 + ~  \ 
SI:Ici} avant de recevoir ceux en provenance des procédures séquentielles pk pour 
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Tableau 1.6 Simulations avec des règles de la classe 2 
Le tableau 7.6 montre les résultats obtenus pour les simulations SIll.Is6 et 
SIibIT4. Deux cas se présentent lorsque les résultats sont identiques entre les procédu- 
res S l M 2 '  et ~ 1 - l - f ~ " ~  dans ce tabteau. La meilleure solut ion de certains problèmes 
( P l  et P5 pour la règle 56, et P l  et P i  pour la règle 54) est obtenue avant toute 
interaction entre les procédures séquentielles . alors la proposition 7.1 relativement 
a u s  procédures séquentielles indépendantes s'applique. Par contre, tous les autres 
résuitats identiques dérivent du corrollaire 7.1. Les résultats identiques de PS. P9 
et Pl0 entre les procédures Slibl;: et SIM?~" sont attribuables au fait que la 
meilleure solution de la procédure parallèle SIM;; a été obtenue par une procédure 
séquentielle pour une itération inférieure à ( j  + 1) x 6 de la méthode tabou. donc 
à une itération où le parcours du graphe de transitions est identique pour les deux 
procédures parallèles. 
Théorème 7.2 Soit Si fa meilleure solution du probkne P obtenue à l'itération y 
de pj E SIiV2' tel que y < ( ( j  + 1) x 6) et Si+' la meilteure solution du ptoblème P 
obtenue par une procédure parallèle ~ I i b f $ + ~ .  Si S' # Si+' alors Si+' < Si. 
Preuve: Ce théorème découle de la définition 7.13 et du corrollaire 7.1. Puisque 
le parcours accompli par une procédure séquentielle p, est identique pour S I M &  et 
S I M : ~ ' ~  pour toutes les itérations inférieures à ( j  + 1) x 6. toute meilleure solution 
trouvée par pj E SlM$ à l'itération y < ( j  + 1) x 6 sera également trouvée par 
S I M : ~ ' ~ .  Supposons que Si # Si+' et  que Si+' < si. Si Si # Si+', c'est parce que 
la procédure parallèle SI~M$'~ a trouvé une solution meilleure que celle trouvée par 
la procédure séquentielle p, de S IiCIii. Dans ce cas, les circonstances de l'obtention 
de la solution Si+' appartiennent à l'une des 3 catégories suivantes: 
1. Si+' a été obtenue par une procédure séquentielle pj E S I ~ ~ I ~ ~ * '  où j 2 2 1 ,  
suite à l'utilisation de la nouvelle stratégie d'exploration sj et sans interaction 
avec un contexte en provenance d'une procédure p k ,  k # j; 
2- si+l a été obtenue par une procédure séquentielle pj E ~11t.lt6'~ \ SIiM;; suite à 
l'interaction de s j  avec des contextes en provenance de procédures séquentielles 
3. Si+' provient de pj E SIM$ suite à une interaction de la stratégie d'exploration 
sj avec au moins un contexte en provenance de procédures séquentielles 
pk E SIM;;+' \ s11q;. 
Mais dans les trois cas, pour que Si+' > Si, il faudrait que le parcours du 
graphe de transitions de la procédure p, ait été détruit avant que la solution 5' 
ne soit trouvée. Or le parcours de pj E s IM$ et pj E SIM$+~ est identique à 
l'itération y de p j .  Donc si Si # Si+'! on a nécessairement Sc+' < Si. 
Le théorème 7.2 explique un certain nombre de résultats du tableau 7.6. La 
rneiiieure solution du problème P8 de SIAI$ a été trouvée par à l'itération 64 et 
celle de PS pour SIM$ a été trouvée par pz à l'itération L 12, soit après avoir interagit 
avec les contextes des procédures séquentielles p; et p6 aux points d'interaction à 
l'itération 75 et 100. Les problèmes P9 et P l2  de ~ldf;: et  P1 de SIICI$ se trouvent 
dans la même situation. 
Théorème 7.3 Soit St  la meilleure solution du problème P obtenue t i  l'itération 
y de p, E SlM$ et  S'+' la meilleure solution du problème P obtenue par une 
pmcédure pardlè le  $I:\I:;+'. St+' > 5'' ssi y > ( ( j  + 1) x 6) c t  un changcment dans 
la séquence de contextes envoyés par la mémoire centrale a la procédure pj suite nu 
passage de SIM$ à SI.CI$+' a provoqué une  modification du parcours du graphe de 
transitio BS de la procédure séquentielle p, . 
Preuve: Pour que Si+* > S', i l  faüt que la solution Si ne puisse pas être trouvée 
par la procédure parallèle SI~\C;+~. Pour que cela soit possible, il faut que de 
manière minimale le parcours de pj soit modifié. Par le corrollaire 7.1. on sait que 
si y < ( ( j  + 1) x 6) alors les parcours de p, E S ILK$ et de p, E S I ~ I $ + ~  sont 
identiques et donc Si+' 5 Si. NOUS savons par le lemme 7.2que le parcours des 
procédures séquentielles est strictement déterminé par la stratégie d'exploration et 
la séquence de contextes en provenance de la mémoire centrale. Par construction 
de SIMZ~+~ on sait que la stratégie d'exploration s j  est présente dans SIM$ et 
SIM,~'~+~. Pour que le parcours de pj soit modifié, il faut donc que la séquence de 
contextes en provenance de la mémoire centrale soit différente. Or si r est constant 
pour SIMli et SIM$+', le seul facteur pouvant provoquer un changement dans la 
séquence de contextes reçus par une procédure pj est la modification du nombre de 
procédures séquentielles suite au passage de S I i k I ~ ~  à SSIM$+'. 
Le théorème 7.3 montre que L'ajout des procédures séquentielles 
p2., p2,+,  , . . . , p2'+1 -L dans ~1ik1:6+~ modifie les parcours des procédures séquentielles 
de pj E S I M $  pour les itérations au-delà de ( j  + 1) x 6. Conséquemment. les 
solutions trouvées dans les parcours éliminés disparaissent également, y compris 
la meilleure solution de pj E SIiLIl6 si elle se trouvait sur l'un de ces parcours 
éliminés. Le théorème 7.3 explique donc pourquoi l'accroissement du nombre de 
procédures séquentielles peut parfois résulter en une diminut ion des performances 
d'une procédure parallèle basée sur une décomposition fonctionnelle du traitement 
spéculatif. 
Le théorème 7.3 explique le comportement des procédures parallèles s I~'LI$ et 
S I M $  pour les problèmes P2, P4, S I M ~ ~  et ~1ib1;: pour le probième P5. et ~ 1 1 ~ 1 5 5  
et S I ~ C I ~ ~  pour les problèmes Pl0 et P11. Pour les problème Pz, P-L et P5. les 
meilleures solutions ont été trouvées respectivement par les procédures s6quentieiles 
po, p3 et p2 à des itérations bien au-delà de (j + 1) x 6. Dans tous les cas le parcours 
du graphe de transitions conduisant à Ia solution S' a été détruit lors du passage à 
la procédure parallèle S I I \ . I ~ ~ .  O n  note le même phénomène pour les problèmes Pl0 
et P 11 au niveau de la procédure parallèle S I M ' ~ .  
Proposition 7.2 Soit Ti et T, deux procédures paraZlèles avec recherches multiples 
coopérantes de la méthode tabou. La démonstration des causes de détérioration des 
performances d e  la procédure SIiMs6 se généralise à toute procédure parallèle T, et 
T, à la seule condition que les stratégies d'exploration d'une des deux procédures 
parallèles soit un sous-ensemble des stratégies d'exploration de l'autre procédure 
parallèle. 
Preuve: L'augmentation du nombre de procédures séquentielles dans SI :Gl$ change 
la structure de voisinage des procédures séquentielles po et Le changement 
dans la structure de voisinage de po en particulier. fait que la stratégie d'exploration 
so de la procédure po ne s'actualise plus à partir de la même information dans 
SIM$+' dès le premier point d'interaction. Il en résulte que les connaissances ac- 
quises par po changent dans ~ l i b f & + ' ,  ce qui, à travers le comportement dynamique 
de réactions en chaîne décrit au chapitre précédent, finit par affecter l'ensemble 
global des connaissances acquises. Puisque l'ensemble global des connaissances ac- 
quises auxquelles ont accès les stratégies d'exploration des procédures séquentielles 
po à p2. de S I I C I ~ ~ + '  n'est plus le même, le parcours de ces procédures séquentielles 
s'en trouve modifier. Or. cette séquence d'évènements, 1- changement de la structure 
de voisinage, 2- changement de I'actualisation de certaines stratégies d'exploration, 
3- changement de l'ensemble global des connaissances acquises et finalement 4- 
changement dans le parcours de l'espace de solutions (détruisant le chemin de la 
meilleure solution) est la même pour C11C156 comme pour toutes les autres procédures 
parallèles avec recherches multiples coopérantes qui respectent la condition de la 
proposition 7.2. Cons6quemmcnt. les conclusions portant sur la prucGd urr SI& se 
généralisent aux autres procédures parallèles avec recherches multiples coopérantes 
quelque soit le mode de synchronisation. le nombre de procédures séquentielles ou 
encore la structure de voisinage. 
Discussion 
.k la section 6.3.3 nous avons rapporté les observations de Verhoeven selon lesquelles 
les performances d'une méthode de recherche séquentielle dépendent, entre autre, 
de la façon dont le graphe de transitions est parcouru qui à son tour dépend de 
la stratégie d'exploration. Une des principale conclusion de l'analyse théorique 
de cette section est que le parcours du graphe de transitions n'est pas seulement 
tri butaire d'une seule stratégie d'exploration. mais plutôt d'un ensemble de stratégies 
d'exploration et de la manière dont ces stratégies d'exploration interagissent entre 
elles. D'après la définition 7.12, la meilleure solution d'une procédure parallèle 
basée sur une décomposition fonctionnelle du traitement spéculatif correspond à 
la meilleure solution de la procédure séquentielle p j ,  si aucune autre procédure 
séquentielle n'a une meilleure solution que pl .  Mais la meilleure solution est 
tributaire du parcours du graphe de transitions qui a permis de trouver cette solu- 
tion. Or, le parcours du graphe de transitions d'une procédure séquentielle est la 
résultante d'une interaction complexe entre les stratégies d'exploration. Il ne h u t  
donc pas que la définition 7-12 nous porte à croire que la meilleure soiution a été 
trouvée par p, puisqu'en fait. la meilleure solution de toute procédure séquentielle 
des recherches m u1 ti ples coopérantes dépend des solutions trouvées par plusieurs 
autres procédures. 
Dès que l'interaction complexe entre les stratégies d'exploration est modifiée. 
par l'ajout par exemple d'un nouvel ensemble de procédures séquentielles. il est 
possible que le parcours du graphe de transitions ayant permit de trouver la meilleure 
solution ne soit pas exécuté. Si la nouvelle interaction entre les stratégies d'explora- 
tion résultant de l'ajout du nouvel ensemble de procédures séquentielles ne réussit 
pas à produire un parcours qui permette de trouver une solution aussi bonne que la 
précédente. alors il y aura déterioration de la qualité de la meilleure solution. 
Un changement dans la dynamique d'interaction entre les stratégies d'explo- 
ration d'une procédure avec recherches multiples coopérantes s'apparente à celui 
d'un changement dans la stratégie d'exploration d'une procédure de recherche tabou 
séquentielie. Dans ce dernier cas. on ne peut pas prévoir à L'avance si les change- 
ments dans la stratégie d'exploration vont résulter en une amélioration ou une 
déterioration des performances de la recherche tabou. Nous allons maintenant voir 
que I'interaction entre les stratégies d'exploration semble reposer sur un 
certain niveau d'organisation, ce qui laisse un peu d'espoir de pouvoir contrôler 
ce phénomène de détérioration de 1a qualité de la meilleure solution. 
7.5 Auto-organisation des recherches multiples coopéran- 
Nous introduirons maintenant une simuiat ion dont l'objectif est de montrer que 
l'échange de messages des procédures par recherches multiples coopérantes n'obéit 
pas à la logique d'optimisation de la méthode de recherche, mais suit plutôt des 
lois utilisées pour décrire l'évolution dans le temps de systèmes dynamiques. Nous 
montrerons qu'a long terme, des dynamiques comme l'interaction en chaine et 
L'interaction récursive échappent à la logique d'optimisation et se comportent comme 
un système dynamique. Conséquemment, les facteurs d'interférence sur la méthode 
de recherche provoquent une dérive réelle de l'exploration de l'espace de solutions. 
dérive que nous modéliserons. Nous nous intéresserons plus particulièrement à un 
modèle qualitatif des systèmes dynamiques. celui du comportement d'auto-orga- 
nisation des systèmes dynamiques. Comme ment ionné dans l'introduct ion de ce 
chapitre, le comportement d'auto-organisation est assez bien connu dans certains 
milieux scientifiques et du génie. 11 y a également plusieurs chercheurs qui pensent 
que cette dynamique s'applique aux systèmes de calcul comme celui des recherches 
multiples coopérantes [JO]. 
Supposons que les procédures séquentielles d'une procédure parallèle par 
recherches multiples s'échangent des messages dont le contenu correspond à de 
bonnes solutions trouvées par ces procédures séquentielles. Selon la thèse actuelle. 
sous-jacente aux modèles du calcul exécuté par les recherches rnult iples coopérantes, 
l'interaction entre les procédures séquentielles accentue ou n'affecte pas la découverte 
de bonnes solutions. Selon cette interprétation, on pourrait verbaliser de la manière 
suivante pour les procédures séquentielles un échange de messages: "suite à nos 
échanges d'information, je t'envoie maintenant une solution encore meilleure que 
celle que je t'aurais envoyée s'il o'y avait pas eu ces échanges de messages'. ou 
encore "cette fois je t'envoie une meilleure solution mais la dernière fois ma solution 
était moins bonne que celle que je t'aurais envoyée sans échange de message. mais 
ne t'en fais pas en moyenne mes solutions ne seront ni pires ni meilleures suite a ces 
interactions3. La thèse que nous allons défendre maintenant se traduirait par le type 
suivant de messages: "suite à nos interactions passées, je t'envoie maintenant une 
solution qui pourra t'aider à définir ton chemin d'esploration en fonction du mien 
et ainsi améliorer l'organisation de nos deux recherches". L a  thèse sous-jacente 
à ce dernier message est fort différente de la première, selon cette dernière thèse 
les chemins d'exploration des procédures séquent ielles progressent en fonction des 
chemins des autres procédures séquentielles et non pas en fonction de la structure de 
l'espace de solutions telle que définie selon la Logique d'un problème d'optimisation. 
Pour soutenir notre thèse, nous définirons une procédure parallèle avec re- 
cherches multiples coopérantes où le contenu des messages échangés vise à créer de 
l'organisation dans la procédure parallèle et non pas à échanger des solutions sur 
l'espace de solutions. Pour ce faire. nous allons recourir à des règles de l'automate 
cellulaire élémentaire qui peuvent transformer les messages provenant de plusieurs 
procédures séquentielles. Ces messages correspondent à des solutions du problème 
d'optimisation. ils seront transformés dans la mémoire centrale en de nouveaux meç- 
sages traduisant une coordination complexe des procédures séquentielles entre elles. 
Il nous faut donc des règles dont l'évolution est sensible aux conditions initiales 
du vecteur Eo, c'est-i-dire des règles ayant un exposant de Lyapunov positif. Les 
règles des classes 3 et  4 se qualifient selon ce critère. Puisque que nous cherchons 
à tester l'hypothèse d'un comportement d'auto-organisation des recherche multiples 
coopérantes, nous avons besoin de règles dont le comportement d'auto-organisation 
est bien connu* c'est le cas. d'après Wolfram. pour les règles de la classe 3. Nous 
avons choisi les règles 18 et 22 de la classe 3, la figure 7.7 illustre le comporte- 
ment dynamique de la règle 18. Nous identifierons par S I M i s  et SIM2'122 les deux 
Tableau 7.7 Règle 18 au point d'interaction 1 de SIMi8 
procédures parallèles où l'interaction entre les procédures séquentielles est basée sur 
ces règles. 
7.5.1 Évolution dynamique des règles 18 et 22 
Comme le montre la figure 7.7, la dynamique des règles appartenant à la classe 3 est 
beaucoup plus complexe que celle des règles que nous avons utilisées jusqu'à main- 
tenant. il peut même sembler que les contextes retournés par la mémoire centrale 
sont générés d e  manière aléatoire. Nous allons maintenant voir que ce n'est pas le 
Cas. 
On remarque d'abord, que l'évolution de la  règle 18 ne se fixe pas dans une 
configuration stable ou périodique. On remarque également certaines structures 
espace-temps ayant la forme de triangles. Ces structures révèlent le fait que le statut 
de chaque entrée de  E dépend du statut d'un nombre toujours plus grand d'entrées 
du vecteur Eo en fonction du nombre d'itérations de la règle o. Les définitions 
suivantes décrivent de manière précise la relation existant entre Le contexte que 
la mémoire centrale retourne aux procédures séquentielles et ceux qu'elle reçoit 
en provenance de ces procédures, en particuiier ceux dans le voisinage de chaque 
procédure séquentielle pj . 
Définition 7.13 Soit C, = {Q, cl,. . . , G} le contexte retourné par la mémoire 
centrale à la procédure séquentielle pj et r le nombre d'itérations ezécutées par la 
règle 4 de la mémoire centrale. De manière générale, chaque entrée ck E C, dépend 
des entrées 
{ ( ( j  x n) - T )  + k.. . . . ( j  x n) + k , .  . . , ( ( j  x n) + r )  + L) 
du vecteur d'état inital Eo. 
Définition 7.14 Si r = la valeur de Q E Cj est déterminée par les entrées 
du uecteur Eo, c'est-à-dire le contenu du contexte envoyé à la mémoire centrale par 
les procédures séquentielles p,-, et p j .  
Définition 7.15 Si r = [y], la valeur de c, E Cj est déterminée par les 
du vecteur Eo, c'est-à-dire le contenu du contexte envoyé à la mémoire centrale par 
les procédures pj et p j + i .  
En d'autres termes, chaque entrée ci du contexte reçu par une procédure 
séquentielle est défini par la loi dynamique de la classe 3 en se basant sur le 
statut de 44 entrées de chaque côté de c; dans Eo. Une fois cette transformation 
effectuée! le contenu du message reçu par une procédure est sensé traduire un état 
d'organisation globale de la recherche régissant l'interaction entre les procédures 
séquentielles. i chaque fois qu'une procédure utilise un contexte provenant d'un 
message. elle redémarre sa recherche non pas une région intéressante selon la logique 
d'optimisation, mais dans une région intéressante selon un plan d'organisation 
d'ensemble de la recherche, plan qui ne vise pas nécessairement à trouver de bonnes 
solutions au problème d'optimisation. Dans le cas des règles 18 et 22, ce plan vise 
à réduire l'entropie de l'exploration de l'espace de solutions en créant une pression 
sur les procédures séqiientielles pour qu'elles explorent l'espace de solutions selon 
des structures de contextes similaires à celles de la figure 7.7 
Loi d'entropie des règles 18 et 22 
La dépendance d'une entrée donnée du vecteur E sur un nombre toujours croissant 
d'entrées de Eo en fonction du nombre d'itérations de cp traduit L'existence d'un 
processus complexe de structuration des contextes générés par la mémoire centrale. 
Nous savons que la loi dynamique de l'automate cellulaire élémentaire est donnée 
par la fonction: 
De cette règle O de transition locale on peut déduire une règle de transition globale 
entre les ensembles de configuration: 
où S est l'ensemble des configurations possibles de l'automate cellulaire élémentaire 
(dans le cas de l'automate cellulaire élémentaire de la mémoire centrale 1 X 1 = Px").  
L'application @ : C -r C implique que la règle de transition 4 est appliquée à chaque 
configuration se trouvant dans C. Soit RT = a T C  l'ensemble des configurations 
générées après T itérations de 9. On sait qu'en général [106]: 
c'est-à-dire l'application de la règle @ à toutes les configurations de l'ensemble RT 
à l'itération r résulte en un ensemble RT" à l'iteration T + 1 dont le nombre de 
configurations est inférieur ou égal à celui de l'ensemble W. L'ensemble des con- 
figurations générées par certaines règles de transition de la classe 3 se contracte 
ou reste inchangé. c'est le cas pour les règles 18 et 22 que nous utiliserons pour les 
simulations. Cette évolution à la baisse du  nombre de configurations dans les ensern- 
bles R signifie que l'entropie associée aux ensembles Rr décroît ou reste la même avec 
l'augmentation du nombre d'itérations. La diminution de l'entropie d h n  système 
dynamique est une manifestation de l'au to-organisation du système. 
7.5.2 Comportement d'auto-organisation des procédures SIibII1 et SI-k122 
L a  diminution du nombre de configurations au niveau des ensembles 0 est observa- 
ble par le fait que certains blocs de longueur 1 deviennent exclus des configurations 
générées avec le nombre croissant d'itérations de 4. 
Définition 7.16 U n  bloc de longueur 1 est exclu après T itérations de la règle ai s'il 
n'y a pas un bloc dans le vecteur initial Eo de longueur ( 1  + 2r) x r qui évolue uers 
le bloc de longueur 1. 
Définition 7.17 U n  bloc de longueur 1 est nouuellemenl exclu à l'itération r ssi 
aucun bloc de longueur 1 + 2r existant à l'itération r - i nëvolue vers ce bloc, mais 
au moins u n  bloc de longueur 1 + 2r nouvellement exclu a lttération r - 1 aurait 
évolué uers ce bloc (voir Wolfram [106]). 
Proposition 7.3 L 'évolution dans le temps de la règle 18 correspond à celle d t n e  
dynamique d 'auto-organisation. 
Tableau 7.8 Règle 18 au point d'iteraction 2 de S I M l s  
Preuve: Selon les définitions 7.16 et 7.17: la diminution de l'entropie traduisant 
une dynamique d'auto-organisation se manifeste par l'exclusion de blocs de configu- 
rations pendant l'évolution dans le temps de la loi dynamique. Comme le montre 
la figure 7.7: le bloc [ I l l ]  de longueur 3 est exclu dès le départ. c'est-à-dire pour 
le vecteur El. De même le bloc [1101011] de longueur 7. les blocs [110001011] 
et [1101001] de longueur 8' etc. La dynamique de la règle 18 manifeste donc un 
comportement d'auto-organisation, 
Nous pourrions obtenir le même résultat pour la règle 22. nous ferons I'hypothèse 
que la dynamique de la règle 22 manifeste également un comportement d'auto- 
organisation. 
Le comportement d'auto-organisation des règles de transitions de la mémoire 
centrale a un impact direct sur les procédures séquentielles de la simulation SIMls 
comme on peut le constater en comparant les figures 7.7 et 7.8. Ces deux 
figures montrent la dynamique de la règle 18 aux points d'interaction 1 et 2 d'une 
procédure parallèle SIM18.  On peut observer la grande différence du vecteur Eo 
entre les points d'interaction 1 et 2. On voit par exemple que les blocs [llll],  [ I l l  111, 
[ I l l  11 111 n'apparaisent plus dans l'état initial Eo lors du point d'interaction 3. Cette 
disparition de certains blocs montre que I'évolution de la règle appliquée au niveau 
de la mémoire centrale a un succès évident à imposer une structure sur la recherche 
effectuée par les procédures séquentielles. 
Hypothèse 7.1 La dynamique d 'auto-organisation des règles 18 et 22 interfère auec 
la méthode tabou des procédures séquentielles des recherches multiples coopérantes 
SIMls et SIM22 pour organiser l'exploration a long t e r n e  de l éspace de solutions 
selon un plan qui ne correspond pas nécessairement à la logique d'optimisation de 
la méthode tabou. 
Nous allons maintenant montrer que ce comportement d1auto-organisation des 
procédures SI:bfls et  sI~l.1~~ se retrouve également au niveau des procédures avec 
recherches multiples coopérantes basées sur un échange de connaissances acquises 
entre les procédures séquentielles. Pour ce faire, il nous d'abord définir une mesure 
du niveau d'organisation des procédures avec recherches muitiples coopérantes qui 
puisse nous permettre de comparer les procédures parallèles entre elles. 
7.5.3 Mesure du niveau d'organisation de la recherche parallèle 
Nous utiliserons la distance globale de Hamming comme base de comparaison des 
comportements des différentes procédures parallèles. 
Définition 7.18 La distance de  Hamming H(vi1 u j )  entre deux uecteurs binaires v;  
et v j  de  même taille correspond au nombre d'entrées qui n'ont pas le même statut 
dans les deus  zvxteurs. 
Par exemple la distance de Harnming H ( v I ,  u 2 )  entre ul  = [O, 1. 1. 1, O] et  172 = 
[1,0,1,1, O], est de 2. La distance globale de Hamming d'une procédure de traitement 
parallèle correspond à trouver la somme des distances de Hamming entre tous les 
contextes de solutions trouvés par la procédure parallèle. 
Définition 7.19 Soit Ckj le contexte de fa solution trouuée 9 l'itération k par [a 
procédure séquentielle p,. La distance de Hamming H - ( p j ( C ) , p j )  entre le contexte 
de la solution à l'itération k de la procédure séquentielle p, et celui de toutes les 
autres solutions visitées par pj est donnée par H - ( p j ( k ) ,  p j )  = xi=, H(Ckj ,  Cr,). 
Définition 7.20 La distance de Hamrning H œ ( p j ( k ) , p )  entre le contexte de la 
solution trouvée à 1 ?itération k de la procédure séquentielle pj et le contexte de toutes 
les solutions trouvées par une procédure parallèle est donnée par: 
Définition 7.21 La distance globale de Hamming d'une procédure parallèle est 
donnée par lYG = H'(l .  p ) ,  c'est-à-dire la somme des distances de Harnming 
entre chaque solution d i r s e  procédure parallèle e t  toutes les autres solutions de  cette 
même procédure parallèle. 
La distance globale de  Hamming est une mesure insensible à l'espace et  au temps. elle 
nous permet de mesurer le niveau d'organisation globale de l'exploration de l'espace 
de solutions tout en faisant abstraction de l'itération et de la procédure séquentielle 
où les solutions sont visitées. Par contre. la distance globale de Hamming est sensible 
à tout phénomène de  structuration de cette exploration' phénomène qui se manifes te 
ici par L'exclusion de blocs dans les configurations, une manifestation de I'auto- 
organisation selon Wolfram. Lorsqu'un plus grand nombre de blocs sont excliis? 
les configurations de contextes tendent à être plus simiiaires et donc la distance de 
Hamming entre ces configurations est moindre. 
Définition 7.22 Nous dirons que le niveau d'organisation de deux procédures paral- 
lèles tend à être le même si la distance globale de Hamrning de ces deux procédures 
tend vers la même valeur. 
Les quatre composantes de la distance globale de Hamming 
La distance de Harnming entre les contextes de deux solutions différentes indique 
le nombre de variables de décisions qui n'ont pas la même valeur dans les deux 
contextes. Soit Ci et  Cj les contextes des solutions i et j. Comme nous le savons, au 
niveau d'une procédure parallèle tabou avec recherches multiples coopérantes. il y a 
deux raisons possibles pour la différence entre Ci et Cj: soit que Cj ait été obtenu à 
partir de Ci suite à un nombre quelconque d'applications d'une ou plusieurs règles 
de la méthode tabou au contexte Ci; soit que Ci et Cj n'appartiennent pas à la 
même procédure séquentielle, dans ce cas leur différence s'explique par la stratégie 
de différentiation de la procédure parallèle. 
Au niveau de la méthode tabou définie à la section 4.5. il y a trois règles 
de transition différentes: addldrop, swap et diversification. L a  transition la plus 
fréquente est le addldrop, cette transition ne modifie cependant qu'une seule entrée 
du vecteur de contexte à chaque application. Chaque transition swap provoque un 
changement de statut de deux entrées du vecteur de contexte mais son applica- 
tion est moins fréquente que le add/drop. La fréquence d'exécution des transitions 
add/drop et swap dépend principalement de la stratégie d'exploration de chaque 
procédure séquentielle. mais est très peu affectée par la définition du couplage en- 
t re les procédures séquentielles. Conséquemment, ces deux règles de transition ne 
font pas varier la valeur de la distance globale de Hamming entre les procédures 
parallèles. Notons enfin une particularité des transitions add/drop e t  swap: celles-ci 
ne modifient pas de manière uniforme tout le vecteur de contexte. les modifications 
ont tendance à se concentrer sur un sous-ensemble des entrées, e n  fonction de la 
structure de l'espace de solutions e t  de la stratégie d'expioration. 
La diversification est la transition dont la fréquence d'exécution est la plus 
faible mais dont l'impact sur la distance globale de Hamrning est considérable. En 
effet. tel que défini à la section 4.5, la diversification change le statut d'un grand 
nombre d'entrées du vecteur de contexte. De plus, les entrées du vecteur de contexte 
modifiées par la diversification sont celles qui ont été peu affectées par les transi- 
tions add/drop et swap, ce qui accroit encore l'importance de la diversification. La 
fréquence d'exécution de la diversification est fortement affectée par la définition du 
couplage entre les procédures séquentielles et par la stratégie de parallélisat ion. Par 
exemple, pour les procédures par recherches multiples. la fréquence d'erécu t ion de 
la diversification est fonction uniquement de la stratégie d'exploration. tandis que 
pour la procédure S1Ml2, aucune transition de diversification n'est exécutée. 
Outre les transitions des procédures séquentielles, les stratégies de différentia- 
tion (MPDS, MPSS? SPDS) constituent une source importante de différence entre les 
contextes de solutions. Les stratégies de différentiation ont un impact considérable 
sur la valeur de la distance globale de Hamming. 
Le ratio de la distance globale de Hamming attribuable aux stratégies de 
différentiation versus celle attri buable aux transitions des procédures séquentielles 
sera une des mesures utiles pour faire l'analyse des résultats qui suivent. 
Définition 7.23 La distance globale de Hamming H C ( p ] )  d'une procédure séquentielle 
p, correspond à la somme des distances de Hamming H- de chaque contexte des t 
solutions de p,: H ' ( ~ J )  = H - ( p j ( k ) ,  p , ) .  La part de la distance globale de Ham- 
ming attribuable aux changements d e  contexte provoqués par les transition add/drop, 
j-p-1 swap et diversification est donnée par HSeq = xjzo HP],  c *est-&-dire la somme des 
distances globales de Hamrning de chaque procédure séquentielle. 
Puisque l'impact du add/drop et du swap sur la distance globaie de Harnming 
ne varie pas en fonction du comportement de la mémoire centrale. la distance globale 
de Hamming at tribuable aux transitions des procédures séquentielles traduit en fait 
le rôle de la diversification sur les variations de la distance globale de Hamming en 
fonction des différentes procédures parallèles. 
7.5.4 Interprétation des résultats expérimentaux 
Rappelons que nous cherchons à valider une thèse selon laquelle I'échange de con- 
naissances acquises entre les procédures séquentielles des recherches multiples coopé- 
rantes, auto-organise l'exploration de l'espace de solutions selon un plan qui n'est 
pas nécessairement relié à une logique d'optimisation. Nous validerons cette thèse 
à partir d'un ensemble de tests visant à comparer la distance globale de Hamming 
entre plusieurs procédures parallèles. Pour chaque test, nous analyserons le rôle 
des quatre composantes dans la constitution de La distance globale de Hamming. 
Nous comparerons les tests entre eux et montrerons Ies liens existants entre les 
composantes de la distance globale de Hamming et l'échange d'information entre les 
procédures séquentielles. Le principal enchaînement de notre argumentation est le 
suivant: 
1. Yous allons analyser la distance globale de Hamming des recherches multiples: 
2. Montrer que le niveau d'organisation des recherches multiples coopérantes est 
supérieur à celui des recherches multiples, dû à l'échange de connaissances 
acquises entre les procédures séquentielles; 
3. Afontrer que le niveau d'organisation des procédures SI!Clis et SIiW22 est le 
même que celui des recherches multiples coopérantes; 
-4. Enfin, nous conclurons de la similitude entre Les niveaux d'organisation des 
recherches multiples coopérantes et des procédures SIM18 et SIiM221 que 
l'échange de connaissances acquises entre les procédures séquentielles vise plutôt 
à réduire l'entropie de l'exploration de I'espace de solutions et non pas à fournir 
des indications sur des régions intéressantes de l'espace de solutions du point 
de vue de la logique d'optimisation. 
Afin de mieux faire ressortir les résultats obtenus avec les simulations basées 
sur des dynamiques d'auto-organisation, nous avons réalisé des simulations où les 
contextes retournés aux procédures séquentielles sont générés de manière aléatoire 
par la mémoire centrale. Ces procédures parallèles se différencient des simula- 
tions ShM, uniquement au niveau de la mémoire centrale. Au lieu d'un automate 
cellulaire élémentaire, la mémoire centrale retourne des contextes aux procédures 
séquentielles où le statut des entrées est généré par un choix aléatoire dans l'ensemble 
{O, l}. Xous identifierons ces procédures parallèles de génération aléatoire de 
contextes par PROBaie. où alea est le germe aléatoire utilisé. Nous avons également 
réalisé des simulations basées sur des règles de transition de la classe 4 ( S I N o  et 
S I M l l o )  dont le comportement d'auto-organisation n'est pas bien défini. Notre 
évaluation porte donc sur 4 types de procédures parallèles où les comportements 
d'interaction entre les procédures séquentielles different de manière typique: 
1. Les procédures parallèles par recherches multiples et SIMI1 oh [es procédures 
séquentielles n'interagissent pas entre elles: 
2. Les procédures parallèles collégiales asynchrones avec lesquelles nous 
comparerons le comportement des procédures S I M  pour vérifier la thèse d'un 
comportement d'auto-organisation au niveau des recherches multiples coopé- 
rantes. Les procédures séquentielles interagissent entre elles par l'échange 
asynchrone de connaissances acquises, c'est-à-dire l'échange de contexte de 
solutions; 
3. Les procédures parallèles SIMI8 et SIiW22 contruites à partir de  règle de la 
classe 3 ayant une évolution qui manifeste un comportement connu d'auto- 
organisation. Les procédures séquentielles s'échangent de l'information con- 
sistant de configurations de l'espace d'états du système dynamique ayant un 
faible niveau d'entropie; 
4. Les procédures parallèles PROBI,  PRO&, PROB3, S'Iib.16(J et S I M l 1 0  où. 
par construction, la taille R reste constante ou diminue à une  échelle qui 
n'est pas perceptible pour les tests que nous ferons (règles 60 e t  110). Les 
procédures séquentielles s'échangent de l'information consistant de configura- 
tions de l'espace d'états de Bn générées aléatoirement, ce qui suppose une 
absence d'organisation résultant de l'interaction entre les procédures séquen- 
t ielles. 
L'analyse des résultats nous permettra de montrer que les procédures parallèles 
des groupes 2 et 3 ont un comportement similaire du point de vue de l'organisation 
de la recherche parallèle. 
Contenu des tableaux de résul ta ts  
Le tableau 7.9 montre le ratio H"P/ HG pour les procédures parallèles avec recherches 
multiples ( p-RI), collégiales asynchrones ( Async). S IiCfla, S 1 1W22. S I:\lI12, SI:\&. 
PRO Bl (Aléa) et S IMl lo. Comme le montrent les lignes de la moyenne des résultats 
(Moy). le ratio de la distance globale de Hamming attribuable aux règles de 
transition pour toutes les procédures parallèles testées se situe à environ 23%, 11% 
et 5% respectivement pour les tests avec -L1 8 et 16 procédures séquentielles. La 
différence, c'est-à-dire 77%. 89% et 95% est le ratio de la distance globale de Ham- 
ming attribuable aux stratégies de différentiation des contextes entre procédures 
séquentielles. Les tableaux 7.10 à 7.17 donnent la distance globale de Hamming 
pour plusieurs procédures parallèles. Nous avons réalisé trois simulations avec des 
germes différents pour la génération aléatoire de contextes (voir les tableaux 7.15 
et  7-16). Pour les simulations avec des règles de l'automate cellulaire élémentaire, 
nous avons mis entre paranthèses la valeur de r utilisée lorsque celle-ci differe de 
r = [y]. Deux tests ont été effectués avec la procédure parallèle collégiale 
asynchrone puisque le calcul réalisé par ces procédures parallèles est non déterministe. 
Nous avons créé un type spécial de procédure parallèle par recherches multiples sur 
lequel nous reviendrons. 
Distances globaIes de Hamming de p-RI, SIM12 et SI:l/lr4 
Les procédures parallèles avec recherches multiples sont celles dont la distance 
globale de Hamming est la plus élevée (voir p-RI du tableau O ) .  On peut 
contraster cette valeur avec celle de la procédure parallèle SIMI2 (tableau 7-14) 
que nous avons utilisée pour simuler le comportement des recherches multiples. La 
distance globale de Hamming de Sli& est la moins élevée de tous les tests. Dans 
le cas de SIi\112, le contexte Ci envoyé à La mémoire centrale par une procédure 
séquentielle pi et le contexte reçu de la mémoire centrale par la même procédure 
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16 procédures séquentielles 
5.97 1 5.88 




























p-RI (importation de contexte) 
Tableau 7.10 H~ pour la procédure parallèle p-RI 
MOY 11 8210583 11 33650795 11 
Prob 
II 2ièrne test 
p = 4 II 
- 
p = 8 1) p = 16 
le' test 
Tableau 7. I l  H~ de la procédure collégiale asynchrone 
MOY 11 7670456 
Tableau 7.12 H~ avec la règle 18 de la classe 3 
Tableau 7.13 H~ avec la règle 22 de la classe 3 
Prob 
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29 120668 126046706 





































P l l  
P 12 
MOY 11 8305831 11 35672528 
Tableau 7.16 H~ avec génération aléatoire de contextes 
comme c'est le cas pour les procédures par recherches multiples. n'influence pas le 
comportement des procédures séquentielles. La principale différence entre p-RI et 
SI:M12 se trouve donc au niveau de la diversification. La procédure p-RI implante 
la diversification de la méthode tabou définie à la section 4.5 tandis q u e  pour S1:CIl2 
chaque appel à une transit ion de diversification par une procédure séquentielle p, est 
remplacé par le redémarrage de l'exploration de l'espace de solutions dans la région 
de la meilleure soIution à moyen terme de pi .  Conséquemment. pour les procédures 
parallèles SIMi2,  seules les transit ions add/drop et swap causent une augmentation 
de la distance globale de Hamrning au niveau des procédures séquentielles. 
En comparant ces deux procédures parallèles. on comprend que la diversifi- 
cation affecte grandement la valeur de la distance globale de Hamming. Le ratio 
HSeq /HG de p-RI est I'un des plus élevé de toutes les procédures parallèles, tandis 
que celui de 5'1~1.1~~ est le plus faible. Le ratio de SIiM12 traduit l'absence de diver- 
sification au niveau des procédures séquentielles, et montre que les transitions ont 
Prob 
Tableau 7.17 avec des règles de la classe 4 
Prob p = 4 II p = 8 II p = 16 
Pl 7680106 30715889 
P2 11439030 44414248 
P3 8352885 33522172 
P4 11978566 47727742 
P5 10363727 45089694 
P6 1 1707900 46484397 
P7 6584010 24516242 
P8 7493604 29377414 
P9 6921858 26452472 
Pl0 8393925 32342412 
P 11 7488174 27923576 
P 12 8331770 33115440 
MOY ,, 8894629 ,, 35172641 
Tableau 7.18 H~ avec la règle 60 de la classe 4 
joué un rôle proportionnellement moins important pour diversifier l'exploration de  
l'espace de solutions que ce ne fut le cas pour p-RI. 
Bien que proportionnellement moindre, la distance globale de Hamming de 
p-RI attribuable aux stratégies de différentiation est supérieure en valeur absolue 
2 la plupart des autres procédures parallèles. L'explication provient du fait qu'il 
n'y a pas d'échange de contexte de solutions entre les procédures séquentielles. ce 
qui maintient à son niveau maximum la diversité des contextes entre les procédure 
séquentielles. En effet, chaque fois qu'un contexte Ci d'une procédure séquentielle 
pi est échangé (copié) à une autre procédure séquentielle pj où Ci devient Cj,  on 
a H ( C ; ,  C l )  = O puisque les deux contextes sont identiques. Plus cette situation 
se reproduit souvent entre les procédures séquentielles. plus la distance globale de 
Hamming attribuable aux stratégies de différentiation diminue (on peut faire un 
lien avec le phénomène d'uniformisation des connaissances acquises du chapitre 5). 
Yous avons fait des tests où la diversification de chaque procédure séquentielle p, 
de p-RI s'effectue à partir d'un contexte de solution en provenance d'une procédure 
séquentielle du voisinage de pj- Les données de la deuxième partie du tableau 7-10 
représentent les résultats de ces tests. O n  constate une nette diminution de la 
distance globale de Harnming. cette diminution est attribuable au fait que l'échange 
de contextes de solut ions entre les procédures séquentielles a r d i i i  t l'impact des 
stratégies de différentiation sur la valeur de la distance globale de Hamrning. 
Pour se convaincre que l'interaction entre les procédures séquentielles réduit 
l'impact des stratégies de différentiation sur la distance globale de Hamming, nous 
avons fait des tests avec la procédure parallèle S I l b f ~ ~  utilisée pour simuler Ie com- 
portement de détérioration des performances. Pour la procédure SlMT4 comme pour 
toutes les autres simulations, la diversification est remplacée par un redémarrage de 
la recherche dans une région définie par le contexte en provenance de la mémoire 
centrale. Dans le cas de sIi\174, pour chaque procédure séquentielle p j ,  le con- 
texte de la mémoire centrale correspond à celui de la meilleure solution à moyen 
terme d'une procédure séquentielle autre que pjm On constate que pour J IM74 ,  le 
ratio de la distance globale de Harnming atttibuable aux stratégies de différentiation 
est le plus faible de toutes les procédures parallèles. Ce comportement est 
essentiellement at  tri buable à l'échange de contextes de solution entre les procédures 
séquentielles qui réduit la diversité des contextes inter-procédures. Par contre, la 
distance globale de Harnming de S11CIT4 est supérieure à celle de SIMI2  parce 
que le redémarrage de La recherche à partir d'une solution en provenance d'une 
autre procédure séquentielle fait que le add/drop et le swap génèrent un plus grand 
nombre de contextes différents. 
Distance globale de Harnming de la procédure collégiale asynchrone 
La fréquence d'application des transitions de diversification des procédures avec 
recherches multiples coopérantes se situe entre celle des procédures avec recherches 
multiples et celle d'une procédure comme S I i b f ~ ~ .  C'est le cas de la procédure paral- 
ièle collégiale asynchrone. Cet te procédure exécute le même type de diversification 
que la procédure p-RI, cependant la fréquence est moindre puisque. comme pour les 
autres recherches multiples coopérantes. certaines diversifications sont remplaçées 
par l'importation du contexte d'une solution en provenance d'une autre procédure 
séquentielle. 
La valeur moindre de la distance globale de Harnming des procédures parallèles 
collégiales asynchrones par rapport à celle de p-RI est attribuable à la réduction 
de la fréquence des diversifications et à l'échange de contextes entre procédures 
séquentielles. En valeur absolue, la distance globale de Hamming attribuable aux 
transitions est moindre parce que les contextes importés bouleversent moins le statut 
des variables de décisions que celui provoqué par une vraie diversification (rappelons 
qu'une diversification a tendance à changer le statut des variables dont le statut a 
peu changé sous l'effet des transitions add/drop et swap, ce n'est pas le cas pour 
un contexte importé). En valeur absolue, la distance de Hamming attribuable aux 
stratégies de différentiation est réduite parce que le contexte de la même solution 
peut se retrouver dans plusieurs procédures séquentielles par suite de l'échange de 
solutions. Comme nous l'avons expliqué dans les précédentes sections. l'échange de 
contextes entre les procédures séquentieiles fait que la distance de Harnming est nulle 
entre des contextes identiques provenant de procédures séquentielles différentes. 
Distance globales de Hamming des simdations 
Dans la présente section, le terme simulation fait référence aux procédures 
SIiCfls, SIiC122, PRO BI, PRO B2, P ROB3, et SIibfIto. Toutes ces procédures 
possèdent les deux caractéristiques suivantes: il n'y a pas d'échange de connaissances 
acquises entre les procédures séquentielles et aucune diversification n'est exécutée. .A 
chaque fois qu'un appel de diversification est fait, la recherche est redémarrée dans 
une région de l'espace de solutions défini par un contexte obtenu de la mémoire 
cent raie. 
Lemme 7.5 En terne du nombre d'entrées dont le statut change d'état, les 
contextes en provenance de  la mémoire centrale sont au moins aussi perturbés que 
le contexte résultant d'une diuersification. 
En effet, pour les simulations S[Md où <D est une règle de la classe 3 ou 4. 
l'exposant de Lyapunov pour ces règles A = r. Puisque r = [y] alors (T x r )  = n, 
c'est-à-dire la taille de chaque contexte. Conséquemment, chaque entrée du contexte 
C, est perturbée par le statut des entrées de Ea correspondant aux contextes dans 
le voisinage de C,. En ce qui concerne les simulations PRO Bar, le germe aléatoire 
détermine le statut de chaque entrée du vecteur de contexte. 
Le lemme 7.5 implique que la perturbation sur les contextes à partir de la 
mémoire centrale des simulations est équivalente à celle de la diversification des 
procédures par recherches multiples en terme d'impact sur la distance globale de 
Hamming. Ce qui distingue les simulations entre elles et avec la procédure p-RI, 
c'est évidemment la manière dont sont effectuées ces perturbations. 
Proposition 7.4 La ualeur moindre de  la distance globale de Hamming des 
procédures parallèles Slhf18  et  SI!L122 par rapport à celle d e  la procédure p-RI est 
attribuable à la dynamique d 'auto-organisation des règles 18 e t  22. 
Preuve: Bien que les entrées du contexte Cl en provenance de la mémoire centrale 
soient déterminées par le statut des entrées des contextes Cl-I, Cj et Cjo de Eo (si 
Zn- 1 r = )' certains blocs sont exclus quelque soit la configuration du vecteur Eo et 
donc quelque soit le statut des entrées de Cl et Cj+I de Eo. De plus. les blocs 
nouvellement exclus ont tendance à être exclus de  manière uniforme dans le temps et 
dans l'espace pour les règles 18 et 12. Conséquemment, si un bloc z est nouvellement 
exclu dans le contexte C, le bloc z risque d'être nouvellement exclu au niveau de 
tous les contextes retournés par la mémoire centrale. Les mêmes blocs auront donc 
tendance à être exclus sur tout le vecteur E12n-l ce qui Fait qu'ils seront exclus 7 7 1  
de tous les contextes envoyés par la mémoire centrale aux procédures séquentielles. 
Cette observation qui s'applique dans l'espace est vraie également dans le temps. 
c'est-à-dire qu'à chaque point d'interaction. les mêmes blocs auront tendance à é t  re 
exclus. On voit donc comment le comportement d'auto-organisation des règles 1s et 
32 peut réduire la distance globale de Hamming attribuable aux transitions et aux 
strat<gitts de différentiation. Les mêmes blocs étant excius de toutes les procédures 
séquentielles. cela réduit la capacité des stratégies de différentiation à créer une 
diversité des contestes entre les procédures séquentielles. Par contre, les mêmes 
blocs étant exclus à chaque diversification, cela a pour effet de réduire l'impact de 
la diversification sur chaque procédure séquentielle. 
Si l'on analyse le contenu du tableau 7.9, on constate que le ratio H ' ' ~ / H ~  
est similaire pour les simulations, la procédure p-RI et les procédures collégiales 
asynchrones. Cependant, l'analyse des tableaux 7.10 à 7.17, montre qu'en valeur 
absolue, la distance globale de Harnming ne suit pas les mêmes tendances que le 
ratio H " ~ / H ~ .  La distance globale de Hamming des simulations SIMis et SIiMZ2 
tend vers celle des procédures collégiales asynchrones tandis que pour les simulations 
PROB,, SI1lflio et SIIti& elle tend vers celle de la procédure p-RI. Ces résultats 
expérimentaux nous amènent à conclure que les procédures SIiClls et S I L C [ ~ ~  se 
comportent de la même manière que les procédures avec recherches multiples coopé- 
rantes et nous conduisent à faire la généralisation suivante: 
Hypothèse 7.2 Le niveau d 'organisation des procédures parallèles SIM ls et S I:C122 
tend a être le m ê m e  que celui des procédures parallèles collégiales asynchrones. 
Cette hypothèse entre en contradiction directe avec la logique d'optimisation 
de la manière suivante: 
Théorème 7.4 L 'échange de connaissances acquises entre les  procédures séquen- 
tielles des procédures parallèles collégiales asynchrones oriente l'exploration de 
léspace de solutions dans le sens d un accroissement de l'organ2sation qui se l a i t  
en dehors de la logique d'optimisation. 
Preuve: Les résultats de Clearwater. Hogg & Huberman [24j, montrent que si 
les messages envoyés aux procédures séquentielles transmettent des connaissances 
acquises tout en provenant d'une source indépendante, les hypothèses d'indépendance 
des procédures séquentielles sont rencontrées et il n'y a pas d'accroissement de 
l'organisation de la recherche parallèle. ;\ l'inverse? pour toutes les simulations 
réalisées dans la présente section, il n'y a pas d'échange de connaissances acquises 
entre les procédures séquentielles, les critères d'appel à une transit ion de diversifica- 
tion sont les mêmes que ceux des procédures parallèles avec recherches multiples et 
finalement le lemme 7.5 s'applique de la même manière à toutes les simulations. Si 
L'accroissement d'organisation dépendait du contenu de "connaissances acquises" des 
messages, les procédures S I M 1 8  et S1M22 qui sont identiques de ce point de vue aux 
autres simulations. devraient avoir un niveau d'organisation similaire à celui d'une 
procédure p-RI. De plus, les tests de Clearwater, Hogg 8 Huberman devraient in- 
diquer un accroissement de l'organisation de la recherche. Il faut donc en déduire 
que le niveau d'organisation des recherches multiples coopérantes est indépendant 
du contenu de "connaissances acquises" des messages échangés entre les procédures 
séquentielles. Selon la proposition 7.3 et l'hypothèse 7.1, la recherche à long terme 
des procédures SIilfls et SI:\.IZz est organisée par la dynamique d'auto-organisation 
des règles 18 et 22. Puisque la distance globale de Hmming de SIM18 et .51M22 
tend à être la même que celle des procédures parallèles collégiales asynchrones, la 
dynamique d'auto-organisation, et non pas la logique d'optimisation, gouverne le 
comportement à long terme des recherches multiples coopérantes. 
Discussion 
L'objectif de la présente section était de montrer que l'interaction complexe entre 
les procédures séquentielles (incluant les comportements dynamiques de réactions en 
chaîne) pouvait être la source de certains principes d'organisation de l'exploration 
de l'espace de solutions qui échappent à la logique d'optimisation de la méthode 
de recherche. En montrant que la distance globale de Harnming des procédures 
collégiales asynchrones tend vers Les mêmes valeurs que celles de procédures dont 
l'organisation globale n'est pas déterminée par une logique d'optimisation, comme 
SI!bfI8 et S11k122? nous avons mis à jour une logique d'exploration à long terme des 
recherches multiples coopérantes qui sembie ne pas suivre celle de la méthode de 
recherche des procédures séquentielles. En apparence et selon la logique d'optimi- 
sation de la méthode tabou, les procédures séquentielles communiquent entre elles 
pour s'échanger de l'information sur les meilleures régions de l'espace de solutions. 
Or à long terme. la fréquence d'échange de l'information, l'impact de la structure 
de voisinage, le nombre de procédures séquentielles, les dynamiques de réactions 
en chaîne sont des facteurs dont le comportement ne dépend pas du contenu de 
"connaissances acquises" des messages et qui donc échappent à la logique d'optimisa- 
tion. Ces facteurs d'interférence sur la méthode de recherche provoquent une dérive 
réelle de l'exploration de l'espace de solut ions. 
Les résultats de la présente section sont encore très préliminaires, nous pensons 
qu'il faut plus de tests portant sur la distance globale de Hamming des procédures 
parallèlles avec recherche multiples coopérantes et plus de tests avec des règles de  
simulation de la classe 3 des automates cellulaires élémentaires. Un ensemble plus 
large de tests numériques nous permettra d'ajouter à la présente argumentation 
certaines observations empiriques que nous avons jugé préférable de ne pas inclure 
ici parce que les tests ne permettaient pas de conclure avec certitude. Avec un 
plus grand nombre d'observations numériques et la pleine utilisation des résultats 
théoriques portant sur les automates cellulaires élémentaires, il nous sera possible 
de développer une argumentation suffisamment rigoureuse pour prouver ou infirmer 
la thèse selon laquelle la logique d'optimisation ne contrôle pas nécessairement les 
procédures parallèles avec recherches multiples coopérantes. 
Lorsque cette thèse sera pleinement établie, nous pourrons commencer a étudier 
Ia forme que prend la dérive de 1I'exploration de l'espace de solutions des recherches 
multiples coopérantes par rapport à une logique d'optimisation. Nous avons déjà fait 
un bon bout de chemin dans cette direction en vérifiant l'hypothèse générale d'un 
comportement d'auto-organisat ion des recherches multiples coopérantes. c'es t-à-dire 
d'un comportement où l'objectif premier est de coordonner les recherches entre elles. 
Ce type de comportement a déjà été observé pour de nombreux systèmes complexes. 
ces observations et les modèles théoriques iit,iIisés pour décrire ce phénomène d'auto- 
organisation pourront être utilisés pour analyser le comportement des recherches 
multiples coopérantes. 
Dans cette section, les tests ont été réalisés sans essayer de faire un lien 
entre la dynamique d'interaction et la qualité des solutions obtenues par la procédure 
parallèle. Comme en témoignent les tableaux 7-19 à 7-27, les distances globales de 
Hamming que nous avons obtenues ne sont pas Le reflet de la qualité des 
solutions trouvées. Nous pensons, qu'il est tout à fait réaliste d'envisager que la 
formalisation abondante de la mécanique statistique et des systèmes dynamiques, 
les relations que certains chercheurs établissent entre ces domaines de la physique 
théorique et la théorie du calcul, pourront être utilisées pour relier le comporte- 
ment des recherches multiples coopérantes à celui de la logique d'optimisation des 
met hodes de recherches. 
7.6 Conclusion 
Dans ce chapitre, nous nous sommes efforcés de montrer le rôle joué par l'interaction 
entre les stratégies d'exploration au niveau du parcours de I'espace de solutions 
de chaque procédure séquentielle et conséquemment sur les performances d'une 
procédure avec recherches multiples coopérantes. C'est ainsi que nous avons montré 
formellement que l'exploration de l'espace de solutions exécutée par chaque procédure 
séquentielle pi est déterminée par l'interaction entre les stratégies d'exploration des 
recherches multiples et non pas par la seule stratégie d'exploration de pi- Il en 
résulte que tout facteur affectant la dynamique d'interaction entre les stratégies 
d'exploration affecte également l'exploration de l'espace de solut ions exécutée par 
chaque procédure séquentielle. Un changement dans la dynamique d'interaction a 
donc un impact direct sur les performances de la procédure parallèle en changeant 
le parcours des procédures séquentielles. y compris celui ayant permis d'obtenir la 
meiileure soiution. C'est ce qui se passe par exemple lorsquoil y a une augmentation 
du nombre de procédures séquentielles. 
L'analyse théorique développée à la section 7.4 avait pour objectif de formaliser 
tous les événements au niveau de l'interaction entre les procédures séquentielles 
pouvant avoir un impact sur les performances de la procédure parallèle. A partir de 
cet te analyse. il a été possible de cibler avec précision les événements de l'interaction 
entre les procédures séquentielles susceptibles d'entraîner une déterioration des 
performances. C'est ainsi qu'on a pu montrer que la dynamique d'interaction entre 
les procédures séquentielles ayant conduit à la meilleure solution peut être détruite 
par une augmentation du nombre de procédures séquentielles. L'objectif de la section 
7.5 était plus fondamental, il visait à expliquer pourquoi une méthode de recherche 
(parallèle) peut détruire le chemin d'exploration conduisant à sa meilleure solution! 
Pourquoi deux procédures parallèles de recherche ne peuvent-elles pas retrouver les 
mêmes régions intéressantes de l'espace de solutions alors que le même ensemble de 
stratégies d'exploration est présent dans les deux procédures parallèles! 
L'argumentation de la section 7.3 vient donc compléter celle de la section 7.4 en 
montrant que l'interaction entre les procédures séquentielles des recherches multiples 
coopérantes est indépendante dans une certaine mesure de la logique d'optimisation 
de la méthode de recherche des procédwes séquentielles. S'il y avait une logique 
d'optimisation au niveau de l'interaction entre les t ratégies d'exploration, la 
dynamique d'interaction ayant conduit à la meilleure solution ne pourrait évidemment 
pas ét re détruite par l'ajout de nouvelles procédures séquentielles. 
Nous pensons, que les résultats de la section 7.5 sont suffisamment convain- 
cants pour montrer que l'échange d'information ne contribue pas automatique- 
ment à améliorer l'exploration des procédures séquentielles. Ces résultats contre- 
disent également l'hypothèse probabiliste selon laquelle l'échange d'information ne 
provoque aucune dérive de l'exploration de l'espace de solutions des procédures 
parallèles avec recherches multiples coopérantes. Nous pensons qu'en montrant 
où il ne  faut pas chercher. en particulier en tenant compte des outils que nous 
avons utilisés pour obtenir nos résolt.ats? l'élaboration de stratégies de parallélisation 
basées sur les recherches multiples coopérantes et l'analyse des performances de ces 
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Tableau 7.19 Simulations avec des règles de la classe 3 
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Tableau 7.21 Simulations basées sur la génération aléatoire de contextes 
p = 4  p = 8  p =  16 
Prob Gap 1 Iter Gap ] Iter Gap 1 Iter 
P R 0 B 3  - 
Tableau 7.22 Simulation avec génération aléatoire de con textes 
p = 4 p = 8  p = 16 
Pro b Gap 1 Iter Gap 1 Iter Gap 1 iter 
Tableau 7.23 Simulations avec des règles de Ia classe 4 
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Tableau 7.24 Simulations où r = r v  1 
Chapitre 8 
Conclusion 
Il existe encore relativement peu de travaux de recherche portant de  manière 
spécifique sur les stratégies de parallélisation appliquées aux méthodes heuristiques. 
D'une façon générale. la présente étude contribue à définir une perspective 
d'ensemble de ce domaine de recherche et à faire apparaître la spécificité du traite- 
ment parallèle appliqué aux méthodes heuristiques. C'est ainsi que nous avons pu 
montrer que l'information heuristique constitue une source importante de 
parallélisme des méthodes heuristiques, source qu'on ne peut pas utiliser pour la 
parallélisation des algorithmes. Cette exploitation du traitement spéculatif des 
méthodes de recherche pour obtenir du parallélisme se traduit par des comporte- 
ments inhabituels des procédures parallèles. Pour cette raison, la conception. 
l'analyse et la mesure des performances des heuristiques parallèles,à partir des 
méthodes développées pour les algorithmes parallèles, semblent mal adaptés et trop 
simples pour tenir compte de tous les raffinements de stratégies de parallélisation 
basées sur l'information heuristique. 
En plus de montrer I'importance de L'information heuristique comme source de 
parallélisme des méthodes heuristiques, la présente recherche introduit une 
taxonomie des stratégies de parallélisation applicables à la méthode tabou. Cette 
taxonomie montre la diversi té des approches de parallélisation lorsqu'on tient compte. 
non seulement de facteurs reliés à l'architecture de l'ordinateur parallèle e t  au style 
de décomposition' mais également de l'impact de l'information heuristique sur le 
comportement de la procédure parallèle. C'est ainsi qu'on peut distinguer entre 
des stratégies de parallélisat ion basées sur une ou plusieurs sources d'information 
heuristique? sur la présence ou l'absence d'échange de connaissances entre les tâches 
concurrentes, sur différents niveaux de partage de l'information heuristique, etc. 
Notre étude a également tenté d'apporter des réponses et des solutions à certains 
problèmes propres aux procédures parallèles avec recherches multiples coopérantes. 
Sous avons élaboré un cadre général en vue de guider la conception de procédures 
parallèles par recherches multiples coopérantes appliquées à la méthode tabou. Ce 
cadre vise à définir une démarche structurée de conception de la phase d'échange 
d'information entre les procédures séquentielles. phase qui n'existe pas pour les 
autres classes de stratégies de parallélisation. Ce cadre développé pour la recherche 
tabou pourra éventuellement être adapté pour des procédures parallèles par recher- 
ches multiples coopérantes appliquées à des méthodes comme le recuit simulé ou les 
algori t hrnes génétiques. 
Sur le plan théorique? nous avons montré. dans le cas des recherches 
multiples coopérantes, que l'exploration de I'espace de solutions exécutée par chaque 
procédure séquentielle est le résultat d'une interaction complexe entre les stratégies 
d'exploration de la procédure parallèle. Sur la base de cette observation, nous avons 
démontré que l'augmentation du nombre de procédures séquentielles pouvait provo- 
quer la destruction de la dynamique d'interaction ayant généré le chemin d e  la 
meilleure solution. causant ainsi une diminution des performances de la procédure 
parallèIe si une autre solution aussi bonne n'est pas trouvée. 
Le fait que le parcours de I'espace de solutions dépende d'une interaction 
complexe entre les stratégies d'exploration permet d'utiliser des modèles où le 
comportement des recherches multiples coopérantes trouve une approximation à 
partir de modèles qualitatifs de la théorie des systèmes dynamiques. À partir d e  ce 
type de modèles, nous avons simulé des interactions entre les stratégies d'exploration 
qui n'avaient pas pour objet d'échanger de l'information sur l'espace de solutions. 
Ces simulations se sont comportées de façon similaire aux procédures où il y a 
échange de connaissances acquises. Nous avons conclu que le contenu de *connais- 
sances acquises" des messages ne joue pas un rôle important dans la dynamique 
d'interaction entre les stratégies d'exploration. C'est sans doute ce qui explique que 
la dynamique d'interaction ayant conduit à une bonne solution puisse être facile- 
ment détruite: l'interaction entre les stratégies d'exploration n'obéit pas à la logique 
d'optimisation de la méthode de recherche des procédures séquentielles. 
Perspectives 
Comme le montrent les résultats numériques au chapitre -4 les parallélisations de 
la méthode tabou par recherches multiples sont très performantes. Cependant. 
bien que le parallélisme théorique soit presqu'illimité pour ce type de stratégies de 
parallélisation, nous pensons qu'en pratique le nombre de recherches séquentielles 
est limité par une difficulté inhérente aux heuristiques, soit celle de créer plusieurs 
stratégies différentes "efficaces" pour un même problème. Plus le nombre de recher- 
ches séquentielles croit, plus il y aura redondance entre les chemins d'exploration et 
plus il y aura de stratégies d'exploration inefficaces qui vont utiliser la puissance de 
calcul en pure perte. 
Les recherches multiples coopérantes sont moins affectées par ce genre de 
limitations. L'échange d'information permet une meilleure utilisation des ressources 
de calcul en corrigeant les stratégies inefficaces et en contrôlant le phénomène de 
redondance. 11 y a également un espèce de phénomène d'apprentissage qui se 
manifeste à travers l'interaction entre les stratégies d'exploration donnant lieu à 
l'émergence de nouvelles stratégies d'exploration pendant l'exécution du processus 
d'exploration de l'espace de solutions. Donc, en terme de la capacité à obtenir 
des méthodes de résoiut ion efficaces, les stratégies de parallélisat ion par recherches 
multiples coopérantes sont beaucoup plus prometteuses que les recherches multiples. 
Cependant, l'échange d'information entre les recherches séquentielles ne génère 
pas automatiquement une amélioration des performances de la procédure parallèle 
comme nous avons pu le voir tout au long de cette recherche. En fait, Le développe- 
ment d'une stratégie de parallélisation efficace par recherches multiples coopérantes 
est un processus d'une grande complexité. Nous pensons que la méthode struc- 
turée de conception de l'échange d'information et l'analyse théorique présentée 
dans cette thèse seront des outils très utiles pour faciliter le développement et 
l'analyse de ce type de procédures parallèles. En particulier nous croyons que notre 
approche théorique peut conduire à deux types de recherches: I'étude de stratégies 
de parallélisat ion par recherches multiples coopérantes où l'interaction entre les 
recherches séquentielles est basée sur des modèles qualitatifs des systèmes dynami- 
ques; et l'application des nombreux résultats de la mécanique statistique, de la 
théorie des systèmes dynamiques et de  la théorie de l'information pour formaliser 
et généraliser certaines conclusions qui se dégagent de I'expérimentation. Cepen- 
dant, le caractère général de ces modèles pourra rendre difficile leur application 
directe à la pardlélisation des méthodes heuristiques de recherche. il en demeura 
pas moins qu'un bon nombre de ces résultats peuvent servir de  guide dans le 
développement de plans d'expérimentations. Par exemple certaines notions de la 
théorie de l'information risquent de trouver des applications presqu'immédiates dans 
la mesure de la redondance et du contenu "informatif" des contextes échangés entre 
les recherches séquentielles. Il n'est pas impossible que ces notions puissent être 
utilisées pour définir des méthodes permettant de prévenir une détérioration des 
performances des recherches multiples coopérantes. 
Enfin, la présente recherche confirme l'existence de plusieurs niveaux simul- 
tanés de calcul à l'intérieur de la même exécution de certains types de  procédures de 
traitement parallèles. Si nous faisons le lien avec les quelques notions portant sur les 
réseaux de neurones introduites au chapitre 2, certains résultats de cet te recherche 
semblent constituer un encouragement à poursuivre l'analyse et l'expérimentation 
vers de nouvelles alternatives à la théorie classique du calcul et vers de nouveaux 
modèles de programmation tel le calcul émergent. 
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