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1 Introduction
Data transmission over noisy channels requires implementation of good coding de-
vices. Convolutional codes belong to the most widely implemented codes. These
codes represent in essence discrete time linear systems over a fixed finite field F. Be-
cause of this reason a study of convolutional codes requires a good understanding of
techniques from linear systems theory.
Multidimensional convolutional codes generalize (one dimensional) convolutional
codes and they correspond to multidimensional systems widely studied in the systems
literature. (See [5] and its references). These codes are very suitable if e.g. the data
∗Supported in part by NSF grant DMS-96-10389. Paul Weiner would like to thank the Center
for Applied Mathematics at Notre Dame for a fellowship which financially supported the presented
research.
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transmission requires the encoding of a sequence of pictures and we will explain this
at the end of this section.
In the sequel we will assume that a certain message source is already encoded
through a sequence of vectors mi ∈ F
k, i = 1, . . . , γ. If every vector in Fk is a
valid message word, then the change of one coordinate of a vector m ∈ Fk will result
in another valid message vector m˜ ∈ Fk and the error can neither be detected nor
corrected. In order to overcome this difficulty one can add some redundancy by
constructing an injective linear map
ϕ : Fk −→ Fn
having the property that the Hamming distance dist (ϕ(m1), ϕ(m2)), that is the
number of different entries in the vectors ϕ(m1) and ϕ(m2), is at least d whenever
m1 6= m2. If one transmits the n-vector ϕ(m1) instead of the k-vector m1 then it is
possible to correct up to
⌊
d−1
2
⌋
errors for every transmitted n-vector, for details see
Lemma 2.8.
The linear transformation ϕ defines an encoder and im(ϕ) ⊂ Fn is called a linear
block code. In order to describe the encoding of a whole sequence of message words
m0, m1, . . . , mγ ∈ F
k it will be convenient to introduce the polynomial vector m(z) :=∑γ
i=1miz
i ∈ Fk[z]. The encoding procedure is then compactly written by:
ϕˆ : Fk[z] −→ Fn[z], m(z) 7−→ ϕˆ(m(z)) =
γ∑
i=1
ϕ(mi)z
i.
If D denotes the polynomial ring D = F[z] then one immediately verifies that ϕˆ
describes an injective module homomorphism between the free modules Dk and Dn
and im
(
ϕˆ(Dk)
)
⊂ Dn is a submodule.
In general not every injective module homomorphism between Dk and Dn is of this
form. Indeed ϕˆ has the peculiar property that the i-th term of ϕˆ(m(z)) only depends
on the i-th term of m(z). In other words the encoder ϕˆ has ‘no memory’. In general
it is highly desirable to invoke encoding schemes where ϕˆ : Dk → Dn is an arbitrary
injective module homomorphism. The image of such a module homomorphism is then
called a (1-D) convolutional code.
1-D convolutional codes are very much suited in the encoding of sequences of
message blocks. Sometimes it might be desirable that the data is represented through
polynomial rings in several variables. This leads us then to the definition of a m-
dimensional convolutional code whose basic properties we intend to study in this
paper.
The following example will illustrate the usefulness of multidimensional convolu-
tional codes.
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Example 1.1 Let D = F[z1, z2, z3] be the polynomial ring in the indeterminates
z1, z2, z3. A whole motion picture (without sound) can be described by one element
of Dk. Indeed if f ∈ Dk,
f(z1, z2, z3) =
ξ∑
x=0
ρ∑
y=0
τ∑
t=0
f(x,y,t)z
x
1z
y
2z
t
3 ∈ F
k[z1, z2, z3]
then we can view the vector f(x,y,t) ∈ F
k as describing the color and the intensity of
a pixel point with coordinates (x, y) at time t.
In practice the encoding of the element f(z1, z2, z3) ∈ D
k is done in the following
way. At a particular time instance t all the data vectors f(x,y,t) are combined into a
large vector fˆt ∈ F
K , where K depends on the size of k and the number of pixel points
on the screen. In this way we can identify each element f(z1, z2, z3) ∈ D
k of above
type with a polynomial vector fˆ(z3) ∈ F
K [z3]. The vector fˆ(z3) is then encoded with
a usual 1-D encoding scheme. This encoding scheme is shift invariant with respect to
time but it is in general not shift invariant with respect to the z1 and z2 directions
on the screen.
In order to achieve an encoding scheme which is also shift-invariant with respect
to the coordinate axes of the screen one can do the following: Construct an injective
module homomorphism ϕˆ : Dk → Dn. The image then describes a 3-dimensional
convolutional code which is invariant with respect to time and both coordinate axes.
The transmission of an element Dn is then done by choosing a term order among the
monomials of the form zx1z
y
2z
t
3.
2 Multidimensional Convolutional Codes
In this section we introduce multidimensional convolutional codes as submodules of
Dn, where D denotes a polynomial ring in m variables. Our presentation in this
section follows closely [12, Chapter 2].
We begin by setting some notations. Let F be any finite field and define D =
F[z1, . . . , zm] to be the polynomial ring in m indeterminates over F. We will mainly
use the shorter form
D = F[z] =
{∑′
α∈Nm
fαz
α
∣∣∣ fα ∈ F
}
,
where for α = (α1, . . . , αm) ∈ N
m the notation zα stands for zα11 · . . . · z
αm
m and where∑′ means this sum being finite. Note that D is F-isomorphic to the m-dimensional
finite sequence space
S = {f : Nm −→ F | f has finite support},
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the isomorphism given by
ψ : S −→ D
f 7−→
∑
α∈Nm
f(α)zα
One can visualize the elements of S by using the integer lattice of the first quadrant
of Rm and attaching the element f(α1, . . . , αm) ∈ F to the point with coordinates
(α1, . . . , αm). It is convenient to omit the attachment if f(α1, . . . , αm) = 0.
Example 2.1 We visualize the polynomial f(z1, z2) = 1+ 2z
2
1 + 2z1z2 ∈ F3[z1, z2] as
well as z1f(z1, z2).
• •2 • •
•1 • •2 •
ψ
−→ 1 + 2z1
2 + 2z1z2
↓ z1·
• • •2 •
• •1 • •2
ψ−1
←− z1 + 2z1
3 + 2z1
2z2 .
As the example indicates, multiplication with zi in the ring D corresponds to
the forward shift along the ith axis in S. This can be verified with the help of the
following commutative diagram
S ✲ D
❄ ❄
S✛ D
(
f(α)
)
α∈Nm
∑
α∈Nm f(α)z
α
(
f(α− ei)
)
α∈Nm
αi 6=0
∑
α∈Nm
αi 6=0
f(α− ei)z
α
❄ ❄
✲
✛
ψ
ψ−1
zi·
Here ei ∈ N
m denotes the ith standard basis vector.
Throughout this paper a code is defined to be an F-linear subspace of some Sn
which is invariant under the forward shifts along all axes. By virtue of the above
diagram this can simply be phrased as
Definition 2.2 A linear m-dimensional convolutional code (for short, m-D code)
of length n over F is a D-submodule of Dn. An element of a code is said to be a
codeword.
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Remark 2.3 In the coding literature (see e.g. [6]) convolutional codes are usually not
restricted to sequence spaces whose elements have finite support. There is however
no engineering reason behind this. After all every transmitted message created by
mankind did have finite length. Convolutional codes with finite support were first
studied by Fornasini and Valcher [1, 2, 11]. These authors did define a convolutional
code as a submodule of D˜n where D˜ represents the ring of Laurent polynomials
F[z1, . . . , zm, z
−1
1 , . . . , z
−1
m ]. In doing so a convolutional code then corresponds to an
F-linear subspace of some S˜n, where S˜ = {f : Zm −→ F | f has finite support}.
Since D is a Noetherian ring, each code C ⊆ Dn is finitely generated. In other
words, there exists some l ∈ N and a matrix G ∈ Dn×l such that C = imDG. We
call such a matrix G a generator matrix of C. Note that we don’t use the row vector
notation as common in coding theory. It would force us to use the same notation
also for the dual system theoretic version, which is very unusual. The notation imDG
means of course the set of all Gp with p ∈ Dl. This notation instead of only imG will
be necessary later when interpreting G as a different type of operator. Analogously,
we might also use the notation kerDG = {p ∈ D
l | Gp = 0}.
As a finitely generated D-module each code has a well-defined rank, say rank C =
k. It can simply be calculated as rankG, where one may use any generator matrix
G of C, considered as a matrix over the quotient field F(z1, . . . , zm). The rate of C is
defined to be the quotient k
n
.
The code C is called free if C is a free D-module, that is, if C has a D-basis.
This is the case if and only if C has a generator matrix G ∈ Dn×k with rankG =
k = rank C. Such a generator matrix is called an encoder. If C has an encoder, say
G = [G1, . . . , Gk] ∈ D
n×k, then each codeword can be written in a unique way as a
D-linear combination of G1, . . . , Gk. This is certainly a very desirable property for a
code. It is a well-known fact that each 1-dimensional code, that is each F[z1]-module
is free. However, for higher dimensions, i. e. for m > 1, this is not true anymore.
Example 2.4 Let D = F[z1, z2] and
G(z1, z2) =

 z1
2 z1 + z1z2
z1 1 + z2
z1z2 z2 + z2
2


It can easily be shown that imD(G) is rate
1
3
but not free. That is, imD(G) has no
3 × 1 encoder. The code imD
[
z1 1 z2
]T
is free of rate 1
3
and properly contains
imD(G).
It is easy to see that encoder matrices for a given code are unique up to unimodular
right multiplication, i. e. for Gi ∈ D
n×k with rankGi = k it is
imDG1 = imDG2 ⇐⇒ G2 = G1U for some U ∈ Glk(D). (2.1)
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An important measure for the ‘goodness’ of a (convolutional) code is its distance.
In the remainder of this section we will introduce this parameter.
Definition 2.5 Let a ∈ Fn. The weight of a is given by the number of nonzero entries
of a. It is denoted by wt(a).
For w =
∑
α∈Nm bαz
α ∈ Dn with bα ∈ F
n the weight of w is defined as
wt(w) =
∑
α∈Nm
wt(bα) .
Hence the weight of a vector in Dn measures the distance to the all zero vector
by counting all non-zero terms in the vector. The weight has the characteristic of a
discrete norm. In particular the weight induces a metric on Dn:
Definition 2.6 Given two elements w, w˜ ∈ Dn the (Hamming) distance between w
and w˜ is given by dist(w, w˜) = wt(w − w˜). Given any m-D code C of length n, the
distance of C is defined as
dist(C) = min{dist(w, w˜) : w, w˜ ∈ C, w 6= w˜}.
Remark 2.7 i) The Hamming distance defines a metric on Dn called the Ham-
ming metric.
ii) For a code C we have that dist(C) = min{wt(w) : w ∈ C, w 6= 0}. This is
because dist(w1, w2) = wt(w1 − w2) and w1 − w2 ∈ C whenever w1, w2 ∈ C.
The following result is standard in coding theory. It follows immediately from the
definition of Hamming distance and from the properties of a metric space.
Lemma 2.8 Let C be a convolutional code with d = dist(C). Let t = ⌊d−1
2
⌋ where
⌊x⌋ denotes the greatest integer that is less than or equal to x. Let y ∈ Dn. If w ∈ C
is a codeword such that dist(w, y) ≤ t, then w is the unique codeword nearest (with
respect to the Hamming metric) to y.
We say that C can correct up to t errors. In practice it is not a simple task to
compute the transmitted vector w ∈ Dn from the received vector y ∈ Dn. One way
to do this is by syndrome decoding. In order to explain this we first state
Proposition 2.9 Suppose C is a free convolutional code of rate k
n
with encoder
G ∈ Dn×k. Then
0 −→ Dk
G·
−→ Dn
pi
−→ Dn/C −→ 0
is a short exact sequence.
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The proof is left to the reader.
In the above short exact sequence pi is often called a syndrome former. Syndrome
decoding works as follows. If y ∈ Dn is received, one seeks the vector e ∈ pi−1
(
pi(y)
)
=
y + C of smallest possible weight. The vector y is then decoded as w := y − e.
3 Duality between Codes and Behaviors
There have been several instances in the recent literature about coding theory, in
which certain types of duality between convolutional codes and behaviors in the sys-
tem theoretical sense of [13] have been mentioned or used, see, e. g. [3, 8, 11, 12].
In this section we are going to make this duality precise by introducing the ap-
propriate bilinear form. Exploiting the very comprehensive and powerful paper of
Oberst [5], quite a lot of results about this duality are available even in the multi-
dimensional case. However, as it seems to us, most interesting is the duality in the
1-dimensional case, where various minimal first-order representations exist and have
been studied systematically and exhaustively by Kuijper [4]. They can be translated
into corresponding descriptions for codes. This will be studied in Section 4.
We will introduce the notations and the setting along the lines of [5]. Only those
results needed for our purposes will be cited afterwards.
Throughout this section the field F need not be finite; the results hold for any
field. First we have to define the underlying setting for the behaviors. Let
A := F[[z]] =
{ ∑
α∈Nm
fαz
α
∣∣∣ fα ∈ F
}
be the set of power series in the m variables z1, . . . , zm over F. On A we consider the
backward shifts along the ith axis followed by truncation; that is, for each i = 1, . . . , m
define
Li : A −→ A∑
α∈Nm
fαz
α 7−→
∑
α∈Nm
fα+eiz
α (3.1)
(see also [5, p. 15]). This action can also be expressed in the following ways
Li
( ∑
α∈Nm
fαz
α
)
= z−1i
( ∑
α∈Nm
αi 6=0
fαz
α
)
= Π+
(
z−1i
∑
α∈Nm
fαz
α
)
(3.2)
where Π+ denotes the projection which cuts off the terms with negative exponents.
Clearly, the operators Li are F-linear. Moreover, A gets the structure of a D-module
via the scalar multiplication
p(z1, . . . , zm) · f := p(L1, . . . , Lm)(f) ∈ A for p ∈ D, f ∈ A.
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Example 3.1 Let m = 2 and p = 1+z21 +z1z2 ∈ D = F5[z1, z2]. Then p · (1+3z1z
3
2+
2z21 + 4z2) = 3 + 3z1z
3
2 + 2z
2
1 + 4z2 + 3z
2
2 .
The example shows that the notation p · f has to be read with care. It is not the
usual convolutional product in A. Instead from (3.2) one can derive the formula∑′
α∈Nm
pαz
α ·
∑
β∈Nm
fβz
β =
∑
β∈Nm
(∑′
α∈Nm
pαfα+β
)
zβ . (3.3)
Since we never use ordinary convolution in A, this should not cause a confusion.
Remark 3.2 (a) Obviously, D is a D-submodule of A. However, it is worth men-
tioning that the canonical injection ι : D → A, p 7→ p is not D-linear. In fact,
e. g., z1 = ι(z1) 6= z1 · ι(1) = z1 · 1 = 0 in A. This is not really an issue as
the inclusion D ⊂ A is never considered in this setting. While D is the set of
operators, either generator matrices for codes or shift operators, A serves as the
space of trajectories for the behaviors.
(b) A is not finitely generated as D-module, see [5, p. 55].
Each polynomial matrix G ∈ Dk×n gives rise to a linear partial difference operator
G(L1, . . . , Lm) which we will denote for short by G, thus
G : An −→ Ak
a 7−→ G · a := G(L1, . . . , Lm)(a)
These operators are going to be the objects dual to generator matrices for codes. The
following notations will be useful in the sequel. For G ∈ Dk×n define
imAG = {G · a | a ∈ A
n} ⊆ Ak and kerAG = {a ∈ A
n | G · a = 0} ⊆ An.
Definition 3.3 An m-dimensional behavior B in An is defined to be a D-submodule
B ⊆ An of the form B = kerAG for some G ∈ D
k×n (not necessarily of full row rank).
This setting is identical to the study of m-D-discrete-time systems in the behav-
ioral context, see e. g. [7].
We observe that, while each D-submodule of Dn is a code, not every D-submodule
of An is a behavior. Characterizations for an F-subspace of An being a behavior are
given in the 1-dimensional case in [13, III.1] and for the general case in [5, p. 61/62].
Now the bilinear form to be used for the duality is obvious. For each n ≥ 1 a
D-bilinear non-degenerate form is given by (cf. [5, p. 22])
Dn ×An −→ A
(p, a) 7−→ 〈p, a〉 := pT · a =
n∑
i=1
pi · ai =
n∑
i=1
pi(L1, . . . , Lm)(ai)
(3.4)
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where p = (p1, . . . , pn)
T, a = (a1, . . . , an)
T. In the literature related to codes and
behaviors also a certain F-bilinear form has been used, see [8] and [12, p. 20]. We will
clarify the relationship between this one and (3.4) at the end of this section.
Using the above bilinear form we define the duals in the obvious way.
Definition 3.4 (a) The dual of a subset B ⊆ An is defined to be B⊥ := {p ∈ Dn |
〈p, a〉 = 0 for all a ∈ B}.
(b) The dual of a subset C ⊆ Dn is given by C⊥ := {a ∈ An | 〈p, a〉 = 0 for all p ∈
C}.
Obviously, duals are D-modules and one has B ⊆ B⊥⊥ as well as C ⊆ C⊥⊥.
Now we are in the position to state the results given in [5]. Essentially, they
amount to the fact that A is a large injective cogenerator in the category of D-
modules. Instead of going into an explanation of this statement, we will simply
extract from [5] the following consequences of this very strong result. Statements (4),
(5), and (7) of the next theorem are exactly the duality between codes and behaviors
we were looking for.
Theorem 3.5 Let P ∈ Dl×n, Q ∈ Dk×l, R ∈ Dr×n. Then
(1) If the sequence Dk
QT
−→ Dl
PT
−→ Dn is exact, then so is the sequence An
P
−→
Al
Q
−→ Ak.
(2) kerA P ⊆ kerAR if and only if R = XP for some X ∈ D
r×l.
(3) If rankP = l, then the operator P : An → Al is surjective.
(4)
(
imDQ
T
)⊥
= kerAQ.
(5)
(
kerAQ
)⊥
= imDQ
T.
(6) (imAQ)
⊥ = kerD Q
T.
(7) C = C⊥⊥ and B = B⊥⊥ for each code C ∈ Dn and each behavior B ∈ An.
(3) means in other words, for each P with full row rank and for each g ∈ Al the
associated linear partial difference equation P · f = g has a solution in An. This is
a well-known fact in the 1-dimensional case, that is, D = F[z1]. Even more, one can
also prescribe initial conditions up to a certain order. In the m-dimensional case this
is more involved. Statement (4) shows especially that the dual of a code is not only
a D-module but even a behavior.
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As for the proof, all the above results go back to [5, p. 33], which is just the
large injective cogenerator property. However, we will give some more detailed refer-
ences and arguments from the paper to show how things are related with each other,
although this might be a bit different from the order they have been proven.
(1) is exactly the injectivity of the module A which is defined at [5, p. 24]. (2) is
at [5, p. 36]. (3) is a consequence of (1). (4) and (5) are at [5, p. 30/31], but they can
also be derived directly from the above as follows. (4) and also (6) follow immediately
from
〈QTp, a〉 = 〈p,Q · a〉 for each p ∈ Dk and a ∈ Al (3.5)
together with the non-degeneracy of the bilinear form (3.4). (5) can be shown with
the help of (2) via
p ∈ (kerAQ)
⊥ ⇐⇒ kerAQ ⊆ kerA p
T ⇐⇒ pT = vTQ for some v ∈ Dk
⇐⇒ p ∈ imDQ
T.
(7) is a consequence from (4) and (5).
Remark 3.6 (Compare with Remark 2.3). If convolutional codes are defined as
submodules of D˜n, where D˜ represents the ring of Laurent polynomials F[z, z−1] then
this results in a duality between codes and linear behaviors defined on A˜n, where A˜ :=
F[[z, z−1]] is the ring of formal power series in the variables z1, . . . , zm, z
−1
1 , . . . , z
−1
m .
Next we want to concentrate on two specific descriptions of behaviors. They will
be of significance for 1-dimensional first-order-representations in the next section.
In fact, the following two types of representations, applicable to both, codes and
behaviors, are dual to each other as will be proven next. They specialize to the
so-called (P,Q,R)- and (K,L,M)-representations in the 1-dimensional case.
Theorem 3.7 Let R ∈ Dn×l, N ∈ Dk×l, and M ∈ Dk×n. Then the following are
true.
(a) The module R · (kerAN) := {R · ζ | ζ ∈ A
l, N · ζ = 0} ⊆ An is a behavior and
its dual is given by
(
R · (kerAN)
)⊥
= {p ∈ Dn | RTp ∈ imDN
T}.
(b) The module {a ∈ An | M · a ∈ imAN} ⊆ A
n is a behavior. Its dual is
{a ∈ An |M · a ∈ imAN}
⊥ =MT(kerDN
T).
(c)
(
R(kerDN)
)⊥
= {a ∈ An | RT · a ∈ imAN
T}.
(d) {p ∈ Dn |Mp ∈ imDN}
⊥ =MT · (kerAN
T).
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Proof: (a) The first part is proven in [5, p. 26]. As for the second part, note the
following equivalences, which hold for each p ∈ Dn using equation (3.5)
〈p, R · a〉 = 0 ∀ a ∈ kerAN ⇐⇒ 〈R
Tp, a〉 = 0 ∀ a ∈ kerAN
⇐⇒ RTp ∈ (kerAN)
⊥ = imDN
T.
(b) Using N = 0 in (a) we obtain especially that a D-submodule of the form imAR
is a behavior. Thus, write imAN = kerAQ with some appropriate Q ∈ D
q×k. Then
{a ∈ An |M · a ∈ imAN} = kerAQM is a behavior (see also [5, p. 27]) and moreover
{a ∈ An | M · a ∈ imAN}
⊥ = (kerAQM)
⊥ = imD(QM)
T =MT(imDQ
T)
=MT ·
(
(kerAQ)
⊥
)
=MT
(
(imAN)
⊥
)
=MT(kerD N
T).
(c) and (d) follow now from (a) and (b) with Thm. 3.5 (7).
In the following we want to briefly discuss parity check matrices for multidimen-
sional codes.
Definition 3.8 Let C ⊆ Dn be a code. A matrix H ∈ Dl×n is called a parity check
matrix of C if C = kerDH .
Not each code has a parity check matrix; e. g. for D = F[z1] the code imD
[
z1
z1
]
has
no parity check matrix, since each matrix H ∈ F[z1]
l×2 having (z1, z1)
T in its kernel,
would also have (1, 1)T ∈ kerDH .
The following result about the existence of parity check matrices can be found in
[12, 3.3.8].
Theorem 3.9 Let C = imDG with G ∈ D
n×k be a free code, thus rankG = k. Then
C has a parity check matrix if and only if G is minor-prime, that is, if the greatest
common divisor of all full-size minors of G is a unit in D. If a parity check matrix
exists, then one also has a parity check matrix H ∈ D(n−k)×n with rankH = n− k.
This result can be dualized by use of Thm. 3.5.
Theorem 3.10 Let C ⊆ Dn be a free code. Then C has a parity check matrix if and
only if the behavior C⊥ ⊆ An has an image-representation, i. e.
C = kerDH for some H ∈ D
l×n ⇐⇒ C⊥ = imAH
T for some H ∈ Dl×n.
Hence a behavior kerAG ⊆ A
n has an image-representation if and only if G is minor-
prime.
Proof: follows from Thm. 3.5 (1), (6), and (7).
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Recall that for 1-dimensional behaviors the existence of image-representations is
equivalent to controllability, see [13]. Form > 1, at least one direction is true, namely,
behaviors with image-representations are always controllable, see [14, Thm. 4.2].
Equivalence can be established for m = 2 or for m ≥ 2 if certain directions of the
time-space axes are two-sided, see [7] and [15, Thm. 6].
At the end of this section we want to discuss the relationship of the above bilinear
form with an F-bilinear form which has been used as well in the literature within this
context. Let
Dn ×An −→ F(∑′
α∈Nm
pαz
α,
∑
α∈Nm
fαz
α
)
7−→ 〈〈p, f〉〉 :=
∑′
α∈Nm
pTαfα
where pTαfα ∈ F denotes the usual scalar product in F
n. Observe that the sum on the
right hand side is indeed finite.
Example 3.11 Let D = F2[z1] and n = 2. For p = (1, 0)
T ∈ D2 and f = (z1, 1)
T ∈
A2 we obtain 〈〈p, f〉〉 = (1, 0)
(
0
1
)
= 0, whereas the previously used D-bilinear form
yields 〈p, f〉 = (1, 0)
(
z1
1
)
= z1. Hence p and f are orthogonal with respect to 〈〈 , 〉〉
but not with respect to 〈 , 〉.
However, there is a close relationship between these two forms as we will de-
rive next. In order to do so, we use the notation Lα := Lα11 ◦ . . . ◦ L
αm
m for α =
(α1, . . . , αm) ∈ N
m and the shifts Li defined in (3.1). Let p =
∑
′
α∈Nm pαz
α ∈ Dn and
f =
∑
α∈Nm fαz
α ∈ An. Firstly, using the very definition (3.4) and equation (3.3) one
obtains
〈p, f〉 = 0⇐⇒
∑′
α∈Nm
pTαL
α(f) = 0⇐⇒
∑′
α∈Nm
pTα
∑
β∈Nm
fβ+αz
β = 0
⇐⇒
∑′
α∈Nm
pTαfβ+α = 0 ∀ β ∈ N
m ⇐⇒ 〈〈p, zβ · f〉〉 = 0 ∀ β ∈ Nm.
Secondly, it is
〈〈zβp, f〉〉 = 〈〈
∑′
α∈Nm
pαz
α+β ,
∑
α∈Nm fαz
α〉〉 =
∑′
α∈Nm
pTαfα+β = 〈〈p, z
β · f〉〉
by virtue of (3.3).
These two observations lead to the fact that both bilinear forms yield the same
duals for D-submodules of An or Dn. Indeed, if B ⊆ An is a D-submodule, then
{p ∈ Dn | 〈〈p, f〉〉 = 0 ∀ f ∈ B} = {p ∈ Dn | 〈〈p, zβ · f〉〉 = 0 ∀ f ∈ B ∀ β ∈ Nm} = B⊥.
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Similarly, for a D-submodule C ⊆ Dn one obtains
{f ∈ An | 〈〈p, f〉〉 = 0 ∀ p ∈ C} = {f ∈ An | 〈〈zβp, f〉〉 = 0 ∀ p ∈ C ∀ β ∈ Nm}
= {f ∈ An | 〈〈p, zβ · f〉〉 = 0 ∀ p ∈ C ∀ β ∈ Nm} = C⊥.
4 First-Order Representations for 1-Dimensional
Codes
In this last section we restrict to the 1-dimensional case, thus D = F[z] denotes the
polynomial ring in one variable over F and each submodule C ∈ Dn is a convolutional
code in the sense of, e. g., [6]. Using the duality results from the last section and
certain well-studied first-order representations for behaviors, we can derive analogous
descriptions for codes along with minimality and uniqueness results.
The main source for this section is the book [4] about behaviors. Although [4]
deals with the field R, it can be checked that the results hold true for any field.
We need to introduce the following parameter, called degree, for 1-dimensional
codes. It is the analogue to the McMillan degree or order of a system. Let C = imDG
with G ∈ Dn×k and rankG = k, a non-restrictive assumption. The degree δ(C) is
defined to be the maximum degree of all k× k-minors of G. The degree is sometimes
also called the complexity of the code C (see [6, 2.7]) and it corresponds to the
McMillan degree of the associated behavior under the duality studied in the last
section, see Thm 3.5 (4) and [13, p. 276]. Equation (2.1) shows that the degree does
not depend on the choice of the encoder G. A code of degree δ(C) = 0 is in essence a
block code.
Theorem 4.1 Let C = imDG with G ∈ D
n×k be a rate k
n
code of degree δ(C) = δ > 0.
(a) There exist matrices (P,Q,R) ∈ Fδ×(δ+k) × Fδ×(δ+k) × Fn×(δ+k) such that
C = R
(
kerD(zP +Q)
)
.
Moreover,
(i) rankP = δ,
(ii) rank
[
P
R
]
= δ + k,
(iii) zP +Q ∈ Dδ×(δ+k) is left-prime.
(b) If C = R
(
kerD(zP +Q)
)
= R˜
(
kerD(zP˜ + Q˜)
)
with matrix triples (P,Q,R) and
(P˜ , Q˜, R˜) being of the sizes as in (a), then
(P˜ , Q˜, R˜) = (T−1PS, T−1QS,RS) for some T ∈ Glδ(F) and S ∈ Glδ+k(F).
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Proof: (a) By Thm. 3.5 (4) we have C⊥ = kerAG
T. Without loss of generality we may
assume that G is column-reduced, that is, δ is the sum of the column degrees of G.
From [4, 5.17] we obtain matrices (K,L,M) ∈ F(δ+k)×δ×F(δ+k)×δ×F(δ+k)×n such that
C⊥ = {a ∈ An |M ·a ∈ imA(zK+L)}. Indeed, the parameter ord (Σ) in [4, p. 128] is
equal to the degree, cf. [4, 3.11 and 2.22]. Setting (P,Q,R) = (KT, LT,MT) and using
Thm. 3.7 (b) and Thm. 3.5 (7) we obtain the desired representation. Furthermore,
[4, 5.17] shows that the triple (K,L,M) is minimal with respect to row and column
size of the matrix K (or L). Hence, use of [4, 4.32] leads to (i) – (iii).
(b) follows from [4, 4.40] and Thm. 3.7 (c).
In fact, the proof shows more. The above given sizes of the matrices (P,Q,R) are
minimal among all representations of this type. The minimality is equivalent to the
properties (i) – (iii). An alternative direct proof, without using duality, is given in
the paper [10].
In exactly the same way we can derive so-called (K,L,M)-representations for
codes. For this we use [4, 5.10 and 4.3] and dualize these representations using
Thm. 3.7 (a) and (d). This results in [8, Theorem 3.1 and Theorem 3.4]:
Theorem 4.2 Let C = imDG with G ∈ D
n×k be a rate k
n
code of degree δ(C) = δ > 0.
(a) There exist matrices (K,L,M) ∈ F(δ+n−k)×δ × F(δ+n−k)×δ × F(δ+n−k)×n so that
C = {p ∈ Dn |Mp ∈ imD(zK + L)}.
Moreover,
(i) rankK = δ,
(ii) rank [K,M ] = δ + n− k,
(iii) [zK + L |M ] is left-prime over the polynomial ring D.
(b) If C = {p ∈ Dn | Mp ∈ imD(zK + L)} = {p ∈ D
n | M˜p ∈ imD(zK˜ + L˜)} with
matrix triples (K,L,M) and (K˜, L˜, M˜) being of the sizes as in (a), then
(K˜, L˜, M˜) = (T−1KS, T−1LS, T−1M) for some T ∈ Glδ+n−k(F), S ∈ Glδ(F).
Generalized first order representations as described in the above two theorems are
very useful in the design of convolutional codes with large distance and which can be
encoded in an efficient manner. We refer the interested reader to [8, 9].
Conclusion
The paper did show that multidimensional convolutional codes are powerful encoding
devices for the transmission of data over a noisy channel. Since these codes are dual
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objects to multidimensional systems the algebraic theory of linear systems can be
fruitfully applied.
Diederich Hinrichsen, to whom this paper is dedicated, contributed over the years
significantly to algebraic systems theory. As it happens often in research a contribu-
tion in one area bears unexpected fruits in another research field. We believe that
the recent cross fertilization between coding theory and systems theory is such an
instance.
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