Abstract-Map Matching Algorithms (MMAs) are developed to solve spatial ambiguities that arise in the process of assigning GPS measurements onto a digital roadway network. Scarce systematic parameter tuning approaches exist in the literature for optimizing MMA performance. Thus, a novel framework is proposed for a systematic calibration of the parameters of a post-processing MMA. The calibration approach consists of an Instance-specific Parameter Tuning Strategy (IPTS) that employs Fuzzy Logic principles. The proposed fuzzy IPTS tool determines algorithm-specific parameter values based on instance-specific information a priori to the execution of the MMA. Finally, the proposed IPTS tool is able to adjust to two particular decision maker preferences on algorithm performance, namely solution quality and computational time. 
I. Introduction
G lobal Positioning Systems (GPS) technology is commonly employed to acquire positioning data. The integration of GPS with Geographic Information Systems (GIS) is part of the innovative advanced technology applied by Intelligent Transportation Systems (ITS) to improve mobility and safety, reduce environmental impacts and energy consumption, and enhance the overall quality of life of individuals. When integrating GPS measurements with a roadway network in GIS, these measurements (represented as data points) are usually projected to the nearest roadway centerline segment to determine the road on which events and incidents occur, point features are located, or a vehicle is traveling.
A map-matching problem (MMP), also known as spatial ambiguity or spatial mismatch, arises when GPS measurements are incorrectly assigned to the roadway segment. The MMP occurs due to roadway network complexities, inadequate GPS data collection, inaccurate digital roadway map and GPS measurements, inadequate sampling rate, or combinations of these situations [1] - [3] . Therefore, objects may appear to be located or moving along incorrect roadway centerlines particularly at complex roadway structures such as ramps, divided highways, overpasses and underpasses, parallel roads, and intersections.
As a result, this problem may influence negatively any subsequent evaluation, analysis, planning, or decision-making. The distinct need for reducing incidents (accidents), travel time, congestion, and transportation costs, while increasing customer service, productivity, efficiency, and safety in numerous ITS applications such as vehicle navigation and route guidance, fleet management, and accident prevention are only some of the major motivations for solving the MMP by determining correct vehicle locations.
A variety of Map Matching Algorithms (MMAs) have been developed to solve the MMP. These MMAs employ control or weight parameters that determine algorithmic performance. Unsuitable parameter values of these algorithms, along with other sources of errors that may arise from the digital roadway map or the GPS measurements, may strongly impact the MMA performance. Basic calibration methods (e.g., trialand-error) are commonly employed to identify well-performing parameter values prior to executing any type of MMA. The algorithms need to be executed usually for a wide range of parameter values, resulting in extensive experimentation and resource consumption. Traditionally, the parameter values are calibrated for data collected in a specific environmental setting such as dense urban or rural areas [4] . Hence, the reported performance and parameters values of MMAs may be conditioned and biased according to the employed test dataset. In addition, scarce literature exists on calibration methodologies to obtain the best parameter values that optimize the performance of MMAs. For example, Velaga et al [5] determined optimal weight coefficients for data collected in rural areas that minimize the map-matching error. In another study, Oran and Jaillet [6] developed a precise proximity weight formulation for any type of MMAs.
The objective and main contribution of this research is to develop a systematic parameter tuning approach based on fuzzy logic principles for a post-processing topological MMA developed by Blazquez et al. [7] . This approach addresses the lack of systematic tuning techniques in the MMAs literature, and comprehends the performance behavior of MMAs in response to instance-specific information.
II. Background and Literature Review

A. MMAs and Transportation Applications
MMAs have been widely studied for decades by employing different levels of complexity ranging from simple geometrical techniques to complex, advanced inference, filtering, and mathematical modeling methodologies such as Kalman filters, Fuzzy Logic, particle filtering, hidden Markov models, and Bayesian statistics [2] , [7] - [12] . Topological network-based MMAs have been used particularly in ITS applications due to their simplicity, efficiency, rapid, and easy implementation [7] - [9] , [12] . These MMAs rely on the computation of shortest paths and/or shortest travel time between pairs of matched GPS points using roadway network topology (i.e., link connectivity and contiguity) and turn restrictions. An advantage of topological MMAs is that they provide positions as accurate as possible without the need of large memories [7] , [8] , [13] - [16] . Different types of parameters such as buffer size, traffic flow or congestion information, and road characteristics (e.g., speed limit, number of lanes, etc.) may be employed by these MMAs.
Post-processing MMAs determine the correct road on which a user or vehicle is traveling once the complete or part of the GPS dataset is available. In this study, a post-processing MMA is applied to an instance that is comprised of a set of GPS data points that represents a complete vehicle route [4] , [9] . For example, post-processing MMAs are needed to obtain correct paths when collecting multi-modal trip data with GPS receivers for route choice modeling in a GIS environment [1] , [14] , [17] - [19] . Blazquez and Vonderohe [2] employed a topological MMA in post-processing mode to determine the correct roadway centerline on which a fleet of winter vehicles has traveled to compute performance measures for decision-makers and planners. Automatic road toll systems based on the total mileage driven per vehicle equipped with GPS technology are another example that requires post-processing MMAs to prevent errors in road use charging [20] . Hence, the execution of MMAs in post-processing mode has been widely studied and implemented in transportation and logistics applications [21] .
B. Topological Map Matching Algorithm
The post-processing MMA employed in this study resolves the MMP by determining the correct roadway centerline on which a vehicle is traveling. First, this MMA selects all roadway centerlines within a buffer around each analyzed GPS data point and orthogonally projects it to the closest roadway centerline (also known as "snapping"). Subsequently, Dijkstra´s algorithm is employed to solve the shortest path problem between previously snapped and current snapped points using network topology and turn restrictions. A path is considered viable and snapped data point locations are accepted if the difference between the computed travel speed and the average recorded vehicle speed for the data points is within a speed range tolerance. If a path is rejected, data points are snapped to alternative roadway centerlines contained within their buffers, shortest paths are recalculated, and speeds are compared once again. If no other roadway centerline candidates exist within the buffers or no viable paths are obtained, then the algorithm tests for feasible paths between preceding and subsequent data points [13] . This study utilizes the main algorithm-specific parameters of the post-processing MMA: buffer size (BZ) and speed range tolerance (ST). BZ is employed to select road segments as candidates for snapping locations, and ST provides a range for accepting or rejecting paths between a pair of snapped points when comparing recorded and computed vehicle speeds. Fig. 1 shows the flow diagram of the MMA with the step sequence design. First, the MMA computes the shortest path between pairs of snapped GPS data points ki and .
k j If this path is not feasible, then the algorithm obtains alternative roadway centerline candidates within the buffer around data point .
k j Consequently, feasible paths are tested between data point ki and the newly snapped point alt .
k j If no viable paths are found, then alternative roadway centerline candidates within the buffer around data point ki are obtained, and shortest paths are recalculated and speeds are compared between the immediate neighboring points ki 1 -and . k j The dummy Boolean variable fw helps to advance either backward or forward to test paths with consecutive data points until the MMP is solved or N consecutive data points have been tested.
C. Parameter Setting Strategies
Heuristic algorithms are known to perform according to the calibration of a set of algorithm-specific parameters .
{
This so-called parameter setting problem for an algorithm A searches to determine parameter values { * that optimizes the algorithmic performance ( , ), f i A { where i is the problem instance under consideration [22] . Strategies for addressing the parameter setting problem can be classified into parameter control and parameter tuning, in which the setting of parameter values is integrated into the algorithm or determined a priori to executing the algorithm, respectively. Parameter control strategies (PCS) commonly take the form of an adaptive strategy that allows to re-evaluate parameters { based on the current performance of the algorithm. Whereas, parameter tuning strategies (PTS) are mainly based on a Design of Experiments (DOE), as in Coy et al. [23] , Adenso-Diaz and Laguna [24] , and Dobslaw [25] to find the best parameter setting prior to the execution of an algorithm.
PCS require modification of the algorithm itself to integrate a reactive strategy that usually depends on the performance behavior of the algorithm. These approaches are predominantly justified if some of the structural information of the problem instance is not known prior to executing the algorithm. This concept may be applied dynamically to adjust MMA parameters at different points of algorithmic steps.
In contrast, PTS aim to provide a robust parameter values that can be applied to a broad variety of instances [25] . In the context of combinatorial optimization, recent studies have proposed Instance-specific Parameter Tuning Strategies (IPTS) designs using instance-specific information within parameter tuning strategies [26] - [28] . In doing so, IPTS assess instance-specific information a priori to the execution of an algorithm, and subsequently, determine the best parameter values {* for the algorithm. An advantage of these strategies is an explicit understanding of relevant instance-characteristics of the problem. This study proposes a framework for calibrating algorithm parameters of a topological MMA using IPTS.
III. IPTS Framework for a Post-Processing MMA
A. Framework Structure
This study presents an IPTS framework to determine a set of algorithm-specific parameter values based on instance-specific information. The IPTS tool provides parameter values * i { for one particular instance i [27] . Subsequently, this study aims to determine the best parameter values * i { for a given set of GPS measurements. Fig. 2 shows the proposed parameter calibration framework. Its structure is based on finding a parameter setting * i { for a certain instance i prior to executing a MMA. Instance i is defined as a set of GPS data points that is used by the post-processing MMA to determine the underlying vehicle route. The IPTS tool is conducted for any instance , i allowing to adjust the MMA parameters based on the characteristics of the instance.
The instance is characterized by two sets of information, namely scenario-specific and data-specific information. The former may include relevant information about the surrounding area and characteristics of the vehicle. Some of this information remains constant along the vehicle route such as type of vehicle or weather conditions, while other information may vary as the vehicle is traveling such as maximum road speed, type of surrounding built environment (e.g., land use), type of road, etc. In contrast, data-specific information is related to GPS measurements (e.g., number of detected satellites, vehicle speed) and sampling frequency (e.g., 2 seconds or 5 minutes).
B. Design of the Fuzzy Logic IPTS
This study proposes an IPTS design that uses a fuzzy inference system to determine a set of algorithm-specific parameter values based on instance-specific information. Zadeh [29] introduced fuzzy logic as an alternative concept to classic set theory to allow dealing with non-crisp information. Fuzzy logic allows a partial membership of information into multiple sets that are described by linguistic terms, and has been applied in parameter tuning strategies in the related literature (e.g., in the form of a fuzzy inference system [27] ). This fuzzy inference system provides a high flexibility in such that relevant specific elements that define an algorithm (e.g., control parameters, design concepts) can easily be adjusted, impacting the algorithm performance. Particularly, in the MMP context, instance-specific information may be employed to adjust MMA parameters.
The basis of fuzzy logic is the ability to provide a linguistic label for any crisp parameter value, by assigning any value to one or more fuzzy sets with a certain membership degree. This membership degree is assessed by a membership function that is created for each fuzzy set such as 'low', 'medium', and 'high'. The proposed fuzzy inference system, which includes a set of membership functions for each variable and a rule base, is based on a manual design. This design is obtained from a statistical analysis. Hence, the fuzzy sets are a subjective interpretation of the individual parameter levels. The proposed framework consists of the following two design stages: 1) Investigation of the Impact of Instance-and Algorithm-Specific Information on the MMA Performance An initial stage analyzes the impact of changes of instancespecific information and algorithm-specific parameters, and possible interaction effects on the MMA performance. In other words, a statistical analysis indicates whether the variation of one parameter, with all others being equal, leads to a statistically significant change in the performance (main effect), and whether the impact of one independent variable varies depending on the level of a second independent variable (2-way interaction).
A factorial design is proposed in combination with a regression analysis based on a set of training problem instances. This statistical analysis provides an understanding of the significance of instance-and algorithm-specific parameters with respect to MMA performance.
2) Design of the Fuzzy IPtS tool
In order to design the fuzzy IPTS tool, every instance characteristic is considered as an input variable and the best parameter values * i { is referred to as an output variable. In the fuzzification process of the fuzzy IPTS tool, instancespecific information is mapped to a set of membership functions that are associated with linguistic terms by identifying a membership degree n that is characterized by (1) with n being the number of membership functions.
Subsequently, the fuzzy rules are designed based on the insights drawn from the previous statistical analysis. Each Where, Xi and Yi are the input and output variables, respectively, and Ai and Bi are the linguistic terms associated with the fuzzy sets. For example, "IF sampling frequency (SF) is high, THEN buffer size (BZ) is medium". Finally, the fuzzy IPTS tool defuzzifies this information to derive crisp values for each output parameter (i.e., each parameter of the algorithm) by using the construct of a Mamdani-type fuzzy inference system. The defuzzification process may apply the centroid method described by (2) , in which centers of gravity for the fuzzy sets are employed to determine crisp values [30] .
The outcome of the IPTS tool described above is a set of best parameter values .
* i { This set is used by the MMA as input information to generate complete vehicle routes, as shown in Fig. 2 . Finally, the performance of the fuzzy IPTS tool is evaluated with set of test instances using the best parameter values for each instance in the execution of the post-processing MMA.
IV. Results
A. Data
The data employed in this study were collected by winter maintenance vehicles (also known as snowplows) in Portage County, Wisconsin in the United States. Sixteen different instances (i.e., vehicle routes) were collected during a winter season. Fig. 3 presents a data sample of the collected GPS data points at a main highway interchange, and the roadway centerline map with a nominal scale of 1:12,000. The measured data captured coordinates, timestamps, and vehicle speeds. Twenty-four instances are used as the training dataset to investigate the main and interaction effects of any parameters involved. Eighteen instances are used as test datasets when executing the MMA with the output parameter values provided by the IPTS fuzzy tool. Two instance-specific parameters, namely sampling frequency (SF), and share of high-speed roads (HS), are identified initially as relevant instance characteristics in this study. The MMA was executed in Python 2.7.8 with an arcpy library from ArcGIS software.
B. IPTS Framework Design
Stage 1: Design of Experiments (DOE)
The set of training instances were solved for different parameter combinations, as shown in Table I . SF and HS are input variables (i.e., instance-specific information) of the proposed IPTS framework, whereas BZ and ST are output variables (i.e., algorithm-specific parameters) that are determined by the IPTS tool. The tested SF values are 10, 20, and 30 seconds, and the percentage of HS along highways varies, clustering around 30%, 55%, and 70% for the training instances. The latter is computed as a ratio between the number of GPS points collected along highways and all road types (highways, local roads, and ramps). The selection of BZ and ST levels was guided by an experimental study of parameters of the algorithm performed in [31] .
Due to the post-processing nature of the MMA, the correct or incorrect snapping result of each data point is known in advance. The performance of the MMA was assessed by comparing the snapping result of each data point to its true route with '1' representing a correct snapping, and '0' otherwise. Solution quality ( ) SQ i of the algorithm for instance i is determined by the share of correct snaps using (3) with mi being the number of correctly snapped points, and ni being the total number of data points of instance . i
A linear regression was used to investigate the statistical significance of main and 2-way interaction effects with respect to the MMA performance. The analysis has been conducted for two different decision maker preferences regarding the algorithmic performance, i.e., best solution quality ( ) SQ and computational time (TIME). Table II shows the regression analysis results stating the coefficients of the significant factors and the corresponding significance level. The R 2 values for SQ and TIME are 0.66 and 0.53, respectively. This table highlights that ST is not statistically significant for any of the two performance preferences (i.e., SQ and TIME) with the main and interaction effects. Therefore, ST was disregarded from further analysis. In contrast, BZ shows to be a key parameter in the results. Improved solution quality and longer computational times are obtained when BZ increases.
With respect to instance-specific information, Fig. 4 In particular winter maintenance applications, the difficulty of solving instances with HS . 0 5 = may be related to entering and exiting high speed roads at interchanges or critical nodes in the infrastructure. This finding underpins the need for the algorithm to be fine-tuned according to this type of road characteristics.
The interaction effect of HS and BZ on SQ is observed in Fig. 6a ) due to the similarity in algorithmic behavior when BZ takes values of 40 and 60. More precisely, the performance converges for high HS values. In contrast, Fig. 6a ) and b) indicates that a smaller values of BZ lead to substantially worse performance in SQ and shorter computational times, respectively. This result may be related to not finding any roadway candidates within the smaller buffer sizes. Table III shows the design of the triangular-shape membership functions for the input (instance-specific parameters) and output (algorithm-specific parameters) of the IPTS tool. The regression analysis was utilized to inform the manual design of a rule base for the fuzzy IPTS tool. on one output variable (i.e., BZ). For example, if SF is small and HS is high, then BZ is set to large when seeking the best solution quality ( ) SQ and is set to very small when searching for low computational time (TIME).
Stage 2: Design of the Fuzzy IPtS tool
Following the evaluation of HS and SF for any instance , i the IPTS tool assigns a certain BZ value for obtaining the preference of SQ and TIME, as shown in the surface view in Fig. 7(a) and (b) , respectively. Fig. 7(a) suggest that buffer sizes are set particularly high for difficult instances which have a somewhat balance between high speed roads and others ( ) HS . . 0 5 = For preference , SQ the impact of HS dominates and SF does not interact with this effect. Conversely, the results in Fig. 7(b) indicate that BZ is set substantially lower for such difficult instances due to the impact on computational time. Due to the interaction effect with SF, BZ values are set particularly low for small sampling frequencies, as the impact on computational time is stronger than for larger SF values.
C. Execution of Fuzzy IPTS Tool Prior to MMA
The designed Fuzzy IPTS was tested using 18 instances. Table V shows the total number of GPS data points, and the SF and HS values for each of these instances. This table Table IV . Rule base for the fuzzy IPTS.
demonstrates the diversity across the test dataset. The fuzzy IPTS tool was used to identify the algorithm-specific parameter BZ for each test instance a priori to the execution of the MMA given the preference of SQ and TIME, as shown in Table VI . For comparison purposes, Table VII shows the results for each instance for the fixed BZ value of 60 [ft] suggested in [32] . . This table shows subtle improvements with respect to . SQ The results confirm that the execution of the IPTS tool prior to the MMA helps to strategically select the best algorithm parameter values for each analyzed instance rather than employing a trial-and-error approach for calibrating algorithm parameters.
V. Conclusions
There is limited research in the area of parameter calibration methods for MMAs, such as a trial-and-error approach or descend algorithms. Moreover, scarce insights are available about the impact of instance-specific characteristics and any potential impact on MMA performance. In order to fill this gap, this study proposes a systematic approach that relies on an instance-specific parameter tuning strategy (IPTS) prior to running a post-processing topological MMA. Fuzzy logic is used in the IPTS design, enabling the consideration of imprecise information to underpin its suitability in the context of map matching. In particular, the IPTS provides the best algorithm parameter values tailored to instance-specific information, in which additional experimental efforts are prevented while yielding parameter values that optimizes algorithmic performance. This manifests one main contribution of this research. In addition, this study allows the parameter tuning to adjust to a particular performance preference, i.e., maximizing solution quality or minimizing computational time. Future research foresees to provide a combination of both performance preferences, as in [22] , which is relevant in the implementation of real-time MMAs.
The proposed framework integrates instance-specific information in the determination of algorithm-specific MMA parameters using fuzzy logic principles. The main advantage of the proposed fuzzy IPTS tool is the level of flexibility with which it can be redesigned or adjusted to other types of datasets collected from different transportation applications (e.g., fleet management). Additional algorithm and instance-specific parameters (e.g., environment settings) may also be used by this tool, revealing another contribution of this research. Future research should study the interaction between the size, diversity, and characteristics of the training data and the performance of the IPTS tool.
In order to design the IPTS tool, a manual expert-based approach is presented that uses insights from a statistical analysis, which feeds the set-up of the IPTS tool. This approach may be modified using a semi-automated or automated approach allowing for less dependency on expert knowledge with respect to the algorithm [33] , and thus may be applicable for tuning parameters of any type of MMA.
Further research includes implementing the IPTS tool to calibrate the MMA parameters for each individual GPS data point. Subsequently, the MMA is executed for a complete instance by considering different parameter values for each data point. Furthermore, the IPTS tool may be integrated into the MMA, in order to be executed in real-time applications. Additionally, further algorithmic advances in the MMA may be incorporated, including the usage of the shortest travel time criterion for solving the MMP, particularly under congested traffic environments, as in [34] - [36] . 
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