The verification of many algorithms for calculating transcendental functions is based on polynomial approximations to these functions, often Taylor series approximations. However, computing and verifying approximations to the arctangent function are very challenging problems, in large part because the Taylor series converges very slowly to arctangent-a 57th-degree polynomial is needed to get three decimal places for arctan(0.95). Medina proposed a series of polynomials that approximate arctangent with far faster convergence-a 7th-degree polynomial is all that is needed to get three decimal places for arctan(0.95). We present in this paper a proof in ACL2(r) of the correctness and convergence rate of this sequence of polynomials. The proof is particularly beautiful, in that it uses many results from real analysis. Some of these necessary results were proven in prior work, but some were proven as part of this effort.
Introduction
In this paper, we describe a formalization in ACL2(r) of a polynomial approximation to arctangent. The obvious approach to approximating a transcendental function is to use a general approximation scheme, such as the Taylor Series. However, the Taylor Series for arctangent converges very slowly:
As Equation 1 shows, the denominators are growing at the rate of O(n), not O(n!) as is the case for the Taylor series of sine, cosine, or e x . Consequently, the n th terms in the series decrease much more slowly, and the convergence rate is disastrous. The long-term goal of this research project is to formally model the x86 instructions that compute trigonometric, logarithmic, and exponential functions [9] . So it is of practical importance to use a polynomial approximation that converges more quickly to arctangent. A recent result of Medina's provides such an approximation [7] , and this paper describes a formalization of that result in ACL2(r).
The paper is organized as follows. In Section 2, we describe how the arctangent function can be introduced in ACL2(r). Section 3 presents a necessary detour into the basic calculus of polynomials, including the rules for integrating and differentiating polynomials. Section 4 deals with Medina's polynomial approximation. Finally, Section 5 presents some concluding remarks on the use of ACL2(r) for this project.
The Arctangent in ACL2(r)

Introducing Arctangent
We begin this discussion by introducing the arctangent function into ACL2(r). From the perspective of ACL2(r), the exponential function e x is the most fundamental of the transcendental functions. It is defined as a power series over the complex plane, and the trigonometric functions sine and cosine are introduced in terms of e x . The tangent function itself is introduced as the quotient of sine and cosine. ACL2(r) allows the definition of inverse functions, such as arctangent [4] . In order to introduce the inverse function for f (x), it is necessary to prove certain obligations (which correspond to constraints in a hidden encapsulate):
• f : D → R is defined on interval D, and its range is the interval R.
• f is 1-to-1 over the domain D.
• f is continuous over D.
• If y ∈ R, there are
The challenge, then, is to prove that tangent has these properties, in order to introduce its inverse, arctangent.
By convention, we chose the relevant domain of tangent to be (−π/2, π/2), and the range of tangent over this domain is the entire number line R.
Next we show that tangent is 1-to-1 on the domain (−π/2, π/2). We do this with a little calculus. If we can show that the derivative of tangent is positive on (−π/2, π/2), then it must, necessarily, be increasing over this range. Moreover, if tangent is differentiable on (−π/2, π/2), it must also be continuous on that range. Thus, the derivative of tangent provides two of the needed proof obligations.
Tangent is defined in ACL2(r) as tan(x) ≡ sin(x) cos(x) , so its derivative follows from the product and quotient rules and the derivatives of sine and cosine [3, 8] . the major complication is proving that cos(x) is non-zero for x ∈ (−π/2, π/2). This was actually proven earlier, in part to define the constant π in ACL2(r) as (twice) the first positive zero of cosine [2] ! It should be noted that the result of this effort is that
It takes (proving and) using the trigonometric identity tan 2 (x) + 1 = sec 2 (x) to reduce this expression to the familiar tan ′ (x) = sec 2 (x). As mentioned previously, now that the derivative is known, it follows directly that tangent is continuous on the desired interval.
To show that tangent is 1-to-1 on the interval, we use the fact that the derivative sec 2 (x) is positive on (−π/2, π/2). We found it surprising that it was not already proven in ACL2(r) that a positive f ′ guarantees increasing f . We formalized this small result using the Mean Value Theorem (MVT). If there are x 1 and x 2 such that x 1 > x 2 but f (x 1 ) ≤ f (x 2 ), then by the MVT there is a point c such that
Since f ′ is positive, no such point c exists, hence no such x 1 and x 2 can be found. The final proof obligation is that for any y ∈ R, we can find x 1 and x 2 in (−π/2, π/2) such that tan(x 1 ) ≤ y ≤ tan(x 2 ). This turned out to be a significant challenge, which we tackled in parts.
For the first part, suppose 0 ≤ y ≤ 1. Then tan(0) ≤ y ≤ tan(π/4), since tan(0) = 0, tan(π/4) = 1, and tangent is an increasing function. So setting x 1 = 0 and x 2 = π/4 will work.
Before tackling the second part, we find an important lower bound on tan(x) whenever π/4 ≤ x < π/2. The lower bound is easily found since tan(x) = sin(x)/ cos(x), sine is increasing on [0, π/2], and sin(π/4) = 1/ √ 2, so tan(y) ≥ 1/( √ 2 cos(x)) when π/4 ≤ y < π/2. For the second part, suppose that y > 1. The lower bound on tangent above can be turned into a range on arctangent as follows. Since y > 1, it follows that 1/( √ 2y) ∈ (0, 1). In turn, this means that arccos(y) ∈ (0, π/2). Actually, since cosine is decreasing on (0, π/2), and cos(π/4) = 1/ √ 2, arccos(y) is further restricted to (π/4, π/2). So for y > 1, it follows that tan(0) ≤ y ≤ tan(arccos(1/( √ 2y))), so setting x 1 = 0 and x 2 = arccos(1/( √ 2y)) will work. The third and final part, when y < 0, can be derived from the results above by observing that tan(−y) = − tan(y), so it is sufficient to find the bound for arctan(−y) and swap signs.
At this point, the proof obligations for inverse functions are fulfilled, so we can introduce arctangent using definv.
The Derivative of Arctangent
The next step is to define the derivative of arctangent. The derivative of inverse functions was proven in [3] and is given by
This formula is valid only when f ′ is never infinitesimally small in the range of y.
In the previous section, we showed that the derivative of tangent is sec 2 (x) = 1/ cos 2 (x). This function achieves its minimum when cosine achieves its maximum magnitude, i.e., when cos(x) = ±1. Consequently, tan ′ (x) ≥ 1, so it is never infinitesimally small. That means
The Fundamental Theorem of Calculus (FTC) was first proved in ACL2(r) in [6] , and we recently redid that proof to make the final statement of the FTC more direct. Using this result, it follows that
This result will play a key role in Section 4.
Polynomial Calculus
The Derivative and Integral of x n
We now turn our attention to the derivative and integral of the function x n . Because this is really a binary function, of both x and n, it illustrates the difficulties of working with the non-standard definition of derivative. For example, a direct way of proving that
is by using induction, invoking the product rule during the inductive step. The problem is that the non-standard definition of differentiability requires that, small(ǫ) ⇒ (x+ǫ) n −x n ǫ ≈ n · x n−1 . This is a non-classical formula, so it cannot be proved using functional instantiation with a pseudo-lambda expression, e.g.,
That is part of the motivation behind proving in ACL2(r) that the ǫ-δ definition of derivative is equivalent to the non-standard definition used in ACL2(r) [1] . Indeed, using the ǫ-δ definition of derivative, it is possible to prove the derivative of x n by induction. However, there are still potential pitfalls. In particular, the key lemma in the inductive step requires the use of the product rule, (
But the proof obligations of the functional instantiation include the theorem
. This is part of the induction hypothesis, but injecting hypotheses into proof obligations of functional instantiation is a difficult problem.
So we opted for a slightly more general approach. There are two different ways of writing x n in ACL2(r):
The expt function is identical to its counterpart in ACL2, so it is defined by induction on n (which must be an integer, not necessarily a natural number). The raise function is defined using x n = e n ln(x) . For integer exponents n, these two definitions are known to be equal.
The idea, then, is to use the derivative of e n ln(x) to find the derivative of x n . Previously, we had shown that the derivative of e x is precisely e x [8] . With the use of the Chain Rule [3] and the derivative of ln(x) [8] , this means that
However, this derivation makes several hidden assumptions that need to be addressed. The first problem is that the derivative of ln(x) is only known for x > 0. (While the function ln(x) is defined for all non-zero complex numbers, derivatives in ACL2(r) are restricted to real-valued functions of real numbers.) So for positive values of x, this argument does hold, and we proved that
When x < 0, e n ln(x) isn't even necessarily defined over the reals, e.g., (−1)
However, we can restrict n to range over the integers, and then x n is defined even for negative n. Our approach was to show that whenever x < 0, 
In the last step, (−1) n can be represented using either raise or expt, since n is restricted to the integers. This means that (−1) n is equal to 1 when n is even and −1 when n is odd, and these cases can be considered separately. At this point, the derivative of x n can be reduced to the case where x > 0, since |x| > 0. This shows that
That leaves the case when x = 0. Again, we restrict ourselves to the case of integer n, because it is possible for ǫ to be infinitessimally close to 0 yet still be negative. Moreover, n cannot be negative, because in that case 0 n is undefined. When n = 0, x n = 1, so the derivative of x n is 0, which is equal to nx n−1 = 0 · x −1 = 0. Note: This uses the fact that 1/0 = 0 according to the axioms of ACL2. When n > 0, 0 n = 0 and |ǫ n | ≤ |ǫ| for |ǫ| < 1. If n = 1, then ǫ n = ǫ, and the derivative of x n is just 1, and since 0 0 = 1, this is exactly the same as nx n−1 = 1 · 0 0 = 1. When n > 1, for infinitesimal ǫ, ǫ n ≈ 0 = n0 n−1 = n · 0. So we have shown that
Combining these results, we have that
It is interesting that so many hypotheses are needed for this result, which is taken for granted in calculus. However, the assumption there is that the result holds only when all expressions in the theorem are defined. This is a powerful assumption that hides hypotheses. Before proceeding, we would like to make the following observation. Many of the theorems require hypotheses such as n ∈ Z. Since n is not one of the parameters of the function f that is being functionally instantiated, these arguments have to be "infected" when using functional instantiation. One of the traditional approaches is to use a pseudo-lambda term with a condition and a default value, as in the following:
: f u n c t i o n a l − i n s t a n c e u s e f u l − t h e o r e m ( f ( lambda ( x ) ( i f ( n o t ( i n t e g e r p n ) ) 0 ( e x p t x n ) ) ) ) However, since many such functions need to be instantiated, it is not always obvious how to define the "unintended domain" cases so that the constraints of all the combined functions hold. So we found it more productive to move these hypotheses into the definitions, as in the following:
( def un r a i s e − t o − i n t ( x n ) ( r a i s e ( r e a l f i x x ) ( i f i x n ) ) )
Then we proved the required theorems about the "fixed" functions, and only later raised the hypotheses to the statements as in Equation 20.
Once the derivative of x n is known, it is a simple matter to invoke the FTC to find the integral of x n :
The Derivative and Integral of Polynomials
It is now time to extend the results in the previous section to polynomials. The first challenge is to capture the notion of polynomials in ACL2(r), and we chose to use the characterization described in [5] . Polynomials are encoded as lists of coefficients, with the first coefficient being the constant term, and subsequent coefficients corresponding to higher powers of x. For example, the polynomial 3 + x 2 is encoded as the list (3 0 1) . The function eval-polynomial evaluates a polynomial at a point, and what we have to show is that its derivative is also a polynomial. That particular function used the following recursive scheme:
It is an easy challenge to define an alternative execution based on a scheme that uses x n :
Once these two functions are proved equivalent, the results from the previous section can be used directly. So the first step is to define the list of coefficients of the derivative of a polynomial. This is easily done, e.g., as in the following definition: The proof that this polynomial is the derivative of the original polynomial can proceed by induction. Recall that one of the complications described in the previous section is the difficulty of pushing the inductive hypothesis into the proof obligations of a functional instantiation. However, the key lemma that is required in this case is that ( f + g) ′ (x) = f ′ (x) + g ′ (x). The proof of this lemma is easy enough that it can be carried out as part of the induction. The trick is to do induction such that poly, n, ǫ → cdr(poly), n + 1, ǫ/2 .
As before, once the derivative of polynomials is established, it is easy to invoke the FTC in order to introduce the integral of polynomials. We defined a function similar to derivative-polynomial-aux that computes the coefficient of the integral.
Medina's Result
Now that all preliminaries have been dealt with, we can formalize Medina's main result. In order to make arctangent more tractable, Medina first reduces the domain of arctangent to [0, 1] . He can do this by using the following lemmas:
The proof of Equation 24 follows by proving that the tangent of both sides is equal, and then using the uniqueness of inverse functions (in the appropriate domain). Equation 25 follows even more directly using the same approach. Incidentally, neither of these lemmas requires the given hypothesis. Now that these lemmas are proved, we can restrict x to the range x ∈ [0, 1]. Medina defines the following sequence of polynomials:
The first step is to find a more direct way of writing p m . For m ≥ 2, the polynomial can be written as follows:
This is not obviously a polynomial, but 1 + x 2 is actually a factor of the numerator. But since the structure is not clearly that of a polynomial, we introduced the functions p m explicitly, instead of using eval-polynomial.
The proof of Equation 28 is quite involved, although it requires only induction on m and elementary algebra. The difficulty comes from the necessary algebraic manipulations.
We next focus on the term
The derivative of this polynomial is 1 − 2x, and this is zero when x = 1/2. In prior work, we had proved the Extreme Value Theorem that says the derivative is zero when the function achieves a maximum or minimum [2] . Unfortunately, that is not the lemma that is required here. Instead, what is needed is to show that when the derivative is zero and some other conditions hold, the function is at a maximum. The "other conditions" can vary, but we chose to formalize the First-Derivative Test. That is, if the derivative is positive for all x < a, zero at a, and negative for all x > a, then f achieves a maximum at a. More precisely, the variable x is restricted to range over some interval I containing a, not over all reals-although in this case, that would have been sufficient. Since x(1 − x) achieves a maximum at 1/2, we have that
Now, 1 + x 2 ≥ 1, so we have also shown that
Taking the integral of both sides shows the following:
Conclusion
This paper formalized a result of Medina's which defined a polynomial approximation to arctangent that converges quickly. The proof made heavy use of results from prior work formalizing real analysis, such as the FTC, the MVT, composition rules for derivatives, etc. In addition, a handful of results were missing and were proved as part of this effort, such as the First Derivative Test. In some ways, the result is an obvious candidate for ACL2(r), as opposed to ACL2, since the final theorem uses the transcendental function arctangent:
However, one can envision a way of proving this result in ACL2, and this is not unreasonable, since ACL2 has been used in the past to prove the correctness of hardware approximations of functions that do not technically exist in ACL2, such as the square root function. The key step is to start with an approximation of the given function, and then show that some other (e.g., faster) approximation is also close.
For instance, instead of using arctangent, we could start with the Taylor approximation in Equation 1. In particular, the polynomial T n (x) could be defined as the Taylor approximation of order n. This could lead to a theorem such as the following:
The problem is that it is not obvious how to compare h m and T n . Certainly, the theorem will not hold when n = m. After all, h m should converge to arctangent much more quickly than T n ! Moreover, a recent discussion in the ACL2 mailing list has brought attention to the fact that proving that two different series converge to the same value can be very difficult in ACL2. The solution suggested by the experts in the mailing list is to show that each of the two series converges to some function, and that the functions the series converge to are the same. But such a strategy could not be carried out in this case, since arctangent is provably not in ACL2. E.g., arctan(1) = π/4 is not a number in ACL2, since it is irrational. So we believe that it is necessary to have support for the reals in order to reason about results such as Inequality 45 and even Inequality 46, and we are delighted that enough of real analysis has been formalized in ACL2(r) that the formalization effort was mostly focused on the results specific to the problem at hand, and (with the exception of the First Derivative Test) not on more fundamental results.
