We study networks of biochemical reactions modelled by continuous-time Markov processes. Such networks typically contain many molecular species and reactions and are hard to study analytically as well as by simulation. Particularly, we are interested in reaction networks with intermediate species such as the substrate-enzyme complex in the Michaelis-Menten mechanism. These species are virtually in all real-world networks, they are typically short-lived, degraded at a fast rate and hard to observe experimentally.
Introduction
Reliable mathematical models of biochemical reaction networks are of great interest for the analysis of experimental data and theoretical biochemistry. Such models can provide qualitative information on biochemical systems as well as provide means to simulate networks and to estimate unknown parameters. The classical stochastic model of a reaction network is a continuous-time Markov process, where the states are configurations of species numbers and the transitions are changes caused by reactions. We refer to this Markov process as a stochastic reaction network (SRN). Unfortunately the set of reactions and chemical species is often very large, and the related Markov process is too complicated to be studied analytically or by modern computers. Thus, the necessity of simplifying the full model arises. Perhaps the first result in this direction is due to [Kur72] , where a deterministic weak limit for stochastic reaction networks is obtained (see also [Kur78] ). More recently, in [BKPR06; KK13; PP13] , similar asymptotic results have been obtained under more general scaling conditions than those applied in [Kur72] . Here the limit might have stochastic as well as deterministic components, and the limit network might consist of simplified reactions with fewer species. In this context the concept of model reduction arises naturally.
A famous and well studied example of a biochemical system is the Michaelis-Menten mechanism for enzyme kinetics [CB04; KK13; HZKW09; TSG12; RA03]. It is described by the reactions
where E denotes an enzyme, R a reacting substrate and P a product. H is an intermediate, or transient, species formed by E and R, and it is usually unstable. Whenever a reaction occurs, say E + R → H, then the number of molecules change accordingly, that is, the numbers of E and R molecules are each reduced by one, while the number of H molecules is increased by one. If we assume that at least one of the reactions H → E + R and H → E + P are fast, then it seems reasonable that the Markov process could be approximated by a simpler Markov process, corresponding to the reduced reaction network E + R E + P where the reaction rate is determined from the original reaction rates. Intuitively, the rate is the rate of E + R → H multiplied by the probability that the reaction H → E + P occurs. In essence, we are here dealing with time-scale separation, in addition to species elimination and dimensionality reduction (both in terms of the number of reactions as well as the number of species).
The reduced SRN might be realised as an approximation to one of infinitely many SRNs with different configurations of intermediate species. For example, one could add a reversible reaction between H and an extra intermediate species, say, H ′ . This has experimental appeal as the number and connectivity of the intermediate species often are poorly understood in real biochemical systems [Gun14] . In addition to model reduction, we are therefore also dealing with model uncertainty.
Another, perhaps more interesting example, is the following reaction network:
(1.1)
It describes the catalytic transformation of a species R into the species P 1 or P 2 , through a chain of intermediate steps, the species H 1 , H 2 and H 3 . Whenever, a reaction E + R → H 1 occurs, a sequence of reactions between intermediate species will take place (for example, H 1 → H 3 → H 1 ) before a final complex is produced, such as E + P 1 . If the time spent in intermediate states is small compared to the time spent outside intermediate states, it is reasonable to assume that the reaction network could be approximated by the simpler reaction network:
for a suitable choice of reaction rates. We will provide conditions that guarantee that the original SRN can be well approximated, in a certain sense, by the reduced SRN, or more accurately, that the Markov process describing the original system is well approximated by the Markov process of the reduced system. For this aim, we introduce a family of kinetics (reaction rates) indexed by a parameter N and study the relationship between the original and the reduced SRNs as N → ∞. The analysis builds on previous work [FW13a] (see also [FW12; FW13b] ), as well as [BKPR06; KK13; PP13] . In [FW13a] , a mathematical framework is developed for the elimination of intermediate species in deterministically modelled reaction networks, using ODEs. Properties of the steady states in the original ODE system are related to similar properties of the steady states in the reduced ODE system by means of a formal relationship between the original and the reduced network. Here we are are not concerned about the steady states nor about the equilibrium distributions of SRNs, but about the trajectories of SRNs up to a finite fixed time T > 0. Our aim is to approximate the dynamics of the original system with intermediate species by means of the dynamics of a simplified model, where intermediate species are eliminated. Though we arrive at our reduced model through a different route than [FW13a] , we will show that there are close links to ODE models and that our reduced network in fact is that of [FW13a] .
We will study convergence of finite dimensional distributions of the stochastic processes associated with the SRNs as N → ∞. The limit is taken assuming that the consumption rates (at least some of them) of the intermediate species approach infinity according to N . Also the molecular abundances are scales in powers of N in the spirit of the multiscale analysis performed in [BKPR06; KK13; PP13] . In this sense, our approach can be considered as a generalisation of the setting in [PP13] .
Preliminaries and definitions
The space of real (natural) vectors with entries indexed by a finite set A is denoted by R A (N A ), and for any vector v ∈ R A (N A ), we denote the entry corresponding to a ∈ A by v(a). Furthermore, |·| denotes the usual Euclidean norm. Finally, if A is a finite set, we let #A denote the cardinality of A.
A reaction network consists of a set of species X , a set of complexes C, and a set of reactions R. Formally, X is a finite non-empty set {S 1 , S 2 , . . . , S n }, C = {y 1 , y 2 , . . . , y m } is a non-empty set of nonnegative linear combinations of elements of X and R is a finite non-empty subset of C × C, such that (y i , y i ) ∈ R for all i. We identify X and C with finite subsets of N X . If (y i , y j ) ∈ R we write y i → y j and we say that y i is the reactant and y j is the product. Throughout the paper we will denote an object A associated with a reaction r : y i → y j by A r or A ij indifferently. Furthermore, for each reaction r : y i → y j ∈ R, we define the reaction vector
For further background on reaction networks, see [Érd89] .
A complex y ∈ C is given as y = (y(S 1 ), . . . , y(S n )) and y(S) is called the stoichiometric coefficient of S in y. Furthermore, we define the support of y as the set of species S such that y(S) > 0, in which case we write S ∈ y. Moreover, define
(2.1)
Finally, we define a kinetics K as a set of functions indexed by R of the form
Intuitively, λ r is the rate by which reaction r occurs and it will be referred to as the reaction rate. We allow reaction rates to be constantly 0, in which case the corresponding reaction could be removed from the network. A reaction network equipped with a kinetics can be modelled as a continuous-time Markov process X t on N X , where X t (S) is the number of molecules of the species S at time t. Taken together with K and X t , a reaction network is called a stochastic reaction network (SRN ). The state of X t changes whenever a reaction takes place, for example, if the reaction r occurs at time t * the new state is
The kinetics K represents the transition rates for the process X t , such that
with Y r independent and identically distributed unit-rate Poisson processes [Kur78] . The random variable Y r t 0 λ r (X s )ds counts how many times the reaction r has occurred up to time t. This stochastic model is typically chosen if the number of reactant molecules is low, so that the behaviour of the system is similar to the evolution of a jump process. Changes occur only in a discrete set of time points and it is uncertain which reaction will take place next.
A typical choice of kinetics is mass-action kinetics, where the reaction rate of r : y i → y j is given by
and k r are non-negative real numbers, called rate constants. We usually express this as y i kr − → y j . Note that the reaction rates are proportional to the number of ordered subsets of molecules that can give rise to an occurrence of the reaction. This choice of kinetics is natural if we assume the system is well stirred.
To define a reduced reaction network we introduce the concept of an intermediate species [FW13a] .
Definition 2.1. Let (X , C, R) be a reaction network and V ⊂ X . We say that the species in V are intermediate species (or simply intermediates) if the following conditions hold:
• for each H ∈ V and y ∈ C, if H is in the support of y, then y = H. This implies that V ⊂ C.
• for each H ∈ V, there is a directed path of complexes such that
for some complexes y i , y j ∈ C \ V and H ℓi ∈ V for all 1 ≤ i ≤ k. The path
is called a chain of intermediates.
According to the definition, intermediate species always appear alone and with stoichiometric coefficient one. For example, the species H in the Michaelis-Menten mechanism and the species H 1 , H 2 and H 3 in (1.1) meet Definition 2.1. We denote by U, W the subsets of C such that
• for all y ∈ U, there exists H ∈ V, such that y → H
• for all y ∈ W, there exists H ∈ V, such that H → y We refer to U and to W, respectively, as the initial reactants and the final products. In general the two sets can have non-empty intersection (as in example 3.1). We index the set V using the ordering of the set C, such that H ℓ = y ℓ for any intermediate H ℓ ∈ V. We introduce the index sets U , V and W of U, V and W, respectively, such that
The Reduced Stochastic Reaction Network
Let (X , C, R) be a reaction network equipped with a kinetics K and let V ⊂ X be a set of intermediate species.
The reduced reaction network obtained from (X , C, R) is the triple
where R * consists of the reactions in R not involving intermediates and the reactions y i → y j , where y j is obtainable from y i through a chain of intermediate species of (X , C, R), as in Definition 2.1 (see also [FW13a] ). Thus, the intermediate species have been eliminated from the original network.
If (X , C, R) is equipped with a kinetics K, then (X \ V, C \ V, R * ) inherits a kinetics K * from (X , C, R) if certain additional conditions are fulfilled. To define K * we first make the following assumption:
Assumption 1 (Rate functions and intermediates). The consumption of the intermediate species is governed by mass-action kinetics, that is for any H ℓ ∈ V,
for some non-negative constants k ℓj , k ℓℓ ′ . This condition implies that any molecule of an intermediate species will be consumed at a constant rate. Further, we assume that all other reaction rates do not depend on H ℓ .
Let X t be the process associated with (X , C, R). We introduce a Markov process, that describes the dynamics, or fate, of a molecule of an intermediate species. Consider the n-th reaction occurring in X t that turns a non-intermediate complex into an intermediate species. Let this reaction be y i → H ℓ and assume it takes place at time t n . The intermediate molecule H ℓ will eventually be transformed into a final product y j . The chain of transformations leading to y j can be described by a continuous-time Markov process in C n , starting at time t n , with state space V ∪ W and C n (t n ) ∈ V. The final products are treated as absorbing states for the Markov process. The transition rate matrix, which is independent on n, has the following block structure:
where
We define
and for all ℓ ∈ V ,
with π ℓj = 0, if j / ∈ W . Since C n is a finite state Markov process with absorbing states, τ n is almost surely finite. Moreover note that π ℓj does not depend on n, since Q does not depend on n.
Let K be a kinetics fulfilling Assumption 1. If we let λ iℓ = 0 whenever y i → H ℓ / ∈ R, then the kinetics K * of the reduced reaction network is defined by
for any y i → y j ∈ R * . Thus, the rate of a reaction originating from a chain of intermediates is the sum of the rates λ iℓ by which the first intermediate is produced from y i multiplied by the probability π ℓj that the chain ends in y j . To this we add λ ij if the reaction is already in R.
Our main goal is to prove that the behaviour of X t , under certain conditions, is captured by the behaviour of the process associated with the reduced SRN. In the broader setting of multiscale models [BKPR06; KK13; PP13], we prove that a suitable rescaled version of X t can be approximated by a similarly rescaled version of the process of the reduced SRN. We will show this by constructing a particular process Z t , which is distributed as the process associated with the reduced SRN, and by further proving convergence in probability of the difference between the rescaled versions of X t and Z t for any fixed time point t.
The reduced reaction network defined here is the same as the reduced reaction network introduced in [FW13a] . Moreover, the kinetics K * coincides with the kinetics of the reduced reaction network in [FW13a] . We prove this in Theorem 3.1. It is worth noting, however, that the aims of [FW13a] and this paper are very different. Indeed, we study finite dimensional convergence of the stochastic processes associated with (X , C, R), while in [FW13a] the reaction networks are deterministically modelled through a system of ODEs, and a relation between the steady states of the original and the reduced models is investigated.
In [FW13a] , the kinetics of the reduced reaction network is given by
where µ iℓ is defined as follows: consider the labelled directed graph G x i with node set V ∪ {⋆} and labelled edge set given by:
Let Θ x i (·) be the set of labelled spanning trees of G x i rooted at the argument, and let w(·) be the product of the edge labels of the tree in the argument. Then, µ iℓ (x) is defined as
.
(3.8)
There might not be a spanning tree rooted at a given intermediate species for some x ∈ N X . In that case, µ iℓ (x) is 0. The denominator is always strictly positive as any intermediate is eventually turned into a non-intermediate (Definition 2.1). The proof of Theorem 3.1 is in Section 6.
, hence (3.5) and (3.6) coincide. Below we give an example of a reduced SRN.
Example 3.1. Consider the reaction network with intermediate species H 1 , H 2 , taken with mass-action kinetics
In this case there is only one initial reactant, namely E +R, while the final products are E +R, E +P 1 and E + P 2 . Therefore the set of initial reactants and the set of final products have non-empty intersection. If we let E + P 1 = y 3 and E + P 2 = y 4 , then, using the notations introduced in this section, we find that
Similarly, we calculate π 14 , π 23 and π 24 and obtain
The reduced reaction network with mass-action kinetics is therefore
Results
Before formalising the setting and the assumptions, we provide some examples to motivate it. Recall Example 3. Consider a reaction network (X , C, R) and a sequence of kinetics K N indexed by N ∈ N. Let X N t be the process (2.3) associated with the kinetics K N . Generally, we will have in mind that the consumption rates of the intermediates species increase in N . We will embed the setting of the intermediate species into the multiscale setting of [BKPR06; KK13; PP13] , where the species abundances also are scaled according to N . Hence, we consider the asymptotic behaviour of the process X N t as N → ∞, when both species abundances and rate constants depend on N .
Example 4.1. Consider the SRN from Example 3.1 with rate constants
The reduced SRN has reaction rates given by (3.9) with
We assume that the molecular abundances of R, P 1 , P 2 are of order O(N ), while X N t (E) = O(1). We further assume that at time 0 there are no intermediates present, that is, X 0 (H 1 ) = X 0 (H 2 ) = 0. The expression O(N ) will be made precise later, but it indicates that at a typical time t > 0, the molecular abundances of R, P 1 , P 2 are of the same order of magnitude as N . With the assumption on the abundances, the rates of the reactions E + R → H 1 , E + R → H 2 and E + P 2 → E + R are of order O(N ), while the intermediate species are consumed considerably faster. Therefore it seems reasonable that the intermediates might be eliminated from the description of the system and the dynamics described by the simpler reduced SRN in (3.9). We will show that the dynamics of the reduced SRN approximates the dynamics of (4.1) for N large. Specifically, we will show that the difference between the two stochastic processes associated with the two networks converges to 0 in finite dimensional distribution for N → ∞.
Any reduced SRN can be associated with an entire class of reaction networks with different sets of intermediate species [FW13a] . For example, the reaction networks (1.1) and (4.1) can be reduced to (1.2) for suitable choices of kinetics. This implies that we can ignore, or do not have to know, the actual structure of the intermediate species in the model. This might in particular be beneficial, as the number of intermediate species and how they are connected is often difficult, if not impossible, to infer experimentally.
The difference between the reduced SRN of (1.1) and (4.1) lies in the parametrisation of the reaction rates (3.5) and how they depend on N . The image of the function that maps the reaction rates of the original SRN to those of the reduced SRN might differ for two different original SRNs [FW13a] . However, in most cases, including the case of (1.1) and (4.1), the images agree.
Example 4.2. Consider the same reaction network as in Example 4.1, but with slightly changed reaction rates. The reaction H 2 → E + P 2 is slowed down and has rate N (before N 2 ). The reaction H 1 → H 2 is accelerated and has rate N 4 (before N 3 ). All other rates are left unchanged. We assume as before that the molecular abundances of R, P 1 , P 2 are of order O(N ), while X Example 4.3 (rescaling of time). Consider the following SRN, which is a modified version of (4.1). The enzyme E is removed from the product complexes E + P 1 and E + P 2 , and the reaction E + P 2 → E + R is deleted:
Assume that the molecular abundance of R is of order O(N ) and that the molecular abundance of E is of order O(1). The small amount of enzyme molecules will be consumed fast and none will be produced. Therefore, after a while, there will be no enzyme molecules present. Each intermediate molecule will fast produce P 1 or P 2 and, after that, no other reaction can possibly take place. That is, after a time of order O(1/N ), no reaction will take place. Thus, in order to observe the dynamics of the system, time should be rescaled by a factor N . That is, the timet = t/N should be considered. This is the same as studying the SRN with all reaction rates rescaled by a factor of 1/N .
Despite some reaction rates tend to zero with N , our results can be applied to approximate the dynamics of the SRN. In particular the reduced SRN is given by
where the magnitudes of the molecular abundances of E, R, P 1 , P 2 are the same as in the full reaction network.
Assumptions
Let (X , C, R) be a SRN with a set of intermediate species V ⊂ X , let K N be a sequence of kinetics indexed by N ∈ N, and let X N t be the corresponding stochastic process (2.3). Define
Specifically, R 0 is the set of reactions whose reactant is not an intermediate, while R 1 is the set of reactions not involving intermediates at all. (i) (Rate functions and intermediates) We assume that (X , C, R) equipped with K N satisfies Assumption 1 for all N ∈ N.
(ii) (Rescaling of abundances) We assume that for any non-intermediate species S ∈ X \ V,
that is, the scaled abundances do not blow up before time t. To make (4.5) precise, we require that there exists T > 0 such that for any S ∈ X \ V,
where L denotes the usual Lebesgue measure on R.
(iii) (Convergence of rate functions) We assume that there exist a set of locally Lipschitz functions {λ r } r∈R 0 defined on R X \V ≥0 , fulfilling
, and a set of non-negative real numbers {β r } r∈R 0 such that, for all r ∈ R 0 ,
uniformly on compact sets, where the rate functions λ and for any ℓ ∈ V define a ℓ = min
where W ℓ ⊆ W denotes the set of final products which are obtainable from H ℓ through a path of intermediates. In other words, W ℓ is the set of final products y j such that there exists a path of the form
By definition of the Markov chains C N n , for any n P τ
To simplify the notation, we denote the above quantity by p ε ℓ (N ). We assume that the size of τ N n is controlled, that is, for all ε > 0 and for all ℓ ∈ V , we have
Since τ N n is a phase-type distributed random variable, we can express (4.9) in terms of the exponential of the transition rate matrix (3.2). Specifically, (4.9) is equivalent to
where (e ℓ ) ⊤ denotes the transpose of the canonical base vector with a one in the ℓ-th entry and e is the vector with all entries equal to one. The Markov inequality implies that a sufficient condition for (4.9) to be satisfied is that, for any ℓ ∈ V ,
(4.10) (v) (Single scale system) For any non-intermediate species S ∈ X \ V, let
Moreover, for all ℓ ∈ V and j in the set of complexes indices, let π N ℓj be as in (3.4). We assume that
(4.11) and max {β r } r∈R 1
where β r with r ∈ R 0 is as in (iii), and max ∅ = −∞.
A sufficient condition for (4.10) in Assumption 2(iv) to hold is given in the proposition below:
for all x ∈ R X \V ≥0 and for all i ∈ U , ℓ ∈ V , then (4.10) in Assumption 2(iv) holds. Moreover, if α * j = α * j ′ for all j, j ′ ∈ W , then (4.13) is also a necessary condition for (4.10) to hold.
We prove Proposition 4.1 in Section 6. The condition (4.10) is sufficient for (4.9) to hold, but it is not necessary, as shown in Example 4.6. Before moving on, we make a number of remarks.
Remark 4.1. 'Single scale system' in Assumption 2(v) refers to the time scale of the reduced SRN, as defined in [PP13] .
Remark 4.2. Time rescaling in the sense of Example 4.3 might be considered. It is equivalent to a rescaling of all the rate functions by a common factor, and therefore to adding a common term to all the β's . Thus, time rescaling is implicitly considered in our framework of model reduction and we will ignore it in the development of the theory.
Remark 4.3. Assume mass-action kinetics and assume that for any reaction r : y i → y j ∈ R 0 , the constant k N r is of the form N ηr k r with k r > 0 and η r ∈ R. Thus,
This means that the right scaling for the rate function λ N r is
Indeed,
uniformly on compact sets, where
Remark 4.4. Intuitively, (4.5) in Assumption 2(ii) requires somehow that
(4.14)
while we asked for (4.6a) instead. However, (4.14) implies
which in turn implies lim sup
which is (4.6a). Thus, condition (4.6a) is weaker than (4.14). It is worth mentioning that (4.6a) is a slightly weaker version of a condition given in [KK13] , namely,
Remark 4.5. Under the assumption that X N 0 = O(1), condition (4.6a) is fulfilled for a special class of reaction networks called conservative reaction networks [HJ72] . In a conservative reaction network, a positive linear combination of the species abundances is preserved and, hence, the obtainable total abundances are bounded from above. Further, the dynamics is confined to a compact set given by
where S is a linear subspace of R X and X 0 denotes the initial condition. The subspace S, called the stoichiometric subspace, is spanned by the set of reaction vectors [Érd89] .
If
, and therefore it is bounded in the sense of (4.6a).
Remark 4.6. Theorem 4.2 below holds even if (4.11) and (4.12) in Assumption 2(v) are replaced by the weaker conditions
We will use these in the proof of Theorem 4.2.
Remark 4.7. The results in this paper still hold if we relax (4.9) and assume
for all ε > 0, ℓ ∈ V and j ∈ W , with
Condition (4.9) implies (4.17), as it can be seen from the law of total probability, conditioning on the final product produced. However, condition (4.17) is in general harder to check than (4.9), unless in some cases where the intermediate structure is simple and, for example, τ 1 is exponentially distributed. The relaxed assumption (4.17) will be used in the proofs.
The Process Z N t
In order to show that the reduced SRN provides a good approximation, under the given assumptions, to the finite dimensional distributions of the original SRN, we define a sequence of processes Z N t ad hoc. We choose them such that for any fixed t the (rescaled) difference X 
We represent the processes M N iℓj (t) in terms of independent and identically distributed unit-rate Poisson processes Y iℓj such that
Further, we define the process Z N t on N X \V as There is a precise intuition behind the choice of Z N t as approximating process for the original system: let M N iℓj (t) be the counting process of the number of chains of intermediates in X N t that belong to C iℓj and are consumed before time t. That is, 
Bounded Reaction Rates
Recall that R 0 in (4.2) is the set of reactions whose reactant is not an intermediate. The first result we state concerns convergence when all reaction rates of reactions in R 0 are bounded by a power of N . In the proof we will use the relaxed version of Assumption 2(v), given in Remark 4.6. Proof. In this proof we use the notation
By the equivalence of norms in R X , we have that there exists θ > 0, such that
Let the process W N t be defined as in (4.22) and, for any fixed t, let ∆
For any reaction r : y i → y j ∈ R * , let
Then,
To control the left side, we aim to substitute the functions λ N r with their limits λ r (Assumption 2(iii)). The functions λ r are locally Lipschitz and bounded by the constant B r , thus they are also globally Lipschitz. To meet our goal, we first argue that the processes X , and using t < T , we obtain that Z N t (S) is bounded from above by
where R 0 S is defined according to (2.2). Using the assumptions (4.15), (4.16) and the Law of Large Numbers for Poisson processes to control the above expression for α(S) > 0, we obtain that, for any ν > 0, there exists Υ
Let Υ ν be as in (4.6a) and let Υ
By Assumption 2(iii) we have that
uniformly on compact sets. In particular, for any ν > 0,
Note that for any ν > 0 and x ∈ R X \V ≥0 ,
Using (4.26) and (4.27) we have
for some positive constants Γ 1 , Γ 2 , Γ 3 > 0, independent of ν. In the last inequality we made use of (4.15) and (4.16).
To prove (4.24), we only need to show that E ∆ 
Thus, using (4.19) and (4.23) we obtain
where p ε ℓj (N ) is as defined in (4.18). By the relaxed hypothesis (4.17) and the arbitrariness of ε > 0, the latter implies that N
Therefore, by (4.28), (4.29) and (4.30), we have that E ∆ N t → 0 for N → ∞, which concludes the proof.
Remark 4.8. In the class of conservative reaction networks (see Remark 4.5), condition (4.23) is fulfilled. Indeed, if the original reaction network is conservative, then the reduced reaction network is conservative as well [FW13a] . Let S 1 and S 2 denote the stoichiometric subspaces of the original and of the reduced network, respectively. Moreover let S = p(S 1 ) ∪ S 2 ⊂ R X \V . It can be shown that S 2 ⊆ p(S 1 ), but this lies outside our concerns. According to Assumption 2(ii), Z 
hence the corollary holds.
We end the section with some applications of Theorem 4.2 and Corollary 4.3.
Example 4.4. Consider the reaction network in Example 4.1. Assumption 2(i) holds. Further, if we let α(E) = 0 and 0 < α(R) = α(P 1 ) = α(P 2 ) < 2, then Assumption 2(ii-v) are satisfied if we choose the initial value X N 0 proportional to the scaling N α and β r according to Remark 4.3. Note that the reaction network is conservative in the sense of Remark 4.5. Thus, (4.23) holds and by Theorem 4.2 and Corollary 4.3, the probability distribution of the process associated with the reduced SRN approximates, in a finite set of fixed time points, the probability distribution of the process (4.1).
Example 4.5. Consider the Michaelis-Menten mechanism taken with mass-action kinetics:
Assumption 2(i) is satisfied, as well as (4.23) since the network is conservative. The probability that a molecule of H is transformed into the complex E + R is k 1 N η1 / (k 1 N η1 + k 2 N η2 ), while the probability that it is transformed into the complex E + P is k 2 N η2 / (k 1 N η1 + k 2 N η2 ). The reduced SRN is given by
If we let that α(E) = 0, α(R) < η 1 ∨ η 2 and α(P ) = α(R) ∧ (α(R) + η 2 − η 1 ), then Assumption 2(iiv) are satisfied if we choose the initial value X N 0 proportional to the scaling N α and β r according to Remark 4.3. In this case, Theorem 4.2 and Corollary 4.3 imply that the finite dimensional distributions of the original process are approximated by the finite dimensional distributions of the reduced SRN. The magnitudes of the molecular abundances are the same as in the original system.
In the reduced SRN the amount of enzyme E is conserved. Hence, the model can further be reduced to
where the amount of E molecules constantly equals E 0 . Let δ = α(R) + min {0, η 2 − η 1 }. If δ < 0, we wait a time of order O(N −δ ) for the first reaction to occur in the reduced SRN. Thus, we might rescale time in the original SRN by t = N δ t. As shown in example 4.3, this is equivalent to rescale the rate functions. After rescaling, reduction can be performed again to obtain an approximation of the system's dynamics.
Example 4.6. Consider the SRN taken with mass-action kinetics,
with α(A) = α(B) = 0. Assumption 2 is fulfilled if we choose the initial value X N 0 proportional to the scaling N α and β r according to Remark 4.3. This is true even though the consumption rate of H 2 tends to zero. Moreover, the reaction network is conservative, thus by Theorem 4.2, the reduced SRN
provides a good approximation of the dynamics of the original SRN, for N large. In particular, Assumption 2(iv) holds since for any fixed ε > 0, the probability that a chain of intermediates survives for a time bigger than ε goes to zero with N → ∞. However, in this case (4.10) does not hold, as we can see by making use of Proposition 4.1 and
The following result can be useful, since a weak limit for Z N t often exists. An explicit expression is given in [PP13] , which we use in Lemma 4.5. In particular, they converge in finite dimensional distributions, thus the conclusion follows from the triangular inequality.
Example 4.7. Consider again Example 4.1. In Example 4.4, we saw that the finite dimensional distributions of the reduced SRN approximate the behaviour of (4.1) for N large. Here we present a weak limit for the process of the reduced reaction network (see [PP13] and Lemma 4.5). It is easy to check that the probabilities π tend to 2/3, 1/3, 1/3 and 2/3, respectively, for N → ∞. The weak limit is given by the deterministic system
where, according to the choice of α, the actual number of E molecules and the (scaled) concentrations of the species R, P 1 , P 2 are considered.
Unbounded Reaction Rates
In this section, we will relax the hypothesis of boundedness in Theorem 4.2. To begin with, we introduce some new notation. Assume Assumption 2 is fulfilled and let R * be defined as in (3.1). Define
where β ij , β iℓ is as in Assumption 2(iii). We have that for any reaction r ∈ R * ,
where λ N, * r is defined in (3.5) and {λ * r } r∈R * is a set of locally Lipschitz functions such that
(Assumption 2(iii)). As in [PP13] , we distinguish between fast and slow reactions. Let
Moreover, let the vector ξ * r ∈ R X be defined by its entries
Specifically, ξ * r (S) = ξ r (S), if α(S) = β * r , and ξ * r (S) = 0, otherwise. Lemma 4.5. Assume Assumption 2 is fulfilled for some α ∈ R X \V and let T be as in Assumption 2(i). Assume that up to time T , there exists a unique and almost surely well-defined solution to the equation Proof. Since Z * is almost surely unique and well defined, we have that for any ν > 0, there exists a constant Γ ν > 0 such that
Since the number of species is finite, due to (4.6a) there exists some constant Υ * ν > 0 such that for N large enough P sup
Moreover, let B(h) denote the ball centred on the origin with radius h. For any r ∈ R 0 , we define λ 
and by Lemma 4.5,
Putting it all together, we have lim sup
which concludes the proof, since ν > 0 is arbitrary. In particular, they converge in finite dimensional distribution, and the conclusion follows from the triangular inequality.
Discussion
We close by presenting a collection of examples and remarks. A particular strength of our approach is that the reduced reaction network is easily found from the original reaction network and that the reaction rates of the reduced SRN can be found through a simple algebraic procedure. If the definition of intermediate species is relaxed, it might still be possible to find an approximating reduced SRN in concrete cases. However, a general technique does not seem to present itself easily.
We assume mass-action kinetics unless otherwise specified. If the stoichiometric coefficient of the intermediates were allowed to be different from one, or if different intermediate species were allowed to interact, our results would not be true in general: 
Here, a reaction of type C → H 2 can occur before a present molecule of H 1 is consumed, leading to the production of D from H 1 + H 2 → D. It can be shown that the right limit is given by the rescaled process associated with
If we change the rate constant of H 1 → E to N 2 and let α(B) = α(E) = 1, a different reduced SRN is obtained in which a new complex appears:
Remark 5.1. The SRN in Example 4.2 cannot be reduced in the sense of this paper. However, to reduce the computational time necessary to simulate a sample path, we might define a virtual (slow) species representing the total number of intermediate molecules. In a simulation experiment, introducing virtual species would prevent a large computational time to be wasted on transient states. In general, the resulting process would be non-Markovian, since the consumption time of the virtual species may not be exponential nor approach an exponential distribution as N → ∞. The introduction of virtual species is equivalent to adding stochastic delays to some reactions of the reduced reaction network. It is a topic of further investigation.
Another issue concerns the optimality of the approximation we propose. The strength of our results lies in their generality, as they might be applied whenever Assumption 2 is met. However, there may exists reduced reaction networks, which provide better approximations to the original SRN than the reduced SRN we propose. The following is a simple example, where an alternative reduced SRN is considered. The reduced SRN describes exactly the behaviour of the full model in the limit as N → ∞.
A natural question arising from the results of this paper is whether the reduced reaction network could be used to approximate the limit behaviour of the full model as t → ∞. Specifically, we want to investigate whether for all Borel sets A ⊂ R X \V , it holds that
under the hypothesis that the limits exist. The answer is negative, as it is shown with the next example. 
Note that the conservation law X N t (A) + X N t (B) + X N t (H) = M is fulfilled for every t > 0. Though it is unlikely for big N , there is still a positive probability that the reaction B → 0 occurs before the reaction H → B, whenever a molecule of B and H are present. With probability one, all molecules of B will eventually be consumed, and the limit distribution of the above SRN will therefore be concentrated on the state 0.
The SRN satisfies the assumptions of Theorem 4.2 and those of Theorem 4.6. The reduced reaction network is given by
where the initial conditions are the same as in the bigger model. Since in the reduced SRN we have Z The limit distribution of the above SRN is concentrated on the set {x :
Therefore it is clear that (5.1) does not hold in this case. However, the limit distribution of the latter SRN is equal to the quasi-stationary distribution of the original SRN; see for example [ACK10; AEJ14] for a discussion on stationary and quasi-stationary distributions in reaction network theory.
It would be desirable to state Theorem 4.6 in terms of the stronger notion of weak convergence in the Skorohod topology, rather than in terms of convergence in finite dimensional distributions. In particular we would like to state that, for any bounded continuous function f : D[0, T ] → R, the two processes X 
In fact, in this particular case the sequence of processes X N t cannot have a weak limit in the Skorohod topology, since the sequence of the corresponding distributions P N is not tight. 
, where e denotes a vector of suitable length with all entries 1. Given a matrix M , we denote by M i its i-th row. Note that the matrix
is the transposed Laplacian matrix of the graph G We have the following result:
Lemma 6.1. For all ℓ ∈ V , i ∈ U and x ∈ R X \V ≥0 ,
In particular, we have
Proof. We have
Therefore, since every intermediate species is a transient state in
Thus, we only need to prove (6.1). The matrix P(x) has the following block structure: Given a matrix M , denote by M (i,j) the matrix obtained by M eliminating the i-th row and the j-th column. We have that
σ∈Θi,x(⋆) w(σ)
where the second equality follows from the co-factor expansion of the determinant, the third from the Laplace expansion and the third equality follows from the fact that the last column of the Laplacian matrix is equal to minus the sum of the other columns. The second-last equality follows from the MatrixTree theorem [Tut48] . Thus, from (6.2) it follows that (6.1) holds. If d 
Therefore, (6.3) follows from Lemma 6.1.
To prove Proposition 4.1, we make the dependence on N explicit.
Proof of Proposition 4.1. From Lemma 6.1 we have that where λ iℓ is a non-null function. It follows that the right-hand side of (6.4) tends to zero as N → ∞ if and only if, for any i ∈ U, ℓ ∈ V , such that y i → H ℓ ∈ R, and for any j ∈ W N β iℓ −α * E τ for any ℓ ∈ V , which is (4.10). If α * j = α * j ′ for any j, j ′ ∈ W , then a ℓ = α * for any ℓ ∈ V . Therefore, (6.5) for any j ∈ W is equivalent to (4.10). The proof is thus concluded.
