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Abstract
The derivation of effective equations for interacting many body systems has seen a
lot of progress in the recent years. While dealing with classical systems, singular
potentials are quite challenging [6, 11] comparably strong results are known to hold
for quantum systems [10]. In this paper, we wish to show how techniques devel-
oped for the derivation of effective descriptions of quantum systems can be used for
classical ones. While our future goal is to use these ideas to treat singularities in the
interaction, the focus here is to present how quantum mechanical techniques can be
used for a classical system and we restrict ourselves to regular two-body interaction
potentials. In particular we compute a mean field limit for the Hamilton Vlasov sys-
tem in the sense of [5, 16] that arises from classical dynamics. The structure reveals
strong analogy to the bosonic quantum mechanical ensemble of the many-particle
Schro¨dinger equation and the Hartree equation as its mean field limit [20].
1 Introduction
The Vlasov equation effectively describes the collective behaviour of many particle sys-
tems by reducing the information to a distribution function on the one-particle phase
space. The system has been under active research for many decades and there are lots
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of results about it regarding various setups, such as interactions, symmetries, dimensions,
boundary conditions [8, 7, 12, 13, 21]. One of the central questions is to derive the equa-
tion from many body Newtonian dynamics [1, 3, 6, 4, 9, 17, 18, 2, 23, 22] however,
proving the validity of the Vlasov equation in effectively describing the dynamics of a
classical gas with Coulomb interaction is still an open problem.
In this manuscript we wish to show how quantum mechanical techniques can be used
to derive such effective equations for classical systems. Finding a decent Hamiltonian
formulation for such a classical system is interesting on its own, but it also might be the
basis for generalizing present results with respect to the singular behaviour of the interac-
tion and/or to adapt tools from the field of finite dimensional Hamiltonian systems.
Among older formal approaches [14, 15, 24] that focus more on the algebraic structure of
the problem, such as symplectic foliation, a more recent idea by Fro¨hlich, Knowles, and
Schwarz [5, Sec.2] is elaborated in [16, Sec.2] for a general Vlasov setting. Therein, for
any Vlasov system with a phase space consisting of non-negative distribution functions
f ∈ L1z , a symplectic manifold and a Hamiltonian equation for corresponding complex-
valued α ∈ L2z are defined, such that f = |α|2 yields a solution of the classical Vlasov
system again. This provides a widely applicable framework that seems more accessible
from a rigorous PDE point of view. The Hamiltonian system of these α is referred to as
Hamilton Vlasov system in this paper.
While the purpose of defining a Hamiltonian structure is not obvious at first sight, we shall
show in this paper that it might be helpful to prove a mean field limit for the Hamilton
Vlasov system itself. Note, that the existing techniques for proving mean field limits of
classical Vlasov systems, e.g. [2, 11], cannot be lifted easily to theL2 setup, because they
are mainly concerned with the convergence of marginal distributions, a concept that has
no immediate L2 counterpart.
Our paper focuses on the special case of a Newtonian system with a regular two-body
interaction force. For this an underlying many-particle system is constructed, and, in
strong analogy to bosonic quantum systems, a mean field limit is proven. The effective
equation obtained thereby exactly recovers the Hamilton Vlasov system. Although the
physical interpretation of the Hamiltonian formulation might be questionable, it serves
as a technical tool for proving the mean field limit using L2 methods. It is a pecu-
liar pseudo quantum mechanical system, structurally very similar to the many-particle
bosonic Schro¨dinger/ Hartree ensemble. Nevertheless, significant differences arise, most
importantly a kinetic term that is now hyperbolic rather than elliptic.
At this point, it is already worth noting, that by the non-injective map α 7→ |α|2, more
thoroughly explored in Section 2, any mean field limit of the Hamilton Vlasov system
also yields some limit for the classical Vlasov setting. Therefore, the results even have an
impact on the significant problem of Vlasov mean field limits.
The paper is structured as follows. Section 2 recalls and defines the relevant equations
and setup, and puts them in hierarchical order. Section 3 proves global well-posedness of
the L2 systems for a regular potential and Section 4 finally proves the mean field limit for
these potentials by similar means as in the bosonic quantum mechanical setting of [20].
It is worth noting, that if uniform regularity of the solutions of the microscopic equa-
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tions αN holds, the method even provides access up to interaction potentials satisfying
∇Γ ∈ L2x. This includes cases of mild singularities without cutoff. See Remark 4.9 for a
detailed discussion.
2 Hierarchy of equations
Throughout the paper let d ∈ N denote the dimension of the underlying physical space,
for example d = 3. The physical interaction potential Γ : Rdx → R shall be even and only
depend on the difference of the positions of two particles.
2.1 Overview of dynamical systems
At this point, we want to recall the various ensembles considered in this paper and intro-
duce our notation.
2.1.1 Classical Vlasov system
The classical Vlasov system is the mean field theory for a microscopic many-particle
system of indistinguishable particles. Its Hamiltonian equations of motion for N point
masses of equal mass 1/N with two-body interaction are considered. We assume that
the initial condition, given by a point in the N-particle phase space, is at random. The
respective probability density is assumed to be i.i.d. and continuous, more precisely it
is given by the product state f˚N ≡ f˚ ⊗N. The equation of motion then is the Liouville
equation, i.e.,
∂t fN(t, z1, . . . , zN) =
[
HN , fN(t)
]
(z1, . . . , zN) (Lv
N)
=
N∑
m=1
−vm · ∇xm +
 1N − 1
∑
n,m
∇Γ(xm − xn)
 · ∇vm
 fN(t, z1, . . . , zN),
where [·, ·] stands for the Poisson bracket on R2dN
~z
and HN for the many-particle Hamilto-
nian given by
HN(z1, . . . , zN) ≡
N∑
m=1
|vm|2
2
+
1
2(N − 1)
N∑
m,n=1
m,n
Γ(xm − xn). (HamN)
The rescaled energy is given by the expectation value of the N particle Hamiltonian w.r.t.
the probability density fN on R
2dN
~z
, i.e.,
HN( fN) =
∫
R
2dN
~z
HN(~z) fN(~z) d~z, where ~z = (z1, . . . , zN).
For any f ∈ L1z on the one particle phase space R2dz = Rdx×Rdv the classical Vlasov energy
functional is given by the energy functional defined for the many-particle evaluated for
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the product distribution f ⊗N, i.e.,
H( f ) = lim
N→∞
1
N
HN
(
f ⊗N
)
= lim
N→∞
1
N
∫
R2dN
~z
HN(~z)
N∏
m=1
f (zm) d~z
=
∫
R
2d
z
|v|2
2
f (z) dz +
1
2
∫
R
2d
z ×R2dz
f (z1) Γ(x1 − x2) f (z2) d(z1, z2),
and the respective equation of motion is given by the Vlasov equation
∂t f (t, z) =
[ |v|2
2
+ (Γ ∗ f (t)) (x), f (t)
]
(z) (Vl)
= − v · ∇x f (t, z) + (∇Γ ∗ f (t)) (x) · ∇v f (t, z) .
Again, [·, ·] stands for the Poisson bracket, here on R2dz .
There exist numerous results on the limit N →∞ and the convergence towards the Vlasov
description. A classical result is that the k particle marginals for fixed k of the joined
distribution fN(t) tend to the product distribution f (t)
⊗k, where f (t) solves the Vlasov
equation [2]. Alternate results consider more carefully the difference of solution maps
of the autonomous Hamiltonian system and the product of characteristics of the Vlasov
system [11], which is particularly useful for singular potentials, such as Coulomb with
N-dependent cutoff length.
2.1.2 Hamilton Vlasov system
A Hamiltonian formulation of the Vlasov-Liouville ensemble is possible by the follow-
ing construction. On the symplectic manifold of complex valued L2z functions α with
symplectic form ω (·, ·) ≡ ℑ 〈·, ·〉 the new Vlasov Hamiltonian [16, Sec.2.2] is constructed
from the first functional derivative of the energy functional. To be more precise:
HVl.(α) ≡ 1
2i
D1H
(
|α|2
)
[[α¯, α]]
=
1
2i
∫
R
2d
z
|v|2
2
[α¯, α] (x, v) dz +
1
2i
∫
R
2d
z ×R2dz
|α(z1)|2 Γ (x1 − x2) [α¯, α] (z2) d(z1, z2).
We call the respective equation of motion the Hamiltonian Vlasov equation, it is given by
∂tα(t, z) =
[ |v|2
2
+
(
Γ ∗ |α(t)|2
)
(x), α(t)
]
(z) − (Γ ∗ [α¯(t), α(t)]) (x) α(t, z), (HVl)
where the right hand side is the Hamiltonian vector field of HVl. for the prescribed sym-
plectic structure.
Note that f = |α|2, i.e., α is somehow the square root of the density. Nevertheless,
the connection is quite complex since the choice of the Hamiltonian functional HVl. is
not unique and influences the phase of α [16, Sec.2.3]. The choice we make here is most
convenient from the technical point of view.
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Similarly, on the N particle distributions, we obtain the corresponding N-body Hamilto-
nian functional
HN,Vl.(αN) ≡ 1
2i
D1HN
(
|αN |2
)
[[α¯N , αN]] =
1
2i
∫
R2dN
~z
HN(~z) [α¯N , αN] (~z) d~z.
This functional yields for αN the Hamiltonian Liouville equation
∂tαN(t, z1, . . . , zN) = [HN , αN(t)] (z1, . . . , zN). (HLv
N)
Note that by the linearity of the energy functionalHN , this equation is identical to (LvN).
2.1.3 Pseudo QM system
In order to prove the validity of a mean field limit, it turns out to be useful to transform
the Hamilton Vlasov system by Fourier transformation in the velocity coordinate.
We denote the Fourier transform in the velocity coordinate by
F : L2z → L2zˆ , αˆ(x, ξ) ≡ (F α) (x, ξ) ≡
1
(2π)
d
2
∫
Rdv
α(x, v) e−iv·ξ dv, (FT)
in particular the conjugate variable of v will consistently be denoted by ξ ∈ Rdξ , further
zˆ ≡ (x, ξ). Of course, the (partial) Fourier transform is L2-isometric and it acts nicely on
Sobolev spaces.
The HamiltoniansHVl. andHN,Vl. can be conveniently expressed in αˆ instead of α, yield-
ing new equations of motion for αˆ, αˆN respectively. Introducing the notation
Vˆ(x, ξ) ≡ −∇Γ (x) · ξ,
integrating by parts, and recalling the Plancherel Theorem for the Fourier transform a.e.
in x, one computes
HVl.(α) = 1
2i
∫
R
2d
z
|v|2
2
[α¯, α] (x, v) dz
+
1
2i
∫
R2dz
∫
R2dz
|α(z1)|2 Γ (x1 − x2) [α¯, α] (z2) dz1 dz2
P.I.
=
1
2i
∫
R2dz
∇xα(x, v) · v α¯(x, v) dz
+
1
2i
∫
R2dz
∫
R2dz
|α(z1)|2 α¯(z2) ∇Γ (x1 − x2) ∇vα(z2) dz1 dz2
F.T., Planch.
= − 1
2
∫
R2dz
∇xαˆ(x, ξ) · ∇ξ ¯ˆα(x, ξ) dzˆ
+
1
4
∫
R2dz
∫
R2dz
|αˆ(zˆ1)|2 |αˆ(zˆ2)|2 ∇Γ (x1 − x2) · (ξ2 − ξ1) dzˆ1 dzˆ2
= − 1
2
∫
R2dz
∇xαˆ(x, ξ) · ∇ξ ¯ˆα(x, ξ) dzˆ + 1
4
∫
R2dz
αˆ(zˆ)
(
Vˆ ∗ |αˆ|2
)
(zˆ) ¯ˆα(zˆ) dzˆ
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P.I.
=
1
2
〈
αˆ,
(
∇x · ∇ξ + 1
2
(
Vˆ ∗ |αˆ|2
))
αˆ
〉
L2
zˆ
≡ HHt.(αˆ),
which is structurally intriguingly close to the Hartree energy functional. Nevertheless,
there are important differences. The kinetic term is now hyperbolic instead of elliptic and
the underlying space is R2d
zˆ
instead of Rdx.
From the first derivative of this functional, the Hamiltonian vector field and the corre-
sponding Hamilton Hartree equation is computed to be
i ∂tαˆ(t, zˆ) =
(
∇x · ∇ξ +
(
Vˆ ∗ |αˆ(t)|2
)
(zˆ)
)
αˆ(t, zˆ), (HHt)
which can also be directly recovered from the velocity Fourier transform of (HVl).
For the N particle system, we compute from the Vlasov Hamiltonian the bosonic pseudo
Schro¨dinger equation
i ∂tαˆN(t, zˆ1, . . . , zˆN) =

N∑
m=1
∇xm · ∇ξm +
1
2(N − 1)
∑
n,m
Vˆ(zˆn − zˆm)
 αˆN(t, zˆ1, . . . , zˆN).
(PsQMN)
Its structure is similar to the bosonic many particle Schro¨dinger equation, the only dif-
ference being that the underlying space is R2dN
~ˆz
instead of RdN
~x
and the kinetic term is
different. In agreement with bosonic systems we will only be interested in symmetric
states αˆN , i.e., states that are invariant under coordinate permutations.
2.2 Relation of ensembles
The connections between the various systems introduced above can be nicely represented
in a commutative diagram, as seen in Fig. 1. The diagram indicates two key features.
At first, the structural analogy between the Hamilton Hartree/ N Pseudo Schro¨dinger
ensemble and the quantum mechanical Hartree/ Schro¨dinger system offers exciting op-
portunities to develop a mean field limit similar to the one of bosonic quantum systems. It
is, with some restrictions and adaptations, possible to follow the guidelines of [20], where
a quantum mean field limit of bosonic many-particle Schro¨dinger to the Hartree equation
is proven. Following the strategy presented therein we will show in the present paper that
αˆ(t) arises as a mean field limit from a sequence of many-particle pseudo wave functions
αˆN(t) solving the N pseudo Schro¨dinger system (PsQM
N). The sense of convergence is
given by the average number of particles in the mean field state. This is rigorously carried
out in Section 4.
Secondly, the diagram shows, that any mean field limit in the Hamiltonian Vlasov or
Pseudo-Hartree picture yields a mean field limit for the classical Vlasov case by reversing
the velocity Fourier transform and mapping α 7→ |α|2. It is a peculiar example, where
quantum L2 methods can be used to infer properties of a classical system. Due to the
reversibility of the velocity Fourier transform, L2 mean field limits in both pictures are
equivalent.
6
Standard Vlasov
f (x, v)
H( f )
∂t f =
[
H f , f
]
Liouville
fN(~x, ~v)
HN( fN) linear
∂t fN =
[
HN , fN
]
Hamilton Vlasov
α(x, v)
HVl.(α)
∂tα =
[
H|α|2 , α
]
− (Γ ∗ [α¯, α]) · α
N Hamilton Vlasov
αN(~x, ~v)
HN,Vl.(αN) quadratic
∂tαN = [HN , αN]
Hamilton Hartree
αˆ(x, ξ)
HHt.(αˆ)
i∂tαˆ =
(
∇x · ∇ξ +
(
Vˆ ∗ |αˆ|2
))
αˆ
N Pseudo Schro¨dinger
αˆN(~x, ~ξ)
HN,Ht.(αˆN)
i∂tαˆN =
(
∇~x · ∇~ξ + 1N
∑
n,m Vˆnm
)
αˆN
stochastic many
particle model
convergence of
marginal
distributions
F.T.
f=|α|2
F.T.
fN=|αN |2
many particle
bosonic
Schro¨dinger
Thm. 4.8
Figure 1: Hierarchy of equations. All systems are given with name, phase space variable,
energy functional, and equation of motion. [·, ·] denotes the Poisson bracket on R2dz , R2dN~z
respectively. All mean field theories are in the left column, all many particle systems
in the right one. The velocity Fourier transform (F.T.) is reversible and therefore yields
equivalent equations. The Vlasov mean field theory in the first row is widely discussed in
the literature, e.g. [2, 11]. The Hamiltonian Vlasov equation and its relation to Vlasov is
discussed in [16]. The dashed lines indicate new results established in this paper.
3 Global well-posedness for regular potentials
As, to our knowledge, some of the L2 systems are new, in order to get a valuable mean
field discussion well-posedness of the underlying equations has to be established, first.
Results for all four equations of motion (HVl), (HLvN), (HHt), and (PsQMN), can be ob-
tained from solutions of (HVl) and (HLvN), because the Fourier transform immediately
yields analogous results for (HHt) and (PsQMN).
While the algebraic structure of the problem requires to restrict the systems to non-
relativistic, two body interaction, the technical restriction is that the physical force ∇Γ
is C2x and bounded, i.e., the potential Γ ∈ C3
(
Rdx;R
)
, which is assumed to be even, satis-
fies
CΓ ≡ max
{∣∣∣∣∣∣D1Γ∣∣∣∣∣∣L∞x ,
∣∣∣∣∣∣D2Γ∣∣∣∣∣∣L∞x ,
∣∣∣∣∣∣D3Γ∣∣∣∣∣∣L∞x
}
< ∞. (Pot)
By the regularity assumptions (Pot) on the potential, global well-posedness results for the
many-particle systems are not difficult to prove.
7
Theorem 3.1 (Global wellposed-ness for the N particle system). Under the assumptions
(Pot), the Liouville equation (HLvN) has a global solution for any N and any initial value.
The solution preserves regularity of the initial state up to C2
~z
as well as its symmetry under
particle permutation. If the solution is classical in C1
(t,z), it is unique therein. Two solutions
keep their L2
~z
distance constant for all times.
Proof. In fact, (HLvN) is a transport equation and its characteristics are independent of
the initial value α˚N . They are given by
∂tXm(t, s, z) = Vm(t, s, z), ∂tVm(t, s, z) =
1
N − 1
∑
n,m
∇Γ (Xn(t, s, z) − Xm(t, s, z)) .
Assumption (Pot) assures that the solution map ~ZN = (X1,V1, . . . , XN ,VN) is well-defined
on R × R × R2dN
~z
and, because Γ is C3x, any transformation ~ZN(t, s) ∈ C2~z . Hence, for any
initial datum α˚N ∈ L2~z there is a solution given by αN(t,~z) ≡ α˚N(~ZN(0, t,~z)). The solution
is classical, if α˚N ∈ C1~z and it preserves regularity of the initial datum up to C2~z and also
W2,2
~z
, respectively.
In addition, the Hamiltonian structure of the characteristic equations implies that all
Lp
~z
norms are conserved. Ultimately, because the characteristic system is symmetric (un-
der permutation of particles), symmetric initial states are mapped onto symmetric states
for all times.
The uniqueness of classical solutions is immediate, because the transport equation and
the characteristic equations are equivalent on that class.
For the last claim, we remark, that all solutions arise from composition with the very
same solution map. It is volume preserving because of its Hamiltonian structure. There-
fore one obtains ||αN(t) − βN(t)||L2
~z
=
∣∣∣∣∣∣α˚N − β˚N ∣∣∣∣∣∣L2
~z
for any two initial data α˚N , β˚N and their
respective solutions. 
Proving a mean field limit requires bounds uniformly in N on the first and second phase
space derivatives of the solution. They can be naturally obtained by a respective condition
on the sequence of N particle Hamiltonians.
Definition 3.2 (Mean field consistency). Let {HN : R2dN~z → R}N∈N be a sequence of
Hamiltonian functions on the N particle phase spaces. They are said to be mean field
consistent, if and only if
(i) each HN is invariant under particle permutation and
(ii) there are constants C1,C2,C3 > 0, s.t. for any N ≥ 2 and any permutation invariant
αN ∈ W2,2~z ∣∣∣∣∣∣∣∣[D1z1HN , αN]
∣∣∣∣∣∣∣∣L2
~z
≤ C1
∣∣∣∣∣∣D1z1αN ∣∣∣∣∣∣L2
~z
,∣∣∣∣∣∣∣∣[D2(z1 ,z2)HN , αN]
∣∣∣∣∣∣∣∣L2
~z
≤ C2
∣∣∣∣∣∣D1z1αN ∣∣∣∣∣∣L2
~z
, (MFC)∣∣∣∣∣∣∣∣[D1(z1 ,z2)HN ,D1(z1,z2)αN]
∣∣∣∣∣∣∣∣L2
~z
≤ C3
∣∣∣∣∣∣D2(z1,z2)αN ∣∣∣∣∣∣L2
~z
.
This definition is of course tailored for our purposes.
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Lemma 3.3 (Non-relativistic two body interaction). The sequence of Hamiltonians (HamN)
along with condition (Pot) is mean field consistent.
Proof. For any N ≥ 2 and αN permutation invariant, w.l.o.g. C∞~z and compactly sup-
ported, we have
∣∣∣∣∣∣∣∣[D1z1HN , αN]
∣∣∣∣∣∣∣∣L2
~z
=

∫
R
2dN
~z
∣∣∣∣∣∣
[(
1
N−1
∑N
m=2 ∇Γ(x1 − xm)
v1
)
, αN
]∣∣∣∣∣∣
2
d~z

1
2
(∗)
=

∫
R2dN
~z
d∑
i=1

∣∣∣∂x1,iαN ∣∣∣2 +
∣∣∣∣∣∣∣
d∑
j=1
1
N − 1
N∑
m=2
∂i∂ jΓ(x1 − xm) (∂v1, jαN − ∂vm, jαN)
∣∣∣∣∣∣∣
2 d~z

1
2
(∗∗)≤
d∑
i=1
(∣∣∣∣∣∣∂x1,iαN ∣∣∣∣∣∣L2
~z
+ 2
∣∣∣∣∣∣D2Γ∣∣∣∣∣∣L∞x
∣∣∣∣∣∣∂v1,iαN ∣∣∣∣∣∣L2
~z
)
≤
√
d
(
1 + 4
∣∣∣∣∣∣D2Γ∣∣∣∣∣∣2L∞x
) ∣∣∣∣∣∣D1z1αN ∣∣∣∣∣∣L2
~z
,
where at (∗) we evaluate the Poisson bracket and norm square, at (∗∗) apply the matrix
operator norm of D2Γ and exploit the permutation invariance of αN to use the derivative
at the first particle index.
The computations for the other two inequalities of (MFC) can be carried out very sim-
ilarly. The bounds on the first three derivatives of Γ are crucial here. By standard approx-
imation, these inequalities are extended on permutation invariant functions ofW2,2
~z
. 
Lemma 3.4. Let αN : R × R2dN~z → C a solution of (HLvN) invariant w.r.t. particle
permutation, α˚N = αN(0) ∈ W2,2~z ,
∣∣∣∣∣∣D1
z1
α˚N
∣∣∣∣∣∣L2
~z
,
∣∣∣∣∣∣D2
(z1,z2)
α˚N
∣∣∣∣∣∣L2
~z
≤ M. Let HN be mean field
consistent, then we have for any N ≥ 2 with C1,C2,C3 > 0 from (MFC)
∣∣∣∣∣∣D1
z1
αN(t)
∣∣∣∣∣∣L2
~z
≤
∣∣∣∣∣∣D1
z1
α˚N
∣∣∣∣∣∣L2
~z
e
1
2 (1+C
2
1)t ≤ Me 12 (1+C21)t ≡ bL
2
~z
M,D1
z1
(t), (1)
∣∣∣∣∣∣D2(z1,z2)αN(t)∣∣∣∣∣∣L2
~z
≤
(∣∣∣∣∣∣D2(z1,z2)α˚N ∣∣∣∣∣∣2L2
~z
+
C2
2
1 + C2
1
∣∣∣∣∣∣D1
z1
α˚N
∣∣∣∣∣∣2L2
~z
(
e(1+C
2
1
)t − 1
)) 12
e(
3
2+C
2
3
)t (2)
≤ M
(
1 +
C22
1 +C2
1
(
e(1+C
2
1)t − 1
)) 12
e(
3
2+C
2
3)t ≡ bL
2
~z
M,D2
(z1 ,z2)
(t). (3)
Proof. Let αN be the solution for some permutation invariant initial datum α˚N , which for
now is supposed to be C∞
~z
with compact support. Then for any t ≥ 0
∣∣∣∣∣∣D1z1αN(t)∣∣∣∣∣∣2L2
~z
−
∣∣∣∣∣∣D1z1α˚N ∣∣∣∣∣∣2L2
~z
=
∫ t
0
∂τ
∣∣∣∣∣∣D1z1αN(τ)∣∣∣∣∣∣2L2
~z
dτ = 2ℜ
∫ t
0
〈
D1z1αN(τ), ∂τD
1
z1
αN(τ)
〉
dτ
= − 2ℜ
∫ t
0
∫
R
2dN
~z
(
D1z1α¯N(τ,~z) · D1z1 [HN , αN(τ)] (~z)
)
d~z dτ
= −
∫ t
0
∫
R2dN
~z
[
HN ,
∣∣∣D1z1α(τ)∣∣∣2
]
(~z) d~z
︸                              ︷︷                              ︸
=0
dτ
− 2ℜ
∫ t
0
∫
R
2dN
~z
(
D1z1α¯N(τ,~z) ·
[
D1z1HN , αN(τ)
]
(~z)
)
d~z dτ
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≤ 2
∫ t
0
∣∣∣∣∣∣D1z1αN(τ)∣∣∣∣∣∣L2
~z
∣∣∣∣∣∣∣∣[D1z1HN , αN(τ)]
∣∣∣∣∣∣∣∣L2
~z
dτ
≤
∫ t
0
(∣∣∣∣∣∣D1z1αN(τ)∣∣∣∣∣∣2L2
~z
+
∣∣∣∣∣∣∣∣[D1z1HN , αN(τ)]
∣∣∣∣∣∣∣∣2L2
~z
)
dτ
≤ (1 + C21)
∫ t
0
∣∣∣∣∣∣D1z1αN(τ)∣∣∣∣∣∣2L2
~z
dτ,
yielding the first claim by Gronwall’s Lemma. For the second claim, we have in a similar
way
∣∣∣∣∣∣D2(z1,z2)αN(t)∣∣∣∣∣∣2L2
~z
−
∣∣∣∣∣∣D2(z1,z2)α˚N ∣∣∣∣∣∣2L2
~z
=
∫ t
0
∂τ
∣∣∣∣∣∣D2(z1,z2)αN(τ)∣∣∣∣∣∣2L2
~z
dτ
= 2ℜ
∫ t
0
〈
D2(z1,z2)αN(τ),D
2
(z1,z2)
∂ταN(τ)
〉
dτ = −
∫ t
0
∫
R2dN
~z
[
HN ,
∣∣∣D2(z1,z2)αN(τ)∣∣∣2
]
(~z) d~z
︸                                    ︷︷                                    ︸
=0
dτ
− 2ℜ
∫ t
0
〈
D2(z1,z2)αN(τ), 2
[
D1(z1,z2)HN ,D
1
(z1,z2)
αN(τ)
]
+
[
D2(z1,z2)HN , αN(τ)
]〉
dτ
≤
∫ t
0
(
3
∣∣∣∣∣∣D2(z1,z2)αN(τ)∣∣∣∣∣∣2L2
~z
+ 2
∣∣∣∣∣∣∣∣[D1(z1,z2)HN ,D1(z1,z2)αN(τ)]
∣∣∣∣∣∣∣∣2L2
~z
+
∣∣∣∣∣∣∣∣[D2(z1,z2)HN , αN(τ)]
∣∣∣∣∣∣∣∣2L2
~z
)
dτ
≤ C22
∫ t
0
∣∣∣∣∣∣D1z1αN(τ)∣∣∣∣∣∣2L2
~z
dτ + (3 + 2C23)
∫ t
0
∣∣∣∣∣∣D2(z1,z2)αN(τ)∣∣∣∣∣∣2L2
~z
dτ.
As intermediate steps in the computation require C3
~z
regularity of αN , it is necessary to
extend this inequality in two steps. At first, consider a smoothened potential Γε → Γ in
the Hamiltonian HN , s.t. the solution of the characteristic system is C3~z at least. As the
support of αN is compact in I × R2dN~z for any compact time interval I ⊂ R, both sides
of this inequality converge. In a second step, the inequality can be extended to W2,2
~z
,
because the computation actually proves boundedness of the linear map
W2,2
~z
→ L∞t,locL2~z , α˚N 7→ D2(z1,z2)αN . 
Theorem 3.5 (Well-posedness for the mean field system). Let α˚ ∈ W1,2
z
be given. Then
there is a unique global solution α(t, z) of (HVl) with initial datum α(0) = α˚. For any
T < ∞ the solution map
W1,2
z
→ L∞t L2z
α˚ 7→ α : [0, T ] → L
2
z
t 7→ α(t)
is locally Lipschitz continuous. Additionally, the image of this map is inL∞t L2z∩L∞t,locW1,2z
for T = ∞.
Proof. (i) Iteration scheme. Consider α˚ ∈ W1,2z ∩C1z , ||α˚||W1,2z ≤ M, compactly supported.
Choose any T > 0. We define α0(t, z) ≡ α˚(z), and given αn, we define the objects
ρn(t, x) ≡
∫
R
d
v
|αn(t, z)|2 dv,
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Fn(t, x) ≡ (−∇Γ ∗ ρn(t)) (x),
Kn(t, x) ≡ (Γ ∗ [α¯n(t), αn(t)]) (x) =
(
∇Γ ∗
∫
Rdv
α¯n(t, x, v) ∇vαn(t, x, v) dv
)
(x),
which are all well-defined for compactly supported α(t) ∈ C1z . In fact, Fn(t),Kn(t) ∈ C2x
and all their derivatives are continuous in (t, x). Further Zn(t, t0, z) = (Xn,Vn)(t, t0, z) is the
solution map of the non-autonomous Hamiltonian system
∂tXn(t, t0, z) = Vn(t, t0, z), ∂tVn(t, t0, z) = Fn(t, Xn(t, t0, z)). (4)
Now αn+1 shall be defined iteratively from αn as the unique solution of the linear equation
∂tαn+1(t, z) =
[ |v|2
2
+
(
Γ ∗ |αn(t)|2
)
(x), αn+1(t)
]
(z) − (Γ ∗ [α¯n(t), αn(t)]) (x) αn+1(t, z)
with initial datum αn+1(0) = α˚. In fact, we have the equation
αn+1(t, z) = α˚(Zn(0, t, z)) exp
(
−
∫ t
0
Kn(τ, Xn(τ, t, z)) dτ
)
, (5)
which proves, that also αn+1(t) will be compactly supported and C1z for any t. Therefore,
the iteration scheme is well-defined.
(ii) Uniform bounds. In a next step, one determines bounds of the transport coefficients
which are uniform in n and depend on M, only. With CΓ from (Pot),
||ρn(t)||L1x = ||αn(t)||2L2z ≤ M
2,
||Fn(t)||L∞x = ||(∇Γ ∗ ρn(t))||L∞x ≤ ||∇Γ||L∞x ||ρn(t)||L1x ≤ CΓM2, and
||∇Fn(t)||L∞x =
∣∣∣∣∣∣∣∣(D2Γ ∗ ρn(t))∣∣∣∣∣∣∣∣L∞x ≤
∣∣∣∣∣∣D2Γ∣∣∣∣∣∣L∞x ||ρn(t)||L1x ≤ CΓM2.
This yields a bound on the solution map’s differential in matrix operator norm
Zn(t, t0, z) = z +
∫ t
t0
(
Vn(τ, t0, z)
Fn(τ, Xn(τ, t0, z))
)
dτ
⇒ DZn(t, t0, z) = 1 +
∫ t
t0
(
0 1
∇Fn(τ, Xn(τ, t0, z)) 0
)
· DZn(τ, t0, z) dτ
⇒ ||DZn(t, t0)||L∞z ≤ 1 +
∫ t
t0
(1 + CΓM
2) ||DZn(τ, t0)||L∞z dτ ≤ e(1+CΓM
2)|t−t0 |.
Further one gets the following inequalities for Kn
||Kn(t)||L∞x ≤
∣∣∣∣∣∣D1Γ∣∣∣∣∣∣L∞x ||αn(t)||L2z ||∇αn(t)||L2z ≤ CΓM ||∇αn(t)||L2z and
||∇Kn(t)||L∞x ≤
∣∣∣∣∣∣D2Γ∣∣∣∣∣∣L∞x ||αn(t)||L2z ||∇αn(t)||L2z ≤ CΓM ||∇αn(t)||L2z .
Combining all these results, one computes an iterative Gronwall scheme with help of (5):
||αn+1(t)||W1,2z ≤ ||αn+1(t)||L2z + ||∇αn+1(t)||L2z
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≤ ||α˚||L2z + ||∇α˚||L2z ||DZn(0, t)||L∞z + ||α˚||L2z
∫ t
0
||∇Kn(τ)||L∞x ||DZn(τ, t)||L∞z dτ
≤ M
(
1 + e(1+CΓM
2)t
)
+ CΓM
2
∫ t
0
||αn(τ)||W1,2z e
(1+CΓM
2)(t−τ) dτ.
Hence, if QM : R≥0 → R≥0 is the fixed point of the integral equation
QM(t) = M
(
1 + e(1+CΓM
2)t
)
+ CΓM
2
∫ t
0
QM(τ) e
(1+CΓM
2)(t−τ) dτ
given by
QM(t) = M
1 + CΓM
2 +CΓM
2 e(1+2CΓM
2)t
1 + 2CΓM2
, (6)
one obviously finds ||α0(t)||W1,2z ≤ M ≤ QM(t) and inductively ||αn(t)||W1,2z ≤ QM(t) ∀n.
(iii) Cauchy sequence. The previous steps allow to compute an iterativeGronwall scheme
in L∞t L2z, t ∈ [0, T ]:
||αn+2(t) − αn+1(t)||2L2z =
∫ t
0
∂τ ||αn+2(τ) − αn+1(τ)||2L2z dτ
= 2ℜ
∫ t
0
〈αn+2(τ) − αn+1(τ), ∂ταn+2(τ) − ∂ταn+1(τ)〉 dτ
= 2ℜ
∫ t
0
〈
αn+2(τ) − αn+1(τ),
[ |v|2
2
+
(
Γ ∗ |αn+1(τ)|2
)
, αn+2(τ)
]〉
dτ
− 2ℜ
∫ t
0
〈
αn+2(τ) − αn+1(τ),
[ |v|2
2
+
(
Γ ∗ |αn(τ)|2
)
, αn+1(τ)
]〉
dτ
− 2ℜ
∫ t
0
〈αn+2(τ) − αn+1(τ),Kn+1(τ) αn+2(τ) − Kn(τ) αn+1(τ)〉 dτ
= 2ℜ
∫ t
0
〈
αn+2(τ) − αn+1(τ),
[ |v|2
2
+
(
Γ ∗ |αn+1(τ)|2
)
, αn+2(τ) − αn+1(τ)
]〉
dτ
+ 2ℜ
∫ t
0
〈
αn+2(τ) − αn+1(τ),
[(
Γ ∗
(
|αn+1(τ)|2 − |αn(τ)|2
))
, αn+1(τ)
]〉
dτ
− 2ℜ
∫ t
0
〈αn+2(τ) − αn+1(τ),Kn+1(τ) (αn+2(τ) − αn+1(τ))〉 dτ
− 2ℜ
∫ t
0
〈αn+2(τ) − αn+1(τ), (Kn+1(τ) − Kn(τ)) αn+1(τ)〉 dτ
≤
∫ t
0
∫
R2dz
[ |v|2
2
+
(
Γ ∗ |αn+1(τ)|2
)
, |αn+2(τ) − αn+1(τ)|2
]
dz
︸                                                              ︷︷                                                              ︸
=0
dτ
+ 2
∫ t
0
||αn+2(τ) − αn+1(τ)||L2z
∣∣∣∣∣∣∣∣[(Γ ∗ (|αn+1(τ)|2 − |αn(τ)|2)), αn+1(τ)]∣∣∣∣∣∣∣∣L2z dτ
− 2ℜ
∫ t
0
∫
R2dz
Kn+1(τ, x)︸     ︷︷     ︸
∈iR
|αn+2(τ, z) − αn+1(τ, z)|2 dz dτ
︸                                                               ︷︷                                                               ︸
=0
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+ 2
∫ t
0
||αn+2(τ) − αn+1(τ)||L2z ||(Kn+1(τ) − Kn(τ)) αn+1(τ)||L2z dτ
≤ 2
∫ t
0
||αn+2(τ) − αn+1(τ)||2L2z dτ +
∫ t
0
∣∣∣∣∣∣∣∣[(Γ ∗ (|αn+1(τ)|2 − |αn(τ)|2)), αn+1(τ)]∣∣∣∣∣∣∣∣2L2z dτ
+
∫ t
0
||(Kn+1(τ) − Kn(τ)) αn+1(τ)||2L2z dτ,
where for the last two terms, we use that∣∣∣∣∣∣∣∣[(Γ ∗ (|αn+1(τ)|2 − |αn(τ)|2)), αn+1(τ)]∣∣∣∣∣∣∣∣L2z
≤ ||∇Γ||L∞x
(
||αn+1(τ)||L2z + ||αn(τ)||L2z
)
||αn+1(τ) − αn(τ)||L2z ||∇αn+1(τ)||L2z
≤ 2CΓMQM(τ) ||αn+1(τ) − αn(τ)||L2z
and
||(Kn+1(τ) − Kn(τ)) αn+1(τ)||L2z ≤ ||Kn+1(τ) − Kn(τ)||L∞x ||αn+1(τ)||L2z
≤
∣∣∣∣∣∣
∣∣∣∣∣∣
(
∇Γ ∗
∫
R
d
v
(α¯n+1(τ)∇vαn+1(τ) − α¯n(τ)∇vαn(τ)) dv
)∣∣∣∣∣∣
∣∣∣∣∣∣L∞x ||αn+1(τ)||L2z
≤ ||∇Γ||L∞x ||αn+1(τ)||L2z
(
||∇αn+1(τ)||L2z + ||∇αn(τ)||L2z
)
||αn+1(τ) − αn(τ)||L2z
≤ 2CΓMQM(τ) ||αn+1(τ) − αn(τ)||L2z .
Combining these estimates, along with an inductive Gronwall and ||α1(τ) − α0(τ)||2L2z ≤
4M2, one finds for any 0 ≤ t ≤ T
||αn+2(t) − αn+1(t)||2L2z ≤ 8C
2
ΓM
2
∫ t
0
Q2M(τ) ||αn+1(τ) − αn(τ)||2L2z dτ
+ 2
∫ t
0
||αn+2(τ) − αn+1(τ)||2L2z dτ
≤ 8C2ΓM2Q2M(t)e2t
∫ t
0
||αn+1(τ) − αn(τ)||2L2z dτ
≤
(
8C2ΓM
2Q2M(T )e
2T
)n+1 T n+1
(n + 1)!
4M2.
As the square root of the right-hand side is summable in n, (αn) is a Cauchy sequence in
the Banach space L∞
(
[0, T ];L2z
)
with a unique limit α ≡ limn αn. As T was arbitrary, α
is in fact in L∞t L2z for all t ∈ R≥0.
(iv) Regularity. Fix some t ∈ R≥0. (iii) proves, that αn(t) → α(t) strongly in L2z and
||αn(t)||W1,2z ≤ QM(t). By the reflexivity of the Hilbert space W
1,2
z , some subsequence
must converge weakly to the same limit α(t), hence α(t) ∈ W1,2z and ||α(t)||W1,2z ≤ QM(t).
In addition, we remark that by the strong L2z convergence, Fn and Kn as well as their
first two spatial derivatives converge in L∞
(t,x), i.e., their limits are still continuous. Taking
the n→ ∞ limit of (4) and (5) proves that α ∈ C1(t,z) is a classical solution.
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(v) Dense extension and uniqueness. Now assume, that t 7→ α(t) and t 7→ β(t) are two
classical solutions with compactly supported C1z initial values ||α˚||W1,2z ,
∣∣∣∣∣∣β˚∣∣∣∣∣∣W1,2z ≤ M. By
using the bounds from (ii), which remain valid because solutions are fixed points of the
iteration, and estimating a Gronwall type inequality similar to (iii), we find
||α(t) − β(t)||2L2z −
∣∣∣∣∣∣α˚ − β˚∣∣∣∣∣∣2L2z − 2
∫ t
0
||α(τ) − β(τ)||2L2z dτ
≤
∫ t
0
∣∣∣∣∣∣∣∣[(Γ ∗ (|α(τ)|2 − |β(τ)|2)), α(τ)]∣∣∣∣∣∣∣∣2L2z dτ
+
∫ t
0
∣∣∣∣∣∣
∣∣∣∣∣∣
(
∇Γ ∗
∫
Rdv
(
α¯(τ)∇vα(τ) − β¯(τ)∇vβ(τ)
)
dv
)
α(τ)
∣∣∣∣∣∣
∣∣∣∣∣∣
2
L2z
dτ
≤
∫ t
0
||∇Γ||2L∞x ||∇α(τ)||2L2z
(
||α(τ)||L2z + ||β(τ)||L2z
)2 ||α(τ) − β(τ)||2L2z dτ
+
∫ t
0
||∇Γ||2L∞x ||α(τ)||2L2z
(
||∇α(τ)||L2z + ||∇β(τ)||L2z
)2 ||α(τ) − β(τ)||2L2z dτ
≤ 8C2ΓM2
∫ t
0
Q2M(τ) ||α(τ) − β(τ)||2L2z dτ,
Gronwall’s Lemma therefore yields
||α(t) − β(t)||L2z ≤
∣∣∣∣∣∣α˚ − β˚∣∣∣∣∣∣L2z exp
(∫ t
0
(
1 + 4C2ΓM
2Q2M(τ)
)
dτ
)
. (7)
Indeed, we have constructed a solution map
W1,2z ∩ C1z,c → L∞t,locL2z , α˚ 7→ α,
which is locally Lipschitz and uniquely extensible to the entire spaceW1,2z . This gives a
notion of solution for everyW1,2z initial value and (7) also proves uniqueness of classical
solutions with compact support. By the same regularity argument as in (iv), ||α(t)||W1,2z ≤
Q||α˚||W1,2z
(t) remains valid for any initial datum. Hence, solutions are actually inL∞
t,locW1,2z ∩
L∞t L2z . 
Theorem 3.5 yields a couple of Corollaries. It states that solutions are bounded in W1,2z
and explicitly gives this bound as well as the dependence of the Lipschitz constant of the
solution map on the initial data.
Corollary 3.6. Let α : R≥0 →W1,2z be a solution of (HVl). If ||α(0)||W1,2
z
≤ M, then the
solution satisfies for any t ≥ 0
||α(t)||W1,2
z
≤ bW
1,2
z
M
(t) = M
1 + CΓM
2 +CΓM
2 e(1+2CΓM
2)t
1 + 2CΓM2
. (8)
Corollary 3.7. Let M > 0 be arbitrary and α˚, β˚ ∈ W1,2
z
with ||α˚||W1,2
z
,
∣∣∣∣∣∣β˚∣∣∣∣∣∣W1,2
z
≤ M. For
the corresponding solutions t 7→ α(t) and t 7→ β(t) of (HVl), we have
||α(t) − β(t)||L2
z
≤
∣∣∣∣∣∣α˚ − β˚∣∣∣∣∣∣L2
z
exp
(∫ t
0
(
1 + 4C2ΓM
2
(
b
W1,2
z
M
(τ)
)2)
dτ
)
.
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Proving a mean field limit also requires bounds on the second derivative of solutions of
(HVl).
Corollary 3.8. There is a family of continuous, rising functions
{
b
L2
z
M,D2
: R≥0 → R≥0
}
M≥0
,
s.t. for every solution α : R≥0 →W1,2z of (HVl) with initial value α(0) = α˚ ∈ W2,2z and
||α˚||W2,2
z
≤ M we have
∣∣∣∣∣∣D2α(t)∣∣∣∣∣∣L2
z
≤ bL2z
M,D2
(t)
and the solution is infact in L∞
t,loc
W2,2
z
.
Proof. A similar claim for theW1,2z norm is already explicitly given in the proof of Theo-
rem 3.5. Hence, it suffices to consider
∣∣∣∣∣∣D2α(t)∣∣∣∣∣∣L2z . At first, we assume α˚ ∈ C∞z compactly
supported. It is necessary to bound the derivatives of the solution map Z(t, t0) of the
characteristic system
||DZ(t, t0)||L∞z ≤ 1 +
∫ t
t0
(
1 +
∣∣∣∣∣∣∣∣(D2Γ ∗ |α(τ)|2)∣∣∣∣∣∣∣∣L∞x
)
||DZ(τ, t0)||L∞z dτ
≤ exp
((
1 +CΓ ||α˚||2L2z
)
|t − t0|
)
(9)
∣∣∣∣∣∣D2Z(t, t0)∣∣∣∣∣∣L∞z ≤
∫ t
t0
∣∣∣∣∣∣∣∣(D3Γ ∗ |α(τ)|2)∣∣∣∣∣∣∣∣L∞x ||DZ(τ, t0)||2L∞z dτ
+
∫ t
t0
(
1 +
∣∣∣∣∣∣∣∣(D2Γ ∗ |α(τ)|2)∣∣∣∣∣∣∣∣L∞x
) ∣∣∣∣∣∣D2Z(τ, t0)∣∣∣∣∣∣L∞z dτ
≤ CΓ ||α˚||2L2z
exp
(
2
(
1 + CΓ ||α˚||2L2z
)
|t − t0|
)
− 1
2
(
1 +CΓ ||α˚||2L2z
) exp ((CΓ ||α˚||2L2z
)
|t − t0|
)
≤ 1
2
exp
(
2
(
1 +CΓ ||α˚||2L2z
)
|t − t0|
)
. (10)
For the second derivative of α(t), we denote K(t, x) ≡ (Γ ∗ [α¯(t), α(t)]) (x) and recall the
transport formula for general Hamiltonian Vlasov systems [16, Prop.2.2]
α(t, z) = α˚(Z(0, t, z)) exp
(
−
∫ t
0
K(τ, X(τ, t, z)) dτ
)
.
With this at hand, we determine
(∂l∂kα(t, z)) exp
(∫ t
0
K(τ, X(τ, t, z)) dτ
)
=
∑
i, j
∂i∂ jα˚(Z(0, t, z)) ∂lZi(0, t, z) ∂kZ j(0, t, z)
+
∑
j
∂ jα˚(Z(0, t, z)) ∂k∂lZ j(0, t, z)
−
∑
i
∂iα˚(Z(0, t, z)) ∂lZi(0, t, z)
∫ t
0
∑
j
∂ jK(τ, X(τ, t, z)) ∂kX j(τ, t, z) dτ
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−
∑
i
∂iα˚(Z(0, t, z)) ∂kZi(0, t, z)
∫ t
0
∑
j
∂ jK(τ, X(τ, t, z)) ∂lX j(τ, t, z) dτ
− α˚(Z(0, t, z))
∫ t
0
∑
i, j
∂i∂ jK(τ, X(τ, t, z)) ∂kX j(τ, t, z) ∂lXi(τ, t, z) dτ
− α˚(Z(0, t, z))
∫ t
0
∑
j
∂ jK(τ, X(τ, t, z)) ∂l∂kX j(τ, t, z) dτ,
hence the L2z norm is computed to be∣∣∣∣∣∣D2α(t)∣∣∣∣∣∣L2z ≤
∣∣∣∣∣∣D2α˚∣∣∣∣∣∣L2z ||DZ(0, t)||2L∞z +
√
2d ||∇α˚||L2z
∣∣∣∣∣∣D2Z(0, t)∣∣∣∣∣∣L∞z
+ 2
√
2d ||∇α˚||L2z ||DZ(0, t)||L∞z
∫ t
0
||(∇Γ ∗ [α¯(τ), α(τ)])||L∞x ||DZ(τ, t)||L∞z dτ
+ ||α˚||L2z
∫ t
0
∣∣∣∣∣∣∣∣(D2Γ ∗ [α¯(τ), α(τ)])∣∣∣∣∣∣∣∣L∞x ||DZ(τ, t)||2L∞z dτ
+ ||α˚||L2z
∫ t
0
||(∇Γ ∗ [α¯(τ), α(τ)])||L∞x
∣∣∣∣∣∣D2Z(τ, t)∣∣∣∣∣∣L∞z dτ ≤ bL2zM,D2(t) (11)
for a continuous rising function b
L2z
M,D2
: R≥0 → R≥0 explicitly computable from (9), (10),
and b
W1,2z
M
. In particular, it only depends on a bound M of the W2,2z norm of α˚. Now
if we approximate α˚ ∈ W2,2z by a sequence α˚(k) of test functions with norm ≤ M, we
have norm convergence
∣∣∣∣∣∣α(t) − α(k)(t)∣∣∣∣∣∣L2z → 0 for any t ≥ 0 by Theorem 3.5. By the
inequalities (8), (11) given above,
∣∣∣∣∣∣α(k)(t)∣∣∣∣∣∣W2,2z is bounded and the reflexivity of W2,2z
gives a weakly converging subsequence. Its limit must coincide with the L2z limit α(t)
which therefore is already in W2,2z and its norm is dominated by the same bound (11),
i.e.,
∣∣∣∣∣∣D2α(t)∣∣∣∣∣∣L2z ≤ bL2zM,D2(t). 
Definition 3.9. For any k ∈ N0, defineMkzˆ ≡ F
(
Wk,2z
)
the set of functions αˆ : R2d
zˆ
→ C
that arise from velocity Fourier transform (FT) with isometric norm ||αˆ||Mk
αˆ
≡
∣∣∣∣∣∣F −1αˆ∣∣∣∣∣∣Wk,2z .
In the case of k = 1 the norm is, e.g.,
||αˆ||M1
zˆ
≡
(
||αˆ||2L2
zˆ
+ |||ξ| αˆ||2L2
zˆ
+ ||∇xαˆ||2L2
zˆ
) 1
2
.
Likewise, one definesMk
~ˆz
≡ F ⊗N
(
Wk,2
~z
)
for the N particle states.
Theorem 3.10 (Well-posedness for the Hamilton Hartree system). Let ˚ˆα ∈ M1
zˆ
be arbi-
trary. Then there is a unique global solution αˆ(t, zˆ) of (HHt) with initial datum αˆ(0) = ˚ˆα.
For any T < ∞ the solution map
M1
zˆ
→ L∞t L2zˆ
˚ˆα 7→ αˆ : [0, T ] → L
2
zˆ
t 7→ αˆ(t)
is locally Lipschitz continuous. In fact, the image of this map is in L∞t L2zˆ ∩ L∞t,locM1zˆ for
T = ∞.
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Proof. This is immediate from the norm conserving properties of the Fourier transform,
||α||W1,2z = ||αˆ||M1zˆ and ||α||L2z = ||αˆ||L2zˆ , and Thm. 3.5. We also remark that classical
compactly supported solutions of (HVl) will transform into classical solutions of (HHt).
Therefore, the notion of a solution is meaningful, even without proper regularity restric-
tions for the derivatives. 
4 Mean field limit
In this chapter, let H ≡ L2
zˆ
denote the phase space for the effective one-particle descrip-
tion. For any N ∈ N define HN ≡ H⊗N ⊆ L2(zˆ1,...,zˆN ) ≡ L2~ˆz. It contains the bosonic pseudo
Fock space of N particle states, which is given by all functions that are invariant under
particle index permutation, referred to also as symmetric.
The mean field derivation heavily follows ideas and uses techniques of [20] with slight
adjustments to fit the new requirements of an unbounded, non-integrable pair interaction
potential. For the sake of completeness, the key definitions are included here. The main
result is Theorem 4.8 at the end of the section.
Definition 4.1 (N particle projections and counting operators). [20, Def.2.1] Fix some
normed αˆ ∈ H , ||αˆ||H = 1 and some N ∈ N.
(i) For j ∈ {1, . . . ,N} and k ∈ Z define the projections inHN
(
pαˆj αˆN
)
(~ˆz) ≡ αˆ(zˆ j)
∫
R2d
zˆ
¯ˆα(˜ˆz j) αˆN(zˆ1, . . . , ˜ˆz j, . . . , zˆN) d˜ˆz j,
qαˆj ≡ idHN − pαˆj ,
Pαˆk, j ≡
∑
a∈{0,1} j∑
i ai=k
j∏
i=1
(
pαˆN− j+i
)1−ai (
qαˆN− j+i
)ai
,
which all commute pairwise.
(ii) Now let f : {0, . . . ,N} → R be a map. We define the associated operator onHN by
f αˆ ≡
N∑
k=0
f (k) Pαˆk,N ,
i.e., f defines the spectral decomposition of f αˆ and the operator commutes with all
projections from (i). In addition, for l ∈ Z, define the shifted operator
(
f αˆ
)
l
≡
N+l∑
k=l
f (k − l) Pαˆk,N =
N∑
k=0
f (k)Pαˆk+l,N .
(iii) In particular, we define for any λ ∈ [0, 1] the counting functions on {0, . . . ,N}
n(k) ≡
√
k
N
, and mλ(k) ≡ min
{
k
Nλ
, 1
}
.
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Remark 4.2. (i). pαˆ
j
projects onto the subspace of functions with j-th particle in state αˆ.
Pαˆ
k, j
projects onto the subspace, where exactly j − k out of the last j particles are in state
αˆ and the other k particles are in an orthogonal state.
(ii). Note, that Pαˆ
k, j
, 0 only for 0 ≤ k ≤ j ≤ N. In addition,∑ j
k=0
Pαˆ
k, j
= idHN .
(iii).
∣∣∣∣∣∣nαˆαˆN ∣∣∣∣∣∣2 = 〈αˆN , (nαˆ)2αˆN〉 counts the share of particles in αˆN not in state αˆ. Also,
because n(k)2 ≤ mλ(k), the quantity βN ≡
〈
αˆN ,m
αˆ
λαˆN
〉
controls the distance of αˆN and the
pure product state αˆ⊗N in a suitable way.
Lemma 4.3. [20, Lem.2.3] Let N ∈ N be fixed and αˆ ∈ L2
zˆ
be normalized.
(i) For any two f , g : {0, . . . ,N} → R≥0 we have
f αˆ gαˆ = gαˆ f αˆ, f αˆpαˆj = p
αˆ
j f
αˆ, f αˆPαˆk, j = P
αˆ
k, j f
αˆ ∀ j.
(ii) The following identities hold
1
N
N∑
j=1
qαˆj =
1
N
N∑
j=1
qαˆj
N∑
k=0
Pαˆk,N =
N∑
k=0
k
N
Pαˆk,N =
(
n
αˆ
)2
.
(iii) For any f : {0, . . . ,N} → R≥0 and αN ∈ L2~ˆz symmetric we have
∣∣∣∣∣∣ f αˆqαˆ1 αˆN ∣∣∣∣∣∣ = ∣∣∣∣∣∣ f αˆnαˆαˆN ∣∣∣∣∣∣ , ∣∣∣∣∣∣ f αˆqαˆ1qαˆ2 αˆN ∣∣∣∣∣∣ ≤
√
N
N − 1
∣∣∣∣∣∣∣∣ f αˆ (nαˆ)2 αˆN ∣∣∣∣∣∣∣∣ .
(iv) For any f : {0, . . . ,N} → R≥0, vˆ :
(
R2d
zˆ
)2 → R multiplication operator, and any
j, k ∈ {0, 1, 2} we have
f αˆQαˆj vˆ(zˆ1, zˆ2) Q
αˆ
k = Q
αˆ
j vˆ(zˆ1, zˆ2) Q
αˆ
k
(
f αˆ
)
k− j ,
where Qαˆ
0
= pαˆ
1
pαˆ
2
, Qαˆ
1
= pαˆ
1
qαˆ
2
, and Qαˆ
2
= qαˆ
1
qαˆ
2
.
Proof. See reference. 
Lemma 4.4. Let αˆN : R≥0 →M1~ˆz be someL
2
~ˆz
normalized symmetric solution of (PsQMN).
Let αˆ : R≥0 →M1zˆ be some L2z normalized solution of (HHt). Then we have〈
αˆN(t),m
αˆ(t)
λ αˆN(t)
〉
−
〈
αˆN(0),m
αˆ(0)
λ αˆN(0)
〉
= N
∫ t
0
ℑ
〈
αˆN(τ),m
αˆ(τ)
λ
(
Vˆ(zˆ1 − zˆ2) −
(
Vˆ ∗ |αˆ(τ)|2
)
(zˆ1) −
(
Vˆ ∗ |αˆ(τ)|2
)
(zˆ2)
)
αˆN(τ)
〉
dτ.
Proof. At first we assume that αˆ(0) and αˆN(0) are Schwartz functions. Their smoothness
and decay properties are then uniform on a compact time intervals. The time derivative
then can be pulled into the inner product and be explicitly evaluated. Equations (HHt)
and (PsQMN) immediately apply, i.e.,
〈
αˆN(t),m
αˆ(t)
λ αˆN(t)
〉
−
〈
αˆN(0),m
αˆ(0)
λ αˆN(0)
〉
=
∫ t
0
∂τ
〈
αˆN(τ),m
αˆ(τ)
λ αˆN(τ)
〉
dτ
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=∫ t
0
(
2ℜ
〈
αˆN(τ),m
αˆ(τ)
λ ∂ταˆN(τ)
〉
+
〈
αˆN(τ),
(
∂τm
αˆ(τ)
λ
)
αˆN(τ)
〉)
dτ = (∗).
For Schwartz functions ∂ταˆ(τ) =
1
i
Hˆαˆ(τ)αˆ(τ), one computes
∂τp
αˆ(τ)
m =
1
i
(
Hˆαˆ(τ)m p
αˆ(τ)
m − pαˆ(τ)m Hˆαˆ(τ)m
)
, ∂τP
αˆ(τ)
k,N
=
1
i
N∑
m=1
(
Hˆαˆ(τ)m P
αˆ(τ)
k,N
− Pαˆ(τ)
k,N
Hˆαˆ(τ)m
)
,
yielding along with ∂ταˆN(τ) =
1
i
HˆNαˆN(τ) and the symmetry of HˆN and Hˆ
αˆ
m
(∗) = 2
∫ t
0
ℑ
〈
αˆN(τ),m
αˆ(τ)
λ
HˆN −∑
m
Hˆαˆ(τ)m
αˆN(τ)
〉
dτ
= 2
∫ t
0
ℑ
〈
αˆN(τ),m
αˆ(τ)
λ
 12(N − 1)
∑
m,n
Vˆ(zˆm − zˆn) −
∑
m
(
Vˆ ∗ |αˆ(τ)|2
)
(zˆm)
αˆN(τ)
〉
dτ
= N
∫ t
0
ℑ
〈
αˆN(τ),m
αˆ(τ)
λ
(
Vˆ(zˆ1 − zˆ2) −
(
Vˆ ∗ |αˆ(τ)|2
)
(zˆ1) −
(
Vˆ ∗ |αˆ(τ)|2
)
(zˆ2)
)
αˆN(τ)
〉
dτ,
where we made use of the symmetry of αN at the end. The claim can now be completed
by standard approximation on M1
zˆ
for initial data and implied L2
zˆ
convergence of their
respective solutions on compact time intervals. 
Lemma 4.5. [20, Sec.3.2] Define the counting functions on {0, . . . ,N}
∆lmλ(k) ≡
{
mλ(k) −mλ(k − l) : − |l| ≤ k ≤ Nλ + |l| ,
0 : else.
For any normed αˆ ∈ L2
zˆ
and fixed N ≥ 2, we have
m
αˆ
λ =
(
∆−2m
αˆ
λ
)
pαˆ1 p
αˆ
2 +
(
∆−1m
αˆ
λ
) (
pαˆ1q
αˆ
2 + q
αˆ
1 p
αˆ
2
)
+
N∑
k=0
mλ(k)P
αˆ
k−2,N−2.
Proof.
m
αˆ
λ =
N∑
k=0
mλ(k)
(
pαˆ1 p
αˆ
2P
αˆ
k,N−2 +
(
pαˆ1q
αˆ
2 + q
αˆ
1 p
αˆ
2
)
Pαˆk−1,N−2 + q
αˆ
1q
αˆ
2P
αˆ
k−2,N−2
)
=
N∑
k=0
mλ(k)
(
Pαˆk,N − Pαˆk−2,N
)
pαˆ1 p
αˆ
2 +
N∑
k=0
mλ(k)
(
Pαˆk,N − Pαˆk−1,N
) (
pαˆ1q
αˆ
2 + q
αˆ
1 p
αˆ
2
)
+
N∑
k=0
mλ(k)P
αˆ
k−2,N−2
=
(
∆−2m
αˆ
λ
)
pαˆ1 p
αˆ
2 +
(
∆−1m
αˆ
λ
) (
pαˆ1q
αˆ
2 + q
αˆ
1 p
αˆ
2
)
+
N∑
k=0
mλ(k)P
αˆ
k−2,N−2. 
The main idea of dealing with the unbounded interaction potential, which is linear in the
ξ variables, is to introduce a cutoff. This cutoff in the ξ variables corresponds of course to
regularity of the Fourier transform. Therefore, the following Lemma is essential to treat
the large ξ term.
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Lemma 4.6. Let αN ∈ W2,2~z be L2~z normalized and symmetric, αˆN ≡ F ⊗NαN ∈ M2~z .
Likewise, consider α ∈ W2,2
z
and αˆ ≡ F α. Assume that χˆ : Rdξ → [0, 1] is smooth,
invariant under rotations, and χˆ
∣∣∣{|·|≤1} = 1, χˆ ∣∣∣{|·|≥2} = 0. Define χ ≡ F −1χˆ and for R > 0
any χˆR(ξ) ≡ χˆ( ξR ). This yields
||(1 − χˆR(ξ1)) ξ1αˆN ||L2
~ˆz
≤ 1
R
∣∣∣∣∣∣D2
z1
αN
∣∣∣∣∣∣L2
~z
, (12)
∣∣∣∣∣∣(1 − χˆR(ξ1)) ξ1pαˆ1 αˆN ∣∣∣∣∣∣L2
~ˆz
≤ 1
R
∣∣∣∣∣∣D2
z
α
∣∣∣∣∣∣L2
z
. (13)
Proof. Let αN ∈ C2~z ∩W2,2~z be some function, then we have
||(1 − χˆR(ξ1)) ξ1αˆN ||2L2
~ˆz
=
∫
R
2dN
~ˆz
(1 − χˆR(ξ1))2 |ξ1|2
∣∣∣∣αˆN(~ˆz)∣∣∣∣2 d~ˆz
≤ 1
R2
∫
R2dN
~ˆz
|ξ1|4
∣∣∣∣αˆN(~ˆz)∣∣∣∣2 d~ˆz = 1
R2
∣∣∣∣∣∣|ξ1|2 αˆN ∣∣∣∣∣∣L2
~ˆz
≤ 1
R2
∣∣∣∣∣∣D2z1αN ∣∣∣∣∣∣2L2
~z
.
For the second claim, we analogously compute
∣∣∣∣∣∣(1 − χˆR(ξ1)) ξ1pαˆ1 αˆN ∣∣∣∣∣∣2L2
~ˆz
= ||(1 − χˆR(ξ)) ξ αˆ||2L2
zˆ
∣∣∣∣∣∣pαˆ1 αˆN ∣∣∣∣∣∣2L2
~ˆz
(12) for N = 1≤ 1
R2
∣∣∣∣∣∣D2zα∣∣∣∣∣∣2L2z . 
Lemma 4.7. Let αˆ ∈ M1
zˆ
be some L2
zˆ
normalized function, α = F −1αˆ. Then we find for
the operator norms ∣∣∣∣∣∣Vˆ(zˆ1 − zˆ2)pαˆ1 pαˆ2 ∣∣∣∣∣∣L2
~ˆz
→L2
~ˆz
≤ CΓ ||αˆ||2M1
zˆ
= CΓ ||α||2W1,2
~z
(14)∣∣∣∣∣∣∣∣(Vˆ ∗ ∣∣∣αˆ2∣∣∣) (zˆ1)pαˆ1
∣∣∣∣∣∣∣∣L2
~ˆz
→L2
~ˆz
≤ CΓ ||αˆ||2M1
zˆ
= CΓ ||α||2W1,2
z
(15)
∣∣∣∣∣∣ξ1pαˆ1 ∣∣∣∣∣∣L2
~ˆz
→L2
~ˆz
= |||ξ| αˆ||L2
zˆ
= ||∇α||L2
z
. (16)
Proof. Let αˆN ∈ L2~ˆz be arbitrary. Using the estimate |ξ1 − ξ2| ≤
(
1 + |ξ1|2
) 1
2
(
1 + |ξ2|2
) 1
2
one finds
∣∣∣∣∣∣Vˆ(zˆ1 − zˆ2)pαˆ1 pαˆ2 αˆN ∣∣∣∣∣∣2L2
~ˆz
=
〈
αˆN , p
αˆ
1 p
αˆ
2
∣∣∣Vˆ(zˆ1 − zˆ2)∣∣∣2 pαˆ1 pαˆ2 αˆN
〉
=
∣∣∣∣∣
∣∣∣∣∣
(∣∣∣Vˆ ∣∣∣2 ∗ |αˆ|2) |αˆ|2
∣∣∣∣∣
∣∣∣∣∣L1
zˆ
∣∣∣∣∣∣pαˆ1 pαˆ2 αˆN ∣∣∣∣∣∣L2
~ˆz
≤ ||∇Γ||2L∞x ||αˆ||4M1
zˆ
||αˆN ||2L2
~ˆz
,
The other two claims hold similarly. 
Now all ingredients are prepared to prove our main result.
Theorem 4.8 (Hamilton Hartree/ Hamilton Vlasov mean field limit). Assume the regular-
ity of the potential (Pot) given in Section 3 to be valid. Let ˚ˆα ∈ M2
zˆ
be an L2
zˆ
normalized
initial state with corresponding solution αˆ : R≥0 → M2zˆ of (HHt), α(t) ≡ F −1αˆ(t) the
conjugate solution of (HVl). Likewise, let αˆN : R≥0 → M2~ˆz be the sequence of solutions
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of (PsQMN) with L2
~ˆz
normalized initial datum αˆN(0) = ˚ˆαN ∈ M2~ˆz , αN(t) ≡ F
⊗N−1αˆN(t)
solution of (HLvN), s.t. for some M ≥ 1
sup
N
∣∣∣∣∣∣D1
z1
α˚N
∣∣∣∣∣∣L2
~z
≤ M, sup
N
∣∣∣∣∣∣D2(z1,z2)α˚N ∣∣∣∣∣∣L2
~z
≤ M, ||α˚||W2,2
z
≤ M.
Choose 0 ≤ λ < 1. Then there are continuous, monotonic increasing functions B1,M, B2,M :
R≥0 → R≥0 both independent of N, s.t.
∣∣∣∣〈αˆN(t),mαˆ(t)λ αˆN(t)〉 − 〈 ˚ˆαN ,m ˚ˆαλ ˚ˆαN〉
∣∣∣∣ ≤
∫ t
0
B1,M(τ)
〈
αˆN(τ),m
αˆ(τ)
λ αˆN(τ)
〉
dτ
+
(
N−λ + N−
1−λ
4
) ∫ t
0
B2,M(τ) dτ
≤
(
N−λ + N−
1−λ
4
) (∫ t
0
B2,M(τ) dτ
)
exp
(∫ t
0
B1,M(τ˜) dτ˜
)
.
Remark 4.9. Assuming that
∣∣∣∣∣∣D2z1αN(t)∣∣∣∣∣∣L2
~z
and ||∇α(t)||L∞z are bounded uniformly in N and
t, it is sufficient to assume that ∇Γ ∈ L2x to prove validity of Theorem 4.8. Note, that
while proving the assumption on αN(t) might be quite difficult for singular potentials, the
assumption on α(t) can be proven for a certain class of sufficiently smooth initial states,
even for Coulomb interaction [16].
Although these additional assumptions are not completely satisfactory, it is still re-
markable that they allow for a derivation of the effective description under the presence
of interaction potentials with mild singularities.
Proof. Let αˆ and αˆN fulfill the conditions of the Theorem. For the sake of readability, we
use the shortened notation
mλ ≡ mαˆ(t)λ , ∆lmλ ≡ ∆lmαˆ(t)λ Vˆm,n ≡ Vˆ(zˆm − zˆn), V¯m ≡
(
Vˆ ∗ |αˆ(t)|2
)
(zˆm), pm ≡ pαˆ(t)m .
By Lemma 4.4, t 7→ βN(t) ≡
〈
αˆN(t),m
αˆ(t)
λ αˆN(t)
〉
is differentiable and therefore
∂tβN(t) = ∂t 〈αˆN(t),mλαˆN(t)〉 Lem.4.4= N ℑ
〈
αˆN(t),mλ
(
Vˆ1,2 − V¯1 − V¯2
)
αˆN(t)
〉
Lem.4.5
= N ℑ
〈
αˆN(t), (∆−2mλ) p1p2
(
Vˆ1,2 − V¯1 − V¯2
)
αˆN(t)
〉
+ 2N ℑ
〈
αˆN(t), (∆−1mλ) p1q2
(
Vˆ1,2 − V¯1 − V¯2
)
αˆN(t)
〉
+ N ℑ
〈
αˆN(t),

N∑
k=0
mλ(k)P
αˆ
k−2,N−2
 (Vˆ1,2 − V¯1 − V¯2)αˆN(t)
〉
.
We remark that ℑ 〈αˆN(t), AαˆN(t)〉 = 0 for any symmetric operator A. As the two operators
in the third term commute and are symmetric, their product is symmetric and the term
cancels. Now, inserting idHN = p1p2 + p1q2 + q1p2 + q1q2 in both remaining terms, one
obtains
∂tβN(t) = N ℑ
〈
αˆN(t), (∆−2mλ) p1p2
(
Vˆ1,2 − V¯1 − V¯2
)
p1p2αˆN(t)
〉
(1)
+ N ℑ
〈
αˆN(t), (∆−2mλ) p1p2
(
Vˆ1,2 − V¯1 − V¯2
)
p1q2αˆN(t)
〉
(2)
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+ N ℑ
〈
αˆN(t), (∆−2mλ) p1p2
(
Vˆ1,2 − V¯1 − V¯2
)
q1p2αˆN(t)
〉
(3)
+ N ℑ
〈
αˆN(t), (∆−2mλ) p1p2
(
Vˆ1,2 − V¯1 − V¯2
)
q1q2αˆN(t)
〉
(4)
+ 2N ℑ
〈
αˆN(t), (∆−1mλ) q1p2
(
Vˆ1,2 − V¯1 − V¯2
)
p1p2αˆN(t)
〉
(5)
+ 2N ℑ
〈
αˆN(t), (∆−1mλ) q1p2
(
Vˆ1,2 − V¯1 − V¯2
)
p1q2αˆN(t)
〉
(6)
+ 2N ℑ
〈
αˆN(t), (∆−1mλ) q1p2
(
Vˆ1,2 − V¯1 − V¯2
)
q1p2αˆN(t)
〉
(7)
+ 2N ℑ
〈
αˆN(t), (∆−1mλ) q1p2
(
Vˆ1,2 − V¯1 − V¯2
)
q1q2αˆN(t)
〉
. (8)
Along with Lemma 4.3-(iv), we see that
(1) = Nℑ
〈
αˆN(t), (∆−2mλ) p1p2
(
Vˆ1,2 − V¯1 − V¯2
)
p1p2αˆN(t)
〉
= Nℑ
〈
αˆN(t), p1p2
(
Vˆ1,2 − V¯1 − V¯2
)
p1p2 (∆−2mλ)αˆN(t)
〉∗
= − Nℑ
〈
αˆN(t), (∆−2mλ) p1p2
(
Vˆ1,2 − V¯1 − V¯2
)
p1p2αˆN(t)
〉
= 0,
and by the very same argument also terms (6) and (7) vanish. Acknowledging the invari-
ance w.r.t. particle permutation, we can also recombine terms (2), (3), yielding
∂tβN(t) = 2N ℑ
〈
αˆN(t), (∆−2mλ) p1p2
(
Vˆ1,2 − V¯1 − V¯2
)
q1p2αˆN(t)
〉
(1’)
+ N ℑ
〈
αˆN(t), (∆−2mλ) p1p2
(
Vˆ1,2 − V¯1 − V¯2
)
q1q2αˆN(t)
〉
(2’)
+ 2N ℑ
〈
αˆN(t), (∆−1mλ) q1p2
(
Vˆ1,2 − V¯1 − V¯2
)
p1p2αˆN(t)
〉
(3’)
+ 2N ℑ
〈
αˆN(t), (∆−1mλ) q1p2
(
Vˆ1,2 − V¯1 − V¯2
)
q1q2αˆN(t)
〉
. (4’)
Finally, we compute for the third term (3’) after interchanging variable indices 1 and 2
(3’) = − 2N ℑ
〈
αˆN(t), p1p2
(
Vˆ1,2 − V¯1 − V¯2
)
q1p2 (∆−1mλ)αˆN(t)
〉
= − 2N ℑ
〈
αˆN(t), (∆−1mλ)−1 p1p2
(
Vˆ1,2 − V¯1 − V¯2
)
q1p2αˆN(t)
〉
,
which recombines with term (1’) and gives
∂tβN(t) = 2N ℑ
〈
αˆN(t), (∆−1mλ) p1p2
(
Vˆ1,2 − V¯1 − V¯2
)
q1p2αˆN(t)
〉
+ N ℑ
〈
αˆN(t), (∆−2mλ) p1p2
(
Vˆ1,2 − V¯1 − V¯2
)
q1q2αˆN(t)
〉
+ 2N ℑ
〈
αˆN(t), (∆−1mλ) q1p2
(
Vˆ1,2 − V¯1 − V¯2
)
q1q2αˆN(t)
〉
.
The first term exactly vanishes, because p
1
V¯2q1 = p1q1V¯2 = 0 and p2Vˆ1,2p2 = p2V¯1p2,
where the first equality can be used also to simplify the other two expressions by omitting
V¯1, V¯2 and V¯1 respectively, resulting in
∂tβN(t) = N ℑ
〈
αˆN(t), (∆−2mλ) p1p2Vˆ1,2q1q2αˆN(t)
〉
(1”)
+ 2N ℑ
〈
αˆN(t), (∆−1mλ) q1p2
(
Vˆ1,2 − V¯2
)
q1q2αˆN(t)
〉
. (2”)
Estimating the absolute value of (1”) we use the notation n¯(k) ≡
√
N
k
for 1 ≤ k ≤ N and
n¯(k) = 0 else and observe that n¯n = id − P0,N is almost the inverse of n. Following this
idea we compute
|(1”)| = N
∣∣∣∣〈αˆN(t), (−∆−2mλ) 12 np1p2Vˆ1,2 ((−∆−2mλ) 12 )2 (n¯)2 q1q2αˆN(t)
〉∣∣∣∣
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≤ N
∣∣∣∣∣∣∣∣(−∆−2mλ) 12 n αˆN(t)∣∣∣∣∣∣∣∣L2
~ˆz
∣∣∣∣∣∣Vˆ1,2p1p2∣∣∣∣∣∣op
∣∣∣∣∣∣∣∣((−∆−2mλ) 12 )
2
(n¯)2 q1q2αˆN(t)
∣∣∣∣∣∣∣∣L2
~ˆz
≤ N
(
2(1 + 2N−λ)
N
) 1
2 ∣∣∣∣∣∣∣∣(mλ) 12 αˆN(t)∣∣∣∣∣∣∣∣L2
~ˆz
∣∣∣∣∣∣Vˆ1,2p1p2∣∣∣∣∣∣op
·
(
N
N − 1
) 1
2
∣∣∣∣∣∣∣∣((−∆−2mλ) 12 )
2
(n¯)2 n
2 αˆN(t)
∣∣∣∣∣∣∣∣L2
~ˆz
≤ N
(
2(1 + N−λ)
N − 1
) 1
2
(
2
N
) 1
2 ∣∣∣∣∣∣Vˆ1,2p1p2∣∣∣∣∣∣op
∣∣∣∣∣∣∣∣(mλ) 12 αˆN(t)∣∣∣∣∣∣∣∣L2
~ˆz
(∣∣∣∣∣∣∣∣(mλ) 12 αˆN(t)∣∣∣∣∣∣∣∣L2
~ˆz
+ 2N−
λ
2
)
Lem.4.7≤
(
4
1 + N−λ
1 − N−1
) 1
2
CΓ ||α(t)||2W1,2z (2βN(t) + N
−λ)
Cor.3.6≤ 2
(
1 + N−λ
1 − N−1
) 1
2
CΓ
(
b
W1,2z
M
(t)
)2
(2βN(t) + N
−λ).
In order to estimate (2”), one picks a smooth cutoff χ with the properties of Lemma 4.6,
regrouping Vˆ1,2 = −∇Γ1,2 · (χˆR(ξ1)ξ1 − ξ2) − ∇Γ1,2 · (1 − χˆR(ξ1))ξ1,
|(2”)| ≤ 2N
∣∣∣∣〈αˆN(t), (∆−1mλ) q1p2 (V¯2 + ∇Γ1,2 · (χˆR(ξ1)ξ1 − ξ2)) q1q2αˆN(t)〉
∣∣∣∣ (1”’)
+ 2N
∣∣∣〈αˆN(t), (∆−1mλ) q1p2 (∇Γ1,2 · (1 − χˆR(ξ1))ξ1) q1q2αˆN(t)〉∣∣∣ . (2”’)
As the multiplication operator in (1”’) times p2 is bounded, because with help of Lemma
4.7, we find∣∣∣∣∣∣∣∣(V¯2 + ∇Γ1,2 · (χˆR(ξ1)ξ1 − ξ2)) p2
∣∣∣∣∣∣∣∣
op
≤
∣∣∣∣∣∣V¯2p2∣∣∣∣∣∣op + ||∇Γ||L∞x
(
||χˆR(ξ1)ξ1||L∞
zˆ
+
∣∣∣∣∣∣ξ2p2∣∣∣∣∣∣op
)
≤ CΓ
(
||α(t)||2W1,2z + 2R + ||∇α(t)||L2z
)
.
This can be used to estimate
(1”’) = 2N
∣∣∣∣〈αˆN(t), (−∆−1mλ) 12 q1p2V¯2 ((−∆−1mλ) 12 )1 q1q2αˆN(t)
〉∣∣∣∣
+ 2N
∣∣∣∣〈αˆN(t), (−∆−1mλ) 12 q1p2∇Γ1,2 · (χˆR(ξ1)ξ1 − ξ2) ((−∆−1mλ) 12 )1 q1q2αˆN(t)
〉∣∣∣∣
≤ 2N
∣∣∣∣∣∣∣∣(−∆−1mλ) 12 q1αˆN(t)
∣∣∣∣∣∣∣∣L2
~ˆz
CΓ
(
||α(t)||2W1,2z + 2R + ||∇α(t)||L2z
)
·
∣∣∣∣∣∣∣∣((−∆−1mλ) 12 )
1
q1q2αˆN(t)
∣∣∣∣∣∣∣∣L2
~ˆz
≤ 2
(
1 + N−λ
) 1
2
(
N
N − 1
) 1
2
(
sup
k≤Nλ
k
N
) 1
2
CΓ
(
||α(t)||2W1,2z + 2R + ||∇α(t)||L2z
) ∣∣∣∣∣∣∣∣m 12λ αˆN(t)
∣∣∣∣∣∣∣∣2L2
~ˆz
Cor.3.6≤ 4N λ−12
(
1 + N−λ
1 − N−1
) 1
2
CΓ
(
R +
(
b
W1,2z
M
(t)
)2)
βN(t).
At last, term (2”’) yields with Lemmas 4.3-(iv), 4.6:
(2”’) ≤ 2N ||∇Γ||L∞x
∣∣∣∣∣∣(1 − χˆR(ξ1))ξ1(1 − p1)αˆN(t)∣∣∣∣∣∣L2
~ˆz
∣∣∣∣∣∣(∆−1mλ)1 q1q2αˆN(t)∣∣∣∣∣∣L2
~ˆz
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≤ 2 CΓ
(
N
N − 1
) 1
2 1
R
(∣∣∣∣∣∣D2z1αN(t)∣∣∣∣∣∣L2
~z
+
∣∣∣∣∣∣D2zα(t)∣∣∣∣∣∣L2z
)
N
∣∣∣∣∣∣(∆−1mλ)1 n2αˆN(t)∣∣∣∣∣∣L2
~ˆz
Lem.3.4,Cor.3.8≤ 2 CΓ
(
1
1 − N−1
) 1
2 1
R
(
b
L2
~z
M,D2
(z1 ,z2)
(t) + b
L2z
M,D2
(t)
)
.
Combining all the estimates for (1”), (1”’), and (2”’), yields the Gronwall type estimate
|∂tβN(t)| ≤ 2 CΓ
(
1 + N−λ
1 − N−1
) 1
2
(
2
(
b
W1,2z
M
(t)
)2
+ 2N
λ−1
2
(
R +
(
b
W1,2z
M
(t)
)2))
βN(t)
+ 2 CΓ
(
1
1 − N−1
) 1
2 (
b
W1,2z
M
(t)
)2
N−λ + 2 CΓ
(
1
1 − N−1
) 1
2
(
b
L2
~z
M,D2
(z1 ,z2)
(t) + b
L2z
M,D2
(t)
)
1
R
.
If we choose R(N) ≡ Nδ, 0 < δ ≤ 1−λ
2
and optimize the choice of δ, we obtain δ = 1−λ
4
and
the convergence rate of all error terms is O
(
N−
1−λ
4
)
+ O
(
N−λ
)
. 
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