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Introduccio´n
Las bases esta´ndar son una herramienta computacional muy potente que permite
trabajar con ideales en el anillo K[x1, . . . , xn] de polinomios multivariados sobre un cam-
po K, y pueden usarse para resolver diversos problemas. La nocio´n de base esta´ndar fue
introducida originalmente por Buchberger en 1965, con el nombre de bases de Gro¨bner,
las cuales se definen para los ideales polinomiales, con o´rdenes monomiales globales.
Adema´s, Buchberger describio´ un algoritmo (algoritmo de Buchberger) para calcular
las bases de Gro¨bner, brindando te´cnicas computacionales que permiten trabajar con
ideales en un anillo de polinomios en varias variables.
El presente trabajo se encuentra estructurado por cap´ıtulos. En el Cap´ıtulo 1, se
presenta una generalizacio´n del algoritmo de la divisio´n, el cual resuelve el problema de
descripcio´n de un ideal, es decir, que cada ideal I ⊂ K[x1, . . . , xn] puede escribirse como
〈f1, . . . , fs〉 para algunos fi ∈ K[x1, . . . , xn], lo que permitira´ introducir el concepto de
bases de Gro¨bner.
En el Cap´ıtulo 2, se estudia la localizacio´n de un anillo de polinomios y el anillo
asociado a un orden monomial, con el objetivo de introducir las bases esta´ndar para
o´rdenes locales; brindando adema´s un algoritmo que permite calcularlas, espec´ıfica-
mente el algoritmo de base esta´ndar, que hace uso del algoritmo de Buchberger y el
algoritmo del Cono Tangente de Mora.
En el Cap´ıtulo 3, tomando como base lo expuesto en los cap´ıtulos anteriores, se da
respuesta a algunos problemas cla´sicos de ideales utilizando las bases esta´ndar, tales
como determinar la pertenencia de un polinomio a un ideal, eliminacio´n de variables,
construccio´n de bases para la interseccio´n de ideales, determinar la pertenencia de
un polinomio al ideal radical, y se introduce el problema de sistemas de ecuaciones
polinomiales.
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Objetivos
Objetivo general
Exponer detalladamente un estudio introductorio a las bases esta´ndar de ideales,
demostrando las principales propiedades y algoritmos que permiten estudiar la teor´ıa
de ideales desde una perspectiva computacional.
Objetivos espec´ıficos
Generalizar el algoritmo de la divisio´n de polinomios, en el anillo de polinomios en
n indeterminadas, permitiendo introducir las bases de Gro¨bner y sus propiedades.
Hacer un estudio de conceptos fundamentales de los anillos de polinomios asocia-
dos a un orden monomial cualquiera y la construccio´n de formas normales para
el ca´lculo de bases esta´ndar.
Desarrollar ejemplos que exhiban la aplicacio´n de las bases esta´ndar.
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CAPI´TULO 1: Preliminares
En este cap´ıtulo se presenta una generalizacio´n del algoritmo de la divisio´n de po-
linomios a un anillo multivariado, el cual sera´ la base para un estudio de las bases de
Gro¨bner, que permitira´ resolver diversos problemas, como la pertenencia de un polino-
mio al ideal o la descripcio´n de un ideal (determinar un conjunto generador finito para
un ideal).
1. O´rdenes monomiales
u Definicio´n 1.1. Dado un anillo conmutativo A, se define:
I) Un monomio en n variables, como un producto de potencias de la forma:
xα = xα11 · · ·xαnn con α = (α1, . . . , αn) ∈ Zn≥0
El conjunto de monomios en n variables es denotado por:
Mon(x1, . . . , xn) = Monn := {xα : α ∈ Zn≥0}
Notar que Mon es un semigrupo bajo la multiplicacio´n, con elemento neutro 1 =
x01 · · ·x0n. Un monomio xα divide al monomio xβ, si αi ≤ βi para todo i, adema´s
xβ = xγxα para algu´n γ = β − α ∈ Zn≥0.
II) Un te´rmino es un monomio multiplicado por un coeficiente (un elemento de A),
axα = axα11 · · ·xαnn , a ∈ A
III) Un polinomio sobre el anillo A, es una combinacio´n lineal finita de monomios, es
decir, una suma finita de te´rminos de la forma:
f =
∑
α
aαx
α =
finito∑
α∈Zn≥0
aα1,...,αnx
α1
1 · · ·xαnn ; con aα ∈ A
Para α ∈ Zn≥0, sea |α| := α1 + · · · + αn, el grado total del monomio xα. El entero
deg(f) := ma´x{|α| | aα 6= 0} es llamado grado total del polinomio f (si f es el
polinomio cero entonces deg(f) = −1).
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IV) El anillo de polinomios A[x] := A[x1, . . . , xn] en n variables sobre A, es el conjunto
de todos los polinomios con coeficientes en A en n indeterminadas x1, . . . , xn. Con
la suma y multiplicacio´n usual:∑
α
aαx
α +
∑
α
bαx
α :=
∑
α
(aα + bα)x
α
(∑
α
aαx
α
)
·
(∑
β
bβx
β
)
:=
∑
γ
( ∑
α+β=γ
aαbβ
)
xγ
El anillo de polinomios A[x1, . . . , xn], es un anillo conmutativo con unidad 1 =
x01x
0
2 · · ·x0n, que identificamos con el elemento identidad 1 ∈ A. Los elementos de
A ⊂ A[x1, . . . , xn] son llamados polinomios constantes, se caracterizan por tener un
grado menor o igual a cero, A es llamado el anillo base de A[x]. Para nuestro estudio
nos enfocaremos en el anillo de polinomios K[x] = K[x1, . . . , xn] con coeficientes en el
campo K. Y denotaremos por K[x]∗ = K∗ = K−{0} al conjunto de unidades del anillo.
Observar que el monomio xα = xα11 x
α2
2 · · ·xαnn (la notacio´n xα donde α es un vector,
se le conoce como multinomio), se puede construir a partir de la n-upla de exponentes
α = (α1, . . . , αn) ∈ Zn≥0. Esta observacio´n establece una correspondencia uno a uno
entre los monomios de Monn y Zn≥0. Adema´s, cualquier orden > que se establezca en
el conjunto Zn≥0, se obtendra´ un orden sobre el conjunto de monomios Monn; si α > β
segu´n este orden, tambie´n diremos que xα > xβ.
Para comenzar, dado un polinomio, nos gustar´ıa ser capaces de ordenar los te´rminos
sin ambigu¨edad, en orden descendente (o ascendente). Para hacer esto, debemos ser
capaces de comparar cada par de monomios para establecer sus posiciones relativas
correctas. Por lo tanto, exigiremos que nuestros ordenamientos sean lineales o totales;
esto significa, que para cada par de monomios xα y xβ, exactamente una de las tres
afirmaciones siguientes deber´ıa ser cierta
xα > xβ, xα = xβ o xβ > xα.
Es importante tener en cuenta el efecto de la suma y producto en los polinomios, ya
que cuando se suman polinomios, despue´s de combinar te´rminos semejantes, se puede
simplemente reorganizar los te´rminos presentes en el orden apropiado, por lo que las
sumas no presentan dificultades.
Sin embargo, los productos son ma´s sutiles, dado que la multiplicacio´n en un anillo
de polinomios se distribuye sobre la suma, basta con considerar lo que sucede cuando
se multiplica un monomio por un polinomio. Si esto cambia el orden relativo de los
te´rminos, problemas significativos podr´ıan resultar en cualquier proceso similar al del
algoritmo de divisio´n en K[x], en el cual se deben identificar los te´rminos “principales”
de los polinomios. Por lo tanto, exigiremos que todos los ordenamientos monomiales
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tengan la siguiente propiedad adicional. Si xα > xβ y xγ es cualquier monomio, entonces
requerimos que xαxγ > xβxγ. En te´rminos de los vectores exponentes, esta propiedad
significa que si α > β en nuestro ordenamiento en Zn≥0, entonces, para todo γ ∈ Zn≥0,
α + γ > β + γ
Considerando lo expuesto antes, se puede definir un orden monomial de la siguiente
manera.
u Definicio´n 1.2. Un orden monomial o orden de semigrupo en K[x1, . . . , xn], es un
ordenamiento total (o lineal) > en el conjunto de monomios Monn = {xα : α ∈ Zn≥0} en
n variables que satisface:
xα > xβ =⇒ xγxα > xγxβ
para todo α, β, γ ∈ Zn≥0. Decir que > es un orden monomial en el anillo de polinomios
K[x1, . . . , xn], significa que > es un ordenamiento monomial en Mon(x1, . . . , xn).
Los ordenamientos monomiales proporcionan una estructura extra en el conjunto de
monomios y por lo tanto tambie´n en el anillo de polinomios. Desde un punto de vista
pra´ctico, un ordenamiento monomial > permite escribir un polinomio f ∈ K[x1, . . . , xn]
de manera ordenada y u´nica como:
f = aαx
α + aβx
β + · · ·+ aγxγ
con xα > xβ > . . . > xγ, donde ningu´n coeficiente es cero.
u Definicio´n 1.3. Sea > un orden monomial fijo y f ∈ K[x1, . . . , xn], el polinomio
f 6= 0 se puede escribir de manera u´nica, como una suma finita de te´rminos distintos
de cero, de la siguiente manera:
f = aαx
α + aβx
β + · · ·+ aγxγ
con xα > xβ > . . . > xγ y aα, aβ, . . . , aγ ∈ K.
As´ı para todo f ∈ K[x1, . . . , xn], se define:
i) El exponente principal de f
LE(f) := leadexp(f) := ma´x{α ∈ Zn≥0 : aα 6= 0}
(el ma´ximo se toma con respecto a >).
ii) El coeficiente principal de f
LC(f) := leadcoef(f) := aα ∈ K
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iii) El monomio principal de f
LM(f) := leadmonom(f) := xα
(con coeficiente 1).
iv) El te´rmino principal o cabeza de f
LT(f) := lead(f) := LC(f) · LM(f) = aαxα
v) La cola de f
tail(f) := f − lead(f) := aβxβ + · · ·+ aγxγ
La ma´s importante distincio´n entre o´rdenes monomiales se da cuando toda variable es
mayor que la unidad del anillo, y son llamados o´rdenes globales. Si la unidad del anillo
es mayor que toda variable, son llamados o´rdenes locales.
u Definicio´n 1.4. Sea > un orden monomial en {xα : α ∈ Zn≥0}.
I) > es llamado orden global si xα > 1 para todo α 6= (0, . . . , 0).
II) > es llamado orden local si xα < 1 para todo α 6= (0, . . . , 0).
III) > es llamado orden mixto si no es global ni local.
Es claro que si cambiamos el orden monomial al comparar dos monomios xα, xβ ∈
K[x1, . . . , xn], si x
α >′ xβ y xβ > xα, entonces >′ es global si y solo si > es local. Los
o´rdenes locales y globales tienen propiedades diferentes.
Definimos los siguientes o´rdenes monomiales, para o´rdenes globales y locales, to-
mando α = (α1, . . . , αn) y β = (β1, . . . , βn) ∈ Zn≥0.
(1) O´rdenes globales:
i) Orden lexicogra´fico >lp:
xα >lp x
β :⇐⇒ ∃ 1 ≤ i ≤ n :
α1 = β1, . . . , αi−1 = βi−1, αi > βi
ii) Orden lexicogra´fico graduado invertido >dp:
xα >dp x
β :⇐⇒ deg(xα) > deg(xβ)
o (deg(xα) = deg(xβ) y ∃ 1 ≤ i ≤ n :
αn = βn, . . . , αi+1 = βi+1, αi < βi)
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iii) Orden lexicogra´fico graduado >Dp:
xα >Dp x
β :⇐⇒ deg(xα) > deg(xβ)
o (deg(xα) = deg(xβ) y ∃ 1 ≤ i ≤ n :
α1 = β1, . . . , αi−1 = βi−1, αi > βi)
(2) O´rdenes locales:
i) Orden lexicogra´fico negativo >ls:
xα >ls x
β :⇐⇒ ∃ 1 ≤ i ≤ n :
α1 = β1, . . . , αi−1 = βi−1, αi < βi
ii) Orden lexicogra´fico graduado invertido negativo >ds:
xα >ds x
β :⇐⇒ deg(xα) < deg(xβ)
o (deg(xα) = deg(xβ) y ∃ 1 ≤ i ≤ n :
αn = βn, . . . , αi+1 = βi+1, αi < βi)
iii) Orden lexicogra´fico graduado negativo >Ds:
xα >Ds x
β :⇐⇒ deg(xα) < deg(xβ)
o (deg(xα) = deg(xβ) y ∃ 1 ≤ i ≤ n :
α1 = β1, . . . , αi−1 = βi−1, αi > βi)
Es importante notar que se ha fijado una enumeracio´n x1, . . . , xn de las variables,
cualquier otra enumeracio´n conduce a un orden monomial diferente. Por ejemplo, si las
variables son x e y, entonces se obtiene un orden lp (ordenamiento lexicogra´fico), con
x > y y un segundo con y > x. En el caso general de n variables, hay n! ordenamientos
lp. En lo que sigue, para cualquier ordenamiento se referira´ al que tiene x1 > . . . > xn
a menos que se indique lo contrario.
u Definicio´n 1.5. Sea >1 un orden monomial en Mon(x1, . . . , xn) y >2 un orden mono-
mial en Mon(y1, . . . , ym). Entonces el producto ordenado u orden de bloque >, tambie´n
denotado por (>1, >2) en Mon(x1, . . . , xn, y1, . . . , ym), se define como
xαyβ > xα
′
yβ
′
:⇐⇒ xα >1 xα′
o (xα = xα
′
y yβ >2 y
β′)
Si >1 es un ordenamiento global entonces el producto ordenado, tiene la propiedad
que los monomios que contienen a xi, son siempre ma´s grandes que los monomios que no
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contienen a xi. Si >1 y >2 son globales (respectivamente locales), entonces el producto
ordenado es global (respectivamente local), al combinar un orden monomial local y uno
global, surge un ordenamiento monomial mixto.
En este cap´ıtulo se trabajara´ u´nicamente con o´rdenes globales, retomando la defini-
cio´n de o´rdenes locales en los cap´ıtulos restantes. El siguiente lema permite caracterizar
un ordenamiento monomial global.
Lema 1.6. Sea > un ordenamiento monomial fijo, las siguientes condiciones son equi-
valentes:
i) > es un buen orden.
ii) xi > 1 para i = 1, . . . , n.
iii) xα > 1 para todo α 6= (0, . . . , 0), es decir > es global.
iv) α ≥nat β y α 6= β implica xα > xβ.
La u´ltima condicio´n significa que > es un refinamiento del ordenamiento parcial
natural en Zn≥0 definido por
(α1, . . . , αn) ≥nat (β1, . . . , βn)⇐⇒ αi ≥ βi para todo i
Demostracio´n.
I) ⇒ II) Si xi < 1 para algu´n i, entonces xpi < xp−1i < 1, por definicio´n de
ordenamiento monomial. Produciendo un conjunto de monomios sin elemento
ma´s pequen˜o (recordemos que un conjunto cumple la propiedad del buen orden,
si cada subconjunto no vac´ıo tiene un elemento ma´s pequen˜o con respecto a >),
lo que contradice I). Por lo tanto xi > 1 para i = 1, . . . , n.
II) ⇒ III) Sea α = (α1, . . . , αn) ∈ Zn>0 y α 6= (0, . . . , 0). Como xi > 1 para
i = 1, . . . , n entonces xαii > 1 con αi ∈ Z>0 (por ser un ordenamiento monomial).
As´ı xα11 > 1 y x
α2
2 > 1 entonces x
α1
1 · xα22 > xα22 > 1. Continuando de manera
inductiva se sigue que xα = xα11 · xα22 . . . xαnn > 1, para todo α 6= (0, . . . , 0). Por lo
tanto > es un ordenamiento global.
III) ⇒ IV) Sea α, β ∈ Zn>0 y α 6= β. Adema´s α = (α1, . . . , αn) ≥nat β =
(β1, . . . , βn). Entonces γ = α−β ∈ Zn>0 y γ 6= (0, . . . , 0) por definicio´n de ordena-
miento natural, as´ı xα > 1 implica xγ · xβ > xβ y por lo tanto xα = xγ · xβ > xβ.
IV) ⇒ I) Sea M un conjunto no vac´ıo de monomios por Lema de Dickson 3.5
existe un subconjunto finito B ⊂M , tal que para cada xα ∈M existe un xβ ∈ B
tal que β ≤nat α. Por hipo´tesis, xβ < xα o xα = xβ, como B es finito podemos
comparar monomio a monomio con respecto a >. As´ı existe β∗ ∈ B tal que
β∗ ≤ βi, ∀βi ∈ B. Entonces B contiene un elemento ma´s pequen˜o de M con
respecto a >. Por lo tanto > es un buen orden.
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El siguiente lema nos ayudara´ a entender lo que significa la condicio´n de ordena-
miento global de la parte (I) del Lema 1.
Lema 1.7. Una relacio´n de orden > en Zn≥0, es un buen orden si y solo si cada secuencia
estrictamente decreciente en Zn≥0
α(1) > α(2) > α(3) > . . .
finalmente termina.
Demostracio´n. Lo probaremos en forma contrarrec´ıproca: > no es un buen orden si y
solo si hay una secuencia infinita estrictamente decreciente en Zn≥0.
Si > no es un buen orden, entonces existe un subconjunto no vac´ıo S ⊂ Zn≥0, tal que
“no tiene un elemento mı´nimo”. Sea α(1) ∈ S, como α(1) no es el elemento mı´nimo,
podemos encontrar α(1) > α(2), con α(2) ∈ S. Entonces α(2) tampoco es el elemento
mı´nimo, por lo que α(2) > α(3) y α(3) ∈ S.
Continuando de esta manera, obtenemos una secuencia infinitamente decreciente
α(1) > α(2) > α(3) > . . .
Por el contrario, dada una secuencia infinita estrictamente decreciente, entonces
{α(1), α(2), α(3), . . .} es un subconjunto no vac´ıo de Zn≥0 que no tiene elemento mı´nimo,
y por lo tanto, > no es un buen orden.
La importancia de este lema se hara´ evidente en las secciones siguientes. Se usara´
para mostrar que varios algoritmos deben terminar porque en cada paso del algoritmo,
algu´n te´rmino disminuye estrictamente respecto a un orden monomial fijo.
Terminaremos esta seccio´n con una discusio´n sobre co´mo se puede aplicar un or-
den monomial a los polinomios. Recordar que un polinomio de K[x1, . . . , xn] es una
combinacio´n lineal finita de monomios, es decir, una suma finita de te´rminos,
f =
∑
α
aαx
α; con aα ∈ K
Si f ∈ K[x1, . . . , xn] y se ha seleccionado un orden monomial >, entonces pode-
mos ordenar los te´rminos de f sin ambigu¨edad, con respecto al orden monomial >,
comparando los monomios del polinomio.
Ejemplo 1.8. Sea f = x3 + x3yz + xy2 + y5 + z4 ∈ K[x, y, z], entonces:
Con respecto al orden lp, el polinomio se ordena de la siguiente manera:
f = x3yz + x3 + xy2 + y5 + z4
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Con respecto al orden Dp, el polinomio se ordena de la siguiente manera:
f = x3yz + y5 + z4 + x3 + xy2
Con respecto al orden dp, el polinomio se ordena de la siguiente manera:
f = y5 + x3yz + z4 + x3 + xy2
Con respecto al orden ls, el polinomio se ordena de la siguiente manera:
f = z4 + y5 + xy2 + x3 + x3yz
Con respecto al orden Ds, el polinomio se ordena de la siguiente manera:
f = x3 + xy2 + z4 + x3yz + y5
Con respecto al orden ds, el polinomio se ordena de la siguiente manera:
f = x3 + xy2 + z4 + x3yz + y5
Dado el polinomio f = x3yz+x3 +xy2 +y5 +z4; con orden monomial lp se cumple
lo siguiente:
• El exponente principal LE(f) = (3, 1, 1)
• El monomio principal LM(f) = x3yz
• El coeficiente principal LC(f) = 1
• El te´rmino principal LT(f) = x3yz
• La cola del polinomio tail(f) = x3 + xy2 + y5 + z4
Lema 1.9. Sea f, g ∈ K[x1, . . . , xn] polinomios distintos de cero. Entonces:
i) LE(fg) = LE(f) + LE(g)
ii) Si f + g 6= 0, entonces LE(f + g) ≤ ma´x{LE(f), LE(g)}. Adema´s, si LE(f) 6= LE(g),
entonces ocurre la igualdad.
Demostracio´n. Como f, g ∈ K[x1, . . . , xn] entonces f =
n∑
i=0
aix
i y g =
m∑
i=0
bix
i con
α0 6= 0 y β0 6= 0. Sea LE(f) = α0 y LE(g) = β0, se cumple que α0 > αi para i = 1, . . . , n
y β0 > βi para i = 1, . . . ,m.
I) El producto fg = a0b0x
α0+β0 + tail(fg) donde los te´rminos de tail(fg) son
menores con respecto a > y a0b0 6= 0. Como α0 > αi, ∀i = 1, . . . , n y β0 > βi, ∀i =
1, . . . ,m, se cumple que α0+β0 > αi+β0 > αi+βi (por ser > un orden monomial).
As´ı α0 + β0 es el ma´ximo y por lo tanto LE(fg) = α0 + β0 = LE(f) + LE(g).
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II) 1) Si α0 > β0 o β0 > α0, entonces
LE(f + g) = LE(f) = α0 = ma´x{LE(f), LE(g)}
LE(f + g) = LE(g) = β0 = ma´x{LE(f), LE(g)}
2) Si α0 = β0 pueden ocurrir dos casos
1) Si LT(f) + LT(g) = 0, entonces LE(f + g) < α0 y LE(f + g) < β0 y por lo
tanto LE(f + g) ≤ ma´x{LE(f), LE(g)}
2) Si la suma de LT(f) + LT(g) 6= 0, entonces LE(f + g) = ma´x{LE(f), LE(g)}
2. Algoritmo de divisio´n en K[x1, . . . , xn]
Se extendera´ el algoritmo de divisio´n para polinomios en K[x] al anillo de poli-
nomios en n indeterminadas K[x1, . . . , xn]. En el caso general, el objetivo es dividir
f ∈ K[x1, . . . , xn] por f1, . . . , fs ∈ K[x1, . . . , xn]. Como veremos, esto significa expresar
f en la forma
f = a1f1 + · · ·+ asfs + r
donde los “cocientes” a1, . . . , as y “resto” r se encuentran en K[x1, . . . , xn]. Se debera´
tener cuidado al decidir co´mo caracterizar el resto. Aqu´ı es donde utilizaremos los or-
denamientos monomiales introducidos anteriormente. Luego veremos co´mo se aplica el
algoritmo de divisio´n al problema de pertenencia de un polinomio a un ideal.
La idea ba´sica del algoritmo es la misma que en el caso de una variable: queremos
cancelar el te´rmino principal de f (con respecto a un orden monomial fijo) multiplican-
do un fi por un monomio apropiado y restando. Entonces este monomio se convierte
en un te´rmino en el ai correspondiente. En lugar de enunciar el algoritmo en general,
primero se trabajara´ con un ejemplo para observar el procedimiento.
Ejemplo 2.1. Dividir el polinomio f = x2y + xy2 + y2 por f1 = xy − 1 y f2 = y2 − 1,
utilizando el orden monomial lexicogra´fico.
Solucio´n: Se quiere utilizar el mismo esquema de divisio´n de polinomios en una variable,
con la diferencia que ahora hay varios divisores y cocientes. Enumerando los divisores
f1, f2 y los cocientes a1, a2 verticalmente, tenemos la siguiente configuracio´n:
x2y + xy2 + y2f1 = xy − 1
f2 = y
2 − 1
a2 :
a1 :
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Los te´rminos principales LT(f1) = xy y LT(f2) = y
2 de los cuales solamente el
te´rmino principal de f1 divide al te´rmino principal de f ; LT(f) = x
2y. En el caso que
ambos te´rminos principales de f1 y f2 dividan al te´rmino principal de f , procedemos
primero con el de f1. Por lo tanto, dividimos x
2y entre xy, obteniendo x, y luego resta-
mos x · f1 de f :
x2y + xy2 + y2f1 = xy − 1
f2 = y
2 − 1
a2 :
x2y − x
a1 : x
xy2 + x+ y2
Ahora repetimos el mismo procedimiento para xy2 + x + y2. Observemos que el
te´rmino principal LT(xy2 + x + y2) = xy2, es divisible por los te´rminos principales de
ambos polinomios f1 y f2. Por lo que usaremos f1, ya que aparece primero.
x2y + xy2 + y2f1 = xy − 1
f2 = y
2 − 1
a2 :
x2y − x
a1 : x+ y
xy2 + x+ y2
xy2 − y
x+ y2 + y
Observemos que ni LT(f1) = xy ni LT(f2) = y
2 divide LT(x + y2 + y) = x. Sin
embargo x+ y2 + y no es el resto, ya que LT(f2) divide a y
2, un monomio del polinomio
x + y2 + y. Por lo tanto, si movemos x al resto, podemos seguir dividiendo (esto es
algo que nunca ocurre en el caso de una variable, puesto que si el te´rmino principal del
divisor ya no divide el te´rmino principal de lo que queda bajo el radical, el algoritmo
termina).
Para implementar esta idea, anexamos una columna a la derecha, donde escribiremos
los te´rminos que pertenecen al resto. Adema´s, llamamos al polinomio bajo el radical
dividendo intermedio. Luego continuamos dividiendo hasta que el dividendo intermedio
sea cero. Realizamos el paso donde movemos x a la columna del resto
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x2y + xy2 + y2f1 = xy − 1
f2 = y
2 − 1
a2 :
x2y − x
a1 : x+ y
xy2 + x+ y2
xy2 − y
x+ y2 + y x
r
y2 + y
Ahora continuamos dividiendo. Si podemos dividir por LT(f1) o LT(f2), procedemos
de la forma habitual, y si ninguno de los dos divide, movemos el te´rmino principal del
dividendo intermedio a la columna del resto. A continuacio´n se muestra el resto de la
divisio´n:
x2y + xy2 + y2f1 = xy − 1
f2 = y
2 − 1
a2 : 1
x2y − x
a1 : x+ y
xy2 + x+ y2
xy2 − y
x+ y2 + y x
r
y2 + y
y2 − 1
y + 1
1
0
x+ y + 1
x+ y
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As´ı, el resto es x + y + 1 y por lo tanto, podemos expresar el polinomio f = x2y +
xy2 + y2 de la siguiente manera:
x2y + xy2 + y2 = (x+ y) · (xy − 1) + (1) · (y2 − 1) + x+ y + 1
Observemos que el resto es una suma de monomios, donde ninguno de estos mono-
mios es divisible por los te´rminos principales LT(f1) o LT(f2) y por lo tanto para todo
xα que pertenezca al resto, LT(fi) no divide x
α.
El ejemplo anterior es una ilustracio´n de co´mo funciona el algoritmo de la divisio´n.
Tambie´n nos muestra que´ propiedad queremos que tenga el resto: ninguno de sus te´rmi-
nos debe ser divisible por los te´rminos principales de los polinomios por los que estamos
dividiendo. Ahora podemos establecer de forma general del algoritmo de divisio´n.
Teorema 2.2. (Algoritmo de la divisio´n en K[x1, . . . , xn]). Sea > un orden mono-
mial en Zn≥0 y sea F = (f1, . . . , fs) una s-upla ordenada de polinomios en K[x1, . . . , xn].
Entonces cada f ∈ K[x1, . . . , xn] se puede escribir como
f = a1f1 + · · ·+ asfs + r
con ai, r ∈ K[x1, . . . , xn] para todo i, donde r = 0 o bien r es una combinacio´n lineal
de monomios con coeficientes en K, donde ninguno de estos monomios es divisible por
LT(fi), i = 1, . . . , s. Llamaremos a r el resto de f en la divisio´n por F . Adema´s, si
aifi 6= 0, entonces tenemos
LE(f) ≥ LE(aifi)
.
Demostracio´n. Probamos la existencia de a1, . . . , as y r dando un algoritmo para su
construccio´n y mostrando que funciona correctamente en cualquier entrada dada.
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Algoritmo de divisio´n en K[x1, . . . , xn]
Input: f1, . . . , fs, f
Output: a1, . . . , as, r
a1 := 0; . . . ; as := 0; r := 0
p := f
while p 6= 0 do
i := 1
divisionoccurred:=false
while i ≤ s and divisionoccurred:=false do
if LT(fi) divides LT(p), then
ai := ai + LT(p)/LT(fi)
p := p− (LT(p)/LT(fi))fi
divisionoccurred:=true
else
i := i+ 1
if divisionoccurred:=false then
r := r + LT(p)
p := p− LT(p)
Podemos relacionar este algoritmo con el ejemplo anterior al observar que la variable
p representa el dividendo intermedio en cada etapa, la variable r representa la columna
en el lado derecho y las variables a1, . . . , as los cocientes enumerados anteriormente
en el radical. Finalmente, la variable booleana “divisionoccurred” nos dice cuando un
LT(fi) divide el te´rmino principal del dividendo intermedio. Cada vez que pasamos por
el bucle principal MIENTRAS, precisamente una de estas dos opciones suceda:
(PASO DE DIVISIO´N) si un LT(fi) divide a LT(p), entonces el algoritmo procede
como en el caso de una variable,
(PASO DE RESIDUO) si LT(fi) no divide a LT(p), el algoritmo agrega LT(p) al
resto.
Estos pasos corresponden exactamente a lo que se realizo´ en el ejemplo.
Para demostrar que el algoritmo funciona, primero mostraremos que se mantiene en
cada etapa.
f = a1f1 + · · ·+ asfs + p+ r (1)
Observemos que es claramente cierto para los valores iniciales de a1, . . . , as, p y
r. Ahora supongamos que (1) se mantiene en un paso del algoritmo. Si el siguiente
paso es un “PASO DE DIVISIO´N”, entonces algu´n LT(fi) divide a LT(p), entonces
a′i = ai + LT(p)/LT(fi) y p
′ = p− (LT(p)/LT(fi))fi por lo tanto
f = a1f1 + · · ·+ a′ifi + · · ·+ p′ + r
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ya que
aifi + p =(ai + (LT(p)/LT(fi)))fi + (p− (LT(p)/LT(fi))fi)
=a′ifi + p
′
lo anterior muestra que aifi + p no se modifica. Dado que todas las dema´s variables
no se ven afectadas, (1) sigue siendo cierto en este caso. Por otro lado, si el siguiente
paso es un “PASO DE RESIDUO”, entonces p y r sera´n cambiados, pero la suma p+ r
no se modifica
p+ r = (p− LT(p)) + (r + LT(p))
como antes, la igualdad (1) au´n se conserva.
Observemos que el algoritmo se detiene cuando p = 0. En esta situacio´n, (1) se convierte
en
f = a1f1 + · · ·+ asfs + r
Como los te´rminos se agregan a r solo cuando no son divisibles por ninguno de los
LT(fi), se deduce que a1, . . . , as y r tienen las propiedades deseadas cuando el algoritmo
termina.
Finalmente, se debe mostrar que el algoritmo eventualmente termina. La observacio´n
clave es que cada vez que redefinimos la variable p, su exponente principal decrece
(en relacio´n con nuestro ordenamiento de te´rminos) o se convierte en 0. Para ver esto,
primero suponer un “PASO DE DIVISIO´N”, p se redefine para ser
p′ = p− LT(p)
LT(fi)
fi
Por Lema 1.9 tenemos que
LT
(
LT(p)
LT(fi)
fi
)
=
LT(p)
LT(fi)
LT(fi) = LT(p)
de modo que p y (LT(p)/LT(fi))fi tienen el mismo te´rmino principal. Por lo tanto,
su diferencia p′ debe tener un exponente principal estrictamente ma´s pequen˜o cuando
p′ 6= 0. Luego, supongamos un “PASO DE RESIDUO”, p se redefine para ser
p′ = p− LT(p).
Aqu´ı, es claro que LE(p′) < LE(p) cuando p′ 6= 0. Por lo tanto, en cualquier caso, el
exponente principal debe disminuir. Si el algoritmo nunca terminara, obtendr´ıamos una
secuencia decreciente infinita de exponentes. La propiedad del buen orden de >, como
se indica en Lema 1.7, asegura que esto no puede ocurrir. Por lo tanto, p = 0 debe
ocurrir eventualmente, de modo que el algoritmo finalice despue´s de una cantidad finita
de pasos.
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Queda por estudiar la relacio´n entre LE(f) y LE(aifi). Cada te´rmino en ai tiene la
forma LT(p)/LT(fi) para algu´n valor de la variable p. El algoritmo comienza con p = f ,
y acabamos de demostrar que el exponente principal de p disminuye. Esto muestra que
LT(p) < LT(f), despue´s del primer paso del algoritmo.
Como LT(p) < LT(f) durante el algoritmo de la divisio´n, y ai tiene la forma
LT(p)/LT(fi) para algu´n p, se cumple que LE(aifi) = LE(LT(p)fi/LT(fi)). Pero en la par-
te donde se probo´ que el algoritmo termina, se demostro´ que LT(LT(p)fi/LT(fi)) = LT(p)
por lo que se cumple la siguiente cadena de igualdad:
LE(aifi) = LE(LT(p)fi/LT(fi)) = LE(p) < LE(f)
y la igualdad se cumple cuando LT(p) = LT(f), por lo tanto:
LE(aifi) ≤ LE(f).
Esto completa la prueba del teorema.
Una primera propiedad importante del algoritmo de divisio´n en K[x1, . . . , xn] es que
el resto no esta´ determinado de forma u´nica. Para ver co´mo esto puede fallar cuando
hay ma´s de una variable, consideremos el siguiente ejemplo.
Ejemplo 2.3. Dividir el polinomio f = x2y + xy2 + y2 por f1 = y
2 − 1 y f2 = xy − 1.
Utilizando el orden lp con x > y. La diferencia con el Ejemplo 2.1 es el orden en que se
esta´n tomando los divisores.
x2y + xy2 + y2
x2y − x
f1 = y
2 − 1
f2 = xy − 1
a1 : x+ 1
a2 : x
xy2 + x+ y2
xy2 − x
2x
r
2x+ y2
y2
y2 − 1
1
0
2x+ 1
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por lo tanto podemos expresar el polinomio f de la siguiente manera:
f = x2y + xy2 + y2 = (x+ 1)(y2 − 1) + (x)(xy − 1) + 2x+ 1
Si comparamos este resultado con el Ejemplo 2.1, observamos que el resto es diferente.
Los ejemplos anteriores muestran que el orden de la s-upla de polinomios (f1, . . . , fs)
definitivamente importa, tanto en la cantidad de pasos que tomara´ el algoritmo para
completar el ca´lculo y en los resultados que se obtendra´n. El ai y el r pueden cambiar
si simplemente reorganizamos los fi o se cambia el orden monomial.
Una buena caracter´ıstica del algoritmo de divisio´n en K[x1, . . . , xn] es la forma en que
resuelve el problema de pertenencia al ideal, es decir, dado un ideal I ⊂ K[x1, . . . , xn]
y f ∈ K[x1, . . . , xn]; determinar si el polinomio f ∈ I . Si despue´s de la divisio´n de f
por F = (f1, . . . , fs) obtenemos un resto r = 0, observar que
f = a1f1 + · · ·+ asfs
as´ı, f ∈ 〈f1, . . . , fs〉. Por lo tanto, r = 0 es una condicio´n suficiente para la pertenencia
al ideal. Sin embargo, como muestra el siguiente ejemplo, r = 0 no es una condicio´n
necesaria para estar en el ideal.
Ejemplo 2.4. Sea f1 = xy + 1, f2 = y
2 − 1 ∈ K[x, y] con el orden lexicogra´fico lp.
Dividimos f = xy2 − x por F = (f1, f2), el resultado es
xy2 − x = (y)(xy + 1) + (0)(y2 − 1) + (−x− y).
Cuando F = (f2, f1), sin embargo, el resultado es
xy2 − x = (x)(y2 − 1) + (0)(xy + 1) + 0
El segundo ca´lculo muestra que f ∈ 〈f1, f2〉. Luego, el primer ca´lculo muestra que
incluso si f ∈ 〈f1, f2〉, au´n es posible obtener un resto distinto de cero en la divisio´n
mediante F = (f1, f2).
Al tratar con una coleccio´n de polinomios f1, . . . , fs ∈ K[x1, . . . , xn], con frecuen-
cia es deseable pasar al ideal I que generan. Esto permite la posibilidad de pasar de
f1, . . . , fs a un conjunto de generadores diferentes para I. Entonces todav´ıa podemos
preguntarnos si podr´ıa haber un “buen” conjunto de generadores para I.. Para dicho
conjunto, desear´ıamos que el resto de la divisio´n de los generadores “buenos” se deter-
mine de manera u´nica y la condicio´n r = 0 deber´ıa ser equivalente a la pertenencia
en el ideal. Ma´s adelante veremos que las bases de Gro¨bner tienen exactamente estas
“buenas” propiedades.
Ejemplo 2.5. Dividir el polinomio f = x7y2 + x3y2 − y + 1 por F = (xy2 − x, x− y3).
Al usar el orden monomial lexicogra´fico lp obtenemos:
x7y2+x3y2−y+1 = (x6+x5y+x4y2+x4+x3y+x2y2)(xy2−x)+(x6+x5y+x4+x3y)(x−y3)−y+1
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para obtener la expresio´n anterior se deben realizar muchos pasos en la divisio´n.
Sin embargo utilizando el ordenamiento lexicogra´fico graduado Dp la cantidad de pasos
se reduce considerablemente
x7y2 + x3y2 − y + 1
x7y2 − x7
f1 = xy
2 − x
f2 = −y3 + x
a1 : x
6 + x2
a2 :
x7 + x3y2 − y + 1
x3y2 − y + 1
x3y2 − x3
x3 − y + 1
−y + 1
1
0
x7 + x3 − y + 1
x7 + x3 − y
x7 + x3
x7
r
podemos escribir a f de la siguiente manera:
x7 + x3y2 + x3y2 − y + 1 = (x6 + x2)(xy2 − x) + (0)(x− y3) + x7 + x3 − y + 1
Observemos que en el ejemplo anterior queda claro que el orden monomial juega un
papel muy importante a la hora de realizar la divisio´n.
3. Ideales monomiales y lema de Dickson
En esta seccio´n, vamos a considerar el problema de “descripcio´n de ideales” (¿puede
cada ideal I ⊂ K[x1, . . . , xn] escribirse como 〈f1, . . . , fs〉 para algunos fi ∈ K[x1, . . . , xn]?),
para el caso especial de ideales monomiales. Esto requerira´ un estudio cuidadoso de las
propiedades de estos ideales. Para comenzar, definimos ideales monomiales enK[x1, . . . , xn].
u Definicio´n 3.1. Un ideal I ⊂ K[x1, . . . , xn] es un ideal monomial si hay un subcon-
junto A ⊂ Zn≥0 (posiblemente infinito) de modo que I consiste en todos los polinomios
que son sumas finitas de la forma
∑
α∈A
hαx
α, donde hα ∈ K[x1, . . . , xn]. En este caso,
denotaremos a I = 〈xα : α ∈ A〉.
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Un ejemplo de un ideal monomial es dado por I = 〈x4y2, x3y4, x2y5〉 ⊂ K[x, y]. Se
dara´n ejemplos ma´s interesantes de ideales monomiales ma´s adelante.
Primero necesitamos caracterizar todos los monomios que se encuentran en un ideal
monomial dado.
Lema 3.2. Sea I = 〈xα : α ∈ A〉 un ideal monomial. Entonces, un monomio xβ se
encuentra en I si y solo si xβ es divisible por xα, para algu´n α ∈ A.
Demostracio´n. Si xβ es un mu´ltiplo de xα para algu´n α ∈ A, entonces xβ ∈ I por la
definicio´n de ideal.
Rec´ıprocamente, si xβ ∈ I, entonces xβ =
s∑
i=1
hix
α(i), donde hi ∈ K[x1, . . . , xn] y
α(i) ∈ A. Si expandimos cada hi como una combinacio´n lineal de monomios, vemos
que cada te´rmino en el lado derecho de la ecuacio´n es divisible por algu´n xα(i). Por lo
tanto, el lado izquierdo xβ debe tener la misma propiedad.
Notar que xβ es divisible por xα exactamente cuando xβ = xα · xγ para algu´n
γ ∈ Zn≥0. Esto es equivalente a que β = α + γ. Por lo tanto, el conjunto
α + Zn≥0 = {α + γ : γ ∈ Zn≥0}
consiste en los exponentes de todos los monomios divisibles por xα. Esta observacio´n y
el Lema 3.2 nos permiten dibujar ilustraciones de los monomios en un ideal monomial
dado.
Por ejemplo, si I = 〈x4y2, x3y4, x2y5〉, entonces los exponentes de los monomios en
I forman el conjunto
((4, 2) + Z2≥0) ∪ ((3, 4) + Z2≥0) ∪ ((2, 5) + Z2≥0)
Podemos visualizar este conjunto como la unio´n de los puntos enteros en tres copias
traducidas del primer cuadrante en el plano:
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nm(m,n)↔ xmyn
(2, 5)
(3, 4)
(4, 2)
Lema 3.3. Sea I un ideal monomial, y sea f ∈ K[x1, . . . , xn]. Entonces los siguientes
enunciados son equivalentes:
i) f ∈ I.
ii) Cada te´rmino de f se encuentra en I.
iii) f es una combinacio´n K-lineal de los monomios en I.
Demostracio´n. Las implicaciones III)⇒ II)⇒ I) se cumplen por definicio´n.
La prueba de I)⇒ III), sea f ∈ I, donde I es un ideal monomial. Entonces f se puede
representar como una suma fina f =
∑
α
hαx
α donde hα ∈ K[x1, . . . , xn]. Expandiendo
el polinomio hα
f =
∑
α
hαx
α =
∑
α
(∑
cβx
β
)
xα =
∑
cβx
βxα
as´ı f es una K-lineal combinacio´n de monomios de I.
Corolario 3.4. Dos ideales monomiales son iguales si y solo si contienen los mismos
monomios.
El resultado principal de esta seccio´n es que todos los ideales monomiales de
K[x1, . . . , xn], son finitamente generados.
Teorema 3.5. (Lema de Dickson). Sea I = 〈xα : α ∈ A〉 ⊆ K[x1, . . . , xn] un
ideal monomial. Entonces I se puede escribir en la forma I = 〈xα(1), . . . , xα(s)〉, donde
α(1), . . . , α(s) ∈ A. En particular, I tiene una base finita.
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Demostracio´n. (Por induccio´n en n, el nu´mero de variables).
Si n = 1, entonces I es generado por los monomios xα1 , donde α ∈ A ⊂ Z≥0. Sea β ≤ α
el elemento ma´s pequen˜o de A ⊂ Z≥0. Entonces β ≤ α para todo α ∈ A, de modo que
xβ1 divide a todos los dema´s generadores x
α
1 . Por lo que se tendra´ I = 〈xβ1 〉.
Ahora asumir que n > 1 y que el teorema es cierto para n − 1. Escribiremos las
variables como x1, . . . , xn−1, y, para que los monomios en K[x1, . . . , xn−1, y] se puedan
escribir como xαym, donde α = (α1, . . . , αn−1) ∈ Zn−1≥0 y m ∈ Z≥0.
Supongamos que I ⊂ K[x1, . . . , xn−1, y] es un ideal monomial. Para encontrar gene-
radores para I, sea J el ideal en K[x1, . . . , xn−1] generado por los monomios xα para los
cuales xαym ∈ I para algunos m ≥ 0. Ya que J es un ideal monomial en K[x1, . . . , xn−1],
nuestra hipo´tesis inductiva implica que una cantidad finita de los xα’s generan J , ex-
presamos J = 〈xα(1), . . . , xα(s)〉. El ideal J se puede entender como la “proyeccio´n” de
I en K[x1, . . . , xn−1].
Para cada i entre 1 y s, la definicio´n de J nos dice que xα(i)ymi ∈ I para algu´n
mi ≥ 0. Sea m el ma´s grande de los mi. Luego, para cada k entre 0 y m − 1, conside-
remos el ideal Jk ⊂ K[x1, . . . , xn−1] generado por los monomios xβ tal que xβyk ∈ I.
Se puede pensar en Jk como la “rebanada” de I generada por monomios que contiene a
y exactamente a la k-e´sima potencia. Utilizando de nuevo nuestra hipo´tesis inductiva,
Jk tiene un conjunto finito de monomios tal que Jk = 〈xαk(1), . . . , xαk(sk)〉.
Afirmamos que I es generado por los monomios en la siguiente lista:
De J : xα(1)ym, . . . , xα(s)ym,
De J0: x
α(1), . . . , xα0(s0),
De J1: x
α1(1)y, . . . , xα1(s1)y,
...
De Jm−1: xαm−1(1)ym−1, . . . , xαm−1(sm−1)ym−1,
Primero notar que cada monomio en I es divisible por uno en la lista. Para ello, sea
xαyp ∈ I. Si p ≥ m, entonces xαyp es divisible por algu´n xα(i)ym por la construccio´n
de J . Por otro lado, si p ≤ m − 1, entonces xαyp es divisible por algu´n xαp(j)yp por la
construccio´n de Jp. Del Lema 3.2 se deduce que los monomios anteriores generan un
ideal que tiene los mismos monomios que I. Por Corolario 3.4, esto obliga a los ideales
a ser iguales.
Para completar la demostracio´n del teorema, necesitamos mostrar que el conjunto fini-
to de generadores se puede elegir de un conjunto dado de generadores para el ideal. Si
volvemos a escribir las variables como x1, . . . , xn, entonces nuestro ideal monomial es
I = 〈xα : α ∈ A〉 ⊂ K[x1, . . . , xn].
26
Necesitamos mostrar que I esta´ generado por un nu´mero finito de xα’s, donde α ∈ A.
De lo anterior, sabemos que I = 〈xβ(1), . . . , xβ(s)〉 para algunos monomios xβ(i) en I.
Como xβ(i) ∈ I = 〈xα : α ∈ A〉, Lema 3.2 nos dice que cada xβ(i) es divisible por
xα(i) para algu´n α(i) ∈ A. Desde aqu´ı, es fa´cil mostrar que I = 〈xα(1), . . . , xα(s)〉. Te-
nemos que α(i) ∈ A implica 〈xα(1), . . . , xα(s)〉 ⊂ 〈xα : α ∈ A〉 = I. Por otra parte,
cada xβ(i) es divisible por xα(i) por Lema 3.2 xβ(i) ∈ 〈xα(1), . . . , xα(s)〉, y por lo tanto
I = 〈xβ(1), . . . , xβ(s)〉 ⊂ 〈xα(1), . . . , xα(s)〉.
Para comprender mejor co´mo funciona la demostracio´n del Teorema 3.5, aplique´mos-
lo al ideal I = 〈x4y2, x3y4, x2y5〉 discutido anteriormente en la seccio´n. En la ilustracio´n
de los exponentes, se puede observar que la “proyeccio´n” es J = 〈x2〉 ⊂ K[x]. Ya que
x2y5 ∈ I, tenemos m = 5. Luego obtenemos las “rebanadas” Jk, 0 ≤ k ≤ 4 = m − 1,
generadas por monomios que contienen yk:
J0 = J1 = 〈0〉
J2 = J3 = 〈x4〉
J4 = 〈x3〉
Estas “rebanadas” son fa´ciles de ver usando la ilustracio´n de los exponentes. En-
tonces segu´n la demostracio´n del Teorema 3.5 se tiene que I = 〈x2y5, x4y2, x4y3, x3y4〉.
Observacio´n 3.6. El Lema de Dickson es equivalente a la siguiente proposicio´n: dado
A ⊂ Zn≥0, entonces existe un subconjunto finito B ⊂ A que satisface:
∀α ∈ A, ∃β ∈M tal que β ≤nat α.
Recordemos que los monomios con exponente de la forma α + Zn≥0 son divisibles por
los monomios xα, es decir que para cualquier monomio con exponente en A existe al
menos un monomio con exponente en B tal que lo divide.
Se probara´ ahora la equivalencia:
⇒: Asumiendo como cierto el lema de Dickson, se probara´ la observacio´n. Sea
A ⊂ Zn≥0, y sea I = 〈xα : α ∈ A〉 un ideal monomial , entonces I tiene una base
finita, es decir I = 〈xβ1 , . . . , xβs〉, donde βi ∈ A, de aqu´ı se tiene que para todo mono-
mio xα ∈ I existe un xβi que lo divide, es decir βi ≤nat α, as´ı tomando B = {β1, . . . , βs},
este conjunto cumple que ∀α ∈ A, ∃βi ∈ B tal que βi ≤nat α.
⇐: Sea I = 〈xα : α ∈ A〉 un ideal monomial, considerando al conjunto A ⊂ Zn≥0,
por la observacio´n, existe un subconjunto finito B = {β1, . . . , βs} ⊂ A, que cumple que
∀α ∈ A, ∃βi ∈ B con βi ≤nat α, es decir (βi1 , . . . , βin) ≤nat (α1, . . . , αn), o lo que es lo
mismo βij ≤ αj para todo j = 1, . . . , n. As´ı para cualquier xα ∈ A, existe βi ∈ B tal
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que βi ≤nat α, es decir xβi | xα, y as´ı se concluye que I = 〈xβ1 , xβ2 , . . . , xβs〉, es decir I
tiene una base finita.
El Teorema 3.5 resuelve el problema de descripcio´n de un ideal, para el caso de idea-
les monomiales, ya que muestra que todo ideal monomial tiene una base finita. Esto
a su vez, nos permite resolver el problema de pertenencia a un ideal para los ideales
monomiales. Es decir, si I = 〈xα(1), . . . , xα(s)〉, entonces se puede mostrar fa´cilmente que
un polinomio dado f esta´ en I si y solo si el resto de f en la divisio´n por xα(1), . . . , xα(s)
es cero.
Tambie´n podemos usar el Lema de Dickson para probar el siguiente hecho impor-
tante acerca de los ordenamientos monomiales en K[x1, . . . , xn].
Corolario 3.7. Sea > una relacio´n en Zn≥0 que satisface:
i) > es un ordenamiento total en Zn≥0.
ii) Si α > β y γ ∈ Zn≥0, entonces α + γ > β + γ.
Entonces > es un buen orden si y solo si α ≥ 0 para todo α ∈ Zn≥0.
Demostracio´n. ⇒: Suponiendo que > es un buen orden, sea α0 el elemento ma´s pe-
quen˜o de Zn≥0. Basta con mostrar α0 ≥ 0. Esto es fa´cil: si 0 > α0, entonces por la
hipo´tesis (II), podemos agregar α0 a ambos lados para obtener α0 > 2α0, lo cual es
imposible ya que α0 es el elemento ma´s pequen˜o de Zn≥0.
⇐: Suponiendo que α ≥ 0 para todo α ∈ Zn≥0, sea A ⊂ Zn≥0 no vac´ıo. Necesitamos
mostrar que A tiene un elemento ma´s pequen˜o. Como I = 〈xα : α ∈ A〉 es un ideal
monomial, el Lema de Dickson nos da α(1), . . . , α(s) ∈ A tal que I = 〈xα(1), . . . , xα(s)〉.
Reetiquetando si es necesario, podemos suponer que α(1) < α(2) < . . . < α(s). Afir-
mamos que α(1) es el elemento ma´s pequen˜o de A. Para probar esto, tomemos α ∈ A,
entonces xα ∈ I = 〈xα(1), . . . , xα(s)〉, por Lema 3.2, xα es divisible por algu´n xα(i). Esto
nos dice que α = α(i) + γ para algu´n γ ∈ Zn≥0. Entonces γ ≥ 0 y por hipo´tesis (II)
implican que
α = α(i) + γ ≥ α(i) + 0 = α(i) ≥ α(1).
Por lo tanto, α(1) es el elemento ma´s pequen˜o de A.
4. El teorema de la base de Hilbert y las bases de
Gro¨bner
En esta seccio´n, se da una solucio´n completa al problema de descripcio´n de un ideal,
es decir para un ideal I ⊂ K[x1, . . . , xn] cualquiera, conduciendo as´ı a bases de ideales
con propiedades “buenas” en relacio´n con el algoritmo de divisio´n presentado antes.
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La idea clave que se utiliza es que una vez elegido un orden monomial, cada f ∈
K[x1, . . . , xn] tiene un te´rmino principal u´nico LT(f). Entonces, para cualquier ideal I,
podemos definir su ideal de te´rminos principales de la siguiente manera.
u Definicio´n 4.1. Sea I ⊂ K[x1, . . . , xn] un ideal distinto de {0}.
i) Denotamos por LT(I) al conjunto de te´rminos principales de elementos de I. Por
lo tanto,
LT(I) = {cxα : existe f ∈ I con LT(f) = cxα}
ii) Denotamos por 〈LT(I)〉 al ideal generado por los elementos de LT(I).
Ya hemos visto que los te´rminos principales juegan un papel importante en el algorit-
mo de divisio´n. Esto nos hace sen˜alar un punto muy sutil, pero importante con respecto
a LT(I). Si se nos da un conjunto generador finito para I, digamos I = 〈f1, . . . , fs〉, en-
tonces 〈LT(f1), . . . , LT(fs)〉 y LT(I) pueden ser ideales diferentes. Es cierto que LT(fi) ∈
LT(I) ⊂ 〈LT(I)〉 por definicio´n, lo que implica 〈LT(f1), . . . , LT(fs)〉 ⊂ 〈LT(I)〉. Sin embar-
go, 〈LT(I)〉 puede ser estrictamente ma´s grande. Para ver esto, consideremos el siguiente
ejemplo.
Ejemplo 4.2. Sea I = 〈f1, f2〉, donde f1 = x3 − 2xy y f2 = x2y− 2y2 + x, y usando el
ordenamiento monomial lexicogra´fico graduado Dp en K[x, y]. Entonces
x · (x2y − 2y2 + x)− y · (x3 − 2xy) = x2,
de modo que x2 ∈ I. As´ı x2 = LT(x2) ∈ 〈LT(I)〉. Sin embargo, x2 no es divisible por
LT(f1) = x
3 o LT(f2) = x
2y, de modo que x2 /∈ 〈LT(f1), LT(f2)〉 por Lema 3.2. Por lo
tanto 〈LT(f1), LT(f2)〉 ⊂ 〈LT(I)〉.
Demostrar que 〈LT(I)〉 es un ideal monomial, nos permitira´ aplicar los resultados de
la seccio´n anterior. En particular, se seguira´ que 〈LT(I)〉 es generado por una cantidad
finita de te´rminos principales.
Proposicio´n 4.3. Sea I ⊂ K[x1, . . . , xn] un ideal.
i) 〈LT(I)〉 es un ideal monomial.
ii) Existen g1, . . . , gt ∈ I tal que 〈LT(I)〉 = 〈LT(g1), . . . , LT(gt)〉
Demostracio´n.
i) Los monomios principales LM(g) de los elementos g ∈ I − {0} generan el ideal
monomial 〈LM(g) : g ∈ I − {0}〉. Como LM(g) y LT(g) difieren en una constante
distinta de cero, este ideal es igual a 〈LT(g) : g ∈ I − {0}〉 = 〈LT(I)〉 (los ideales
son cerrados bajo la multiplicacio´n por escalares de K). Por lo tanto, 〈LT(I)〉 es
un ideal monomial.
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ii) Como 〈LT(I)〉 es generado por los monomios LM(g) para g ∈ I − {0}, el Lema de
Dickson nos dice que 〈LT(I)〉 = 〈LM(g1), . . . , LM(gt)〉 para una cantidad finita de
g1, . . . , gt ∈ I. Como LM(gi) y LT(gi) difieren por una constante distinta de cero, se
deduce que 〈LT(I)〉 = 〈LT(g1), . . . , LT(gt)〉. Esto completa la prueba.
u Definicio´n 4.4. Un anillo es llamado Noetheriano si cada ideal es finitamente gene-
rado.
Esta´ claro que todo campo es un anillo Noetheriano, es un hecho fundamental que
todo anillo de polinomio K[x1, . . . , xn] sobre un campo K es un anillo de polinomios
Noetheriano; que es el contenido del teorema de la base de Hilbert.
Ahora podemos usar la Proposicio´n 4.3 y el algoritmo de divisio´n para probar la
existencia de un conjunto finito de generadores para cada ideal del anillo multivariado
de polinomios, dando as´ı una respuesta afirmativa al problema de descripcio´n de un
ideal. Sea I ⊂ K[x1, . . . , xn] cualquier ideal y consideremos el ideal asociado 〈LT(I)〉
como en la Definicio´n 4.1 y seleccionado un orden monomial particular para usar en el
algoritmo de divisio´n y tomar los te´rminos principales.
Teorema 4.5. (Teorema de la base de Hilbert). Cada ideal I ⊂ K[x1, . . . , xn] tiene
un conjunto generador finito. Es decir, I = 〈g1, . . . , gt〉 para algunos g1, . . . , gt ∈ I.
Demostracio´n. Si I = {0}, el conjunto generador es {0}, el cual es finito. Si I contiene
algu´n polinomio distinto de cero, entonces un conjunto generador g1, . . . , gt para I se
puede construir de la siguiente manera. Por la Proposicio´n 4.3, existen g1, . . . , gt ∈ I
tal que 〈LT(I)〉 = 〈LT(g1), . . . , LT(gt)〉. Probemos que I = 〈g1, . . . , gt〉.
Esta´ claro que 〈g1, . . . , gt〉 ⊂ I, ya que cada gi ∈ I.
Por el contrario, sea f ∈ I cualquier polinomio. Si aplicamos el algoritmo de divisio´n
para dividir f por g1, . . . , gt, entonces obtenemos una expresio´n de la forma:
f = a1g1 + · · ·+ atgt + r
donde ningu´n te´rmino de r es divisible por ninguno de los LT(g1), . . . , LT(gt). Entonces
r = 0. Para ver esto, se debe tener en cuenta que r = f − a1g1− · · ·− atgt ∈ I. Si r 6= 0
entonces LT(r) ∈ 〈LT(I)〉 = 〈LT(g1), . . . , LT(gt)〉, y por Lema 3.2, se deduce que LT(r)
debe ser divisible por LT(gi) para algu´n i. Esto contradice el hecho que r es residuo, y
en consecuencia r = 0.
As´ı
f = a1g1 + · · ·+ atgt + 0 ∈ 〈g1, . . . , gt〉
que muestra que I ⊂ 〈g1, . . . , gt〉. Por lo tanto I = 〈g1, . . . , gt〉.
Adema´s de resolver el problema de descripcio´n de un ideal, la base {g1, . . . , gt} usada
en el teorema anterior tiene la propiedad especial que 〈LT(I)〉 = 〈LT(g1), . . . , LT(gt)〉, ya
que no todas las bases cumplen dicha propiedad.
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u Definicio´n 4.6. Fijando un orden monomial. Un subconjunto finito G = {g1, . . . , gt}
de un ideal I se dice que es una base de Gro¨bner si
〈LT(I)〉 = 〈LT(g1), . . . , LT(gt)〉
Corolario 4.7. Fijado un orden monomial. Entonces cada ideal I ⊂ K[x1, . . . , xn]
distinto de {0} tiene una base de Gro¨bner. Adema´s, cualquier base de Gro¨bner para I,
es una base para I.
Demostracio´n. Dado un ideal I distinto de cero, el conjuntoG = {g1, . . . , gn} construido
en la demostracio´n del Teorema 3.5 es una base de Gro¨bner por definicio´n. Para probar
que cualquier base de Gro¨bner para I es una base para I, debemos tener en cuenta
que si 〈LT(I)〉 = 〈LT(g1), . . . , LT(gt)〉, el argumento del Teorema 3.5 muestra que I =
〈g1, . . . , gt〉, de modo que G es una base para I.
Ejemplo 4.8. Sea I = 〈f1, f2〉, con f1 = x3− 2xy y f2 = x2y− 2y2 + x. Una base para
I es {f1, f2}, entonces {f1, f2}, no es una base de Gro¨bner para I con respecto al orden
monomial lexicogra´fico graduado Dp, ya que x2 ∈ 〈LT(I)〉, pero x2 /∈ 〈LT(f1), LT(f2)〉
Concluimos esta seccio´n con dos aplicaciones del Teorema de la Base de Hilbert. El
primero es una afirmacio´n algebraica sobre los ideales en K[x1, . . . , xn].
Una cadena ascendente de ideales es una secuencia creciente anidada
I1 ⊂ I2 ⊂ I3 ⊂ . . .
Por ejemplo, la secuencia
〈x1〉 ⊂ 〈x1, x2〉 ⊂ · · · ⊂ 〈x1, . . . , xn〉
forma una cadena ascendente (finita) de ideales, si intentamos extender esta cadena in-
cluyendo un ideal con ma´s generadores, ocurrira´ una de dos alternativas. Consideremos
el ideal 〈x1, . . . , xn〉 donde f ∈ K[x1, . . . , xn], si f ∈ 〈x1, . . . , xn〉, entonces obtenemos
〈x1, . . . , xn〉 de nuevo y nada ha cambiado. Si por otro lado f /∈ 〈x1, . . . , xn〉, enton-
ces decimos 〈x1, . . . , xn, f〉 = K[x1, . . . , xn]. En cualquier caso, la cadena ascendente se
habra´ estacionado despue´s de un nu´mero finito de pasos, en el sentido de que todos los
ideales posteriores a ese punto de la cadena sera´n iguales.
Teorema 4.9. (La condicio´n de cadena ascendente). Sea I1 ⊂ I2 ⊂ I3 ⊂ . . . una
cadena ascendente de ideales en K[x1, . . . , xn]. Entonces existe un N ≥ 1 tal que
IN = IN+1 = IN+2 = . . .
Demostracio´n. Dada una cadena ascendente I1 ⊂ I2 ⊂ I3 ⊂ . . . , consideremos el con-
junto I =
∞⋃
i=1
Ii. Comenzamos mostrando que I tambie´n es un ideal en K[x1, . . . , xn].
Primero, 0 ∈ I ya que 0 ∈ Ii para todo i. Ahora si f, g ∈ I, entonces por definicio´n
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f ∈ Ii y g ∈ Ij para algu´n i y j posiblemente diferentes. Sin embargo, ya que los Ii
forman una cadena ascendente, si reetiquetamos de modo que i ≤ j, entonces tanto f
como g esta´n en Ij. Ya que Ij es un ideal, la suma f + g ∈ Ij y por lo tanto f + g ∈ I.
Similarmente si f ∈ I y g ∈ K[x1, . . . , xn], entonces f ∈ Ii para algu´n i y g · f ∈ Ii ⊂ I.
Por lo tanto I es un ideal.
Segu´n el teorema de la Base de Hilbert, el ideal I debe tener un conjunto finito ge-
nerador: I = 〈f1, . . . , fs〉. Pero cada uno de los generadores esta´ contenido en alguno
de los Ij, digamos fi ∈ Iji para algu´n ji, i = 1, . . . , s. Sea N el ma´ximo de los ji. Luego
mediante la definicio´n de cadena ascendente fi ∈ IN para todo i. Por lo tanto tenemos:
I = 〈f1, . . . , fs〉 ⊂ IN ⊂ IN+1 ⊂ · · · ⊂ I
Como resultado la cadena se estabiliza con IN . Todos los ideales posteriores son iguales.
Observacio´n 4.10. Cada conjunto no vac´ıo de ideales S ⊂ K[x1, . . . , xn], tiene un
elemento maximal (con respecto a la inclusio´n). En efecto, supongamos que el conjunto
S no tiene un elemento maximal. Tomamos cualquier ideal de S, digamos I1, ya que
no es un ideal maximal podemos escoger un ideal I2 ⊂ S tal que I1 ⊂ I2 y (I1 6= I2).
Continuando de esta manera, escogemos un ideal IN+1 tal que IN ⊂ IN+1 y (IN 6= IN+1).
Formando as´ı una cadena ascendente de ideales de S:
I1 ⊂ I2 ⊂ · · · ⊂ IN ⊂ IN+1 ⊂ . . .
Lo cual contradice la condicio´n de cadena ascendente. Por lo tanto el conjunto S tiene
un elemento maximal.
La segunda consecuencia del teorema de la base de Hilbert sera´ geome´trica. Sabe-
mos que las variedades afines son los conjuntos de soluciones de conjuntos finitos de
ecuaciones polinomiales.
V (f1, . . . , fs) = {(a1, . . . , an) ∈ Kn : fi(a1, . . . , an) = 0, ∀i}
El teorema de la base de Hilbert muestra que tiene sentido hablar de la variedad af´ın
definida por un ideal I ⊂ K[x1, . . . , xn].
u Definicio´n 4.11. Sea I ⊂ K[x1, . . . , xn] un ideal. Denotaremos por V (I) al conjunto
V (I) = {(a1, . . . , an) ∈ Kn : f(a1, . . . , an) = 0, ∀f ∈ I}
Aunque un ideal I distinto de cero contiene infinitamente muchos polinomios dife-
rentes, el conjunto V (I) au´n se puede definir mediante un conjunto finito de ecuaciones
polinomiales.
Proposicio´n 4.12. V (I) es una variedad af´ın. En particular, si I = 〈f1, . . . , fs〉, en-
tonces V (I) = V (f1, . . . , fs).
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Demostracio´n. Por el teorema de la base de Hilbert, I = 〈f1, . . . , fs〉 para algu´n
conjunto generador finito. Pretendemos que V (I) = V (f1, . . . , fs). Primero, ya que
fi ∈ I, si f(a1, . . . , an) = 0 para todo f ∈ I, entonces fi(a1, . . . , an) = 0, as´ı que
V (I) ⊂ V (f1, . . . , fs).
Por otro lado sea (a1, . . . , an) ∈ V (f1, . . . , fs) y sea f ∈ I, ya que I = 〈f1, . . . , fs〉,
podemos escribir f =
s∑
i=1
hifi para algu´n hi ∈ K[x1, . . . , xn].
Pero entonces
f(a1, . . . , an) =
s∑
i=1
hi(a1, . . . , an)fi(a1, . . . , an)
=
s∑
i=1
hi(a1, . . . , an) · 0 = 0
Entonces V (f1, . . . , fs) ⊂ V (I) y por lo tanto se cumple la igualdad
5. Propiedades de las bases de Gro¨bner
Como se demostro´ antes, cada ideal I ⊂ K[x1, . . . , xn] tiene una base de Gro¨bner. En
esta seccio´n estudiaremos las propiedades y aprenderemos a detectar cuando una base
es una base de Gro¨bner. Comenzamos mostrando que el comportamiento no deseado del
algoritmo de la divisio´n en K[x1, . . . , xn] no ocurre cuando dividimos por los elementos
de una base de Gro¨bner. Primero mostraremos que el resto esta´ determinado de forma
u´nica cuando dividimos por una base de Gro¨bner.
Proposicio´n 5.1. Sea G = {g1, . . . , gt} una base de Gro¨bner para un ideal I ⊂
K[x1, . . . , xn] y sea f ∈ K[x1, . . . , xn]. Entonces existe un u´nico r ∈ K[x1, . . . , xn]
con las siguientes propiedades:
i) Ningu´n te´rmino de r es divisible por ninguno de los LT(g1), . . . , LT(gt).
ii) Existe un g ∈ I tal que f = g + r.
En particular, r es el resto de la divisio´n de f por G, sin importar como se enumeren
los elementos de G cuando se usa el algoritmo de la divisio´n.
Demostracio´n. Por el algoritmo de la divisio´n se tiene que f = a1g1 + · · · + atgt + r,
donde r satisface la condicio´n I).
Tambie´n podemos satisfacer II) estableciendo g = a1g1 + · · ·+ atgt ∈ I. Esto prueba la
existencia de r.
Para probar la unicidad, supongamos que f = g + r = g′ + r′ satisface I) y II). En-
tonces r − r′ = g′ − g ∈ I, de modo que si r 6= r′, entonces LT(r − r′) ∈ 〈LT(I)〉 =
〈LT(g1), . . . , LT(gt)〉. Por Lema 3.2 se deduce que LT(r−r′) es divisible por algu´n LT(gi).
Esto es imposible, ya que ninguno de los te´rminos de r y r′, son divisibles por ninguno
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de los LT(g1), . . . , LT(gt). Por lo tanto r − r′ debe ser cero, y se prueba la unicidad. La
parte final se deriva de la unicidad de r.
Aunque el resto r es u´nico, incluso para una base de Gro¨bner los cocientes ai produ-
cidos por el algoritmo de divisio´n f = a1g1+· · ·+atgt+r, pueden cambiar si enumeramos
los generadores en un orden diferente.
Corolario 5.2. SeaG = {g1, . . . , gt} una base de Gro¨bner para un ideal I ⊂ K[x1, . . . , xn].
Entonces f ∈ I si y solo si el residuo en la divisio´n de f por G es cero.
Demostracio´n. Si el resto es cero, entonces f ∈ I.
Por el contrario, dado f ∈ I, entonces f = f + 0 satisface las condiciones de la Propo-
sicio´n 5.1 se sigue que cero es el resto de f en la divisio´n por G.
El corolario anterior a veces es tomado como la definicio´n de una base de Gro¨bner.
Usando el Corolario 5.2, obtenemos un algoritmo para resolver el problema de pertenen-
cia de un ideal, siempre que conozcamos una base de Gro¨bner para el ideal en cuestio´n,
solo necesitamos calcular un resto con respecto a G para determinar si f ∈ I.
u Definicio´n 5.3. Escribiremos f¯F para el resto de la divisio´n de f por la s-upla F =
(f1, . . . , fs). Si F es una base de Gro¨bner para el ideal I entonces podemos considerar
a F como un conjunto (sin ningu´n orden particular) por Proposicio´n 5.1.
u Definicio´n 5.4. Sean f, g ∈ K[x1, . . . , xn] polinomios distintos de cero, con LM(f) =
xα y LM(g) = xβ
I) Denotamos por xγ = lcm(xα, xβ) al mı´nimo comu´n mu´ltiplo de los monomios xα y
xβ, que se define de la siguiente manera: γ = (γ1, . . . , γn), donde γi = ma´x(αi, βi)
para cada i.
II) El S-polinomio (spoly) de f y g es la combinacio´n
S(f, g) = spoly(f, g) = xγ−αf − LC(f)
LC(g)
xγ−βg
Si LM(g) divide LM(f), entonces el S-polinomio es particularmente simple,
S(f, g) = f − LC(f)
LC(g)
· xα−βg
y LM(S(f, g)) < LM(f)
Ejemplo 5.5. Sea f = x3y2−x2y3 y g = 3x4y+y2 en R[x, y] con el orden Dp. Entonces
γ = (4, 2) y
spoly(f, g) =
x4y2
x3y2
· f − x
4y2
3x4y
· g
=x · f − (1/3) · y · g
=− x3y3 + x2 − (1/3)y3
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Un S-polinomio spoly(f, g) esta´ disen˜ado para producir la cancelacio´n de los te´rmi-
nos principales, de hecho el siguiente lema muestra que cada cancelacio´n de te´rminos
principales entre polinomios del mismo exponente principal resulta de este tipo de can-
celacio´n.
Lema 5.6. Supongamos que tenemos una suma
s∑
i=1
cifi, donde ci ∈ K y LE(fi) =
δ ∈ Zn≥0, ∀i. Si LE
(
s∑
i=1
cifi
)
< δ, entonces
s∑
i=1
cifi es una combinacio´n lineal con
coeficientes en K, de los S-polinomios spoly(fj, fk) para 1 ≤ j, k ≤ s. Adema´s, cada
spoly(fi, fk) tiene exponente principal < δ.
Demostracio´n. Sea di = LC(fi), tal que cidi es el coeficiente principal de cifi. Ya que
cifi tiene exponente principal δ y su suma tiene un exponente principal ma´s pequen˜o
se deduce que
s∑
i=1
cidi = 0.
Definimos pi := fi/di, y notar que pi tiene coeficiente principal 1. Consideremos la suma
telesco´pica
s∑
i=1
cifi =
s∑
i=1
cidipi
=c1d1(p1 − p2) + (c1d1 + c2d2)(p2 − p3) + · · ·+
(c1d1 + · · ·+ cs−1ds−1)(ps−1 − ps) + (c1d1 + · · ·+ csds)ps
Ahora como LC(fi) = di y adema´s LE(fi) = δ tenemos LT(fi) = dix
δ, por lo que el
mı´nimo comu´n mu´ltiplo de LM(fj) y LM(fk) es x
δ. As´ı
spoly(fj, fk) =
xδ
LT(fj)
fj − x
δ
LT(fk)
fk =
xδ
djxδ
fj − x
δ
dkxδ
fk = pj − pk (2)
Utilizando esta ecuacio´n y
s∑
i=1
cidi = 0, la anterior suma telesco´pica se convierte en:
s∑
i=1
cifi =c1d1spoly(f1, f2) + (c1d1 + c2d2)spoly(f2, f3)
+ · · ·+ (c1d1 + · · ·+ cs−1ds−1)spoly(fs−1, fs)
la cual es una suma de la forma deseada. Ya que pj y pk tienen exponente principal δ
y coeficiente principal 1, la diferencia pj − pk tiene exponente principal menor que δ
(respecto al orden monomial >).
Por la ecuacio´n (2), lo mismo se aplica a spoly(fj, fk), y se demuestra el lema.
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Cuando f1, . . . , fs satisface la hipo´tesis de Lema 5.6, obtenemos una ecuacio´n de la
forma
s∑
i=1
cifi =
∑
j,k
cjkspoly(fj, fk).
Consideremos do´nde ocurre la cancelacio´n. En la suma de la izquierda, cada suma-
torio cifi tiene exponente principal δ, por lo que la cancelacio´n ocurre hasta despue´s
de sumarlos. Sin embargo, en la suma de la derecha, cada sumando cjkspoly(fj, fk)
tiene exponente principal menor que δ, por lo que la cancelacio´n ya se ha producido.
Intuitivamente esto significa que todas las cancelaciones pueden ser contadas por los
S-polinomios.
Teorema 5.7. Criterio de Buchberger. Sea I un ideal polinomial. Entonces una
base G = {g1, . . . , gt} para I es una base de Gro¨bner para I si y solo si para todos
los pares i 6= j, el residuo en la divisio´n de spoly(gi, gj) por G (enumerados en algu´n
orden) es cero.
Demostracio´n.
⇒: Si G es una base de Gro¨bner, entonces spoly(gi, gj) ∈ I, y el resto de la divisio´n
por G es cero por corolario 5.2.
⇐: Sea f ∈ I un polinomio distinto de cero, debemos probar que si los S-polinomios
tienen residuo cero en la divisio´n por G, entonces LT(f) ∈ 〈LT(g1), . . . , LT(gt)〉. Antes
de conocer los detalles de la prueba, se describira´ la estrategia de la prueba.
Dado f ∈ I = 〈g1, . . . , gt〉, existen polinomios hi ∈ K[x1, . . . , xn] tal que
f =
t∑
i=1
higi (1)
Por Lema 1.9, se sigue que
LE(f) ≤ ma´x(LE(higi)) (2)
si la igualdad no ocurre debe ocurrir alguna cancelacio´n entre los te´rminos en (1). El
Lema 5.6 nos permitira´ reescribir esto en te´rminos de S-polinomios. Entonces, nuestra
suposicio´n de que los S-polinomios tienen residuos cero nos permitira´ reemplazar los
S-polinomios por expresiones que impliquen menos cancelaciones. Por lo tanto obtendre-
mos una expresio´n para f que tenga menos cancelaciones de los te´rminos principales.
Continuando de esta manera, eventualmente se encontrara´ una expresio´n (1) para f
donde la igualdad ocurre en (2). Entonces LE(f) = LE(higi) para algu´n i, y se seguira´
que LT(f) es divisible por LT(gi). Esto mostrara´ que LT(f) ∈ 〈LT(g1), . . . , LT(gt)〉, que
es lo que se desea probar.
Ahora se dara´n los detalles de la prueba. Dada una expresio´n (1) para f , sea m(i) =
LE(higi), y definimos δ = ma´x(m(1), . . . ,m(t)). Entonces la desigualdad (2) se convierte
en LE(f) ≤ δ. Ahora consideremos todas las formas posibles en que f se puede escribir
en la forma de (1). Para cada expresio´n, obtenemos un δ posiblemente diferente. Como
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un orden monomial es un buen orden, podemos seleccionar una expresio´n (1) para f
tal que δ es el mı´nimo.
Mostraremos que una vez que se elige este mı´nimo δ tenemos LE(f) = δ. Entonces la
igualdad ocurre en (2), y como observamos, se sigue que LT(f) ∈ 〈LT(g1), . . . , LT(gt)〉.
Esto probar´ıa el teorema.
Queda por mostrar que LE(f) = δ. La prueba se realizara´ por contradiccio´n.
La igualdad solo puede fallar cuando LE(f) < δ. Para aislar los te´rminos de exponente
principal δ, escribiremos f de la siguiente manera:
f =
∑
m(i)=δ
higi +
∑
m(i)<δ
higi
=
∑
m(i)=δ
LT(hi)gi +
∑
m(i)=δ
(hi − LT(hi))gi +
∑
m(i)<δ
higi (3)
Los monomios que aparecen en la segunda y tercera suma de (3) tienen grado < δ. Por
lo tanto la suposicio´n LE(f) < g significa que la primera suma tambie´n tiene exponente
principal < δ.
Sea LT(hi) = cix
α(i). Entonces la primera suma
∑
m(i)=δ
LT(hi)gi =
∑
m(i)=δ
cix
αigi tiene
exactamente la forma descrita en Lema 5.6 con fi = x
α(i)gi. Entonces por Lema 5.6 im-
plica que esta suma es una combinacio´n lineal de S-polinomios spoly(xα(j)gj, x
α(k)gk).
Sin embargo
spoly(xα(j)gj, x
α(k)gk) =
xδ
xα(j)LT(gj)
xα(j)gj − x
δ
xα(k)LT(gk)
xα(k)gk
=xδ−γjkspoly(gj, gk)
donde xδ−γjk = lcm(LM(gj), LM(gk)). Por lo tanto existen constantes cjk ∈ K tal que∑
m(i)=δ
LT(hi)gi =
∑
j,k
cjkx
δ−γjkspoly(gj, gk) (4)
El siguiente paso es usar nuestra hipo´tesis de que el resto de spoly(gj, gk) en la divisio´n
por g1, . . . , gt es cero. Usando el algoritmo de la divisio´n, esto significa que el S-polinomio
se puede escribir de la forma
spoly(gj, gk) =
t∑
i=1
aijkgi (5)
donde aijk ∈ K[x1, . . . , xn]. El algoritmo de la divisio´n tambie´n nos dice que
LE(aijkgi) ≤ LE(spoly(gj, gk)) (6)
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para todo i, j, k. Intuitivamente, esto dice que cuando el resto es cero, podemos encon-
trar una expresio´n para spoly(gj, gk) en te´rminos de G donde los te´rminos principales
no se cancelan todos.
Para aprovechar esto, multiplicamos la expresio´n por spoly(gj, gk) por x
δ−γjk para ob-
tener
xδ−γjkspoly(gj, gk) =
t∑
i=1
bijkgi
donde bijk = x
δ−γjkaijk. Entonces (6) y lema 5.6 implican que
LE(bijkgi) ≤ LE(xδ−γjkspoly(gj, gk)) < δ (7)
Si sustituimos la expresio´n anterior por xδ−γjkspoly(gj, gk) en (4), obtenemos la ecua-
cio´n
∑
m(i)=δ
LT(hi)gi =
∑
j,k
cjkx
δ−γjkspoly(gj, gk) =
∑
j,k
cjk
(∑
i
bijkgi
)
=
∑
i
h˜igi
que por (7) tiene la propiedad que para todo i
LE(h˜igi) < δ
Para el paso final de la prueba, sustituimos
∑
m(i)=δ
LT(hi)gi =
∑
i
h˜igi en la ecuacio´n (3)
para obtener una expresio´n para f que es una combinacio´n de los gi, donde todos
los te´rminos tienen exponente principal < δ. Esto contradice la minimalidad de δ y
completa la prueba de teorema.
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CAPI´TULO 2: Bases esta´ndar
En este cap´ıtulo se trabajara´ con ordenes monomiales locales, y se mostrara´ que
con este tipo de o´rdenes, el algoritmo de la divisio´n fracasa en la obtencio´n de una base
de Gro¨bner, y por lo tanto es necesario aplicar nuevas estrategias y algoritmos, para el
ca´lculo de un conjunto generador finito para un ideal.
6. Anillos locales y localizacio´n
La localizacio´n es una te´cnica muy utilizada en a´lgebra conmutativa, que permite
reducir preguntas sobre los anillos a una unio´n de problemas “locales” ma´s pequen˜os.
De manera general la localizacio´n de un anillo significa agrandar el anillo al permitir
denominadores. La idea algebraica de la localizacio´n es entonces, hacer invertibles ma´s
(o incluso todos) los elementos diferentes de cero introduciendo fracciones, de la misma
manera que se pasa de los nu´meros enteros Z a los nu´meros racionales Q.
u Definicio´n 6.1. Un anilloK se dice que es local, si tiene exactamente un ideal maximal
m. Adema´s K/m se llama el campo de residuos de K. Tambie´n se pueden denotar los
anillos locales por (K,m) o (K,m, H) donde H = K/m.
Los campos son anillos locales. Un anillo polinomial K[x1, . . . , xn] con n ≥ 1 sobre
un campo K, sin embargo, nunca es local. Para ver esto, considerar para cualquier
(a1, . . . , an) ∈ Kn el ideal ma := 〈x1 − a1, . . . , xn − an〉. Ya que ϕ : K[x1, . . . , xn] →
K[x1, . . . , xn], ϕ(xi) := xi − ai es un isomorfismo que env´ıa m0 = 〈x1, . . . , xn〉 a ma,
resulta que K[x1, . . . , xn]/ma ∼= K es un campo, por lo tanto ma es un ideal maximal.
Como K tiene al menos dos elementos, Kn tiene al menos dos puntos diferentes y por
lo tanto K[x1, . . . , xn] tiene al menos tantos ideales maximales como puntos K
n (los del
tipo ma).
Si K es algebraicamente cerrado, entonces los ideales ma, a ∈ Kn son todos ideales
maximales de K[x1, . . . , xn].
Teorema 6.2. Todo anillo A 6= 0 contiene al menos un ideal maximal. Si I ( A es un
ideal, entonces existe un ideal maximal m ⊂ A tal que I ⊂ m.
Demostracio´n. Observar que la primera afirmacio´n se sigue de la segunda con I = 0.
Si I no es maximal, existe un f1 ∈ A tal que I ( I1 := 〈I, f1〉 ( A. Si I1 no es
39
maximal, existe un f2 tal que I1 ( I2 = 〈I1, f2〉 ( A. Continuando de esta manera,
obtenemos una secuencia de ideales estrictamente crecientes I ( I1 ( I2 ( I3 ( . . .
que debe volverse estacionaria, digamos Im = In para m ≥ n y A es Noetheriano, segu´n
la Observacio´n 4.10. Por lo tanto, In es maximal y contiene al ideal I.
Lema 6.3. Sea A un anillo.
i) A es un anillo local si y solo si el conjunto de no-unidades es un ideal (que es
entonces el ideal maximal).
ii) Sea m ⊂ A un ideal maximal tal que cada elemento de la forma 1 + a, a ∈ m es
unidad. Entonces A es local.
Demostracio´n.
i) ⇒: Si A es un anillo local entonces el conjunto de no-unidades es un ideal.
Sabemos que A es un anillo local, sea m el u´nico ideal maximal de A y sea I el
conjunto de no-unidades de A.
Sean a, b ∈ I elementos no-unidad, los ideales 〈a〉 y 〈b〉 son ideales propios de A.
Como m es el u´nico ideal maximal de A, se sigue que 〈a〉 ⊂ m y 〈b〉 ⊂ m. Por lo
que a− b ∈ m, ya que a, b ∈ m y m es un ideal. Como m es un ideal propio de A,
a− b ∈ I.
Tambie´n para cualquier r ∈ A tenemos ra ∈ m, ya que a ∈ m y m es un ideal
de A. Se sigue que ra es una no-unidad, ya que m es un ideal propio. As´ı ra ∈ I.
Adema´s el conjunto I es un ideal de R.
⇐: Si el conjunto de no-unidades es un ideal entonces A es un anillo local.
Sea I el conjunto de no unidades en A, un ideal de A. Como a ∈ A es una
unidad, I es un ideal propio. Sea m un ideal maximal arbitrario de A. Notar que
cada elemento de m es un elemento no-unidad de A, ya que m es un ideal propio.
Entonces tenemos m ⊂ I, ya que que m es maximal se sigue que m = I
ii) Probaremos que el ideal maximal m es el conjunto de elementos no-unidad de A,
el resultado se sigue de A. Tomemos cualquier u ∈ A/m. entonces el ideal 〈u,m〉
generado por u y m es estrictamente ma´s grande que m por lo tanto 〈u,m〉 = A
por la maximilidad de m.
Entonces existe v ∈ A y a ∈ m tal que 1 = uv + a, como uv = 1 − a ∈ 1 + m,
se sigue de la suposicio´n que uv es una unidad. Por lo tanto u es una unidad. Ya
que m contiene los elementos no-unidad, podemos observar que m consiste de los
elementos no-unidad de A. Entonces por I) se concluye que A es un anillo local.
Los anillos locales ma´s comunes son los cuerpos, a continuacio´n se introduce un
procedimiento algebraico, llamado localizacio´n, que construye anillos locales a partir de
un anillo.
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La localizacio´n generaliza la construccio´n del campo de cociente: si A es un dominio
entero, entonces el conjunto
Quot(A) := Q(A) :=
{a
b
: a, b ∈ A, b 6= 0
}
junto con las operaciones
a
b
+
a′
b′
=
ab′ + a′b
bb′
,
a
b
· a
′
b′
=
aa′
bb′
es un campo, el cual es llamado campo de cocientes o campo de fracciones de A. Donde
a/b denota la clase (a, b) bajo la relacio´n de equivalencia
(a, b) ∼ (a′, b′) :⇐⇒ ab′ = a′b
El mapeo φ : A→ Q(A), tal que a 7−→ a/1 es un homomorfismo de anillo inyectivo
e identificamos A con su imagen. Ya que a/b = 0 si y solo si a = 0, cada elemento
a/b 6= 0 tiene un inverso b/a y adema´s Q(A) es un campo.
Observar que los denominadores en Q(A) son los elementos del conjunto S = A \ {0},
adema´s S cumple que 1 ∈ S y es cerrado bajo el producto. Esta nocio´n se puede
generalizar de la siguiente manera.
u Definicio´n 6.4. Sea A un anillo.
i) Un subconjunto S ⊂ A es llamado multiplicativo o multiplicativamente cerrado si
cumple:
a) 1 ∈ S y 0 /∈ S
b) a ∈ S y b ∈ S ⇒ ab ∈ S
ii) Sea S ⊂ A multiplicativamente cerrado. Definimos la localizacio´n o el anillo de
fracciones S−1A del anillo A con respecto a S de la siguiente manera:
S−1A :=
{a
b
: a ∈ A, b ∈ S
}
donde a/b denota la clase de equivalencia del par (a, b) ∈ A× S con respecto a la
siguiente relacio´n de equivalencia:
(a, b) ∼ (a′, b′) :⇐⇒ ∃s ∈ S tal que s(ab′ − a′b) = 0
Adema´s, en S−1A definimos una suma y producto como en el caso del campo de
cocientes.
Proposicio´n 6.5.
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i) Las operaciones + y · en S−1A esta´n bien definidas, por lo que S−1A es un anillo
(conmutativo y con unidad 1 = 1/1).
ii) El mapeo j : A→ S−1A, a 7−→ a/1 es un homomorfismo de anillos que satisface:
a) j(s) es una unidad en S−1A si s ∈ S.
b) j(a) = 0 si y solo si as = 0 para algu´n s ∈ S.
c) j es inyectivo si y solo si S consiste de no-divisores de cero.
d) j es biyectivo si y solo si S consiste de unidades.
iii) S−1A = 0 si y solo si 0 ∈ S.
iv) Si S1 ⊂ S2 son multiplicativamente cerrados en A y consiste de no-divisores de
cero, entonces S−11 A ⊂ S−12 A.
Demostracio´n.
i) Probemos que las operaciones esta´n bien definidas y adema´s definen una estructura
de anillo en S−1A = A × S/ ∼. Si (a, s) ∼ (a′′, s′′) entonces existe u ∈ S tal que
u(as′′ − a′′s) = 0 por lo tanto
u((as′ + a′s)(s
′′
s′)− (a′′s′ + a′s′′)(ss′)) = (s′)2 · u(as′′ − a′′s) = 0
u((aa′)(s
′′
s′)− (a′′a′)(ss′)) = a′s′ · u(as′′ − a′′s) = 0
y entonces
as′ + a′s
ss′
=
a
′′
s′ + a′s
′′
s′′s′
y
aa′
ss′
=
a
′′
a′
s′′s′
ii) a) Sea s ∈ S entonces j(s) = s/1. Como s/1 = 0 si y solo si ∃s1 ∈ S tal que
s1s = 0. Como s1, s ∈ S entonces s1s ∈ S y adema´s 0 /∈ S por lo que s1s es
invertible y por lo tanto j(s) es una unidad.
b) Por la definicio´n de relacio´n de equivalencia que se ha definido.
c) Si x/1 = 0, entonces hay una u ∈ S tal que xu = 0 en A y, por lo tanto, x = 0,
ya que no hay divisores de cero en S.
d) Si j es biyectivo, entonces S consiste solo de unidades, ya que j(s) es una unidad
para todo s ∈ S.
iii) Si 0 ∈ S cualquier par (a, s) ∼ (0, 1) por definicio´n. Si 0 /∈ S es claro que 1/1 6= 0/1
en S−1A.
iv) Sea
a
b
∈ S−11 A, entonces a, b ∈ A y b ∈ S1; como S1 ⊂ S2 entonces b ∈ S2, as´ı
a
b
∈ S−12 A.
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Ejemplo 6.6. Sea A un anillo y P ⊂ A un ideal primo, entonces A \P es un conjunto
multiplicativamente cerrado, en efecto 0 ∈ P y 1 /∈ P , as´ı 0 /∈ A \ P y 1 ∈ A \ P .
Adema´s si a, b ∈ A \ P entonces ab ∈ A \ P , supongamos que ab /∈ A \ P entonces
ab ∈ P , como P es un ideal primo a ∈ P o b ∈ P . Por hipo´tesis a, b ∈ A \ P , entonces
a /∈ P y b /∈ P ,lo cual es una contradiccio´n, por lo tanto ab ∈ A \ P .
La localizacio´n del anillo A con respecto a A \ P es denotado por AP y
AP =
{a
b
: a, b ∈ A, b /∈ P
}
es llamada la localizacio´n de A con respecto al ideal primo P .
El conjunto
PAP =
{a
b
: a ∈ P, b /∈ P
}
es un ideal en AP . Cualquier elemento a/b ∈ AP \PAP cumple que a /∈ P , por lo tanto,
b/a ∈ AP y, adema´s, a/b es una unidad. Esto muestra que AP es un anillo local con
PAP ideal maximal segu´n el Lema 6.3. En particular, si m ⊂ A es un ideal maximal,
entonces Am es local con el ideal maximal mAm.
El conjunto S de todos los no-divisores de cero de A es multiplicativamente cerrado.
Para esto S, S−1A =: Q(A) =: Quot(A) se llama el anillo total de fracciones o el anillo
total de cocientes de A. Si A es un dominio entero, este es solo el campo de cocientes
de A. Dos casos especiales pero importantes son los siguientes: si K[x1, . . . , xn] es el
anillo de polinomios sobre un campo K, luego el campo de cocientes se denota por
K(x1, . . . , xn),
K(x1, . . . , xn) := Q(K[x1, . . . , xn])
que tambie´n se llama el campo de funciones en n variables; los xi tambie´n se llaman
para´metros. La localizacio´n de K[x] = K[x1, . . . , xn] con respecto al ideal maximal
〈x〉 = 〈x1, . . . , xn〉 es
K[x]〈x〉 =
{
f
g
: f, g ∈ K[x], g(0) 6= 0
}
Un hecho importante es que podemos calcular en este anillo sin denominadores
expl´ıcitos, simplemente definiendo un orden monomial adecuado en K[x1, . . . , xn]. De
manera ma´s general, podemos calcular en K[x]ma , ma = 〈x1 − a1, . . . , xn − an〉, para
cualquier a = (a1, . . . , an) ∈ Kn, trasladando nuestros datos polinomiales a K[x]〈x〉 a
trave´s del mapeo de anillos xi 7−→ xi + ai.
Lema 6.7. Sea S ⊂ A multiplicativamente cerrado y j : A → S−1A el homomorfismo
cano´nico de anillos a 7→ a/1.
I) Si J ⊂ S−1A es un ideal y I = j−1(J) entonces IS−1A = J . En particular, si
f1, . . . , fk genera I sobre A entonces f1, . . . , fk genera J sobre S
−1A.
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II) Si A es Noetheriano, entonces S−1A es Noetheriano.
Demostracio´n.
I) ⇒: Probemos que J ⊂ IS−1A, sea f/s ∈ J entonces f/1 = s · f/s, como J es
un ideal y s ∈ S−1A, entonces f/1 ∈ J y por tanto f ∈ j−1(J) = I. Adema´s
f/s = f · 1/s, f ∈ I y 1/s ∈ S−1A, por lo tanto f/s ∈ IS−1A.
⇐: Probemos que IS−1A ⊂ J , sea g ∈ IS−1A entonces g = fh, donde f ∈ I
y h ∈ S−1A; como f ∈ I entonces f/1 ∈ J . As´ı g = f/1 · h = f · h/1 como J es
un ideal entonces g ∈ J .
II) Como el anillo A es Noetheriano, sus ideales son finitamente generados. Por I),
S−1A tambie´n es Noetheriano.
7. Anillos asociados a o´rdenes monomiales
En esta seccio´n se mostrara´ que los ordenamientos monomiales no globales condu-
cen a nuevos anillos que son localizaciones del anillo de polinomios. Este hecho tiene
consecuencias computacionales de largo alcance. Por ejemplo, al elegir un ordenamiento
local, ba´sicamente podemos hacer los mismos ca´lculos en la localizacio´n de un anillo
de polinomios que con un orden global en el propio anillo polino´mico. En particular,
podemos calcular de manera efectiva en K[x1, . . . , xn]〈x1,...,xk〉 para k ≤ n.
Sea > un orden monomial en el conjunto de monomios Mon(x1, . . . , xn) = {xα : α ∈
Zn≥0}, y K[x] = K[x1, . . . , xn] el anillo polinomial en n variables sobre un campo K.
Entonces, la funcio´n del monomio principal LM tiene las siguientes propiedades para
cualesquiera de los polinomios f, g ∈ K[x] \ {0}:
I) LM(gf) = LM(g)LM(f)
II) LM(g+f) ≤ ma´x{LM(g), LM(f)} con la igualdad si y solo si los te´rminos principales
de f y g no se cancelan.
En particular se sigue que
S> := {u ∈ K[x] \ {0} : LM(u) = 1}
es multiplicativamente cerrado, en efecto puesto que 0 /∈ S>, 1 ∈ S> y ∀u, v ∈ S>
cumplen LM(u) = LM(v) = 1, as´ı LM(uv) = LM(u)LM(v) = 1 y por lo tanto uv ∈ S>.
u Definicio´n 7.1. Para cualquier orden monomial > en Mon(x1, . . . , xn), se define
K[x]> := S
−1
> K[x] =
{
f
u
: f, u ∈ K[x], LM(u) = 1
}
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la localizacio´n de K[x] con respecto al conjunto multiplicativamente cerrado S>, adema´s
K[x]> es llamado el anillo asociado a K[x] y al orden monomial >.
Observacio´n 7.2. Notar que S> = K
∗ (unidades del campo) si y solo si > es un orden
global y S> = K[x] \ 〈x1, . . . , xn〉 si y solo si > es un orden local.
Lema 7.3. Sea K un campo, K[x] = K[x1, . . . , xn] y sea > un orden monomial en
Mon(x1, . . . , xn). Entonces
I) K[x] ⊂ K[x]> ⊂ K[x]〈x〉.
II) El conjunto de unidades en K[x]> esta´ dado por
(K[x]>)
∗ =
{v
u
: u, v ∈ K[x], LM(v) = LM(u) = 1
}
y satisface (K[x]>)
∗ ∩K[x] = S>.
III) K[x] = K[x]> si y solo si > es un orden global y K[x]> = K[x]〈x〉 si y solo si > es
un orden local.
IV) K[x]> es un anillo Noetheriano.
Demostracio´n.
I) Probemos que K[x] ⊂ K[x]>. Definimos un homomorfismo de inclusio´n de la
siguiente manera:
φ : K[x]→ K[x]>
f 7→ f/1
Para todo f/1 es cero si y solo si f = 0. Implica que ker(φ) = 0. Por lo tanto φ es
inyectivo, as´ı K[x] ⊂ K[x]>.
Probemos que K[x]> ⊂ K[x]〈x〉. Definimos un homomorfismo de inclusio´n de la
siguiente manera:
φ : K[x]> → K[x]〈x〉
f/u 7→ f/u
Para todo f/u es cero si y solo si f = 0. Implica que ker(φ) = 0. Por lo tanto φ
es inyectivo, as´ı K[x]> ⊂ K[x]〈x〉.
II) Si f/u es una unidad de K[x]>, entonces existe un h/v ∈ K[x]> tal que (f/u) ·
(h/v) = 1. Por lo tanto, fh = uv y LM(fh) = LM(uv) =⇒ LM(f)LM(h) = 1, lo que
implica que LM(f) = 1.
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Probemos que (K[x]>)
∗ ∩K[x] = S>, sea f ∈ (K[x]>)∗ ∩K[x],
⇐⇒ f ∈ (K[x]>)∗ y f ∈ K[x]
⇐⇒ f = u/v, tal que LM(u) = LM(v) = 1 y f ∈ K[x]
⇐⇒ v ∈ K∗ y LM(f) = LM(u) = 1 y f ∈ K[x]− {0}
⇐⇒ f ∈ S>
III) Probemos que K[x]> = K[x] si y solo si > es global. Sea > un orden global y
f/u ∈ K[x]> = {f/u : f, u ∈ K[x] y u ∈ S>}, como > es global entonces
S> = K
∗ si y solo si u ∈ K∗ y f/u ∈ K[x]. Por lo tanto K[x] = K[x]>.
Probemos que K[x]> = K[x]〈x〉 si y solo si > es local. Sea > un orden local y
f/u ∈ K[x]> = {f/u : f, u ∈ K[x] y u ∈ S>}, como > es global entonces
S> = K[x] − 〈x〉 si y solo si u ∈ K[x] − 〈x〉 es decir u(0) 6= 0 as´ı f/u ∈ K[x]〈x〉.
Por lo tanto K[x]> = K[x]〈x〉.
IV) Consecuencia inmediata de Lema 6.7.
En los siguientes ejemplos se describen algunos anillos asociados a o´rdenes mono-
miales.
Ejemplo 7.4. Sea K[x, y] = K[x1, . . . , xn, y1, . . . , ym] y consideremos el orden produc-
to >= (>1, >2) en Mon(x1, . . . , xn, y1, . . . , ym), donde >1 es global en Mon(x1, . . . , xn) y
>2 es local en Mon(y1, . . . , ym).
Por definicio´n de bloques ordenados >= (>1, >2), para establecer el orden de dos mo-
nomios primero comparamos las variables xi, i = 1, . . . , n con el orden monomial >1,
en caso de ser igual comparamos las variables yj, j = 1, . . . ,m con el orden monomial
>2. Para todo monomio x
αyβ ∈ Mon(x, y) tal que α 6= 0 se tiene que xα >1 1 (>1 es
global), por lo tanto para todo γ, xαyγ > 1. Si α = 0 entonces por definicio´n de bloques
ordenados tomamos >2 en Mon(y1, . . . , ym) por lo tanto 1 > y
β (>2 es local), para todo
β 6= 0. Se tiene que
xαyγ > 1 > yβ para todo α, β 6= 0, para todo γ
y por lo tanto S> = {u ∈ K[x, y]− {0} : LM(u) = 1} = K∗ + 〈y〉 ·K[y], por lo anterior
es un elemento de las unidades del campo ma´s un polinomio en las variables y1, . . . , ym.
Sea K[x, y]> la localizacio´n de K[x, y] con respecto al conjunto multiplicativamente
cerrado S> y f ∈ K[x, y]> observemos que f = P (x, y)
u+ yQ(y)
, P (x, y) ∈ K[x, y] y u +
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yQ(y) ∈ S> = K∗ + 〈y〉 ·K[y]. Por lo tanto los elementos de K[x, y]> son polinomios
en las indeterminadas x1, . . . , xn con coeficientes en K[y]〈y〉
K[x, y]> = (K[y]〈y〉)[x]
Ejemplo 7.5. Sea >1 un orden local y >2 un orden global, >= (>1, >2), si α 6= 0
entonces 1 > xαyγ, ya que >= (>1, >2) entonces 1 > x
αyβ si y solo si 1 >1 x
α (lo cual
se cumple ya que >1 es local). Si α = 0 entonces y
β > 1, ya que >= (>1, >2) entonces
yβ > 1 si y solo si yβ >2 1 (lo cual se cumple ya que >2 es global). Por lo tanto
xαyγ < 1 < yβ para todo α, β 6= 0, y para todo γ
as´ı, S> = K
∗ + 〈x〉K[x, y]. Se obtiene la inclusio´n estricta (K[x]〈x〉)[y] ⊂ K[x, y]> ⊂
K[x, y]〈x〉, ya que 1/(1 + xy) esta´ en el segundo anillo, pero no en el primero y 1/y esta´
en el tercer anillo, pero no en el segundo anillo.
Ejemplo 7.6. Si >1 es global, >2 arbitrario y >= (>1, >2) por el orden de bloques
si α 6= 0 entonces xαyγ > 1 para todo γ. Si α = 0 entonces yβ depende de >2, por
lo tanto S> consiste de los elementos u ∈ K[y] que satisfacen LM>2(u) = 1. Si >2 es
local entonces S> = K
∗ + 〈y〉K[y], es el caso del Ejemplo 7.4 Si >2 es global entonces
S> = K
∗.
K[x, y]> = (K[y]>2)[x]
Este ordenamiento tiene la siguiente propiedad de eliminacio´n para x1, . . . , xn:
f ∈ K[x, y], LM(f) ∈ K[y]⇒ f ∈ K[y]
u Definicio´n 7.7. Un orden monomial > en K[x1, . . . , xn] tiene la propiedad de eli-
minacio´n para x1, . . . , xs (ve´ase el Ejemplo 7.6), se llama ordenamiento de eliminacio´n
para x1, . . . , xs.
Un ordenamiento de eliminacio´n no necesita ser un producto ordenado sino que de-
be satisfacer xi > 1 para i = 1, . . . , s (ya que, si xi < 1 entonces LM(1 + xi)=1 pero
1+xi /∈ K[xs+1, . . . , xn]), es decir, un ordenamiento de eliminacio´n para x1, . . . , xs debe
ser global en Mon(x1, . . . , xs).
Dado que el orden lexicogra´fico es un orden global y si f ∈ K[x1, . . . , xn] y LM(f) ∈
K[xi, . . . , xn] entonces f ∈ K[xi, . . . , xn], es un ordenamiento de eliminacio´n para
x1, . . . , xi, para i = 1, . . . , n.
La siguiente definicio´n permitira´ caracterizar los polinomios de K[x]>.
u Definicio´n 7.8. Sea > cualquier orden monomial:
I) Para f ∈ K[x]> tomamos u ∈ K[x] tal que LT(u) = 1 y uf ∈ K[x]. Se define:
LM(f) := LM(uf)
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LC(f) := LC(uf)
LT(f) := LT(uf)
LE(f) := LE(uf)
tail(f) := f − LT(uf)
II) Para cualquier subconjunto G ⊂ K[x]> se define el ideal
L>(G) := L(G) := 〈LM(g) : g ∈ G \ {0}〉K[x]
L(G) ⊂ K[x] es llamado el ideal principal de G.
Observacio´n 7.9.
I) La Definicio´n 7.8 (numeral I), es independiente de la eleccio´n de u. Si el orden
es global u ∈ K∗ y LT(u) = 1 entonces u = 1 y si el orden es local entonces
u ∈ K∗+〈x〉·K[x]. Recordar que LM(fg) = LM(f)LM(g), as´ı LM(uf) = LM(u)LM(f) =
LM(f).
II) Ya que K[x]> ⊂ K[x]〈x〉 ⊂ K[[x]], donde K[[x]] denota el anillo de serie formal
de potencias, K[[x]] :=
{∑
α∈Nn
aαx
α : aα ∈ K,α ∈ Nn
}
, con la suma y producto
dados por: ∑
α∈Nn
aαx
α +
∑
α∈Nn
bαx
α :=
∑
α∈Nn
(aα + bα)x
α
∑
α∈Nn
aαx
α ·
∑
α∈Nn
bαx
α :=
∑
γ∈Nn
(∑
α+β
aαbβ
)
xγ
Podemos considerar f ∈ K[x]> como una serie formal de potencias. De ello se
desprende fa´cilmente que LM(f), respectivamente LT(f), corresponde a un mono-
mio u´nico, respectivamente un te´rmino, en la expansio´n de la serie de potencias
de f .
III) Notar que si I es un ideal, entonces L(I) es el ideal generado por todos los mono-
mios principales de todos los elementos de I y no solo por los monomios principales
de un conjunto dado de generadores de I. Ver Ejemplo 7.10 parte 2.
Ejemplo 7.10.
1. Consideremos Q[x] con un ordenamiento local (en una variable todos los ordena-
mientos locales respectivamente globales coinciden). Para f = 3x/(1 +x) +x, por
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la Definicio´n 7.8, sea u = 1 + x (u ∈ K[x] y LM(u) = 1), entonces uf = 4x+ x2 y
por lo tanto
LE(f) = LE(uf) = 1
LM(f) = LM(uf) = x
LC(f) = LC(uf) = 4
LT(f) = LT(uf) = 4x
tail(f) = −3x2/(1 + x)
2. Sea G = {f, g} con f = xy2 + xy, g = x2y + x2 − y ∈ Q[x, y] y ordenamiento
monomial dp. Si I = 〈f, g〉 entonces L(G) ( L(I), ya que
xf − yg = x(xy2 + xy)− y(x2y + x2 − y) = y2 ∈ I
As´ı LM(y2) = y2 ∈ L(I), pero y2 /∈ L(G) = 〈xy2, x2y〉.
8. Formas normales y bases esta´ndar
En esta seccio´n se definen las bases esta´ndar de un ideal I ⊂ K[x]>, como un
conjunto de polinomios del ideal I, tal que sus monomios principales generan el ideal
principal L(I), para cualquier orden monomial, es decir que las bases de Gro¨bner son
un caso particular cuando el orden es global.
Adema´s en la siguiente seccio´n se proporciona un algoritmo para calcular bases
esta´ndar. Para ordenamientos globales, este es el algoritmo de Buchberger. Para los
o´rdenes locales, es el algoritmo del cono tangente de Mora, que a su vez es una variante
del algoritmo de Buchberger. El caso general es una variacio´n del algoritmo de Mora.
A continuacio´n, se hace e´nfasis en caracterizar axioma´ticamente las formas norma-
les, respectivamente las formas normales de´biles, que desempen˜an un papel importante
en el algoritmo de base esta´ndar. Estas generalizan la divisio´n con resto al caso de
ideales, respectivamente a conjuntos finitos de polinomios.
En el caso de un ordenamiento global, para cualquier polinomio f y cualquier ideal
I, existe una forma normal u´nica NF(f | I) de f con respecto a I, tal que ningu´n mo-
nomio de NF(f | I) esta´ en el ideal principal L(I). Esto se puede usar para decidir, por
ejemplo, si f esta´ en el ideal I (si la forma normal es 0).
En el caso general, la propiedad anterior resulta ser demasiado fuerte. Por lo tanto,
los requisitos para una forma normal deben debilitarse. Por ejemplo, para la decisio´n
de si un polinomio esta´ en un ideal o no, solo el te´rmino principal de una forma nor-
mal NF(f | I) es importante. Por lo tanto, para este propo´sito, basta con requerir que
NF(f | I) sea 0 o tenga un te´rmino principal, que no este´ en L(I). Despue´s de debilitar
los requisitos, ya no hay una declaracio´n de exclusividad para la forma normal. Nuestra
49
intencio´n es mantener la definicio´n de una forma normal lo ma´s general posible. Se
presentara´ un algoritmo de forma normal y un algoritmo de base esta´ndar general, que
muestra que las diferentes versiones de algoritmos de base esta´ndar se deben a diferen-
tes formas normales.
Sea > un orden monomial fijo y sea en esta seccio´n
R = K[x1, . . . , xn]>
la localizacio´n de K[x] = K[x1, . . . , xn] con respecto al orden monomial >. Se debe
tener en cuenta que R = K[x]> = S
−1
> K[x] con S> = {u ∈ K[x] \ {0} : LM(u) = 1},
adema´s R = K[x] si > es global y R = K[x]〈x〉 si > es local. En cualquier caso, R se
puede considerar como un subanillo de K[[x]].
u Definicio´n 8.1. Sea I ⊂ R un ideal.
I) Un conjunto finito G ⊂ R es llamado base esta´ndar de I si
G ⊂ I y L(I) = L(G)
Es decir, G es una base esta´ndar, si los monomios principales de los elementos de
G generan el ideal principal de I, o en otras palabras, si para cualquier polinomio
f ∈ I \ {0}, existe un g ∈ G que satisface LM(g) | LM(f).
II) Si > es un orden monomial global, la base esta´ndar es llamada base de Gro¨bner,
que se estudio´ en la Seccio´n 3 del Cap´ıtulo 1.
III) Si simplemente decimos que G es una base esta´ndar, queremos decir que G es una
base esta´ndar del ideal 〈G〉R generado por G.
u Definicio´n 8.2. Sea G ⊂ R cualquier conjunto.
I) G es reducido, si 0 /∈ G y si LM(g) - LM(f) para cualquier par de elementos f 6= g
en G. Una base esta´ndar reducida G tambie´n se llama minimal.
II) f ∈ R se dice que es completamente reducido con respecto a G, si no hay monomio
de la expansio´n de serie de potencias de f que este´ contenido en L(G).
III) G es completamente reducido, si G es reducido y si para cualquier g ∈ G, LC(g) = 1
y la tail(g) es completamente reducida con respecto a G.
Observacio´n 8.3.
I) Si> es un ordenamiento global, entonces cualquier conjunto finitoG = {g1, . . . , gs}
puede transformarse en un conjunto reducido. Si gi, gj ∈ G tal que LM(gi) | LM(gj),
entonces sustituimos gj por gj − mgi, donde LT(gj) = m · LT(gi), el generado
por 〈g1 . . . , gj − mgi, . . . , gs〉 es igual a 〈G〉 = 〈g1, . . . , gs〉, en efecto puesto que
gj −mgi ∈ 〈G〉 y gj = (gj −mgi) + (mgi) ∈ 〈g1 . . . , gj −mgi, . . . , gs〉. El resultado
se llama inter-reduccio´n de G; genera el mismo ideal que G.
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II) Cada base esta´ndar G puede transformarse en una base reducida simplemente
eliminando elementos de G: eliminar ceros y luego, sucesivamente, cualquier g tal
que LM(g) es divisible por LM(f) para algu´n f ∈ G\{g}. El resultado es nuevamente
una base esta´ndar. Por lo tanto, G es una base reducida (G es minimal).
III) Supongamos que G ⊂ R es un conjunto reducido y g ∈ G. Si tail(g) no se
reduce con respecto a G, la expansio´n de la serie de potencias de tail(g) tiene
un monomio que es divisible por LM(g) o por LM(f) para algu´n f ∈ G \ {g}. Si >
es global, entonces ningu´n monomio de tail(g) es divisible por LM(g), ya que >
refina el ordenamiento parcial natural en Nn, es decir, la tail(g) se reduce con
respecto a {g}.
IV) Se deduce que una base de Gro¨bner G ⊂ K[x], que consiste de polinomios mo´nicos,
es completamente reducida si para cualquier f 6= g ∈ G, LM(g) no divide ningu´n
monomio de f .
Ma´s adelante veremos que las bases de Gro¨bner reducidas siempre se pueden calcular
y son u´nicas, pero las bases esta´ndar reducidas no se pueden encontrar en general (en
un nu´mero finito de pasos).
Las siguientes dos definiciones son cruciales para el tratamiento de las bases esta´ndar.
u Definicio´n 8.4. Sea G el conjunto de todas las listas finitas G ⊂ R.
NF : R× G → R,
(f,G) 7→ NF(f |G)
es llamado una forma normal en R si para todo G ∈ G,
0) NF(0 |G) = 0.
Y, para todo f ∈ R y G ∈ G,
1) NF(f |G) 6= 0 ⇒ LM(NF(f |G)) /∈ L(G).
2) Si G = {g1, . . . , gs}, entonces f − NF(f |G) (o por abuso de notacio´n f) tiene una
representacio´n esta´ndar con respecto a NF(− |G), es decir,
f − NF(f |G) =
s∑
i=1
aigi, ai ∈ R, s ≥ 0,
cumpliendo LM
(
s∑
i=1
aigi
)
≥ LM(aigi) para todo i tal que aigi 6= 0 (es decir que no
todos los monomios principales se anulan), NF es llamada la forma normal reducida
si adema´s NF(f |G) es reducida con respecto a G.
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u Definicio´n 8.5.
I) Un mapeo NF : R×G → R, como en la Definicio´n 8.4, es llamada la forma normal
de´bil en R si cumple las condiciones 0) y 1) de la Definicio´n 8.4 y en lugar de la
condicio´n 2) cumple:
2’) Para todo f ∈ R y G ∈ G existe una unidad u ∈ R∗ tal que uf tiene una
representacio´n esta´ndar con respecto a NF(− |G).
II) Una forma normal de´bil NF es llamada polinomial si, siempre que f ∈ K[x] y
G ⊂ K[x], exista una unidad u ∈ R∗ ∩K[x] tal que uf tenga una representacio´n
esta´ndar con ai ∈ K[x].
Observacio´n 8.6.
I) La nocio´n de formas normales de´biles solo es interesante para ordenamientos no
globales, ya que para ordenamientos globales se tiene que R = K[x] y por lo
tanto R∗ = K∗. Incluso en general, si existe una forma normal de´bil NF, entonces,
teo´ricamente, existe tambie´n una forma normal N˜F
(f,G) 7→ 1
u
NF(f |G) =: N˜F(f |G)
para una eleccio´n apropiada de u ∈ R∗ (dependiendo de f y G). Sin embargo,
estamos realmente interesados en las formas normales polinomiales, y para los
ordenamientos no globales 1/u no es en general un polinomio, sino una serie de
potencias. Debemos tener en cuenta que R∗ ∩K[x] = S>.
II) Considerar f = y, g = (y − x)(1 − y), y G = {g} en R = K[x, y]〈x,y〉 con
ordenamiento local ls. Asumir h := NF(f |G) ∈ K[x, y] es una forma normal
polinomial de f con respecto a G. Ya que f /∈ 〈G〉R = 〈y − x〉R, tenemos h 6=
0, por 1) de la Definicio´n 8.4 se tiene LM(h) /∈ L(G) = 〈y〉 (es decir LM(h) es
constante o tiene la variable x). Adema´s h− y = h− f ∈ 〈y − x〉R (h− f es una
combinacio´n de elementos de G) y adema´s el LM(h) no se anula con LM(f), si h es
una unidad entonces h − f /∈ 〈y − x〉R, lo que implica LM(h) < 1. Por lo tanto,
obtenemos h = xh′ para algu´n h′ (debido al ordenamiento elegido ls). Adema´s,
y−xh′ /∈ 〈(y−x)(1−y)〉K[x,y] (sustituir (0, 1) por (x, y)) y, por lo tanto, no existe
una forma normal polinomial de (f,G). Por otro lado, estableciendo u = (1−y) y
h = x(1− y) luego uy− h = (y− x)(1− y) y, por lo tanto, h es una forma normal
de´bil polinomial.
III) Para aplicaciones (de´biles) las formas normales son ma´s u´tiles si G es una base
esta´ndar de 〈G〉R. Lo demostraremos con una primera aplicacio´n en el Lema 8.7.
IV) f =
∑
i
aigi es una representacio´n esta´ndar significa que no puede producirse la
cancelacio´n de los te´rminos principales > LM(f) entre el aigi y que LM(f) = LM(aigi)
para al menos un i.
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V) No se hace una distincio´n estrictamente entre listas y conjuntos (ordenados). Dado
que, en la definicio´n de forma normal, permitimos repeticiones de elementos en
G, necesitamos listas, es decir, secuencias de elementos, en lugar de conjuntos.
Suponemos que un dado un conjunto G se ordena (de alguna manera) cuando
aplicamos NF(− |G).
VI) La existencia de una forma normal respectivamente una forma normal de´bil po-
linomial con respecto a G ⊂ K[x] que se probara´ en el algoritmo NFBUCHBERGER
respectivamente en el algoritmo NFMORA nos dice:
Para cualquier f ∈ R existen polinomios u, a1, . . . , as ∈ K[x] tal que
uf =
s∑
i=1
aigi + h, LM(u) = 1,
y satisface:
a) Si h 6= 0 entonces LM(h) no es divisible por LM(gi), i = 1, . . . , s
b) LM
(
s∑
i=1
aigi
)
≥ LM(aigi) para todo i con aigi 6= 0 (y por lo tanto, la igual-
dad es va´lida para al menos un i). Adema´s, si > es global, la unidad u puede
elegirse como 1.
Por lo tanto, la existencia de una forma normal de´bil es un teorema de
divisio´n donde f (respectivamente uf) se divide por G = {g1, . . . , gs} con la
parte principal
s∑
i=1
aigi y resto h = NF(f |G).
Lema 8.7. Sea I ⊂ R un ideal, G ⊂ I una base esta´ndar de I y NF(− |G) una forma
normal de´bil en R con respecto a G.
I) Para cualquier f ∈ R tenemos f ∈ I si y solo si NF(f |G) = 0.
II) Si J ⊂ R es un ideal con I ⊂ J , entonces L(I) = L(J) implica I = J .
III) I = 〈G〉R, es decir, la base esta´ndar G genera a I como R−ideal.
IV) Si NF(− |G) es una forma normal reducida, entonces es u´nica.
Demostracio´n.
I) Si NF(f |G) = 0 entonces uf ∈ I, ya que u es una unidad de R y adema´s I es un
ideal, entonces u−1(uf) = f ∈ I. Por contrarec´ıproca, si NF(f |G) 6= 0, entonces
por definicio´n LM(NF(f |G)) /∈ L(G) = L(I), as´ı NF(f |G) /∈ I, lo que implica
f /∈ I, ya que 〈G〉R ⊂ I.
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II) Sea f ∈ J y asumamos que NF(f |G) 6= 0, por definicio´n de NF y del hecho que
G es una base esta´ndar para I se tiene que LM(NF(f |G)) /∈ L(G) = L(I) = L(J),
contradiciendo NF(f |G) ∈ J . Por lo tanto, f ∈ I por I).
III) Por hipo´tesis L(I) = L(G), y dado que G ⊂ I por ser I ideal de R, entonces
〈G〉R ⊂ I. Adema´s L(G) ⊂ L(〈G〉R).
As´ı se tiene que L(I) = L(G) ⊂ L(〈G〉R) ⊂ L(I), de aqu´ı se deduce que L(I) =
L(〈G〉R), luego por II) se sigue que I = 〈G〉R, es decir, G genera a I como R-ideal.
IV) Sea f ∈ R y asumir que h, h′ son dos formas normales reducidas de f con respecto
a G. Entonces, ningu´n monomio de la expansio´n de la serie de potencias de h o h′
es divisible por cualquier monomio de L(G) y, adema´s, h−h′ = (f−h′)−(f−h) ∈
〈G〉R = I. Si h − h′ 6= 0, entonces LM(h − h′) ∈ L(I) = L(G), una contradiccio´n,
ya que LM(h− h′) es un monomio ya sea de h o h′.
Observacio´n 8.8. Las propiedades anteriores son bien conocidas para las bases de
Gro¨bner con R = K[x]. Para ordenamientos locales, es muy importante trabajar ri-
gurosamente con R en lugar de K[x]. A continuacio´n se muestra un ejemplo donde
ninguna de las propiedades I), II) y III) del Lema 8.7 se cumple para K[x], si los datos
de entrada son polinomiales.
Sea f1 := x
10 − x9y2, f2 := y8 − x2y7, f3 := x10y7, y consideremos el orden local ds
en K[x, y]. Entonces R = K[x, y]〈x,y〉, (1− xy)f3 = y7f1 + x9yf2, y establecemos
I := 〈f1, f2〉R = 〈f1, f2, f3〉R, I ′ := 〈f1, f2〉K[x,y], J ′ := 〈f1, f2, f3〉K[x,y]
y G := {f1, f2}. Entonces G es una base esta´ndar reducida de I (ya que debemos
multiplicar f1 al menos con y
8 y f2 con x
10 para producir nuevos monomios, pero L(G) ⊃
〈x, y〉). Si NF(− |G) es cualquier forma normal de´bil en R, entonces NF(f3 |G) = 0, ya
que f3 ∈ I. Por lo tanto
I) NF(f3 |G) = 0, pero f3 /∈ I ′,
II) I ′ ⊂ J ′, L(I ′) = L(J ′), pero I ′ 6= J ′
III) G ⊂ J ′, pero 〈G〉K[x] 6= J ′
Nos concentramos primero en los ordenamientos que cumplen con ser un buen orden,
las bases Gro¨bner y el algoritmo de Buchberger. Para describir el algoritmo de forma
normal de Buchberger, necesitamos la nocio´n de un S-polinomio (Definicio´n 5.4), debido
a Buchberger.
Para el algoritmo de forma normal, el S-polinomio solo se usara´ en la segunda for-
ma, mientras que para el algoritmo de base esta´ndar lo necesitamos en la forma general.
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Algoritmo NFBUCHBERGER(G |NF)
Sea > un orden global.
Input: f ∈ K[x], G ∈ G
Output: h ∈ K[x], una forma normal de f con respecto a G.
h := f ;
while (h 6= 0 y Gh = {g ∈ G : LM(g) divide LM(h)} 6= ∅)
Elegimos cualquier g ∈ Gh;
h := spoly(h, g);
return h;
Demostracio´n. Probemos que el algoritmo termina, se inicia con h0 = f , en el i-e´simo
paso del ciclo While hi−1 6= 0 y Ghi−1 6= ∅ (caso contrario el algoritmo termina) y se
crea el S-polinomio
hi = hi−1 −migi, LM(hi−1) > LM(hi)
donde mi es un te´rmino que cumple LT(migi) = LT(hi−1) y gi ∈ G (permitiendo repe-
ticiones). Dado que > es un buen orden, {LM(hi)} tiene un mı´nimo, que se alcanza en
algu´n paso m (por Lema 1.7), por lo tanto el algoritmo termina.
Mostremos que el algoritmo permite construir una forma normal para f :
h1 =f −m1g1
h2 =h1 −m2g2 = f −m1g1 −m2g2
...
hm =f −
m∑
i=1
migi
satisface que LM(f) = LM(m1g1) > LM(migi) > LM(hm). Esto prueba que h := hm es una
forma normal de f con respecto a G. Adema´s, si h 6= 0 entonces Gh = ∅ (el algoritmo
termina) y por lo tanto LM(h) /∈ L(G). Esto demuestra que f tiene una forma normal,
independientemente de la eleccio´n del g ∈ Ghi−1.
Notar que en el ciclo “mientras” la eleccio´n del g ∈ Gh puede conducir a una funcio´n
de forma normal diferente.
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Ejemplo 8.9. Sea > el ordenamiento dp en Mon(x, y, z), f = x3 + y2 + 2z2 + x+ y + 1
y G = {x, y}, encontrar la forma normal de Buchberger.
Solucio´n.
PASO I. Sea h1 = f 6= 0 y Gh1 = {x} 6= ∅. Elegimos un g ∈ Gh1 en nuestro caso
g = x y hacemos h2 = spoly(h1, g)
h2 = spoly(h1, g) = f − (1) · x(2,0,0) · g
spoly(h1, g) = x
3 + y2 + 2z2 + x+ y + 1− x3
spoly(h1, g) = y
2 + 2z2 + x+ y + 1
PASO II. Como h2 6= 0 y Gh2 = {y} 6= ∅. Elegimos un g ∈ Gh2 en nuestro caso g = y
y hacemos h3 = spoly(h2, g)
h3 = spoly(h2, g) = h2 − (1) · x(0,1,0) · g
spoly(h2, g) = y
2 + 2z2 + x+ y + 1− y2
spoly(h2, g) = y
2 + 2z2 + x+ y + 1
PASO III. Como h3 6= 0 y Gh3 = ∅ ya que x - LM(h3) y y - LM(h3). Por lo tanto el
algoritmo termina y NFBUCHBERGER(f |G) = h3 = 2z2 + x+ y + 1
Es fa´cil extender NFBUCHBERGER a una forma normal reducida. O bien hacemos re-
duccio´n de cola durante NFBUCHBERGER, es decir, establecemos
h := spoly(h, g);
h := LT(h) + NFBUCHBERGER(tail(h) |G);
en el bucle while, o reducir tail despue´s de aplicar NFBUCHBERGER, como en el algoritmo
siguiente. De hecho, el argumento es va´lido para cualquier forma normal con respecto
a un ordenamiento global.
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Algoritmo REDNFBUCHBERGER(G |NF)
Asumir que > es un ordenamiento global.
Input: f ∈ K[x], G ∈ G
Output: h ∈ K[x], una forma normal reducida de f con respecto a G.
h := 0;
g := f ;
while (g 6= 0)
g := NFBUCHBERGER(g |G);
if (g 6= 0)
h := h+ LT(g);
g := tail(g);
return h/LC(h);
Como tail(g) tiene un te´rmino principal estrictamente ma´s pequen˜o que g, el al-
goritmo termina, ya que > es un buen ordenamiento. Que el algoritmo se mantiene en
cada paso se sigue directamente del algoritmo de NFBUCHBERGER.
Ejemplo 8.10. Sea > el ordenamiento dp en Mon(x, y, z), f = x3 + y2 + 2z2 +x+ y+ 1
y G = {x, y}. Encontrar la forma normal reducida de Buchberger.
Solucio´n.
PASO I. Sea h0 = 0 y g0 = f 6= 0. Entonces hacemos g1 = NFBUCHBERGER(g0 |G),
por Ejemplo 8.9 sabemos que g1 = NFBUCHBERGER(g0 |G) = 2z2 + x+ y+ 1.
Como g1 6= 0 entonces hacemos h1 = h0 + LT(g1) = 0 + 2z2 y por lo tanto
hacemos g2 = tail(g1) = x+ y + 1.
PASO II. Como g2 = x+ y + 1 6= 0. Entonces hacemos g3 = NFBUCHBERGER(g2 |G)
Sea j0 = g2 = x + y + 1, como j0 6= 0 y Gj0 = {x} 6= ∅. Elegimos
g ∈ Gj0 ; en nuestro caso g = x y hacemos j1 = spoly(j0, g)
j1 = spoly(j0, g) = g2 − (1) · x(0,0,0) · g
= spoly(j0, g) = x+ y + 1− x
= spoly(j0, g) = y + 1
Como j1 = y + 1 6= 0 y Gj1 = {y} 6= ∅. Elegimos g ∈ Gj1 ; en nuestro
caso g = y y hacemos j2 = spoly(j1, g)
j2 = spoly(j1, g) = j1 − (1) · x(0,0,0) · g
spoly(j1, g) = y + 1− y
spoly(j1, g) = 1
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Como j2 = 1 6= 0 pero Gj2 = ∅, por lo tanto NFBUCHBERGER(g2 |G) = 1
Como g3 6= 0 hacemos h2 = h1 + LT(g3) = 2z2 + 1 y por lo tanto hacemos
g4 = tail(g3) = 0
PASO III. Como g4 = 0 el algoritmo termina y por lo tanto REDNFBUCHBERGER(f |G) =
h2/LC(h2) = z
2 + 1/2
Observemos que la forma normal de Buchberger para el caso de o´rdenes monomiales
globales coincide con el algoritmo de la divisio´n estudiado en el Cap´ıtulo 1, el siguiente
ejemplo nos muestra la relacio´n.
Ejemplo 8.11.
x3 + y2 + 2z2 + x+ y + 1
x3
f1 = x
a1 : x
2 + 1
a2 : y + 1
f2 = y
y2 + 2z2 + x+ y + 1
y2
2z2 + x+ y + 1 2z2
x+ y + 1
x
y + 1
y
1
0
2z2 + 1
NFBUCHBERGER (f |G)
r
REDNFBUCHBERGER (f |G)
Observar que en la u´ltima parte solo falta hacer mo´nico el polinomio 2z2 + 1, es decir
REDNFBUCHBERGER(f |G) = z2 + 1/2
9. Algoritmo de bases esta´ndar
Sea > un orden monomial fijo y sea en esta seccio´n
R = K[x1, . . . , xn]>
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la localizacio´n de K[x], x = 〈x1, . . . , xn〉 con respecto >. Recordemos que R = S−1> K[x]
con S> = {u ∈ K[x] \ {0} : LM(u) = 1}, y que R = K[x] si > es un orden global
y R = K[x]〈x〉 si > es un orden local. En cualquier caso, R puede ser considerado un
subanillo del anillo de series de potencias formales K[[x]].
La idea de muchos algoritmos de base esta´ndar se puede formalizar de la siguiente ma-
nera:
Algoritmo STANDARD(G |NF)
Sea > es cualquier ordenamiento monomial y R := K[x1, . . . , xn]>
Input: G ∈ G, NF un algoritmo que regresa una forma normal de´bil.
Output: S ∈ G, tal que S es una base esta´ndar de I = 〈G〉R ⊂ R.
S := G;
P := {(f, g) : f, g ∈ S, f 6= g}, el conjunto de pares;
while (P 6= ∅)
Elegimos (f, g) ∈ P ;
P := P \ {(f, g)};
h := NF(spoly(f, g) |S);
if (h 6= 0)
P := P ∪ {(h, f) : f ∈ S};
S := S ∪ {h};
return S;
Para ver la terminacio´n del algoritmo de bases esta´ndar (STANDARD), debemos tener
en cuenta que si h 6= 0 entonces LM(h) /∈ L(S) por la propiedad (i) de NF. Por lo tanto,
obtenemos una secuencia estrictamente creciente de ideales monomiales L(S) de K[x]
(ya que cuando h 6= 0 el polinomio h es agregado al conjunto S), que se vuelve estacio-
nario, ya que K[x] es Noetheriano.
Como L(S) se vuelve estacionario despue´s de una cantidad finita de pasos, tenemos
que NF(spoly(f, g) |S) = 0 para (f, g) ∈ P (al volverse estacionario el conjunto) y
nuevamente, despue´s de una cantidad finita de pasos, el conjunto de pares P quedara´
vac´ıo. El algoritmo se mantiene en cada una de las etapas se deriva de la aplicacio´n del
criterio de base esta´ndar fundamental de Buchberger que se muestra a continuacio´n.
Observacio´n 9.1. Si NF es una forma normal reducida y G es reducido, entonces S,
segu´n lo devuelto por STANDARD(G,NF), es una base esta´ndar reducida si eliminamos
elementos cuyos monomios iniciales son divisibles por un monomio principal de otro
elemento en S. Si G no se reduce, podemos aplicar una forma normal reducida despue´s
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a (f, S \ {f}) para todas las f ∈ S para obtener una base esta´ndar reducida.
Teorema 9.2. (Criterio de Buchberger). Sea I ⊂ R un ideal yG = {g1, . . . , gs} ⊂ I.
Sea NF(− |G) una forma normal de´bil en R con respecto a G. Las siguientes condiciones
son equivalentes:
I) G es una base esta´ndar de I.
II) NF(f |G) = 0 para todo f ∈ I.
III) Cada f ∈ I tiene una representacio´n esta´ndar con respecto a NF(− |G).
IV) G genera I y NF(spoly(gi, gj) |G) = 0 para i = 1, . . . , s.
Demostracio´n. La implicacio´n I) ⇒ II) se probo´ en Lema 8.7, II)⇒ III) es claro que
podemos escribir f como una combinacio´n de elementos de G, III)⇒ IV) como G ⊂ I,
entonces spoly(gi | gj) ∈ I, por lo tanto tiene una representacio´n esta´ndar con respecto
a G. As´ı h := NF(spoly(gi, gj) |G) ∈ I y por lo tanto h = 0 o LM(h) ∈ L(G), entonces
h = 0 caso contrario contradice la propiedad 1) de NF. El hecho que G genera a I
se sigue inmediatamente de 3). Para IV) ⇒ I) solo se prueba para el caso de o´rdenes
globales (ver Teorema 5.7), ya que la prueba general utiliza herramientas y teor´ıa fuera
de los objetivos de la investigacio´n.
Ejemplo 9.3. Sea > el ordenamiento dp en mon(x, y), NF = NFBUCHBERGER y G =
{x2 + y, xy + x}. Encontrar una base esta´ndar.
PASO I. Sea S = G = {x2+y, xy+x} y P = {(x2+y, xy+x)}. Como P 6= ∅ entonces
tomamos un (f, g) ∈ P en nuestro caso (x2+y, xy+x), P = P−{(f, g)} = ∅
y h = NFBUCHBERGER(spoly(f, g) |S)
Encontrando spoly(f, g), el lcm(LM(f), LM(g)) = (2, 1)
spoly(f, g) = x(0,1) · f − (1) · x(1,0) · g
spoly(f, g) = (y)(x2 + y)− (x)(xy + x)
spoly(f, g) = −x2 + y2
Encontrando NFBUCHBERGER(spoly(f, g) |S) = NFBUCHBERGER(−x2 +
y2 |S) con S = {x2 + y, xy + x}
• Sea h0 = −x2 + y2 y Gh0 = {x2 + y}. Tomamos un g ∈ Gh0 ;
g = x2 + y y hacemos h1 = spoly(h0, g)
spoly(h0, g) = h0 − (−1)x(0,0) · g
spoly(h0, g) = −x2 + y2 + x2 + y
spoly(h0, g) = y
2 + y
• Como h1 6= 0 peroGh1 = ∅, entonces el algoritmo de NFBUCHBERGER
termina y por lo tanto h = NFBUCHBERGER(spoly(f, g) |S) = y2 +y
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Como h = y2 + y 6= 0 entonces hacemos:
P = {(y2 + y, x2 + y), (y2 + y, xy + x)}
S = {x2 + y, xy + x, y2 + y}
PASO II. Como P 6= ∅ tomamos (f, g) ∈ P en nuestro caso (y2 + y, x2 + y), P =
P − {(f, g)} = {y2 + y, x2 + y} y h = NFBUCHBERGER(spoly(f, g) |S)
Encontrando spoly(f, g), el lcm(LM(f), LM(g)) = (2, 2)
spoly(f, g) = x(2,0) · f − (1) · x(0,2) · g
spoly(f, g) = x2(y2 + y)− y2(x2 + y)
spoly(f, g) = x2y − y3
Encontrando NFBUCHBERGER(spoly(f, g) |S) = NFBUCHBERGER(x2y−y3 |S)
con S = {x2 + y, xy + x, y2 + y}.
• Sea h0 = x2y−y3 y Gh0 = {x2 +y, xy+x}. Tomamos un g ∈ Gh0 ;
g = x2 + y y hacemos h1 = spoly(h0, g)
spoly(h0, g) = h0 − (1)x(0,1) · g
spoly(h0, g) = x
2y − y3 − y(x2 + y)
spoly(h0, g) = −y3 − y2
• Como h1 6= 0 y Gh1 = {y2+y} 6= ∅, entonces tomamos un g ∈ Gh1 ;
g = y2 + y y hacemos h2 = spoly(h1, g)
spoly(h1, g) = h1 − (−1)x(0,1) · g
spoly(h1, g) = −y3 − y2 + y(y2 + y)
spoly(h1, g) = 0
• Como h2 = 0 entonces NFBUCHBERGER(x2y − y3 |S) = 0
PASO III. Como P 6= ∅ tomamos (f, g) ∈ P en nuestro caso (y2 + y, xy + x), P =
P − {(f, g)} = ∅ y h = NFBUCHBERGER(spoly(f, g) |S)
Encontrando spoly(f, g), el lcm(LM(f), LM(g)) = (1, 2)
spoly(f, g) = x(1,0) · f − (1) · x(0,1) · g
spoly(f, g) = x(y2 + y)− y(xy + x)
spoly(f, g) = 0
Encontrando NFBUCHBERGER(spoly(f, g) |S) = NFBUCHBERGER(0 |S) =
0
PASO IV. Como P = ∅ el algoritmo termina y por lo tanto S = {x2 +y, xy+x, y2 +y}
es una base esta´ndar.
61
A continuacio´n se presenta un algoritmo de forma normal general, ya que funciona
para cualquier orden monomial. La idea ba´sica se debe a Mora, pero el algoritmo que
se presentara´ es ma´s general, con una nocio´n diferente de ecart.
Analicemos el algoritmo de Buchberger en el caso de un ordenamiento no global.
Podemos suponer que en K[x, y] tenemos x1, . . . , xn < 1, y1, . . . , ym > 1 (m ≥ 0).
Observemos la secuencia mi = cix
αiyβi , i ≥ 1, de te´rminos construidos en el algo-
ritmo NFBUCHBERGER. Si degx(mi) esta´ acotado, entonces, dado que > induce un buen
orden en K[y], el algoritmo se detiene despue´s de una cantidad finita de pasos.
h = f −
s∑
i=1
aigi, h, ai ∈ K[y][[x]],
que se mantiene en K[y][[x]]. Sin embargo, este proceso no se detiene.
Observemos lo anterior con un ejemplo, sea K[x] el anillo de polinomios en la variable
x, con x < 1, f = x y G = {g = x− x2}. Utilizando NFBUCHBERGER se obtiene:
Sea h0 = f
PASO I. Como h0 6= 0 y Gh0 = {x− x2} 6= ∅. Tomamos g = x− x2 ∈ Gh0 y
h1 = spoly(h0, g) = x
2
PASO II. Como h1 6= 0 y Gh1 = {x− x2} 6= ∅.Tomamos g = x− x2 ∈ Gh1 y
h2 = spoly(h1, g) = x
3
PASO III. Como h2 6= 0 y Gh2 = {x− x2} 6= ∅.Tomamos g = x− x2 ∈ Gh2 y
h3 = spoly(h2, g) = x
4
...
Observemos que el algoritmo NFBUCHBERGER no acaba, puesto que el polinomio hi = x
i+1
y cumple que el monomio principal de x − x2 divide a hi para i ∈ N. Utilizando el
algoritmo de la divisio´n es fa´cil ver que el algoritmo construye una serie.
x x− x2
1 + x+ x2 + . . .−x+ x2
x2
−x2 + x3
x3
...
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x−
( ∞∑
i=1
xi
)
(x− x2) = 0
en K[[x]], lo cual es cierto, ya que
∞∑
i=0
xi = 1/(1−x) en K[[x]]. Sin embargo, el algoritmo
construye una serie de potencias
∞∑
i=0
xi que tiene infinitos te´rminos y no la expresio´n
racional 1/(1− x).
Para evitar series de potencias infinitas, debemos permitir una clase ma´s amplia de
elementos para la reduccio´n, con el fin de crear una expresio´n esta´ndar de la forma
uf =
s∑
i=1
aigi + NF(f |G)
Donde u es una unidad de R y adema´s u, ai y NF(f |G) son polinomios, en el caso de
cuando los datos de entrada f y G = {g1, . . . , gs} son polinomios. En el ejemplo anterior
llegamos a una expresio´n
(1− x)x = x− x2
en lugar de x =
( ∞∑
i=o
xi
)
(x − x2), el algoritmo NFMORA nos permitira´ solventar este
problema, la idea general es ir agregando el polinomio al conjunto de reductores, lo que
permitira´ obtener una factorizacio´n de la forma 1 + P (x).
u Definicio´n 9.4. Para f ∈ K[x] \ {0} definimos ecart de f como
ecart(f) = deg(f)− deg(LM(f))
Notar que para un polinomio homoge´neo f , tenemos que la ecart(f) = 0.
Otra descripcio´n de ecart(f) resulta ser bastante u´til. Sea f h la homogeneizacio´n
de f con respecto a una nueva variable t (de modo que todos los monomios de f sean
del mismo grado). Definimos en Mon(t, x1, . . . , xn) un ordenamiento >h por t
pxα >h t
qxβ
si p+ |α| > q + |β| o si p+ |α| = q + |β| y xα > xβ.
El ordenamiento >h define un buen orden en Mon(t, x), ya que para todo t
pxα ∈
Mon(t, x) observemos que tpxα = 1 si y solo si p + |α| = 0 si y solo si p = 0 y
α = (0, . . . , 0). Sea tqxβ ∈ Mon(t, x) y (q, β1, . . . , βn) 6= 0, por definicio´n de >h te-
nemos que q + |β| > 0 = 0 + |0|, es decir tqxβ >h 1. Por lo tanto >h es un buen orden
en Mon(t, x).
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Al homogeneizar un polinomio multiplicamos cada monomio de este por un t con ex-
ponente tal que sea igual al deg(f) menos el grado de cada monomio, para el caso del
monomio principal esta es la ecart(f), es decir, el monomio principal de un polinomio
en K[t, x]:
LM>h(f
h) = tecart(f)LM>(f)
en particular, ecart(f) = degtLM>h(f
h).
Algoritmo NFMORA(f |G)
Asumir que > es cualquier ordenamiento monomial.
Input: f ∈ K[x], G una lista finita en K[x].
Output: h ∈ K[x], una forma normal de´bil polinomial de f con respecto a G.
h := f ;
T := G;
while (h 6= 0 y Th := {g ∈ T : LM(g)|LM(h)} 6= ∅)
Elegimos g ∈ Th con ecart(g) mı´nima;
if (ecart(g) > ecart(h));
T := T ∪ {h};
h := spoly(h, g);
return h;
Si la entrada es homoge´nea, la ecart es siempre 0 y NFMORA es igual a NFBUCHBERGER.
Si > es un buen ordenamiento, entonces LM(g) | LM(h) implica que LM(g) ≤ LM(h), por lo
tanto, incluso si h se agrega a T durante el algoritmo, no se puede usar en reducciones
adicionales. Por lo tanto, NFMORA es lo mismo que NFBUCHBERGER, pero con una estrategia
de seleccio´n especial para los elementos de G.
Demostracio´n. La terminacio´n es ma´s fa´cil de ver usando homogeneizacio´n: comence-
mos con h =: f h y T =: Gh = {gh : g ∈ G}. El bucle while se ve como sigue:
while (h 6= 0 y Th := {g ∈ T : LM(g) | tαLM(h) para algu´n α} 6= ∅)
Elegimos g ∈ Th con α ≥ 0 mı´nimo;
if α > 0;
T := T ∪ {h};
h := spoly(tαh, g);
h := (h|t=1)h;
return h|t=1;
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Probemos que el polinomio g ∈ Th que se toma en el algoritmo de Mora funciona
para el algoritmo homogeneizado, es decir obtenemos el mismo resultado.
Sea h = f y g ∈ Th entonces LM>(g) | LM>(h) y adema´s g cumple con tener la ecart
mı´nima (cuando homogeneizamos el polinomio, el tα por el cual se debe multiplicar el
monomio principal es el ma´s pequen˜o).
Sean hh y gh los polinomios homogeneizados de h y g respectivamente, sus monomios
principales son:
LM>h(h
h) = tecart(h)LM>(h)
LM>h(g
h) = tecart(g)LM>(g)
Probemos que el polinomio gh ∈ T hh , primero observar que tenemos dos casos:
Si ecart(h) ≥ ecart(g), entonces se debe multiplicar por t0 y cumple que LM>h(gh)
divide a t0LM>h(h
h) y α = 0 es el mı´nimo exponente que satisface.
Si ecart(g) > ecart(h), ya que el polinomio g se ha tomado con ecart mı´nima
entonces al homogeneizar, su monomio principal se esta´ multiplicando por tecart(g)
sabemos que dicho exponente es el ma´s pequen˜o. El exponente de tα por el cual
debo multiplicar LM>h(h
h) coincide con ecart(g) − ecart(h) > 0 y cumple con
ser el mı´nimo y estrictamente mayor que cero, por lo tanto el polinomio hh es
agregado al conjunto T en el algoritmo homogeneizado.
Observar que el polinomio que obtenemos en el algoritmo homogeneizado coincide
con el que obtenemos en el algoritmo original.
h∗ = spoly(h, g) = h− LC(h)
LC(g)
xα
∗−β∗g
hh∗ = spoly(t
αhh, gh) = tαhh − LC(t
αhh)
LC(gh)
xα
′−β′gh
LC>h(t
αhh) = LC>(h
h) = LC>(h) y LC>h(g
h) = LC>(g), ya que al homogeneizar hacemos
coincidir los grados de los monomios pero sus coeficientes se mantienen. Al deshomo-
geneizar el polinomio tαhh obtenemos el polinomio h, de manera similar al deshomoge-
neizar gh obtenemos h. El exponente α′ − β′ coincide con α∗ − β∗ cuanto t = 1, puesto
que α
′
= LE(tαhh) = (α+ ecart(h), α∗1, . . . , α
∗
n) y β
′
= LE(gh) = (ecart(g), β∗1 , . . . , β
∗
n),
as´ı a
′ −β ′ = (α+ ecart(h)− ecart(g), α∗1−β∗1 , . . . , α∗n−β∗n). Por lo tanto el polinomio
hh∗ coincide con el polinomio h∗ obtenido en el algoritmo original.
Iniciamos con T = {g1, . . . , gs} y observemos que en el algoritmo homogeneizado
para la primera entrada en el ciclo While el conjunto T tiene dos opciones: T1 =
{g1, . . . , gs, h1} o T1 = T .
As´ı:
L(T ) ⊂ L(T1) o L(T ) = L(T1)
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Siguiendo de esta forma en la entrada v-e´sima al ciclo tendremos:
L(Tv−1) ⊂ L(Tv) o L(Tv−1) = L(Tv)
De esta manera se forma una secuencia creciente de ideales L(Tv). Como R es Noethe-
riano, existe un entero positivo N tal que LT(Tv) se vuelve estacionario para v ≥ N ,
donde Tv denota el conjunto T despue´s de la v-e´sima vuelta en el ciclo While. El si-
guiente h, adema´s, satisface LM(h) ∈ L(TN) = L(T ), de donde, LM(g) divide LM(h) para
algu´n g ∈ T y α = 0 (puesto que los Tv son estacionarios para v ≥ N , esto indica que
α = 0, de lo contrario estar´ıamos agregando elementos T y no ser´ıa estacionaria).
Es decir, Tv se vuelve estacionario para v ≥ N y el algoritmo continu´a con un T fijo.
Entonces termina, ya que > es un buen ordenamiento en K[t, x].
Para ver que el algoritmo funciona de manera correcta comencemos con h0 := f y
G = {g1, . . . , gs}, en el algoritmo original. Consideremos la v-e´sima entrada en el ciclo
While, entonces hv := spoly(hv−1, g
′
v) para algu´n g
′
v ∈ Tv−1 tal que LM(g
′
v) | LM(hv−1).
Por lo tanto, existe algu´n te´rmino mv ∈ K[x], LT(mvg′v) = LT(hv−1), basta tomar el
coeficiente por el cual se multiplica g
′
v al obtener el S-polinomio de hv−1 y g
′
v. Por lo
tanto
hv = hv−1 −mvg′v, LM(hv−1) = LM(mvg
′
v) > LM(hv)
Ahora para g
′
v tenemos dos posibles resultados:
1. g
′
v = gi ∈ G = {g1, . . . , gs} para algu´n i, o
2. g
′
v ∈ T \ G ⊂ {h0, h1, . . . , hv−2}, ya que en la v−e´sima entrada se decide si hv−1
es agregado al conjunto Tv.
Supongamos, por induccio´n, que en los primeros v − 1 pasos (v ≥ 1) hemos construido
representaciones esta´ndar para f ,
ujf =
s∑
i=1
a
(j)
i gi + hj, uj ∈ S>, a(j)i ∈ K[x]
con 0 ≤ j ≤ v − 1.
En el caso base tomamos u0 := 1 y a
(0)
i = 0, entonces f = h0 lo cual es cierto.
Consideremos la representacio´n esta´ndar para j = v − 1, en el caso que g′v = gi ∈ G ∈,
entonces reemplazamos hv−1 = hv +mvg
′
v = hv +mvgi
uv−1f =
s∑
i=1
a
(v−1)
i gi + h(v−1)
uv−1f =
s∑
i=1
a
(v−1)
i gi + hv +mvgi
uv−1f =
s∑
i=1
a
(v)
i gi + hv
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Como uv−1 sigue siendo un elemento de S> ymv+a
(v−1)
i ∈ K[x]. As´ı uvf =
s∑
i=1
a
(v)
i gi+hv
es una representacio´n esta´ndar.
Cuando g
′
v ∈ T −G ⊂ {h0, . . . , hv−2},
hv−1 = hv +mvg
′
v
hv−1 = hv +mvhj, 0 ≤ j ≤ v − 2
hv−1 = hv +mv
(
ujf −
s∑
i=1
a
(j)
i gi
)
hv−1 = hv −mv
(
s∑
i=1
a
(j)
i gi − ujf
)
Sustituimos hv−1 por la expresio´n anterior
uv−1f =
s∑
i=1
av−1i gi + hv−1
uv−1f =
s∑
i=1
av−1i gi + hv −mv
(
s∑
i=1
a
(j)
i gi − ujf
)
uv−1f −mvujf =
s∑
i=1
a
(v)
i gi + hv
(uv−1 −mvuj)f =
s∑
i=1
a
(v)
i gi + hv
Se debe probar que (uv−1 − mvuj) ∈ S>, sabemos que LM(mvg′v) = LM(hv−1), como
g
′
v = hj entonces
LM(mvhj) = LM(hv−1) < LM(hj)
Por lo tanto LM(mv) < 1, como uv−1 ∈ S> y uj ∈ S>, LM(uv−1) = LM(uj) = 1 pero
LM(mv) < 1 entonces LM(uv−1 −mvuj) = 1 ∈ S>. As´ı
(uv−1 −mvuj)f = uvf =
s∑
i=1
a
(v)
i gi + hv
tiene una representacio´n esta´ndar.
En el algoritmo se pueden realizar algunos arreglos adicionales, para que tambie´n
devuelva u ∈ S> y los ai. Ahora, el algoritmo de base esta´ndar para ordenamientos
monomiales arbitrarios se ve formalmente como sigue:
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Algoritmo STANDARDBASIS(G |NF)
Sea > es cualquier ordenamiento monomial en R = K[x]>
Input: G = {g1, . . . , gs} ⊂ K[x]
Output: S = {h1, . . . , ht} ⊂ K[x], tal que S es una base esta´ndar del ideal 〈G〉R ⊂ R.
S := STANDARD(G,NFMORA);
return S;
Ejemplo 9.5. Sea > el ordenamiento ds en Mon(x, y, z), f = x2 + y2 + z3 + x4 + y5 y
G = {x, y}. Encontrar NFMORA(f |G).
Solucio´n.
PASO I. Sea h1 = f = x
2 + y2 + z3 + x4 + y5 y T = G = {x, y}. Como h1 6= 0 y
Th1 = {x} 6= ∅, entonces tomamos g ∈ Th1 ; g = x. Como la ecart(g) = 0
es menor que la ecart(h1) = 3 entonces h1 no se agrega al conjunto Th1 .
Ahora hacemos h2 = spoly(h1, g)
spoly(h1, g) = h1 − (1)x(1,0) · g
spoly(h1, g) = x
2 + y2 + z3 + x4 + y5 − x(x)
spoly(h1, g) = y
2 + z3 + x4 + y5
PASO II. Como h2 6= 0 y Th2 = {y} 6= ∅, entonces tomamos g ∈ Th2 ; g = y. Como la
ecart(g) = 0 es menor que la ecart(h2) = 3 entonces h2 no se agrega al
conjunto Th2 . Ahora hacemos h3 = spoly(h2, g)
spoly(h2, g) = h2 − (1)x(0,1) · g
spoly(h2, g) = y
2 + z3 + x4 + y5 − y(y)
spoly(h2, g) = z
3 + x4 + y5
PASO III. Como h3 6= 0 y Th3 = ∅ el algoritmo termina y por lo tanto NFMORA(f |G) =
z3 + x4 + y5
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CAPI´TULO 3: Aplicaciones
Para el desarrollo de este cap´ıtulo, se han empleado las bases esta´ndar para dar
solucio´n a problemas cla´sicos del a´lgebra moderna como lo son: la pertenencia al ideal,
eliminacio´n de variables, interseccio´n de ideales y pertenencia al radical.
Para encontrar una forma normal, una base esta´ndar e incluso calcular S-polinomios
observamos que requieren de mucho tiempo y de mucha destreza en el ca´lculo aritme´tico,
adema´s a medida que los polinomios tienen ma´s te´rminos o el conjunto de generadores
de un ideal es bastante grande, el ca´lculo aritme´tico aumenta, lo cual lleva a la necesi-
dad de utilizar una herramienta que facilite la obtencio´n de estos ca´lculos. Por lo que,
para el desarrollo de los ejemplos de este cap´ıtulo se hace uso del software Singular,
el cual es un sistema de a´lgebra computacional para ca´lculos polinomiales, con especial
e´nfasis en a´lgebra conmutativa y no conmutativa, geometr´ıa algebraica y teor´ıa de la
singularidad. Permitiendo obtener resultados de forma eficiente y presentar as´ı ejemplos
con mayor dificultad.
10. Pertenencia de un ideal
Sea K[x] = K[x1, . . . , xn] un anillo de polinomios sobre un campo K, >0 un ordena-
miento monomial arbitrario y R = K[x]>0 el anillo asociado a K[x] y >0. Recordemos
que K[x] ⊂ R ⊂ K[x]〈x〉, y que R = K[x]〈x〉 si y solo si >0 es un orden local.
Sea NF una forma normal, NFBUCHBERGER o REDNFBUCHBERGER si >0 es un orden global
y NFMORA en el caso general.
El problema de pertenencia de un polinomio a un ideal nos dice:
Problema: dados f, f1, · · · , fr ∈ K[x] y sea I = 〈f1, . . . , fr〉K[x]> . Se desea saber si
el polinomio f esta´ o no en el ideal I.
Solucio´n: elegimos cualquier orden monomial > tal que R = K[x]> y calculamos una
base esta´ndar G = {g1, . . . , gs} de I con respecto a >. Si NF es cualquier forma normal
de´bil, entonces f ∈ I si y solo si NF(f |G) = 0, lo cual se probo´ en Lema 8.7.
Dado que el resultado es independiente de la eleccio´n de NF, se utiliza, por razones
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de eficiencia, una forma normal no reducida. Si >0 es global, generalmente se elige dp
y, si >0 es local, entonces se prefiere ls o ds.
Ejemplo 10.1. Determinar si el polinomio f = xy3−z2 +y5−z3 ∈ Q[x, y, z] pertenece
al ideal I = 〈−x3 + y, x2y − z〉.
Utilizando el orden monomial lexicogra´fico lp, sea g1 = −x3 +y y g2 = x2y− z, primero
observemos que G = {g1, g2} no es una base de Gro¨bner, ya que h = spoly(g1, g2) =
−xz + y2 y el resto de la divisio´n de h por G es −xz + y2 distinto de cero.
Calculamos una base de Gro¨bner para I, hacemos uso del algoritmo NFBUCHBERGER
y STANDARD para encontrar una base de Gro¨bner.
S = G = {g1, g2}
P = {(g1, g2)}
PASO i. Como P 6= ∅, tomamos (g1, g2) ∈ P y:
P = P − {(g1, g2)} = ∅
h1 = NFBUCHBERGER(spoly(g1, g2) |S) = −xz + y2
Como h1 6= 0 entonces:
P = P ∪ {(h1, g1), (h1, g2)} = {(h1, g1), (h1, g2)}
S = S ∪ {h1} = {g1, g2, h1}
PASO ii. Como P 6= ∅, tomamos (h1, g1) ∈ P y:
P = P − {(h1, g1)} = {(h1, g2)}
h2 = NFBUCHBERGER(spoly(h1, g1) |S) = 0
PASO iii. Como P 6= ∅, tomamos (h1, g2) ∈ P y:
P = P − {(h1, g2)} = ∅
h3 = NFBUCHBERGER(spoly(h1, g2) |S) = xy3 − z2
Como h3 6= 0 entonces:
P = P ∪ {(h3, g1), (h3, g2), (h3, h1)} = {(h3, g1), (h3, g2), (h3, h1)}
S = S ∪ {h3} = {g1, g2, h1, h3}
PASO iv. Como P 6= ∅, tomamos (h3, g1) ∈ P y:
P = P − {(h3, g1)} = {(h3, g2), (h3, h1)}
h4 = NFBUCHBERGER(spoly(h3, h1) |S) = 0
PASO v. Como P 6= ∅, tomamos (h3, g2) ∈ P y:
P = P − {(h3, g2)} = {(h3, h1)}
h5 = NFBUCHBERGER(spoly(h3, g2) |S) = 0
PASO vi. Como P 6= ∅, tomamos (h3, h1) ∈ P y:
P = P − {(h3, h1)} = ∅
h6 = NFBUCHBERGER(spoly(h3, h1) |S) = y5 − z3
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Como h6 6= 0 entonces:
P = P∪{(h6, g1), (h6, g2), (h6, h1), (h6, h3)} = {(h6, g1), (h6, g2), (h6, h1), (h6, h3)}
S = S ∪ {h6} = {g1, g2, h1, h3, h6}
PASO vii. Como P 6= ∅, tomamos (h6, g1) ∈ P y:
P = P − {(h6, g1)} = {(h6, g2), (h6, h1), (h6, h3)}
h7 = NFBUCHBERGER(spoly(h6, g1) |S) = 0
PASO viii. Como P 6= ∅, tomamos (h6, g2) ∈ P y:
P = P − {(h6, g2)} = {(h6, h1), (h6, h3)}
h8 = NFBUCHBERGER(spoly(h6, g2) |S) = 0
PASO ix. Como P 6= ∅, tomamos (h6, h1) ∈ P y:
P = P − {(h6, h1)} = {(h6, h3)}
h8 = NFBUCHBERGER(spoly(h6, h1) |S) = 0
PASO x. Como P 6= ∅, tomamos (h6, h3) ∈ P y:
P = P − {(h6, h3)} = ∅
h8 = NFBUCHBERGER(spoly(h6, h3) |S) = 0
PASO xi. Como P = ∅ el algoritmo termina y la base de Gro¨bner para el ideal I es:
S = {g1, g2, h1, h3, h6} = {−x3 + y, x2y − z,−xz + y2, xy3 − z2, y5 − z3}
Haciendo uso de la base encontrada, se verifica si el polinomio f se encuentra en I,
para lo cual se calcula la forma normal de f con respecto a la base de Gro¨bner, es decir
el resto de la divisio´n de f por G, que es −2z2 por lo tanto el polinomio f /∈ I.
Ahora asumir que f ∈ I = 〈f1, . . . , fk〉R. Entonces existen u ∈ K[x]∩R∗, a1, . . . , ak ∈
K[x] tal que
uf = a1f1 + · · ·+ akfk
Si {f1, . . . , fk} es una base esta´ndar de I entonces en principio, el algoritmo de forma
normal NFMORA proporciona u y los ai. Sin embargo, tambie´n es posible expresar f como
una combinacio´n lineal de los generadores arbitrarios dados f1, . . . , fk.
Ejemplo 10.2. Determina si el polinomio f = xy13+y12 ∈ Q[x, y] pertenece al ideal I =
〈x10 +x9y2, y8−x2y7〉, utilizando el orden monomial dp escribimos f como combinacio´n
de los polinomios g1 = x
10 + x9y2 y g2 = y
8 − x2y7, f = y7(g1) + (x7y2 + x8 + x5y3 +
x6y + x3y4 + x4y2 + xy5 + x2y3 + y4)(g2).
En un anillo local podemos, en general, expresar uf como una combinacio´n lineal
polinomial de los generadores de I si f ∈ I.
Ejemplo 10.3. Determinar si el polinomio f = yx2 + yx ∈ Q[x, y, z] con orden mono-
mial ds esta´ en el ideal I = 〈x− x2, y + x〉.
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Sea G = {g1, g2} = {x − x2, y + x} probemos que G no es una base esta´ndar para
el ideal I, sea h = spoly(g1, g2) = −y− x2 y la forma normal de h con respecto a G es
−y − x2, por lo tanto G no es una base esta´ndar.
Encontremos una base esta´ndar para el ideal I:
S := {x− x2, y + x}
P := {(x− x2, y + x)}
PASO i. Como P 6= ∅, tomamos (g1, g2) ∈ P y:
P = P − {(g1, g2)} = ∅
h1 = NFMORA(spoly(g1, g2) |S) = −y − y2
Como h1 6= 0 entonces:
P = P ∪ {(h1, g1), (h1, g2)} = {(h1, g1), (h1, g2)}
S = S ∪ {h1} = {g1, g2, h1}
PASO ii. Como P 6= ∅, tomamos (h1, g1) ∈ P y:
P = P − {(h1, g1)} = {(h1, g2)}
h2 = NFMORA(spoly(h1, g1) |S) = 0
PASO iii. Como P 6= ∅, tomamos (h1, g2) ∈ P y:
P = P − {(h1, g2)} = ∅
h3 = NFMORA(spoly(h1, g2) |S) = 0
PASO iv. Como P = ∅ el algoritmo termina y la base esta´ndar para el ideal I es:
S = {g1, g2, h1} = {x− x2, x+ y,−y − y2}
Haciendo uso de la base encontrada se verifica si el polinomio f se encuentra en I,
para lo cual se encuentra la forma normal de f con respecto a la base de esta´ndar,
NFMORA(f, S) = 0 por lo tanto el polinomio f ∈ I.
11. Eliminacio´n de variables
Para introducir la eliminacio´n de variables veamos un ejemplo que permitira´ tener
una idea general.
Ejemplo 11.1. Sea I ⊂ K[x, y, z] un ideal, tal que
I = 〈x2 + y + z − 1, x+ y2 + z − 1, x+ y + z2 − 1〉
entonces una de base de Gro¨bner para I, con ordenamiento lp esta´ dada por
G = {x+ y + z2 − 1, y2 − y − z2 + z, 2yz2 + z4 − z2, z6 − 4z4 + 4z3 − z2}
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observemos que el polinomio h = z6 − 4z4 + 4z3 − z2 solo depende de la variable z, se
han eliminado las variables x y y. El polinomio h cumple:
h ∈ I ∩K[z]
donde I ∩K[z] consiste en todas las consecuencias de las ecuaciones que eliminan x y
y. Generalizar esta idea lleva a la siguiente definicio´n.
u Definicio´n 11.2. Dado el ideal I = 〈f1, . . . , fs〉 ⊆ K[x1, . . . , xn], la k-e´sima elimina-
cio´n del ideal Ik es el ideal de K[xk+1, . . . , xn] definido por
Ik = I ∩K[xk+1, . . . , xn].
As´ı, Ik consiste en todas las consecuencias de f1 = · · · = fs = 0 que eliminan
las variables x1, . . . , xk. Es fa´cil ver que Ik := I ∩ K[xk+1, . . . , xn] es un ideal de
K[xk+1, . . . , xn], 0 ∈ I y 0 ∈ K[xk+1, . . . , xn] entonces 0 ∈ Ik. Sean f, g ∈ Ik se tie-
ne que f, g ∈ I y f, g ∈ K[xk+1, . . . , xn] entonces f + g ∈ K[xk+1, . . . , xn] y por lo tanto
f + g ∈ Ik. Si f ∈ Ik y g ∈ K[xk+1, . . . , xn] se tiene que f ∈ I y f ∈ K[xk+1, . . . , xn],
entonces f · g ∈ I,K[xk+1, . . . , xn] por lo tanto f · g ∈ Ik.
Observemos que I = I0 es la 0-e´sima eliminacio´n del ideal. Adema´s diferentes orde-
namientos de las variables conducen a diferentes ideales de eliminacio´n.
Entonces estamos interesados en encontrar un conjunto generador para el ideal de eli-
minacio´n, es decir, se quiere dar solucio´n al siguiente problema (nos limitamos al caso
del anillo polinomial).
Problema: dados f1, . . . , fs ∈ K[x] = K[x1, . . . , xn], I = 〈f1, . . . , fs〉K[x], se desea
encontrar generadores para el ideal
I ′ = I ∩K[xk+1, . . . , xn], k < n
Diremos que los elementos del ideal I ′ se obtienen de f1, . . . , fs eliminando las variables
x1, . . . , xk. Para resolver este problema, es necesario un orden de eliminacio´n global
para las variables x1, . . . , xk. Se puede usar el orden lexicogra´fico lp, que es un ordena-
miento de eliminacio´n para cada k, o construir un orden de eliminacio´n que a menudo
es bastante ra´pido.
Sea > un ordenamiento arbitrario y sean a1, . . . , ak enteros positivos. Se define >a
de la siguiente manera:
xα >a x
β :⇐⇒ a1α1 + · · ·+ akαk > a1β1 + · · ·+ akβk o
a1α1 + · · ·+ akαk = a1β1 + · · ·+ akβk y xα > xβ
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Entonces >a es un ordenamiento de eliminacio´n y a = (a1, . . . , ak) es llamado un vector
de peso extra.
Si > es un ordenamiento de eliminacio´n arbitrario para x1, . . . , xk, entonces
K[x1, . . . , xn]> = (K[xk+1, . . . , xn]>′)[x1, . . . , xk],
(ver Ejemplo 7.6), son los polinomios en las variables x1, . . . , xs con coeficientes en el
anillo K[xs+1, . . . , xn]>′ .
Ya que las unidades en K[x]> no involucran x1, . . . , xs (denotamos por >
′, el or-
denamiento en Mon(xs+1, . . . , xn) inducido por >). Por lo tanto, f ∈ K[xs+1, . . . , xn]>′
para cualquier f ∈ K[x1, . . . , xn]> tal que LM(f) ∈ K[xs+1, . . . , xn].
El siguiente lema es la base para resolver el problema de eliminacio´n.
Lema 11.3. Sea > un ordenamiento de eliminacio´n para x1, . . . , xs en el conjunto de
monomios Mon(x1, . . . , xn), y sea I ⊂ K[x1, . . . , xn]> un ideal. Si S = {g1, . . . , gk} es
una base esta´ndar de I, entonces
S ′ := {g ∈ S : LM(g) ∈ K[xs+1, . . . , xn]}
es una base esta´ndar de I ′ := I ∩K[xs+1, . . . , xn]>′ . En particular, S ′ genera el ideal I ′.
Demostracio´n. Como S ′ ⊆ I ′ entonces L(S ′) ⊆ L(I ′). Para probar la otra inclusio´n
L(I ′) ⊆ L(S ′), tomamos un f ∈ I ′ arbitrario y probamos que LM(f) divisible por LM(g)
para algu´n g ∈ S ′. Dado f ∈ I ′ ⊂ I existen gi ∈ S tal que LM(gi) divide LM(f), ya que S
es una base esta´ndar de I. Como f ∈ K[xs+1, . . . , xn]>, se tiene LM(f) ∈ K[xs+1, . . . , xn]
y por lo tanto LM(gi) ∈ K[xs+1, . . . , xn], es decir gi ∈ S ′. Por lo tanto L(S ′) = L(I ′), as´ı
S ′ es una base esta´ndar de I ′.
El problema general de eliminacio´n puede plantearse, para cualquier anillo asocia-
do a un ordenamiento monomial, de la siguiente manera. Recordar que el orden en la
variable a eliminar debe ser global.
Problema: dados los polinomios f1, . . . , fk ∈ K[x1, . . . , xn], sea I := 〈f1, . . . , fk〉R con
R := (K[xs+1, . . . , xn]>)[x1, . . . , xs] para algu´n orden monomial > en Mon(xs+1, . . . , xn).
Encontrar los generadores para el ideal I ′ := I ∩K[xs+1, . . . , xn]>.
Solucio´n: elegimos un ordenamiento de eliminacio´n > para x1, . . . , xs en Mon(x1, . . . , xn),
lo que induce un orden en Mon(xs+1, . . . , xn), y calculamos una base esta´ndar S =
{g1, . . . , gk} de I. Por Lema 11.3, aquellos gi, para los cuales LM(gi) no involucran
x1, . . . , xs, genera I
′ (es una base esta´ndar para I ′).
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Ejemplo 11.4. Sea I = 〈x2 + y2 + z2 − 4, x2 + 2y2 − 5, xz − 1〉 ⊂ Q[x, y, z] un ideal,
encontrar los ideales de eliminacio´n, con el ordenamiento lexicogra´fico.
Encontramos una base de Gro¨bner para I,
G =
{
x+ 2z3 − 3z, y2 − z2 − 1, z4 − 3
2
z2 +
1
2
}
tenemos que I = 〈G〉, utilicemos el proceso para resolver el problema planteado antes.
Para I0 = I ∩Q[x, y, z] = I = 〈G〉.
Para I1 = I∩Q[y, z] con base de Gro¨bnerG1 = G∩Q[y, z] =
{
y2 − z2 − 1, z4 − 3
2
z2 +
1
2
}
.
As´ı I1 =
〈
y2 − z2 − 1, z4 − 3
2
z2 +
1
2
〉
.
Para I2 = I ∩ K[z] con base de Gro¨bner G2 = G ∩ Q[z] =
{
3
2
z2 +
1
2
}
. As´ı
I2 =
〈
3
2
z2 +
1
2
〉
Ejemplo 11.5. Sea I = 〈t2 + x2 + y2 + z2, t2 + 2x2− xy− z2, t+ y3− z3〉 ⊂ Q[t, x, y, z]
con orden monomial dp, encontrar el ideal de eliminacio´n de la variable t, es decir
It = I ∩K[x, y, z].
Se calcula una base de Gro¨bner G = {3x2−xy−y2−2z2, t2 +4x2−xy−z2, y3−z3 + t}
para el ideal I. Una base de Gro¨bner para el ideal It = I ∩ K[x, y, z] es G′ = {3x2 −
xy − y2 − 2z2}.
Por lo tanto It = 〈3x2 − xy − y2 − 2z2〉
12. Interseccio´n de ideales
Dados dos ideales y un conjunto de generadores, para cada uno, nos gustar´ıa poder
calcular un conjunto de generadores para la interseccio´n.
u Definicio´n 12.1. La interseccio´n I ∩ J de dos ideales I y J en K[x1, . . . , xn], es el
conjunto de polinomios que pertenecen tanto a I como a J .
Proposicio´n 12.2. Si I y J son ideales en K[x1, . . . , xn], entonces I ∩ J es un ideal.
Demostracio´n. Observemos que 0 ∈ I∩J ya que 0 ∈ I y 0 ∈ J . Si f, g ∈ I∩J , entonces
f, g ∈ I as´ı f + g ∈ I y f, g ∈ J as´ı f + g ∈ J (puesto que I, J son ideales), por lo tanto
f + g ∈ I ∩ J . Sea f ∈ I ∩ J y h ∈ K[x1, . . . , xn], ya que f ∈ I y I es un ideal, se tiene
que h · f ∈ I. Adema´s f ∈ J y J es un ideal, se tiene que h · f ∈ J . As´ı h · f ∈ I ∩ J .
Por lo tanto I ∩ J es un ideal.
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Problema: dados f1, . . . , fr, h1, . . . , hs ∈ K[x] y > un ordenamiento monomial, sea
I1 = 〈f1, . . . , fr〉K[x]> y I2 = 〈h1, . . . , hs〉K[x]> . Deseamos encontrar generadores para
I1 ∩ I2.
Para dar solucio´n a este problema necesitamos el siguiente Lema.
Lema 12.3. Sean I1 = 〈f1, . . . , fr〉K[x]> y I2 = 〈h1, . . . , hs〉K[x]> y consideremos el ideal
J := 〈tf1, . . . , tfr, (1− t)h1, . . . , (1− t)hs〉K[x]>[t],
donde t es una variable extra. Entonces I1 ∩ I2 = J ∩K[x]>.
Demostracio´n. Sea f ∈ I1 ∩ I2, entonces f =
r∑
i=1
ξifi ∈ I1 y f =
s∑
j=1
ηjhj ∈ I2, donde
ξi, ηj ∈ K[x]>. Observar que f se puede escribir de la siguiente manera:
f = tf + (1− t)f =
r∑
i=1
ξitfi +
s∑
j=1
ηj(1− t)hj ∈ J ∩K[x]>.
Si f ∈ J ∩K[x]>, entonces
f =
r∑
i=1
ξitfi +
s∑
j=1
ηj(1− t)hj
Ya que f ∈ K[x]> es independiente de t, se tiene que
f =
r∑
i=1
ξi|(t=1)fi y f =
s∑
j=1
ηj|(t=0)hj
Es decir, f ∈ I1 ∩ I2.
Solucio´n:
El resultado anterior nos proporciona un algoritmo para calcular la interseccio´n de
ideales. Si I1 = 〈f1, . . . , fr〉 y I2 = 〈g1, . . . , gs〉, consideramos el ideal
〈tf1, . . . , tfr, (1− t)g1, . . . , (1− t)gs〉 ⊂ K[x1, . . . , xn]>
y calculamos una base esta´ndar respecto de un orden que elimina a t, y despue´s calcu-
lamos el primer ideal de eliminacio´n y por Lema 11.3 tendremos una base esta´ndar de
I1 ∩ I2. Veamos algunos ejemplos, los ca´lculos se realizan en Singular.
Ejemplo 12.4. Dados los ideales de I, J ⊂ Q[y, x], con I = 〈2x4−3x2y+y2−2y3 +y4〉
y J = 〈x, y2 − 4〉. Encontrar un conjunto generador para el ideal I ∩ J , utilizando el
orden monomial lp.
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Consideremos el ideal J := 〈t(2x4 − 3x2y + y2 − 2y3 + y4), (1 − t)x, (1 − t)(y2 − 4)〉,
encontramos una base esta´ndar G para J .
G ={y4x− 2y3x+ y2x− 3yx3 + 2x5, y6 − 2y5 − 3y4 − 3y3x2 + 8y3 + 2y2x4 − 4y2+
12yx2 − 8x4, 36t+ 2y5 + y4 − 8y3 − 6y2x2 + 5y2 + 4yx4 − 15yx2 + 10x4 − 36}
Utilizando eliminacio´n de variables con orden monomial lp se tiene que una base para
el ideal J ∩Q[x, y] es el conjunto:
G′ = {y4x−2y3x+y2x−3yx3+2x5, y6−2y5−3y4−3y3x2+8y3+2y2x4−4y2+12yx2−8x4}
Por lo tanto G′ es una base para I1 ∩ I2.
Ejemplo 12.5. Sea I1, I2 ideales de K[x, y, z], tal que I1 = 〈x, y〉 y I2 = 〈y2, z〉, uti-
lizando el orden monomial dp, encontrar un conjunto de generadores para el ideal I1∩I2.
Sea el ideal J = 〈t(x), x(y), (1 − t)y2, (1 − t)z〉, encontramos una base esta´ndar pa-
ra el ideal J . Sea G = {yz, xz, tz − z, y2, ty, tx} una base esta´ndar de J , utilizando
eliminacio´n de variables se tiene que una base para el ideal J ∩ K[x]> es el conjunto
G′ = {yz, xz, y2}, por lo tanto el conjunto generador para I1 ∩ I2 es G′.
13. Pertenencia al radical
u Definicio´n 13.1. Sea I ⊂ K[x1, . . . , xn] un ideal. El radical de I, denotado por
√
I
es el conjunto √
I := {f ∈ K[x1, . . . , xn] : ∃m ∈ N, fm ∈ I}
Observacio´n 13.2. Notar que I ⊆
√
I, puesto que f ∈ I entonces f 1 ∈ I y por lo
tanto f ∈
√
I por definicio´n.
Lema 13.3. Si I es un ideal de K[x1, . . . , xn], entonces
√
I es un ideal de K[x1, . . . , xn].
Demostracio´n. De la observacio´n anterior se sabe que I ⊆
√
I. Probemos que
√
I es un
ideal, sean f, g ∈
√
I. Entonces existen enteros positivos m y l tal que fm, gl ∈ I. Por la
expansio´n binomial de (f+g)m+l−1 cada te´rmino tiene un factor f igj con i+j = m+l−1.
Ya sea que i ≥ m o j ≥ l, ya sea f i o gj pertenece a I y cada te´rmino en la expansio´n
binomial esta´ en I. Por lo tanto (f + g)m+l−1 ∈ I y adema´s f + g ∈
√
I. Finalmente
sea f ∈
√
I y h ∈ K[x1, . . . , xn]. Entonces fm ∈ I para algu´n entero m ≥ 1, ya que I
es un ideal, se tiene que (h · f)m = hmfm ∈ I. Por lo tanto, hf ∈
√
I. Esto prueba que√
I es un ideal.
Se quiere encontrar una solucio´n al siguiente problema.
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Problema: sean f1, . . . , fk ∈ K[x]>, > un ordenamiento en Mon(x1, . . . , xn) y I =
〈f1, . . . , fk〉K[x]> . Dado f ∈ K[x]> queremos decidir si f ∈
√
I.
El siguiente lema, que se le conoce como el truco de Rabinowitsch, es la base para
resolver el problema anterior.
Lema 13.4. Sea A un anillo, I ⊂ A un ideal y f ∈ A. Entonces
f ∈
√
I ⇐⇒ 1 ∈ I˜ := 〈I, 1− tf〉A[t]
donde t es una variable adicional nueva.
Demostracio´n. =⇒: Sea f ∈
√
I, entonces fm ∈ I entonces tmfm ∈ I˜ y, por lo tanto,
1 = tmfm + (1− tmfm) = tmfm + (1− tf)(1 + tf + · · ·+ tm−1fm−1) ∈ I˜.
⇐=: Si 1 ∈ I˜. Sin pe´rdida de generalidad, podemos suponer que f no es nilpotente (no
existe algu´n entero positivo n tal que fn = 0), ya que de lo contrario f ∈
√
I.
Por hipo´tesis, existen f1, . . . , fk ∈ I y ai(t) =
di∑
j=0
aijt
j ∈ A[t], i = 0, . . . , k tal que
1 =
k∑
i=1
ai(t)fi + a0(t)(1− tf)
Ya que f no es nilpotente podemos reemplazar t por 1/f y obtenemos
1 =
∑
i
ai
(
1
f
)
fi =
∑
i,j
aijf
−jfi
en la localizacio´n Af , ver seccio´n 1.4. Multiplicando por f
m, para m suficientemente
grande, obtenemos fm =
∑
i,j
(aijf
m−j)fi ∈ I (incluso en A, no solo en Af ).
Solucio´n: Por el Lema anterior, se tiene f ∈
√
I si y solo si
1 ∈ J := 〈f1, . . . , fk, 1− tf〉(K[x]>)[t],
donde t es una nueva variable.
Para resolver el problema, elegimos en Mon(t, x1, . . . , xn) un ordenamiento de eliminacio´n
para t induciendo >′ en Mon(x1, . . . , xn) tal que K[x]>′ = K[x]> y calcular una base
esta´ndar G de J . Entonces f ∈
√
I si y solo si 1 ∈ J , adema´s 1 ∈ L(J) = L(G) si y
solo si G contiene un elemento g con LM(g) = 1.
Ejemplo 13.5. Sea f = x + y + z y I = 〈x5, xy3, y7, z3 + xyz〉 ⊂ K[x, y, z] un ideal.
Utilizando el orden monomial dp, se quiere determinar si el polinomio f ∈
√
I.
Utilizando lo expuesto antes, definimos el ideal J := 〈x5, xy2, y7, z3+xyz, 1−tx−ty−tz〉
una base esta´ndar para J es G = {1} utilizando el orden monomial dp. Por lo tanto
f ∈
√
I.
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14. El problema de resolver ecuaciones polinomiales
En esta seccio´n se muestra una introduccio´n de co´mo aplicar la te´cnica de bases
de Gro¨bner para resolver sistemas de ecuaciones polinomiales en varias variables, esta
parte se deja como motivacio´n para futuras investigaciones, ya que se hace uso de teor´ıa
que esta´ fuera de los objetivos de esta investigacio´n.
Ejemplo 14.1. Consideremos las siguientes ecuaciones:
x2 + y2 + z2 = 1
x2 + z2 = y
x = z
en C3. Estas ecuaciones determinan el ideal I = 〈x2 + y2 + z2− 1, x2 + z2− y, x− z〉 ⊂
C[x, y, z], se quieren encontrar todos los puntos en V (I). La Proposicio´n 4.12 implica
que podemos calcular V (I) utilizando cualquier base de I. Entonces, veamos que´ sucede
cuando usamos una base de Gro¨bner.
Una base de Gro¨bner reducida para I con respecto al orden lexicogra´fico es:
g1 = x− z
g2 = −y + 2z2
g3 = z
4 + (1/2)z2 − 1/4
Si examinamos los polinomios de la base, se observa que el polinomio g3 depende solo
de la variable z. Para encontrar sus ra´ıces, resolvemos para z2 mediante la fo´rmula
cuadra´tica y tomamos ra´ıces cuadradas, obteniendo cuatro valores para z:
z = ±1
2
√
±
√
5− 1
Cuando estos valores de z se sustituyen en las ecuaciones g2 = 0 y g1 = 0, esas dos
ecuaciones se pueden resolver de forma u´nica para las variables y y x, respectivamente.
Las soluciones son:
x1 = z1 =
1
2
(√√
5− 1
)
y y1 =
1
2
(√
5− 1
)
x2 = z2 =
1
2
(√
−
√
5− 1
)
y y2 =
1
2
(
−
√
5− 1
)
x3 = z3 = −1
2
(√√
5− 1
)
y y3 =
1
2
(√
5− 1
)
x4 = z4 = −1
2
(√
−
√
5− 1
)
y y4 =
1
2
(
−
√
5− 1
)
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Por lo tanto, hay cuatro soluciones en total de g1 = g2 = g3 = 0, dos reales y dos
complejas. Como V (I) = V (g1, g2, g3) por la Proposicio´n 4.12, se han encontrado todas
las soluciones de las ecuaciones originales.
El ejemplo anterior nos muestra una idea general de co´mo resolver sistemas de
ecuaciones y el papel importante que juega la teor´ıa de las bases de Gro¨bner para
resolverlos.
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Conclusiones
La generalizacio´n del algoritmo de la divisio´n a un anillo en n indeterminadas, puede
considerarse como una generalizacio´n imperfecta comparada con su contraparte en una
variable, al perder propiedades importantes tales como unicidad del resto, unicidad del
cociente, entre otras; para el caso de un orden global, permite introducir la teor´ıa de
las bases de Gro¨bner y recuperar algunas de las propiedades importantes al utilizar el
algoritmo, tal como la unicidad del resto al dividir por una base de Gro¨bner.
El algoritmo de Buchberger aunque es una herramienta de gran alcance, no es su-
ficiente cuando el orden monomial no cumple con ser un buen orden, por lo que es
necesario generalizar el concepto de resto (forma normal) y recurrir al algoritmo de
base esta´ndar, que esencialmente consiste en una modificacio´n del procedimiento de re-
duccio´n de Buchberger, permitiendo obtener resultados para cualquier orden monomial.
Las bases de esta´ndar son un componente teo´rico muy importante de la teor´ıa de
anillos moderna, que permite resolver una gran cantidad de problemas, como la perte-
nencia de un polinomio a un ideal, pertenencia de un polinomio al radical, eliminacio´n
de variables, interseccio´n de ideales, entre otros.
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