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ABSTRACT DNA condensation observed in vitro with the addition of polyvalent counterions is due to intermolecular
attractive forces. We introduce a quantitative model of these forces in a Brownian dynamics simulation in addition to a
standard mean-field Poisson-Boltzmann repulsion. The comparison of a theoretical value of the effective diameter calculated
from the second virial coefficient in cylindrical geometry with some experimental results allows a quantitative evaluation of the
one-parameter attractive potential. We show afterward that with a sufficient concentration of divalent salt (typically 20 mM
MgCl2), supercoiled DNA adopts a collapsed form where opposing segments of interwound regions present zones of lateral
contact. However, under the same conditions the same plasmid without torsional stress does not collapse. The condensed
molecules present coexisting open and collapsed plectonemic regions. Furthermore, simulations show that circular DNA in
50% methanol solutions with 20 mM MgCl2 aggregates without the requirement of torsional energy. This confirms known
experimental results. Finally, a simulated DNA molecule confined in a box of variable size also presents some local collapsed
zones in 20 mM MgCl2 above a critical concentration of the DNA. Conformational entropy reduction obtained either by
supercoiling or by confinement seems thus to play a crucial role in all forms of condensation of DNA.
INTRODUCTION
Condensation of linear DNA in aqueous solution requires a
sufficient concentration of multivalent counterions. Since
within viruses and cells DNA generally adopts a highly
compact and condensed structure requiring charge neutral-
ization of DNA, the action of such multivalent cations has
been intensively studied (see for review Bloomfield, 1996,
1997). DNA condensation studies are also motivated by
biomedical applications to gene therapy since the discovery
that introduction of DNA into host cells is facilitated by the
presence DNA precipitates formed in the presence of diva-
lent salt (Felgner and Ringold, 1989).
Condensation of linear DNA in vitro requires counterions
with a valence of at least 3 in an aqueous environment
(Bloomfield, 1996). In vivo solutions contains a large
amount of univalent and divalent salts like KCl, NaCl, and
MgCl2, and also organic polyvalent counterions like sperm-
ine or spermidine. The level of DNA condensation in living
cells is regulated by changes of the ratio between concen-
trations of mono, bi, and polyvalent counterions. However,
even at constant ionic conditions DNA condensation can be
affected by changes of a torsional stress in DNA.
A few years ago, Bednar et al. (1994) and Ma and
Bloomfield (1994) provided evidence that concentrations of
divalent counterions near the physiological ones can lead to
a condensed form of supercoiled DNA, whereby torsionally
relaxed DNA does not condense under the same conditions.
Supercoiling appears therefore to cooperate with the screen-
ing effect of the counterions in enhancing the close lateral
association of DNA helices required for condensation.
These observations show that torsional stress can promote
DNA condensation by lowering the conformational entropy
of DNA molecules.
A Brownian dynamics (BD) simulation of polymers (Kle-
nin et al., 1998) is a suitable way to investigate DNA
dynamics, and we decided to use this method to study the
behavior of the plasmid pUC18 (2686 bp) upon varying
concentrations of counterions, level of supercoiling, and
concentration of DNA. This work is also motivated by the
great progress in recent years in polyelectrolyte theory,
where it is now demonstrated that divalent counterion fluc-
tuations lead to the emergence of an attractive electrostatic
potential (Bhuiyan and Outhwaite, 1994; Gronbech-Jensen
et al., 1997, 1998).
Counterion-mediated DNA condensation cannot be ex-
plained by just a screening effect of the phosphate charges
present on the DNA molecule. This effect can only reduce
the distance between opposite segments of the double helix
and lead to a tighter supercoiled form of the circular DNA
without a transition to a condensed form, where opposing
segments of interwound superhelices show zones of lateral
contact with each other. Without condensation, the super-
helix diameter (Vologodskii and Cozzarelli, 1994) de-
creases continuously in increasing salt solutions and always
remains much larger than the geometrical diameter of B-
DNA. The effect of screening by counterions is a pure
electrostatic effect and is well described at low salt by the
mean-field Poisson-Boltzmann (P-B) approximation (Is-
raelachvili, 1992; Hecht et al., 1995). This formalism is
integrated in the simulation in a form first suggested by
Stigter (1977; Stigter and Dill, 1993) and extended here to
divalent salt solutions. As two parallel cylinders with the
same line charge always should repel each other in this
approximation, the explanation of the condensation of poly-
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electrolytes needs the addition of an attractive potential. The
condensation mechanism is not thus primarily electrostatic.
The origin of attractive forces between macromolecular
bodies mediated by a solvent is an old and well-known
problem. The double-layer theory in colloidal physics based
on the DLVO theory (Israelachvili, 1992) assumes a direct
additivity of a repulsive potential and an attractive one,
originating in van der Waals forces, which has in many
cases underestimated the size of the attractive part. In the
last few years some new theories and simulations at a
molecular level (Gronbech-Jensen et al., 1997, 1998; Das et
al., 1997; Gavryushov and Zielenkiewicz, 1998) lead to a
revival of the question of the nature and the features of the
attractive potential. Attractive free energy can take its origin
in London-like dispersion forces between opposite seg-
ments of the DNA molecule (Bloomfield et al., 1980; Is-
raelachvili, 1992), in the counterion fluctuations (Oosawa,
1968; Bhuiyan and Outhwaite, 1994; Rouzina and Bloom-
field, 1996) and in the reorganization of the water molecules
surrounding the DNA surface (Rau and Parsegian, 1992).
Because all these attractive forces act on length scales
very small and similar to each other, it is very difficult to
disentangle them. Furthermore, the BD of polymers with
hydrodynamic interactions presented here deals only on a
mesoscopic scale with a characteristic length on the order of
several Debye lengths, and does not allow specification of
the nature of the attractive interactions that act on atomic
dimensions. Because at this scale the studied system is very
complex due to the high number of degrees of freedom and
interactions, we think that only an approach on an atomic
level, such as molecular simulations (Sprous and Harvey,
1996; Gavryushov and Zielenkiewicz, 1998), will give a
correct explanation of the nature of these forces. Despite the
fact that much progress has been made theoretically, no
theory can nowadays model these forces in the geometry of
two interacting double-helices of DNA. Recent develop-
ments in polyelectrolyte theory with the introduction of the
modified Poisson-Boltzmann (MPB) equation, and taking
into account both the charges fluctuations and the ionic
exclusion volume effects (Bhuiyan and Outhwaite, 1994),
have been used for the calculation of the electric potential
around DNA (Gavryushov and Zielenkiewicz, 1998). These
last studies predicted an attractive potential around DNA
even for diluted divalent electrolytes. The MPB equation
can thus be applied to studies of the electrostatic contribu-
tion to DNA-DNA interactions in the presence of multiva-
lent ions or at relatively high concentrations of monovalent
ions.
In this work we address the question of a qualitative
interpretation of the attractive potential and try to quantify
this potential by determining the second effective virial
coefficient of DNA in divalent salt solutions. The overall
attractive effects are accounted for by a simple van der
Waals potential between cylinders with only one adjustable
parameter distinguishable as an effective Hamaker constant.
THEORY
The DNA condensation arises from a complex interplay of interactions
(Bloomfield, 1997). In order to introduce all these interactions into a
manageable simulation, we need to assume that each of them is disentan-
gled from the other and is determined by only one parameter. Our simu-
lations of BD take into account the wormlike chain model of the polymer,
the electrostatic repulsions screened by the counterions, the effect ascribed
to attractive forces, and the repulsive excluded volume due to the steric
properties of DNA. Finally, the theory of the second virial coefficient of
DNA is presented, which takes into account these three types of potentials
in a cylindrical symmetry and allows a quantitative evaluation of the
one-parameter attractive potential.
Brownian dynamics of polymers
To express the global features of the structure of DNA, including time-
dependent transitions, a classical approach by Monte Carlo simulation is
not sufficient and has to be replaced by a BD simulation with hydrody-
namic interactions. This approach of describing the dynamics of a polymer
includes the thermal motion of the surrounding molecules of the solvent
and has already been applied with success to linear and circular DNA
(Allison et al., 1989; Chirico and Langowski, 1994; Klenin et al., 1998;
Jian et al., 1998; Merlitz et al., 1998).
The basic idea of the BD algorithm is to present the DNA molecule as
a bead-chain where the hydrodynamic interactions with the assumed ho-
mogeneous viscous solvent are treated using the Rotne-Prager tensor. The
expression of the thermal motion of the system is done via the introduction
of a random Langevin force in the equations of motion with a discrete
characteristic time of typically 50 ps. The integration of these equations for
the three degrees of freedom of beads position (Ermark and McCammon,
1978) and for the fourth degree of the torsional motion of the polymer
gives the basic algorithm of the kinetics of the system. Klenin et al. (1998)
have recently proposed a general-purpose BD program for computing
polymer dynamics. In this work we have followed, in large part, their
model except for the computation of the electrostatic interactions that are
presented separately in the next section. In brief, the DNA molecule is
modeled as a wormlike polyelectrolyte chain with both electrostatic and
hydrodynamic interactions. The chain consists of N straight segments that
are connected through appropriate bending, torsion, and stretching forces
derived from harmonic potentials. The exact expressions for these mechan-
ical forces can be found in Klenin et al. (1998). The bending elasticity of
the polymer in the absence of electrostatic interactions is derived from the
DNA persistence length known to be of 50 nm. Electrostatic interactions
are known to affect the effective persistence length in a range of 10%
depending on salt conditions (Vologodskii and Cozzarelli, 1995), and this
also occurs in our simulations due to the contributions of the electrostatic
forces. In all the computations referred to in this paper, the torsional
persistence length is set to 63 nm (corresponding to 2.6  1019 erg  cm at
ambient temperature), which is a compromise between several experimen-
tal values ranging from 50 to 75 nm. The stretching stiffness is chosen to
have a small variance of the average segments length lo (lo
2/300). The value
of this parameter does not influence the dynamics significantly, as already
pointed by Klenin et al. (1998), but smaller values of the stretching
stiffness allow larger timesteps (Jian et al., 1998). The typical molecule
studied in this work is the pUC18 plasmid (2686 bp) and is represented by
178 segments, each having a mean length of 5 nm. This gives 20 segments
per Kuhn statistical length (or 10 segments per persistence length), a value
known to guarantee good statistical properties of the simulated chains
(Vologodskii and Cozzarelli, 1995). Because the segment’s length is small
enough compared with the persistence length, the corresponding DNA
segment can be considered rigid in a first approximation and viewed as a
cylinder of radius equivalent to the geometrical radius of the B-DNA
molecule (1 nm). However, in order to model the hydrodynamic interac-
tions using the Rotne-Prager tensor as proposed in Ermark and McCam-
mon (1978), we have to abandon this cylindrical symmetry of the wormlike
chain model in attaching a spherical bead at each vertex of the chain. The
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connection between these two approaches is possible via the definition of
the bead radius. This radius is calculated as in Klenin et al. (1998) in such
a way that the hydrodynamic properties of a chain of beads are the same as
the hydrodynamic properties of a polymer of the same length. This is done
in equaling the diffusion coefficient of these two entities with a hydrody-
namic radius of the cylinder equal to 1.2 nm. This radius is a little larger
than the geometrical radius of B-DNA to account for the first hydration
shell composed of fixed molecules. The radius of the phantom beads
obtained by this way then allows the computation of the polymer dynamics
according to the Ermark-McCammon algorithm. Several other environ-
mental parameters, such as the temperature (293 K), the dielectric constant
of water (80), and the solvent viscosity (1 Cp) are kept constant during all
the simulations. The dynamics timestep was chosen to have a typical single
displacement of a bead on the order of several angstroms. This length is
small enough to explore the phase space of two interacting DNA cylinders.
Thus a value of 50 ps was set when attraction interactions were small and
decreased to 25 ps in the presence of methanol. Larger values of timestep
are avoided because they can lead, in case of strong attractive interactions,
to a change of the topology with a crossing of two segments during the
simulation.
The evaluation of the hydrodynamic interactions is the most time-
consuming part in this BD simulation since it includes a Cholesky factor-
ization of a (3N)  (3N) matrix, and the small value of the timestep chosen
here can discourage us from studying long dynamics. However, the sim-
ulation can be accelerated significantly by using the same hydrodynamic
matrix over several timesteps instead of recalculating it step by step. Klenin
et al. (1998) have shown that a 100-step update interval does not signifi-
cantly change the dynamical properties of circular and linear noncollapsed
DNA. As we can think that the dynamics of two lateral segments with a
separation on the order of 3 nm is somewhat more sensitive, here we use
only a 10-step update of this matrix to be on the safe side.
Electrostatic potential of DNA in salt solutions
The parametrization of the immediate ionic environment of a polyelectro-
lyte molecule like DNA needs two assumptions. First, because a numerical
computation at the atomic level in a mesoscopic system is unthinkable
nowadays, the DNA is idealized as a uniformly charged cylinder. Close to
DNA the cylindrical symmetry is broken, but this approximation remains
relevant at distances on the order of several Debye lengths. The second
assumption deals with the integration of the P-B equation. This nonlinear
differential equation has recently found an analytical solution for objects
with cylindrical symmetry (Tracy and Widom, 1997), but this exact solu-
tion is unfortunately very time-consuming for this type of computer sim-
ulation. However, as the potential that prevails near the polyelectrolyte
molecules is very high due to the superposition of the fields of a large
number of charges, the Debye-Hu¨ckel (D-H) approximation, which leads
to a linear form of the P-B equation, is irrelevant. In this work we follow
an intermediate approach originally proposed by Stigter (1977, 1993).
The double layer is divided into three regions. From a region inside the
surface of hydrodynamic shear of DNA called the Stern layer starts a
domain where high potentials take place and the nonlinear equation pre-
vails. Finally, the high potential curve approaches a D–H curve at large
distance from the cylinder. The major advantage of this model is that the
linearized P-B equation is solvable in closed form in the third region and
can be extended numerically into the nonlinear domain. The first region is
not delimited by the steric radius of DNA, but rather by a more realistic
cylindrical surface that separates mobile ions on the outside from intrinsic
DNA charges plus fixed counterion charges on the inside. Thus, as for the
computation of the hydrodynamic interactions, this cylindrical surface is
chosen with a radius xo  1.2 nm.
The P-B relation between the potential  and the charge density  is
 
4
D
(1)
  q 
i
NiCiexpqNi  kT  (2)
where D is the dielectric constant of the solvent, Ni the number of
elementary charges q of species i, and Ci the concentration of ions i far
from the polyelectrolyte molecule.
Introducing the Debye length 1/ as the unit of length and a dimen-
sionless potential  given by
2
4q2
kT  D 
i
Ni
2 Ci ,  
q
kT
(3)
one gets for 2:1 salt as MgCl2 the P-B equation in cylindrical coordinates
1
x
d
dxx ddx exp exp23 (4)
For 		 1 that is for large x, Eq. 4 can be linearized and the D-H equation
is obtained
1
x
d
dxx ddx  (5)
A solution of Eq. 5 is given by the zeroth-order modified Bessel function
of the second kind, K0(x). The integration over the distance of this solution
leads to the P-B potential between two straight thin lines
UR, 	 F 
expR
sin	
(6)
where R is their shortest distance and 	 their angle of alignment.
The basic idea of Stigter is to use an effective rather than actual charge
density of the polyelectrolyte (Stigter, 1977, 1993). Thus, the solution of
the D-H equation for a straight thin line with effective charge density 
eff
should coincide in the third region with the solution of the P-B equation for
a cylinder of charge density 
.
Another problem is a suitable definition of the Stern layer. As the
atomic dimensions prevail in this domain, the understanding of its structure
and energetics requires the evaluation of the interactions of ions of finite
size as regulated by the topography of the DNA-water interface. The
cylinder is modeled as uniformly charged and, to take into account the
immobile counterions inside the shear surface, the intrinsic charge density
of the polyelectrolyte is thus lowered by a factor . This procedure is
known to give a realistic representation of the electrostatic potential at low
salt (Stigter, 1993; Schlick et al., 1994; Hecht et al., 1995) and spares
computer time.
For 1:1 salt solutions, the counterions have a low affinity to bind
directly with the phosphate group and are in a state of essentially complete
hydration and free translational and rotational mobility. However, it is
known that divalent cations interact strongly with DNA (Duguid et al.,
1993). Consequently, the factor  expresses the quasi-fixed charges inside
the Stern layer. Over the last two decades a great deal of work was done
on DNA-metallic cations interactions, and  values can be found directly
with the calculation of the adsorption isotherms of counterions in the Stern
layer. Experimental results can be found in Skerjanc and Strauss (1968),
Clement et al. (1973), Record et al. (1976), and Li et al. (1998). Note that
for 1:1 salt solutions  remains almost constant in a large range of
concentrations, while for 2:1 salt solutions  decreases with increasing
concentrations of salts. This indicates that some water molecules are
released from the first hydration shell and are replaced by some divalent
counterions.
One gets at last the linear charge of the modeled cylinder

    
DNA (7)
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and applying Gauss’s law in cylindrical coordinates, we have
ddx
xx0

2    
DNA
x0
(8)
The effective charge density 
eff can now be found numerically by inte-
grating Eq. 4 with boundary conditions given by Eqs. 5 and 8.
Finally, the electrostatic energy between two cylinders of DNA in the
simulation is approximated by a pairwise summation of linear D-H screen-
ing potentials for single charges along the segments li
Uij

eff
2
lb
  exprr dlidlj (9)
where lb is the Bjerrum length and Uij is given in units of kbT.
During the simulation procedure, Eq. 9 is approximated as in Schlick et
al. (1994) and Vologodskii and Cozzarelli (1995) with a subdivision of the
segment in m parts of equal distance and the derivatives of the potential are
calculated numerically. An exact integration of Eq. 9 in the BD algorithm
is given in Klenin et al. (1998) but needs a preliminary computation of the
derivatives of the potential. Table 1 gives the results of this approach for
a large range of concentrations of NaCl and MgCl2.
Attractive potential of DNA
Condensation of linear DNA with increasing salt concentration of valence
3 is a well-known fact; however the mean-field P-B theory, which
predicts a purely repulsive force at all separations for all valences, fails to
explain this transition. Here one assumes that even at high concentration of
salt of all valences such a theory gives a good representation of the
repulsive interactions and that condensation can only be explained by the
addition of an attractive potential.
In the last few years, several groups have attempted to describe the
attraction between highly charged macroions in multivalent salt solutions
(Rau and Parsegian, 1992; Bhuiyan and Outhwaite, 1994; Rouzina and
Bloomfield, 1996). The exact origin of these forces is not yet well-known,
and only an atomic level approach (Gronbech-Jensen et al., 1997, 1998;
Gavryushov and Zielenkiewicz, 1998) will lead to a better understanding of
the problem.
It is well-known that ordinary van der Waals forces between segments
of a double helix cannot induce DNA condensation by themselves. In a
quantitative way, counterion fluctuations, hydration forces, and probably in
a weaker part, discreteness of DNA charges contribute to attractive effects.
However, an attempt to disentangle them presents obvious difficulties.
That is why we model the attractive potential as coming from simple
effective van der Waals forces between cylinders of macromolecular
dimensions.
In the early 1970s, several authors attempted to calculate the van der
Waals energy between cylinders (Parsegian, 1972; Brenner and McQuar-
rie, 1973). Here, we approximate the attractive potential between two
cylinders of infinite length and inclined by an angle 	 by:
Ui,j
att
8  A
9  sin	 
i2


DirR
2i
(10)
where the Di are numerical constants (Brenner and McQuarrie, 1973), r is
the hydrodynamic radius of the DNA molecule (1.2 nm), R the shortest
distance between their axes, and A the adjustable parameter. A can be seen
as an effective energy and has no direct relation with the Hamaker constant
calculated from classical Lifshitz theory on dispersion forces.
During the simulation, the attractive energy is computed as follows. The
energy between two nonadjacent cylinders is approximated by Eq. 10 with
a cutoff at 10 nm, beyond which it is assumed that the attractive part
becomes negligible. To avoid numerical divergence for small angles be-
tween the rods, the factor 1/sin(	) is replaced by a smaller number of the
order L/R, where L denotes the length of the cylinder. That is when 		 0.1
we use
Ui,j
att
2L  A
3R 
i2


DirR
2i
(11)
which tends asymptotically for large R to the well-known van der Waals
potential between parallel cylinders with a dependence in 1/r5.
Theory for the second virial coefficient of DNA
Another way to express the electrostatic interactions is in terms of DNA
effective diameter db (Onsager, 1949). This parameter is the only charac-
teristic of an idealized hard-core potential that mimics the impenetrability
between polymers. A nice feature of this parameter is its simplicity and that
its theoretical value, given by the second virial coefficient, can be directly
TABLE 1 Electrostatic data for DNA cylinders in the mean-field P-B approximation
Concentration
(M)
Inverse Debye
length 
(nm1)
Effective
diameter db
(nm)
Charge correction
factor 
Hydrodynamic
radius x0 (nm)

eff
2
lb
(nm1)
NaCl
1 3.28 2.97 0.73 1.2 4.10E  03
0.5 2.32 3.42 0.73 1.2 482
0.2 1.47 4.41 0.73 1.2 71.5
0.1 1.04 5.62 0.73 1.2 26.5
0.05 0.736 7.42 0.73 1.2 12.8
0.02 0.465 11.2 0.73 1.2 6.27
0.01 0.329 15.7 0.73 1.2 4.24
0.005 0.233 22.3 0.73 1.2 3.13
MgCl2
0.1 1.8 2.22 0.08 1.2 2.27
0.05 1.27 2.73 0.14 1.2 2.33
0.02 0.804 4.14 0.23 1.2 1.60
0.01 0.568 5.95 0.30 1.2 1.22
0.005 0.402 8.55 0.37 1.2 0.917
0.002 0.254 13.9 0.47 1.2 0.646
0.001 0.18 20.3 0.52 1.2 0.505
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compared with various experimental methods. The second virial coefficient
describes the thermodynamic properties of the pair interaction between
solute molecules. In the case of two interacting cylinders, the second virial
coefficient B2 is given by:
B2
1
322V
 
V
1 expUr1 , r2/kbTdr1dr2 (12)
where U(r1, r2) is the pair interaction potential between the two rods in
position r1 and r2 in the volume V. In case of a hard-core potential
parametrized by db, it becomes
B2 /4L2  db (13)
This result allows us to define an effective diameter from a continuous
theory of polyelectrolytes. For charged rods in monovalent solutions, db is
calculated by introducing Eq. 6 into Eq. 12, and is well-approximated by
db lnF 0.7704/ (14)
where F depends on the effective charge density of DNA 
eff (Onsager,
1949). For a high concentration of divalent salt, the relation in Eq. 14 does
not hold anymore due to the lower effective charge density of DNA, and
a numerical integration of Eq. 12 is necessary.
The values of the DNA effective diameter calculated from the P-B
equation in NaCl solutions (see Table 1) can be compared with various
experimental data (Vologodskii and Cozzarelli, 1995) and give an excellent
agreement. For MgCl2 salt, fewer experimental data are available but
comparison with studies of DNA knots formation by Shaw and Wang
(1993) and Rybenkov et al. (1997a) is possible. As shown in Fig. 1 a very
good agreement between theoretical and experimental values is obtained at
low salt concentrations (2 mM and 5 mMMgCl2). It’s not surprising to find
such a good correspondence at these concentrations due to the mean-field
approximation of the P-B theory. However, at higher concentrations, the
P-B theory always predicts repulsion, although the experience gives an
effective diameter lower than the geometric diameter of B-DNA starting
from 20 mM MgCl2, with a discrepancy increasing with the concentra-
tion (Shaw and Wang, 1993; Rybenkov et al., 1997a). At this range of
concentrations, attractive forces, especially forces arising from the coun-
terion fluctuations, cannot be neglected.
Another approximation arises now from the fact that experimental
processes cannot determine the third virial coefficient, whereas counterion
fluctuations are typical features that fall into this coefficient (Post and
Zimm, 1982). Thus the second virial coefficient obtained experimentally is
seen as an effective one and the attractive potential is directly introduced
in its definition. Accepting this assumption, we will now focus on the 20
mM MgCl2 concentration, but it is straightforward to extend what follows
to other concentrations. There are several reasons to fix our attention on
this concentration. First of all, this is exactly the concentration at which the
effective diameter equals the steric diameter of DNA. Second, it is known
that at this concentration linear DNA does not condense in aqueous
solutions, whereas the introduction of 50% methanol produces an aggre-
gation. Third, we know that polymers present very interesting properties
exactly at the Flory 	-point where the second virial coefficient is also
characterized by a cancellation of the repulsive electrostatic forces by
attractive ones. Finally, this concentration gives an ionic force close to the
physiological one in a high number of biological specimens.
The introduction of the attractive potential in the second effective virial
coefficient allows us to quantify the attractive parameter A introduced in
Eq. 10. This effective Hamaker constant is thus found by equaling the
effective diameter obtained from experimental data and the integration of
Eq. 12 while accounting for the attractive potential given by Eq. 10. The
impenetrability of two DNA cylinders is parametrized by an exp(r/)
potential, which is typical of a repulsive hydration potential, with  the
decay rate (0.3 nm, Rau and Parsegian, 1992). The results are not too
sensitive to the form of this steric potential but rather to the distance from
which it occurs. We thus introduce a cutoff of the potential at 2.6 nm. This
length is approximately the interhelical spacing in condensed DNA in-
duced by Mg2 in 50% methanol solutions obtained from x-ray diffraction
studies (Schellman and Parthasarathy, 1984).
Note that for 20 mM MgCl2 the effective diameter is very close to the
geometric diameter of B-DNA (see Fig. 1), that is, the effect of the
attractive potential makes up exactly for the effect of the repulsive part in
the calculation of the second virial coefficient. Furthermore, both P-B and
attractive potentials have the same angle’s dependence in 1/sin(	) (Eqs. 6
and 10) and it is sufficient for fixing the attractive parameter to have the
relation

d


1 expWR/kbTdR 0 (15)
whereW(R) is the radial part of the total interaction potential. The effective
attractive energy parameter takes in this formalism the value A  0.86 kbT
in 20 mMMgCl2. Bloomfield et al. (1980) have described a similar method
whereby a value between 2 kbT and 5 kbT can produce a net attraction at
a separation of3 nm at a similar ionic force. The discrepancy between the
two studies comes from the fact that we have chosen a hydrodynamic
radius equal to 1.2 nm instead of 1 nm. A check with this smaller radius
gives, in our formalism, an effective Hamaker constant of 2.1 kbT, which
is in agreement with Bloomfield et al.’s (1980) previous calculations.
The potential W(R) is plotted in Fig. 2 in comparison with the potential
obtained from the mean-field P-B theory. W(R) can be seen as the energy
between two perpendicularly crossed cylinders of DNA of infinite length.
It is very interesting to compare the values of the maxima of the potential
obtained from this theory and experimental data from osmotic pressure
measurements (Rau and Parsegian, 1992). These measurements did not
indicate a clear transition toward a condensed form of DNA in the presence
FIGURE 1 Effective diameter db of DNA as a function of MgCl2 con-
centrations. Data along dashed lines are from Shaw and Wang (1993) and
were obtained by measuring knotting probability upon circularization of
5.6 kb (E) and 8.6 kb (‚) linear DNAs. The data were adjusted with the
formula proposed by Rybenkov et al. (1993). The horizontal solid line
corresponds to the geometric diameter of B-DNA. The isolated experimen-
tal point (ƒ) is from Rybenkov et al. (1997a) at 20 mM MgCl2 and 1 mM
NaCl. The solid line is calculated from the renormalized Poisson-Boltz-
mann mean-field theory.
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of 20 mM MgCl2 and 10 mM TrisCl. However, these studies of DNA
interactions indicated that the DNA interaxial spacing is almost indepen-
dent of the condensing agent and a transition can occur from 3.2 to 2.8
nm (Rau and Parsegian, 1992). These values can be compared with the
positions of the maxima of the radial potential W(R), respectively, 3.1 and
2.6 nm.
RESULTS
The DNA condensation threshold depends on the force of
the attractive potential and on the difference of the entropy
of the system before and after the condensation. DNA
supercoiling strongly reduces the conformational entropy of
DNA molecules and thus can favor DNA condensation. As
discussed in the Introduction, earlier experimental studies
demonstrated that 20 mM MgCl2 is sufficient to bring
down the effective diameter of DNA to the same value as its
geometrical diameter. We therefore decided to simulate the
effect of 20 mM MgCl2 on supercoiled DNA molecules
having a supercoiling density of 0.05, which is close to a
natural one in DNA isolated from Escherichia coli cells. To
demonstrate the importance of attractive potential contribu-
tions to the mean-field P-B electrostatic potential we com-
pare simulations neglecting them with these accounting for
them. Then we show that when attractive potential is very
strong, as in 50% methanol, one observes DNA condensa-
tion without requiring DNA supercoiling. As a negative
control of DNA condensation, we show that in aqueous
solutions with 20 mM MgCl2 the DNA does not condense
when it is not supercoiled. Finally, we show that other ways
of reducing conformational entropy, such as confinement to
a reduced volume, can also favor DNA condensation simi-
larly to DNA supercoiling.
The program was implemented in Fortran90 and executed
on two DecAlpha Workstations, 400au and 500au, respec-
tively; to check the algorithm and to have sufficiently ac-
curate statistics, 5 months of CPU time on these two
machines was needed.
Supercoiled DNA in 20 mM MgCl2 in simulations
neglecting attractive interactions
To characterize the shape of supercoiled DNA molecules a
good measurable parameter is the superhelix diameter,
which tells us what the local distance is between two op-
posing segments of the supercoiled DNA molecule. The
distribution of this diameter at 20 mM MgCl2 obtained in
simulations neglecting the attractive electrostatic potential
is shown in Fig. 3. The size of the DNA (2686 bp) corre-
sponds to the pUC18 plasmid. The supercoiling density is
chosen near 0.05 (Lk  13). The other parameters of
the simulation can be found in the section devoted to the
description of the BD algorithm. This distribution is ob-
tained after an equilibration time of 0.2 ms and measured
for several randomly chosen configurations. The inset of
Fig. 3 presents the evolution of the writhe in these condi-
tions and demonstrates that 0.2 ms suffices to reach equi-
FIGURE 2 Radial electrostatic potential between DNA helices at 20 mM
MgCl2. The dashed line corresponds to the renormalized Poisson-Boltz-
mann theory. The solid line represents the electrostatic potential with the
incorporation of a short-range attractive potential and a repulsive one
accounting for the steric properties of DNA. This potential gives an
effective diameter equal to the geometric diameter of B-DNA (2 nm).
FIGURE 3 Distribution of the superhelix diameter at 20 mM MgCl2
without the introduction of an attractive potential in the simulation. The
superhelix diameter was calculated as the minimal length between a
subunit and its nearest segment while excluding a suitable number of
nearest neighbors. Loops are note excluded in this calculation. The distri-
bution was calculated over several independent conformations of a DNA of
2686 bp with a supercoiling density equal to 0.05. Each configuration
was obtained after a preliminary run of 0.2 ms from when it is assumed that
the equilibrium is obtained as shown by the evolution of the writhe in the
inset.
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librium. It is an accepted fact that thermal ensembles gen-
erated by a long BD run correspond to the equilibrium
distribution of conformations. Note that the most frequent
distance between opposing segments of plectonemically
interwound DNA molecules is close to 7 nm, and that all the
values are larger than the geometrical diameter of DNA. A
similar slope was found by Hammermann et al. (1998) by
Monte Carlo simulations of DNA in elevated NaCl concen-
trations under conditions where repulsion is screened but
where there is no attraction. High values of the superhelix
diameter measurable over certain positions of simulated
molecules are typical features of the endloops. Simulated
molecules are frequently unbranched or contain one branch-
ing point of their superhelical axis (a few cases with more
branching points were also seen, data not shown). A rela-
tively low ratio of branched molecules can be explained by
a lack of intrinsic curvature in modeled DNA molecules.
Sprous and Harvey (1996) demonstrated, using molecular
dynamics simulations, that branching is promoted by the
presence of intrinsically curved regions. The number of
branches does not seem to affect the superhelix diameter
measured outside endloops. A typical conformation ob-
tained at equilibrium and having one branching point is
shown in Fig. 4.
Supercoiled DNA in 20 mM MgCl2 in simulations
taking into account the attractive interactions
The introduction of the attractive potential as described in
the Introduction strongly changes the shape of the molecule.
The obtained conformations now present some zones of
lateral contacts between segments, as we can see in Fig. 5
even at 20 mM MgCl2 in aqueous solvent. All the param-
eters of the simulation were kept the same as before except
for the attractive potential parameter, which now has a
non-zero value (A  0.86 kT). The corresponding distribu-
tion of the superhelix diameter over several configurations
is shown in Fig. 6. The maximum at 2.5 nm characterizes
the collapsed zones. However, there is a surprising fact that
collapsed zones are frequently interspersed with open
zones. In defining a condensed zone as a zone where the
superhelical diameter is below 4 nm and integrating the
distribution in this region, we can see that 45% of the
zones are condensed. The 55% remaining is redistributed
between endloops and some noncondensed internal zones.
There are thus coexisting open and collapsed plectonemic
regions on the same plasmid. This particular shape obtained
at an effective diameter equal to the geometrical diameter of
DNA has the very interesting property of presenting local
zones with a high degree of tightness adjacent to open zones
much more capable to interact with other biological mole-
cules. This shape was already observed in cryoelectron
microscopy (Bednar et al., 1994) and was also predicted in
a statistical study of supercoiled DNA (Marko and Siggia,
1995).
This cohabitation can be explained in the following way.
It is known that the writhe is very sensitive to the effective
diameter. With a low effective diameter the polymer can
interwind more easily than with a larger one. For instance,
we know already that a decrease of the effective diameter
will give larger endloops (Schlick et al., 1994). Therefore,
modeled molecules easily accommodate high writhe, which
FIGURE 4 Supercoiled DNA of 2686 bp (pUC18) with a difference of
linking number equal to 13 in 20 mM MgCl2 without the introduction of
an attractive potential into the simulation.
FIGURE 5 Two supercoiled DNA molecules of 2686 bp (pUC18) with
a difference of linking number (Lk) equal to 13 in 20 mM MgCl2
obtained with the introduction of an attractive potential into the simulation
(A  0.86 kT). Note the coexistence of open and collapsed zones on the
same molecule.
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strongly reduces the effective gradient of torsional tension
acting on supercoiled DNA molecules. Under such condi-
tions there is no elastic energy gradient that could limit the
entropy of noncollapsed regions. The coexistence of these
two shapes is thus energetically favorable. It also confirms
the fact that the reduction of conformational entropy is not
completed with a degree of supercoiling equal to 0.05. A
higher degree of supercoiling would be needed to condense
the polymer entirely as also proposed by Marko and Siggia
(1995).
Interestingly, a long simulation time corresponding to 1
ms relaxation of a molecule is needed until the initial
circular configuration with Lk  13 is equilibrated and
reaches an interwound superhelix with interspersed col-
lapsed and open regions. This time is 5 times longer than
the equilibration time of molecules in simulations neglect-
ing attractive interactions between DNA segments. Long
equilibration time in simulations taking in account DNA-
DNA attractive potential results from reduced possibilities
of internal movements after some regions are laterally
aligned. The “transversal entropy” is frozen with the com-
bination of intermolecular attractive forces, and a high de-
gree of supercoiling and reshaping of the molecule can thus
only occur with “translational entropy,” e.g., reptation type
of movements of segments along each other, and this is a
slow process.
It was found by Hammermann et al. (1997) by small-
angle laser light scattering that the degree of the internal
motion in supercoiled DNA begins to decrease from a high
concentration of NaCl (1 M). In accordance with our results,
this phenomenon can be well-explained by the apparition of
condensed zones facilitated by the high concentration of
added monovalent salt. This idea is also reinforced by
Monte Carlo simulations (Montoro and Abascal, 1995) and
also by the application of the modified P-B model to DNA
(Bhuiyan and Outhwaite, 1994) that showed an effect of
“overneutralization” of the DNA charges in very concen-
trated monovalent electrolyte solutions. Experimental mea-
surements of the internal motion of DNA molecules are a
good way to study the existence of condensed zones in a
supercoiled DNA, and further study by small-angle scatter-
ing, for instance at 20 mM MgCl2, a concentration char-
acterized by an effective diameter equal to the geometrical
diameter of DNA, is needed. In a study by cryoelectron
microscopy, Bednar et al. (1994) had found that at elevated
concentration of NaCl supercoiled DNA presented some
zones of lateral contact. However, the exact value of salt
concentration needed to induce the lateral contact was not
known, because the concentration of salt is not well under
control during the last second of the specimen preparation.
Simulated nonsupercoiled DNA molecules in
20 mM MgCl2 in aqueous solvent do not
condense despite taking into account
attractive interactions
To check whether DNA supercoiling is required for the
demonstrated above DNA collapse, we simulated behavior
of nonsupercoiled DNA molecules in aqueous solutions
containing 20 mMMgCl2. The parameters of the simulation
are kept the same as before except for the supercoiling
density, which is now set to zero. Fig. 7 presents the
evolution of the radius of gyration of a 1.5-kb circular
nonsupercoiled molecule during 6 ms in 20 mM MgCl2 and
water solvent. Note that we have chosen a smaller DNA
molecule (1.5 kb) in order to decrease computer time to
have a sufficiently long run, as we know that site juxtapo-
sition in DNA is a slow process (Jian et al., 1998). No
FIGURE 6 Distribution of the superhelix diameter at 20 mM MgCl2 of
the pUC18 (Lk  13) in aqueous solvent with the introduction of an
attractive potential into the simulation (A  0.86 kT).
FIGURE 7 Evolution of the radius of gyration of a 1500 bp nonsuper-
coiled molecule during 6 ms in 20 mM MgCl2 starting from a circular
conformation in aqueous environment without excess of torsional energy
but accounting for the attractive potential (A  0.86 kT). A configuration
with a locally collapsed zone was detected and shown after 3.4 ms by
observing significant decrease of the radius of gyration. No global aggre-
gation was seen in this lapse of time.
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supercoiling (Lk  0) was introduced, so that we can
expect no condensation, as it is well-known from several
experimental results. Indeed, simulated molecules do not
seem to collapse in this studied time range because the
radius of gyration does not present any sudden decrease.
However, the distribution of the radius of gyration averaged
over time presents a surplus of low values compared to a
Gaussian distribution (see Fig. 8). A configuration obtained
after 3.4 ms and showing a low value of the radius of
gyration is shown in Fig. 7. One can easily see a condensed
zone on it. This intermediate state (the condensed zone has
disappeared after a while) is a typical feature of a metastable
state where entropic contributions act against pure enthalpic
contributions. Thus the nonsupercoiled DNA passes
through intermediate states where condensed zones are
present, but released after a while by entropic effects. Lack
of global condensation of nonsupercoiled DNA in 20 mM
MgCl2 is consistent with known literature data (Ma and
Bloomfield, 1994).
Simulated nonsupercoiled DNA molecules in 20
mM MgCl2 do condense in 50% methanol
It is known from an experimental study by light scattering
(Post and Zimm, 1982) that DNA condensation occurs in
two stages: first, an intramolecular collapse that can occur at
already low concentrations of DNA, and second, an aggre-
gation of many molecules at higher concentrations. The first
stage is a fast reaction, in the millisecond time range (Por-
schke, 1984) and can be studied in this BD simulation.
The modification of the solvent with the addition of
methanol is parametrized as follows. The introduction of
50% methanol decreases the dielectric constant by a factor
of 0.7. This changes the two characteristic lengths of the
electrostatic interactions, the Bjerrum length and the Debye
length, which now take a value, respectively, of 1 and 1.05
nm. We can note that the P-B formalism introduced in the
theory that is based on a definition of an effective linear
charge of DNA does not interfere with this change of the
dielectric constant. In other words, the numerical factor
multiplying the repulsive electrostatic potential (Eq. 9) is
only divided by a factor of 0.7 due to its inverse dependence
on the dielectric constant.
As the attractive energy is predominantly a second-order
electrostatic effect, it is in a first approximation proportional
to the square of the Bjerrum length as also modeled by
several authors (Oosawa, 1968; Barrat and Joanny, 1995;
Gronbech-Jensen et al., 1997). Thus the effective attractive
parameter A is taken as equal to 1.75 kbT. This parametri-
zation gives an effective diameter below zero and we can
thus expect to see condensation in this case. The other
parameters are kept the same as for the previous simulations.
Fig. 9 presents the evolution of the radius of gyration of
a simulated DNA molecule of 1500 bp in 50% methanol at
20 mMMgCl2. We can see the sharp transition of the radius
of gyration after 1.8 ms. The process of condensation is
relatively fast, with a decrease of the radius of gyration of
20 nm/0.2 ms. Cooperative effects are clearly expected
during this process, as we can see on the three configura-
tions inserted in Fig. 9. The first configuration is obtained
after the first juxtaposition of two subunits at 1.85 ms. The
second shows that during this simulation the condensation
propagated along the DNA. The third shows further
progress of DNA condensation. However, we have to note
that upon decreasing the value of the radius of gyration
below 30 nm, some numerical instabilities appeared, pre-
venting us from studies of the shape of the condensed
molecules. These numerical problems are directly related to
FIGURE 8 Distribution of the radius of gyration of a 1500 bp nonsu-
percoiled molecule in 20 mM MgCl2 in aqueous solvent during 6 ms of
simulation accounting for the attractive potential (A  0.86 kT). The curve
deviates from a gaussian distribution and shows regions with predominant
small values of the radius of gyration.
FIGURE 9 Evolution of the radius of gyration during 2.3 ms of a 1500
bp nonsupercoiled molecule in 20 mM MgCl2 in 50% methanol solvent.
Precise parameters of the simulation can be found in the text. A sharp
decrease of the radius of gyration is seen after the first contact between two
subunits. The first inset at 1.85 ms presents the conformation obtained
when this first contact between two monomers occurs. Aggregation prop-
agates from this point along the molecule as shown by the two pictures at
time 2.1 ms and 2.25 ms, respectively.
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physical ones. For instance, a high number of helical forms
were found during the condensation simulation. The helices
of condensed DNA had a pitch of 2.5 nm and a diameter
of 10 nm, which is only twice the length of a segment in our
simulation. The study of these condensed zones, which are
very similar to DNA around histones, requires a discretiza-
tion better than 20 segments per statistical length, which
would be very costly in computer time and also, below this
value, molecular effects are clearly expected and put bound-
aries to our statistical approach. If we neglect these physi-
cal-numerical deficiencies, we can note that a compaction of
a 500-nm polymer in a sphere of 13-nm radius was ob-
tained, i.e., a very high degree of packaging.
Simulation of a nonsupercoiled DNA molecule in
20 mM MgCl2 confined in a box
It is known that a very high concentration of DNA can lead
to an aggregation of the molecule even in a very small
amount of NaCl (Wissenburg et al., 1995). Furthermore, we
have shown that a reduction of entropy caused by a high
degree of supercoiling in conditions where the second virial
coefficient gives an effective diameter equal to the geomet-
rical diameter can lead to a local intermolecular collapse.
Therefore, we study the effect of confining a DNA molecule
in a cube whose size is variable. For this, a 1500-bp circular
unsupercoiled molecule is plunged initially into a cube with
side size equal to the diameter of the fully unfolded circular
DNA molecule (see first inset in Fig. 10). Then we linearly
and isotropically decrease the size of the box. The potential
of confinement is introduced to reproduce an infinite poten-
tial outside the cube. To avoid numerical divergences it is
evaluated as an exponential with a decay rate much smaller
than each dimension in the simulation (presently 0.1 nm).
Furthermore, in order to allow a possible internal conden-
sation, the rate of decreasing the cube size has to be much
slower than the speed of reshaping of the molecule. How-
ever, for practical reasons of required computer time we
chose a compromise with a decreasing rate of 20 nm per ms
of simulation. Fig. 10 presents both the evolutions of the
radius of gyration and of the percentage of collapsed zones.
We can see that at the beginning of the simulation the
fluctuations of the radius of gyration are not limited by
confining effects. Behavior of the DNA molecule is com-
parable to a random coil, and no collapsed zones are found
in the molecule. From 4.3 ms another stage appears in the
simulation (see second inset in Fig. 10). Confinement re-
stricts possible movements of the molecule and some local
collapsed zones are clearly visible. In further decreasing the
size of the cube side, the molecule is pushed against the
walls until it reaches an aggregated conformation with a
striking resemblance with a torus (see third inset at 6.9 ms
in Fig. 10). In this simulation, two different mechanisms of
condensation have to be taken in account: first an internal
local collapse, which can be obtained by the combination of
small attractive forces and a reduction of conformational
entropy; and second, a global aggregation of the molecule
due to the direct action of confining the molecule. As both
these effects reduce the distance between monomers, it is
difficult in this simulation to disentangle them. However,
we have to note that no clear transition of the radius of
gyration was seen even when some zones of lateral contact
are clearly visible from 4.3 ms, showing that the final
aggregated form is only obtained with the help of external
pressure of confinement.
During the simulation of the supercoiled molecule in 20
mM MgCl2 we have shown that 45% of zones along one
molecule were collapsed with a degree of supercoiling equal
to 0.05. This fraction of collapsed zones can be compared
with the present simulation. Such a percentage is obtained
after 6.3 ms of simulation with a corresponding concen-
tration of DNA of160 g/l. Such a high value confirms that
supercoiling is a powerful tool for compacting DNA.
General comparison with recent
experimental results
We have demonstrated here using BD simulations that
naturally supercoiled DNA molecules adopt partially col-
lapsed structure in aqueous solutions where concentrations
of divalent Mg2 cations approach and exceed 20 mM. Both
the supercoiling and the relatively weak attractive DNA-
DNA interactions that are known to operate under these
conditions are needed for the collapse. It is an accepted fact
that counterions with a valency higher than two are needed
FIGURE 10 Evolutions of the radius of gyration and of the percentage of
collapsed zone of a 1500 bp nonsupercoiled (Lk 0) simulated molecule
in 20 mM MgCl2 in aqueous solvent in a shrinking cube accounting for the
attractive forces (A  0.86 kT). Half of the cubes side is also shown for
comparison. Three conformations are shown at respectively 0, 4.3, and 6.9
ms. Proportions are respected in these pictures with a diameter of the
molecule corresponding to 2 nm. We define a collapsed zone as a zone
where the distance between opposing segments is smaller than 4 nm.
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for a condensation of linear DNA in aqueous solutions, and
our simulations of long circular unsupercoiled DNA in 20
mM Mg2 correctly demonstrated that weak attractive
DNA-DNA interactions acting under these conditions are
unable to compensate for the entropy loss needed for the
condensation of linear DNA molecules. Of course, simula-
tions are only simulations, and we are aware that the out-
come of the simulation can be affected by the uncertainty of
some entered parameters and by substantial simplifications
of interactions and dynamics of the system that were needed
to facilitate computations. Therefore, a physical experimen-
tal verification of our results is required. Electron micros-
copy provided many images of collapsed DNA molecules
under conditions where the imaged linear DNA molecules
do not collapse, but it was frequently argued that electron
microscopy is not a good method for concluding the state of
DNA in solution. Even the results obtained by cryoelectron
microscopy, where one can observe rapidly vitrified speci-
mens with supercoiled DNA molecules immersed in a
buffer of interest, are called in question because the salt
concentration is not under control. Therefore, solution
methods are needed to study DNA-DNA attraction in the
presence of divalent cations. Shaw and Wang, in their
studies of DNA knotting upon end-closure of long linear
DNA molecules, were able to precisely calibrate the effec-
tive diameter of DNA in buffers with increasing concentra-
tions of Mg2. The presence of DNA-DNA attraction is
manifested by bringing down the effective diameter of DNA
below the 2 nm value, i.e., the value of the geometric
diameter of DNA. Also, studies of supercoiled DNA per-
formed by Rybenkov et al. (1997a) demonstrated that under
these conditions the effective diameter of DNA becomes
smaller than the geometric diameter of DNA. While the
value of the effective diameter smaller than this of the
geometric diameter indicates the presence of attractive
DNA-DNA interactions, it is still an open question whether
these attractive interactions are strong enough to induce an
internal collapse of supercoiled plasmids. It turns out that it
is a difficult task to conclude from standard physicochem-
ical experimentation whether there is an internal DNA-
DNA association within supercoiled DNA molecules.
Two recent papers by Rybenkov et al. (1997b,c) ad-
dressed the question of the collapse of supercoiled DNA by
comparing experimental results of indirect experimental
methods with the simulated behavior of supercoiled DNA
molecules for which no intersegmental attraction was en-
tered into simulation. These authors observed a good agree-
ment between the experimentally measured sedimentation
coefficient of the supercoiled DNA molecules in high salt
solution and the calculated sedimentation coefficient for the
simulated DNA molecules. Since the models used for the
simulation of DNA behavior operated only with a simple
hard-core repulsive potential, the obtained simulated con-
figurations were free from the regions of collapse. The fact
that the calculated sedimentation coefficient for the simu-
lated molecules without the region of collapse matched the
sedimentation coefficient of the supercoiled DNA mole-
cules in high salt solution was used by Rybenkov et al.
(1997b) as an argument that there is no collapse of the
supercoiled DNA in high salt solutions. However, we do not
know if the fit between experimental and simulated values
would have been worse if the attractive potential leading to
the collapse of the supercoiled DNA was introduced into the
simulations. It is likely that the sedimentation coefficient is
a rather robust property that can be practically independent
from the actual distance between the opposing segments of
the interwound superhelices. In fact, Rybenkov et al.
(1997b) clearly indicated that this is the case by writing that
the sedimentation coefficient is “much less sensitive, if at
all, to the superhelix diameter.” Thus it is very surprising
that Rybenkov et al. (1997b) reject the possibility of DNA
collapse when a local collapse may be fully compatible with
results obtained by them. We emphasize the fact that we
have to distinguish between a local collapse, which can be
difficult to observe by indirect methods, and a global ag-
gregation easily visible experimentally because of the dom-
ination of pure attractive enthalpic effects over entropic
ones. In their second paper, Rybenkov et al. (1997c) mea-
sured the efficiency of catenanes formation upon circular-
ization of linear duplex DNA in the presence of supercoiled
DNA. They have observed that the frequency of threading a
linear duplex between the opposing supercoiled DNA in-
creased with increasing concentration of salts. These results
were interpreted by the authors as the proof that there is no
collapse, as otherwise it would be difficult to spontaneously
thread linear duplex between the opposing segments of
supercoiled DNA that are supposedly in continuous direct
contact with each other. However, Rybenkov et al. (1997c)
did not consider that lateral association of the opposing
segments does not imply that these segments are strongly
bound to each other. In fact, micrographs obtained by the
cryo-EM method (Bednar et al., 1994), a statistical study of
supercoiled DNA (Marko and Siggia, 1995), and our
present simulations demonstrate that the regions of collapse
are interspersed with open regions having a relatively big
cross-sectional area. In addition, terminal loops in collapsed
supercoiled DNA are bigger than in noncollapsed DNA
because it is also for small effective diameter (Schlick et al.,
1994) and thus there is plenty of space for spontaneous
threading of linear DNA through “collapsed” supercoiled
DNA leading to formation of catenanes. This space is in-
creased by the fact that at these conditions the effective
diameter of DNA is very small and the loops are many times
larger that the diameter of the threading molecule. Further-
more, catenation efficiency, studied by Rybenkov et al.
(1997c), is also insensitive to conditions where it is known
that an intermolecular aggregation occurs (3.5 mM spermi-
dine). Taking into account the above-mentioned results we
can say that increased probability of catenation between
supercoiled and linear DNA under the condition of substan-
tial charge neutralization is fully consistent with the col-
lapse observed in our simulations.
A recent study by light scattering (Hammermann et al.,
1997) allowed precise measurement of the internal dynam-
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ics of superhelical DNAs. They showed that from1 M NaCl
the internal motion of the DNA molecule presented a sudden
decrease, and interpreted this result as a sign that a compaction
of the overall DNA structure occurs at a high concentration of
monovalent salts. Since divalent counterions have 50-fold
higher screening potential than monovalent ones (Shaw and
Wang, 1993), this interpretation is consistent with the results
presented here. A similar study in divalent solutions like
MgCl2, which would also present a sudden decrease of the
internal motion from 20 mM, could reinforce the idea of
local collapse as developed in this paper.
CONCLUSIONS
By using the BD simulation approach incorporating a sim-
ple model of DNA-DNA attractive forces, we have shown
that it is possible that a high reduction of entropy caused
either by supercoiling or by confining the molecule in a
small box can facilitate a local intramolecular condensation
of the DNA even in 20 mM MgCl2, i.e., close to physio-
logical concentrations. As at the 	-point, the second virial
coefficient has the interesting property of being character-
ized at 20 mM MgCl2 by a cancellation of the repulsive
electrostatic forces by attractive ones. The BD simulation is
a very useful tool in understanding all forms of condensa-
tion of polymers. The simulation takes into account geo-
metrical and topological features of the polymer, repulsive
and attractive electrostatic interactions between monomers,
hydrodynamical interactions, and entropic effects, which
are all responsible directly or indirectly for the polymer
condensation. However, limits are given by the introduction
of precise independent parameters and by the fact that at
small dimensions molecular effects have to be taken into
consideration. The introduction of the MPB equation should
be the next step and will allow us to study the shape of
condensed polymer systems and their possible phases or
their loss of isotropy upon condensation. Because we know
that the attractive potential is very sensitive to the steric size
of the counterion, this formalism could also explain the still
poorly understood fact that such divalent counterions as
Mn2 can lead to an intermolecular aggregation of super-
coiled DNA molecules, although Mg2 cannot (Ma and
Bloomfield, 1994).
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