We study the parameterized complexity of a variant of the classic video game Snake that models real-world problems of motion planning. Given a snake-like robot with an initial position and a final position in an environment (modeled by a graph), our objective is to determine whether the robot can reach the final position from the initial position without intersecting itself. Naturally, this problem models a wide-variety of scenarios, ranging from the transportation of linked wagons towed by a locomotor at an airport or a supermarket to the movement of a group of agents that travel in an "ant-like" fashion and the construction of trains in amusement parks. Unfortunately, already on grid graphs, this problem is PSPACEcomplete [Biasi and Ophelders, 2016]. Nevertheless, we prove that even on general graphs, the problem is solvable in time
Introduction
A basic single-agent movement problem can be modeled by an agent (representing a robot or a person) that has an initial state (also called configuration), a description of valid transitions between states, and a task to accomplish. Common tasks are to reach some desired position or geographical location while avoiding unwelcome (mobile or static) obstacles, collecting or distributing a set of items, or rearranging the environment to be of a specific form. The agent itself might have various features or restrictions, which are reflected in the definition of states and transitions. Arguably, given that we handle physical objects, a basic requirement is that the agent must never intersect itself as well as other objects. When several agents are present (in a multi-agent movement problem), the coordination between them also plays a major role (see [12] and the references within). Problems based on motion planning are ubiquitous in various aspects of modern life. In recent years, the study of such problems has gained increasing interest from both practical and theoretical points of views [32, 19, 34, 25, 35] . Unfortunately, the perspective of parameterized complexity-a central paradigm to design algorithms for computationally hard problem-has been largely overlooked in this context. In this paper, we present a comprehensive picture of the parameterized complexity of a single-agent movement problem called the Snake Game problem, whose formulation is inspired by a classic video game of the same name.
In the past decade, the study of the theory behind the computational complexity of puzzles (such as video games) has become very popular [21, 22, 33] . Such puzzles are often based on motion planning problems that can model tasks to be performed by agents in real-life scenarios. Moreover, their formulations are frequently simple enough to provide a clean abstraction of basic issues in this regard, therefore making them attractive for laying foundations for general analysis. For example, a very long line of works analyzed the complexity of various pushblock puzzles (see [13] and the references within), where a box-shaped agent with the ability to push/pull other boxes should utilize its ability in order to reach one position from another. We remark that more often than not, studies of the theory behind the computational complexity of puzzles only assert the NP-hardness or PSPACE-completeness of the puzzle at hand.
The classic game Snake is among the most well-known video games that involve the motion of a single agent. The game dates back to 1978, and has enjoyed implementation across a wide range of platforms since then. Unlike most other video games, the popularity of Snake has hardly decreased despite its age-indeed, new versions of Snake still appear to this day. We study the parameterized complexity of a variant of Snake that was introduced by Biasi and Ophelders [3] , which models real-world problems of motion planning for agents of a "snake-like" shape. Given a snake-like robot with an initial position and a final position in an environment (modeled by a graph), our objective is to determine whether the robot can reach the final position from the initial position without intersecting itself. Roughly speaking, the position of the robot is modeled by a simple ordered path in the graph, and one position P is reachable (in one step) from another position P if the path P is obtained from P by adding one vertex to the beginning of P and removing one vertex from its end. The (immobile) obstacles in the environment are implicitly encoded in the input graph-specifically, "obstacle-free" physical locations are represented by vertices, and edges indicate which locations are adjacent. Note that the graph might not be planar as in real-life scenarios the environment is often not merely a plane.
Nowadays, robots of a "snake-like" shape are of substantial interest-in particular, they are built and used in practice for medical operations [11, 20, 2] as well as various inspection and rescue missions on both land and water [28, 36, 23] . A snake-like shape and serpentine locomotion offer immediate advantages for such purposes; the restricted area of mobility also makes the requirement of the robot to avoid intersecting itself and other obstacles a highly non-trivial issue that is mandatory to take into account. Moreover, the Snake Game problem is a natural abstraction to model a wide-variety of other scenarios, which range from the transportation of linked wagons towed by a locomotor at an airport or a supermarket to the movement of a group of agents that travel in an "ant-like" fashion and the construction of trains in amusement parks.
Biasi and Ophelders [3] proved that the Snake Game problem is PSPACE-complete even on grid graphs (see Section 2). Additionally, they considered the version aligned with the video game, where "food" items are located on vertices. Here, the task is not to reach a pre-specified position, but to collect all food items by visiting their vertices-when a food item is collected, the size of the snake increases by a fixed integer g ≥ 1. They showed that this version is NP-hard even on rectangular grid graphs without "holes", and PSPACE-complete even when there are only two food items, or the initial size of the snake is 1.
Our Contribution and Methods
We present a comprehensive picture of the parameterized complexity of the Snake Game problem parameterized by the size of the snake, k. 1 Arguably, the choice of this parameter is the most natural and sensible one because in real-life scenarios as those mentioned above, the size of the snake-like robot is likely to be substantially smaller than the size of the environment. To some extent, our paper can be considered as pioneering work in the study of the parameterized complexity of motion planning problems where intermediate configurations are of importance (which has so far been largely neglected, see the next subsection), and may lay the foundations for further research of this topic.
FPT Algorithm. Our contribution is threefold. Our main result is the proof that the Snake Game problem is fixed-parameter tractable (FPT) with respect to k. Specifically, we develop an algorithm that solves Snake Game in time k O(k) · n O (1) where n is the number of vertices in the input graph. We remark that our algorithm can also output the length of the shortest "route" from the initial position to the final position (if any such route exists) within the same time complexity. The design of our algorithm involves a novel application of the method of colorcoding to sparsify the ((k − 1)-th power of the) configuration graph of the problem. Roughly speaking, the configuration graph is the directed graph whose vertices represent the positions of the snake in the environment, and where there is an arc from one vertex u to another vertex v if the position represented by v is reachable in one step from the position represented by u. Observe that the number of vertices of the configuration graph equals the number of (simple) ordered paths on k vertices in the input graph, which can potentially be huge-for example, if the input graph is a clique, then there are n k k! configurations. We first present a handy characterization of the reachability of one configuration from another in t ≥ 1 steps, based on which we elucidate the structure of certain triplets of configurations. Then, we perform several iterations where we color the vertices of the input graph based on the method of color-coding [1] , but where order between some of the colors is of importance. Within each coloring iteration, we test for every pair of vertices in the input graph whether there exists a particular path on k vertices between them-in which case we pick one such path. The collection of paths found throughout these iterations form the vertex set of our new configuration graph (in addition to the initial and final positions), while our characterization of reachability determines the arcs. In particular, this new configuration graph, unlike the original configuration graph, has only k O(k) · n O(1) vertices. We prove that this new configuration graph is a valid "sparsification" of the (k−1)-th power of the original configuration graph-specifically, for any t ≥ 1, the initial position can reach the final position in the original configuration graph within (k − 1)t steps if and only if the initial position can reach the final position in the new configuration graph within t steps. Clearly, this is insufficient because the initial position may reach the final position in the original configuration graph within a number of steps that is not a multiple of (k − 1)-however, we find that this technicality can be overcome by adding, to the new configuration graph, a small number of new vertices as well as arcs ingoing from these new vertices to the vertex representing the final position.
Kernelization. Our second result is the proof that the Snake Game problem is unlikely to admit a polynomial kernel even on grid graphs. For this purpose, we present a non-trivial cross-composition (defined in Section 2) from Hamiltonian Cycle on grid graphs to the Snake Game problem. Our construction is inspired by the proof of NP-hardness of the version of Snake Game on grid graphs without holes in the presence of food, given by Biasi and Ophelders [3] . Roughly speaking, given t instances of Hamiltonian Cycle on grid graphs, our construction of an instance of Snake Game is as follows. We position the t input grid graphs so that they are aligned to appear one after the other, and connect them as "pendants" from a long path L placed just above them. The initial position of the snake is at the beginning of L, and its final position is at a short path that "protrudes" from the beginning of L. Further, the size of the snake is set to be n, the number of vertices in each of the input grid graphs. Intuitively, we show that the snake can reach the final position from the initial position if and only if the snake can enter and exit one of the input grid graphs. In particular, to reach the final position, the snake has to find a place where it can "turn around", which can only be (potentially) done inside one of the input grid graphs. Specifically, entering and exiting one of the input grid graphs, say, G i , would imply that at some point of time, the snake must be fully inside G i and hence exhibit a Hamiltonian cycle within it.
Treewidth-Reduction. Our last result is a treewidth-reduction procedure for the Snake Game problem. More precisely, we develop a polynomial-time algorithm that given an instance of Snake Game, outputs an equivalent instance of Snake Game where the treewidth of the graph is bounded by a polynomial in k. Our procedure is based on the irrelevant vertex technique [30] . First, we exploit the relatively recent breakthrough result by Chekuri and Chuzhoy [7] that states that, for any positive integer t ∈ N, any graph whose treewidth is at least d · t c (for some fixed constants c and d) 2 has a t × t-grid as a minor, and hence also a so called t-wall as a subgraph (see Section 5). We utilize this result to argue that if the treewidth of our input graph is too large, then it has a ck-wall as a subgraph (for some fixed constant c) such that no vertex of this ck-wall belongs to the initial or final positions of the snake. The main part of our proof is a re-routing argument that shows that in such a wall, we can arbitrarily choose any pair of adjacent vertices, contract the edge between them and thereby obtain an equivalent instance of the Snake Game problem. Thus, as long as we do not yet have a graph of small treewidth at hand, we can efficiently find an edge to contract, and eventually obtain a graph of small treewidth.
Related Works in Parameterized Complexity
To the best of our knowledge, close to nothing is known on the parameterized complexity of problems of planning motion of agents where the motion plays an actual role. By this comment, we mean that the problem does not only have an initial state and a final state, and intermediate states (with transitions between them) are not defined/immaterial. When only an initial state and a final state are present, the problem is actually a static problem and the term movement refers to distances rather than motion. For example, a static version in this spirit of the Snake Game problem (that neglects intermediate states and hence does not enforce the requirement that the snake should never intersect itself) would just ask whether the vertex on which lies the tail of the snake in the final position is reachable from the vertex on which lies the head of the snake in the initial position, which can be directly solved in linear time using BFS. We also remark that almost all problems studied from the viewpoint of Parameterized Complexity are NP-complete rather than PSPACE-hard (with several notable exceptions such as [26, 10] ).
While there is a huge line of works that explore the classical complexity and approximability of problems of planning motion of agents (see the beginning of the introduction), the only work in Parameterized Complexity that we are aware of is by Cesati and Wereham [6] . Roughly speaking, the input of the problem in [6] consists of a robot and obstacles that are each represented by a set of polyhedrons. Specifically, the input includes a set O of polyhedrons (the obstacles), as well as a set P of polyhedrons (the robot) that are freely linked together at a set of linkage vertices V such that P has k degrees of freedom of movement. The objective is to decide whether a given final position of the robot is reachable from a given initial position of the robot where the robot is allowed to intersect neither itself nor the obstacles. Reif [29] proved that this problem (in three-dimensional Euclidean space) is PSPACE-hard, and Cesati and Wereham [6] adapted Reif's proof and showed that the problem is W[SAT]-hard when parameterized by k and hence unlikely to be FPT.
Lastly, when intermediate states are immaterial, it is less clear which problem is considered to be centered around motion rather than euclidean/graph distances and static constraints-for example, in such scenarios finding a shortest path or a path with specific restrictions in a given graph may be highly relevant to motion planning (see e.g. [17] ), but is not centered around the motion itself in the sense above. In this context, it is noteworthy to mention the comprehensive work in Parameterized Complexity by Demaine, Hajiaghayi and Marx [14] . Roughly speaking, the authors addressed multi-agent problems on graphs where the agents have types, there is an initial position (being a single vertex) for each agent, and a desired configuration that all agents should form (e.g., every agent of type "client" should have an agent of type "facility" nearby). Under some restrictions (e.g., some agents may move only a short distance), the objective is to make the minimum amount of movement so that afterwards the agents will form the desired configuration. Clearly, movement is a central component of this problem, but in a static sensethe intermediate configurations of the agents are immaterial (while moving to form the desired configuration, the agents can be in any configuration that they wish to, such as being placed all together on the same vertex, or being as far apart as possible). Demaine, Hajiaghayi and Marx [14] presented, among other results, a dichotomy that concerns the fixed-parameter tractability of problems of this form parameterized by the number of agents (more precisely, of agents of a certain type) and another parameter related to the desired configuration.
Preliminaries
Graphs. Given a graph G, let V (G) and E(G) denote its vertex set and edge set, respectively. For a path P , let the size and the length of P denote the number of vertices and edges in P , respectively.
Let G be an undirected graph. For a vertex v ∈ V (G), we denote the set of all the vertices
The edge contraction operation for an edge {u, v} ∈ E(G), is the addition of a new vertex w such that N G (w) = N G (u) ∪ N G (v) and the deletion of the edge {u, v} and the vertices u and v from G. For an edge e ∈ E(G), we denote the graph obtained from G by contracting e by G/e. We denote the new vertex that was created by the contraction by v e . The edge subdivision operation for an edge {u, v} ∈ E(G), is the deletion of the edge {u, v} from G and the addition of two new edges {u, w} and {w, v} for a new vertex w. For an undirected graph H, we say that G can be obtained from H by subdividing edges, if G can be derived from H by a sequence of edge subdivision operations. A Hamiltonian cycle in G is a cycle in G that visits every vertex of G exactly once. For other standard notations not explicitly defined here, we refer to the book [15] .
For our negative result on kernelization, we make use of the Hamiltonian Cycle problem on grid graphs, defined as follows.
Given k, , r ∈ N, a (k × )-r-grid is a grid graph G with V (G) = {(x, y)|r ≤ x ≤ r +k −1, r ≤ y ≤ r + − 1}. Given a (k × )-r-grid G, the four corner vertices of G are (r, r), (r, r + − 1), (r + k − 1, r) and (r + k − 1, r + − 1). For any k, ∈ N we denote (k × )-1-grid by k × -grid.
Given a graph G, the objective of the Hamiltonian Cycle problem is to decide whether there exists a Hamiltonian cycle in G. The Hamiltonian Cycle problem is known to be NP-complete even when restricted to grid graphs [27] .
For our result on treewidth, we make use of the treewidth of a graph G, defined as follows.
Definition 2.2 (Treewidth).
A tree decomposition of a graph G is a tree T whose nodes, called bags, are labeled by subsets of vertices of G. For each vertex v the bags containing v must form a nonempty contiguous subtree of T , and for each edge uv at least one bag must contain both u and v. The width of the decomposition is one less than the maximum cardinality of any bag, and the treewidth tw(G) of G is the minimum width of any of its tree decompositions.
Snake Game. Towards the definition of Snake Game, we begin by defining the notion of a configuration in this context.
satisfies the following conditions.
• For every 1 ≤ i ≤ k − 1, we have that {v i , v i+1 } ∈ E(G).
• For every 1 ≤ i < j ≤ k, we have that
Given a configuration conf, let V (conf) denotes the set of its vertices. Intuitively, a (G, k)-configuration (v 1 , v 2 , . . . , v k ) is the sequence of vertices of a simple path on k vertices in G when traversed from one endpoint to the other; the path is termed a snake, and the vertices v 1 and v k are termed the head and tail of the snake, respectively. For the sake of brevity, whenever G and k are clear from the context, we refer to a (G, k)-configuration simply as a configuration.
We proceed to define how a snake is permitted to "move" from one position to another-that is, we define a transition (in one step) from one configuration to another. Definition 2.4 (1-Transition). Let G be an undirected graph, and let k ∈ N. Let conf = (v 1 , v 2 , . . . , v k ) and conf = (v 1 , v 2 , . . . , v k ) be any two configurations. We say that the pair (conf, conf ) is a 1-transition if and only if the following conditions are satisfied.
We naturally extend the definition of a transition in one step to the definition of a transition in steps as follows.
Definition 2.5 ( -Transition). Let G be an undirected graph, and let k, ∈ N. Let conf = (v 1 , v 2 , . . . , v k ) and conf = (v 1 , v 2 , . . . , v k ) be any two configurations. We say that the pair (conf, conf ) is an -transition if there exists a tuple (conf 1 = conf, conf 2 , . . . , conf +1 = conf ) of + 1 configurations such that, for every 1 ≤ i ≤ , the pair (conf i , conf i+1 ) is a 1-transition. In that case, we also say that the tuple (conf 1 = conf, conf 2 , . . . , conf +1 = conf ) is an -transition.
Before we define the Snake Game problem formally, we need one more definition concerning the reachability of one configuration from another, based on the definition of a transition. Definition 2.6 (Reachability). Let G be an undirected graph, and let k ∈ N. Let conf and conf be any two configurations. We say that conf can reach conf (alternatively, conf is reachable from conf) if the pair (conf, conf ) is an -transition for some ∈ N.
We are now ready to give the formal definition of the Snake Game problem. Definition 2.7 (Snake Game). An instance of Snake Game is quadruple SG = G, k, init, fin where G is an undirected graph, k ∈ N, and init and fin are two configurations. We say that SG is a Yes-instance if init can reach fin; otherwise, we say that SG is a No-instance. By solving an instance of Snake Game, we mean that we correctly determine whether it is a Yes-instance or a No-instance.
We now define a new auxiliary graph, the -configuration graph, which will be helpful throughout the paper.
Definition 2.8 ( -Configuration Graph). Let G be an undirected graph, and let k, ∈ N. The -configuration graph is a directed graph with a vertex for every (G, k)-configuration and a directed edge from a vertex conf to another vertex conf if the pair (conf, conf ) is an -transition.
We can also define reachability and feasibility of a "solution" (i.e. witness of a Yes-instance) for an instance of Snake Game via the 1-configuration graph by the following simple observation.
Observation 2.1. Let G be an undirected graph, and let k ∈ N. Let conf and conf be any two configurations. Then conf can reach conf if and only if there exists a path from conf to conf in the 1-configuration graph. In particular, an instance SG = G, k, init, fin of Snake Game is a Yes-instance if and only if there exists a path from init to fin in the 1-configuration graph.
Parameterized Complexity. A problem Π is a parameterized problem if each problem instance of Π is associated with a parameter k. For simplicity, we denote a problem instance of a parameterized problem Π as a pair (I, k) where the second argument is the parameter k associated with I. The main objective of the framework of Parameterized Complexity is to confine the combinatorial explosion in the running time of an algorithm for an NP-hard parameterized problem Π to depend only on k. Formally, we say that Π is fixed-parameter tractable (FPT) if any instance (I, k) of Π is solvable in time f (k) · |I| O(1) , where f is an arbitrary computable function of k. We remark that Parameterized Complexity also provides methods to show that a parameterized problem is unlikely to be FPT. The main technique is the one of parameterized reductions analogous to those employed in Classical Complexity. Here, the concept of W[1]-hardness replaces the one of NP-hardness.
A companion notion to that of fixed-parameter tractability is the one of a polynomial kernel. Formally, a parameterized problem Π is said to admit a polynomial compression if there exists a (not necessarily parameterized) problem Π and a polynomial-time algorithm that given an instance (I, k) of Π, outputs an equivalent instance I of Π (that is, (I, k) is a Yes-instance of Π if and only if I is a Yes-instance of Π ) such that |I | ≤ p(k) where p is some polynomial that depends only on k. In case Π = Π, we further say that Π admits a polynomial kernel. For more information on Parameterized Complexity, we refer the reader to book such as [16, 9, 18] .
Non-Existence of a Polynomial Compression. Our proof of the "unlikely existence" of a polynomial compression (and hence also of a polynomial kernel) for Snake Game, even when restricted to grid graphs, relies on the well-known notion of cross-composition. We present this notion in a form sufficient for our proof. Figure 1 : An example of a 3-transition (conf s , conf e ) where k = 7.
Definition 2.9 (Cross-Composition). A (not parameterized) problem Π cross-composes into a parameterized problem Π if there exists a polynomial-time algorithm, called a cross-composition, that given instances I 1 , I 2 , . . . , I t of Π for some t ∈ N that are of the same size s for some s ∈ N, outputs an instance (I, k) of Π such that the following conditions are satisfied.
• k ≤ p(s) for some polynomial p in s.
• (I, k) is a Yes-instance of Π if and only if at least one of the instances I 1 , I 2 , . . . , I t is a Yes-instance of Π.
Proposition 2.1 ([4, 5]).
Let Π be an NP-hard (not parameterized) problem that cross-composes into a parameterized problem Π . Then, Π does not admit a polynomial compression, unless NP⊆coNP/poly.
FPT Algorithm on General Graphs
In this section, we describe an FPT algorithm for the Snake Game problem, which exploits the notion of a (k − 1)-configuration graph and the method of color-coding in order to sparsify it. We begin by giving two conditions that identify when a pair of configurations is an -transition. These conditions will be useful throughout the section, and are stated in the following lemma.
In this context, it may be helpful to refer to Figure 1 , which shows two configurations conf s and conf e of length 6 where (conf s , conf e ) is a 3-transition.
Lemma 3.1. Let G be an undirected graph, and let k,
is an -transition if and only if the following conditions are satisfied.
• For every
Proof. We prove the statement by induction on .
Base case ( = 1). When = 1, the conditions are as follows:
By the definition of a 1-transition, two configurations form a 1-transition if and only if the above conditions are true, so the lemma is true for = 1.
Inductive hypothesis. Suppose that the lemma is true for = t − 1 ≥ 1.
Inductive step. We need to prove that the lemma is true for = t ≥ 2.
be two configurations such that the pair (conf, conf ) is a t-transition. Then, by Definition 2.5, there exists a tuple of config-
Then, by inductive hypothesis, the following conditions are true:
Also, (conf t , conf ) is a 1-transition so by Definition 2.4, the following conditions are true:
Combining the above conditions for (conf, conf t ) and (conf t , conf ), we get:
• For every t
be two configurations such that the following conditions are satisfied:
•
Let conf = (w 1 , w 2 , . . . , w k ) be a configuration defined as follows:
From Definition 2.3, we know that for every 2 ≤ i ≤ k, v 1 = v i . So, from the definition of conf , we get the following conditions for the pair (conf , conf ):
By Definition 2.4, (conf , conf ) is a 1-transition. Also, by the conditions for (conf, conf ) and the definition of conf , we get the following conditions for the pair (conf, conf ):
By inductive hypothesis, (conf, conf ) is a (t − 1)-transition. Moreover, we already know that (conf , conf ) is a 1-transition. So, by Definition 2.5, we get that (conf, conf ) is a t-transition.
The following corollary about (k − 1)-transitions follows directly from the above lemma. • For every
In turn, the following observation about testing whether a pair of configurations is a (k − 1)-transition follows directly from the above corollary.
Observation 3.1. Let G be an undirected graph and k ∈ N. Let conf and conf be any two configurations. Then, we can test whether (conf, conf ) is a (k − 1)-transition in time O(k 2 ) by checking the conditions given in Corollary 3.1 for every vertex of conf and conf .
Observe that the size of the (k − 1)-configuration graph is potentially huge. We overcome this difficulty by utilizing the technique of color-coding [1] to sparsify the configuration graph. We need the following definitions to describe the technique.
of size at most m, there exists a function f ∈ F that is injective on W .
Definition 3.2 (Permuter).
Let n, t ∈ N and S be a set of size n. An (S, t)-permuter G is a family of functions from S to [t] such that for every ordered set W ⊆ S of size at most t and for any i, j ∈ N such that i ≤ j ≤ t and j − i + 1 = |W |, there exists a function g ∈ G which maps W to the ordered set {i, i + 1, . . . , j}.
An efficient construction for an (S, t)-permuter easily follows from the well-known efficient construction of splitters [24] as follows.
Lemma 3.2. For any n, t ∈ N and a set S of size n, an (S, t)-permuter of size t O(t) log n can be constructed in time t O(t) n log n.
Proof.
We can construct an (S, t)-permuter of size t O(t) log n as follows. Let F 1 be an (n, t, t)-splitter. Let F 2 be the family of all permutation functions from [t] to [t] . Now consider the family of functions F * obtained by composition of
Here, f 2 • f 1 is the composition of the two functions obtained by performing f 1 first and then
It is easy to see that G is our required (S, t)-permuter. We now argue about the size of G and the time taken by the construction. In [24] , Naor et al. gave a construction of F 1 of size e t t O(log t) log n in time e t t O(log t) n log n, and the size of F 2 is exactly t!. Thus the size of G is (e t t O(log t) log n) · t! = t O(t) log n. As it is possible to list the image of a function in linear time in the size of the domain, we can compute G in time t O(t) n log n.
Given three configurations conf, conf and conf , we now define a special ordering, called triplet order, on the vertices of the triplet (conf, conf , conf ). Note that an example is given below the definition. . . , v 1 } be the ordered multi-set defined on the vertices of triplet (conf, conf , conf ). Then, the triplet order of (conf, conf , conf ) is the ordered set obtained from S by first removing the vertices of conf and conf that are common to conf , and then removing the vertices of conf that are common to conf . Figure 2 ). Note that W is an ordered set that contains every distinct vertex of S exactly once.
The following lemma about triplet order will help us to reduce the size of the (k − 1)-configuration graph.
Lemma 3.3. Let G be an undirected graph, and k, , r ∈ N such that , r ≤ k − 1.
is an -transition and (conf , conf ) is an r-transition. Let W be the triplet order of (conf, conf , conf ) and G be a (V (G), 3k − 2)-permuter. Then, there exists a function f ∈ G that satisfies the following conditions (see Figure 2 ):
(ii) All the vertices in W have different images in f .
(iii) If there exists a configuration conf
Proof. We first prove Conditions (i) and (ii). As (conf, conf ) is an -transition, by Lemma 3.1, conf and conf can have at most vertices in common. Similarly, conf and conf can have at most r vertices in common. As , r ≤ k−1, from the definition of triplet order, |W | ≤ +k+r ≤ 3k−2. Also W ⊆ V (G), so by Definition 3.2, there exists a function in G that maps W to an ordered set {i, i + 1, . . . , j} for any i, j ∈ N such that i ≤ j ≤ 3k − 2 and j − i + 1 = |W |. As |W | ≥ k, we can choose i and j such that there exists a function g ∈ G that maps W to {i, i + 1, . . . , k, k + 1, . . . , 2k − 1, . . . , j} where for every 1 ≤ a ≤ k, g(v a ) = 2k − a. It is easy to see that all the vertices in W have different images in g. Thus by taking f = g, Conditions (i) and (ii) are satisfied.
We now prove Condition (iii). Suppose that there exists a configuration conf
for every + 1 ≤ a ≤ k, w a = v a− , and (3) for every r + 1 ≤ a ≤ k, v a = w a−r . We prove that (conf, conf * ) is an -transition. The proof of (conf * , conf ) being an r-transition is similar. By the way of contradiction, assume that (conf, conf * ) is not an -transition. Notice that for every + 1 ≤ a ≤ k, w a = v a− . So, from Lemma 3.1, there must exist a vertex w b such that
We now give the following lemma, about finding a particular labeled path in a vertex labeled graph, which will be helpful throughout the section.
Lemma 3. 4 . Let k, r, t ∈ N. Then, there exists an algorithm that, given an undirected graph G, a labeling function f from V (G) to [t] and any two vertices u and v in V (G), runs in time O(|V (G)| + |E(G)|) and determines whether there exists a (simple) path P = (w 1 = u, w 2 , . . . , w k = v) of length k − 1 between u and v in G such that for every 1 ≤ i ≤ k, f (w i ) = r + k − i, and if the path exists, then it finds such a path. Proof . We first construct a new directed graph G from G as follows. Initialize Let SG = G, k, init, fin be an instance of Snake Game. We now give a procedure (Algorithm 1) to construct a new graph, called a (k − 1)-sparse configuration graph of SG, based on a (V (G), 3k − 2)-permuter and Lemma 3.3. We first give an outline of the procedure.
We initialize C to be a new configuration graph whose vertex set contains init and fin and whose edge set is empty. Then, we construct a (V (G), 3k − 2)-permuter G. For each function g ∈ G, we take every pair of distinct vertices (u, v) of G and check whether there exists a path P between u and v of length k − 1 such that if we traverse the path P from u to v, the ordered set of images of the vertices of P under g is {2k − 1, 2k − 2, . . . , k}. If such a path P exists, which is checked using Lemma 3.4, then we add P as a configuration with u as its head to the vertex set of C . After finishing this for loop, we take every pair of distinct vertices (conf, conf ) of C and add an edge from conf to conf if (conf, conf ) is a (k − 1)-transition, which is checked using Observation 3.1. In the end, we return C and G.
We define the notion of a (k − 1)-sparse configuration graph as follows. We first give the following lemma about the size of a (k − 1)-sparse configuration graph and the running time of Algorithm 1.
Lemma 3.5. Let SG = G, k, init, fin be an instance of Snake Game. Then, Algorithm 1 runs in time k O(k) n 3 log 2 n and returns a (k − 1)-sparse configuration graph of SG with k O(k) n 2 log n vertices and k O(k) n 3 log 2 n arcs.
Algorithm 1: Construction of a (k − 1)-sparse configuration graph.
1 function sparseConfigurationGraph(SG, k); 2 let C be an empty graph;
if there is a (simple) path P = (w 1 = u, w 2 , . .
for every pair of vertices (conf = ( For each function g ∈ G and every pair of distinct vertices of G, the algorithm adds at most one vertex to C . Also for every triplet of distinct vertices of G, the algorithm adds an arc between every two vertices conf and conf of C , such that the head of conf and tail of conf is the same vertex and (conf, conf ) is a (k − 1)-transition. By Corollary 3.1, we know that if the pair (conf, conf ) is a (k − 1)-transition then the head of conf and tail of conf should be the same vertex. As the algorithm performs this check for every triplet of distinct vertices of G, every pair (conf, conf ) ∈ V (C ) × V (C ) that is a (k − 1)-transition is added to C . For every pair of distinct vertices of G, the algorithm adds at most |G| configurations so the number of pairs of vertices of C satisfying the condition given in line 13 is at most |G| 2 . By Lemma 3.2, one can construct a (V (G), t)-permuter of size t O(t) log n in time t O(t) n log n.
By Observation 3.1, for a given pair of configurations (conf, conf ), we can test whether (conf, conf ) is a (k − 1)-transition in time O(k 2 ). Also, by Lemma 3.4, we can find a path P between u and v satisfying the condition given in line 7 of Algorithm 1 in time O(n + m). So, the running time of Algorithm 1 is
Observe that, unlike the (k − 1)-configuration graph, a (k − 1)-sparse configuration graph may not be unique for a snake game SG even if the permuter is fixed. Indeed, given a function of the permuter and a pair of vertices of G, there may be more than one path that satisfies the condition given in line 7 of Algorithm 1 but we only add one of them (chosen arbitrarily) to our (k − 1)-sparse configuration graph.
The following lemma concerns the relationship between the (k − 1)-configuration graph and a (k − 1)-sparse configuration graph. Lemma 3. 6 . Let SG = G, k, init, fin be an instance of Snake Game. Let C be the (k − 1)-configuration graph and C be a (k −1)-sparse configuration graph of SG. Let conf, conf , conf ∈ V (C) such that both (conf, conf ) and (conf , conf ) are (k − 1)-transitions. Then:
(ii) There exists a configuration conf * ∈ V (C ) such that both (conf, conf * ) and (conf * , conf ) are also (k − 1)-transitions.
Proof. We first prove that V (C ) ⊆ V (C). As V (C) is the set of all (G, k)-configurations, it suffices to show that every vertex in V (C ) is a (G, k) 
We now prove Condition (ii).
Let prop be the property of the path P stated in line 7 of Algorithm 1. So, when Algorithm 1 considers g = f, u = v 1 , v = v k , conf satisfies the property prop. As there can be more than one path between v 1 and v k that satisfies the property prop, Algorithm 1 either adds conf or any other path between v 1 and v k satisfying the property prop. If the algorithm adds conf , then conf * = conf and we are done. Otherwise, let conf = (w 1 = v 1 , w 2 , . . . , w k = v k ) be the configuration added by the algorithm. As conf satisfies the property prop, for every 1 ≤ a ≤ k, g(w a ) = 2k − a. Also, observe that w k = v k = v 1 and v k = v 1 = w 1 , so by Condition (iii) of Lemma 3.3, both (conf, conf) and ( conf, conf ) are (k − 1)-transitions. So, we can take conf * = conf and we are done.
We now give the following lemma which relates paths in the (k − 1)-configuration graph and a (k − 1)-sparse configuration graph. Lemma 3.7. Let SG = G, k, init, fin be an instance of Snake Game and t ∈ N. Let C be the (k − 1)-configuration graph and C be a (k − 1)-sparse configuration graph of SG. Let conf s , conf e ∈ V (C). Then, there exists a path P = (conf 1 = conf s , conf 2 , . . . , conf t+1 = conf e ) of length t from conf s to conf e in C if and only if there exists a path P = (conf 1 = conf s , conf 2 , . . . , conf t , conf t+1 = conf e ) of length t from conf s to conf e in C such that conf i ∈ V (C ) for every 2 ≤ i ≤ t.
Proof. We first prove the if part. The if part is straightforward: from Condition (i) of Lemma 3.6, V (C ) ⊆ V (C) and E(C ) ⊆ E(C), so take P = P .
We now prove the only if part. Let P = (conf 1 = conf s , conf 2 , . . . , conf t+1 = conf e ) be a path of length t from conf s to conf e in C. As P is a path in C so, for every 1 ≤ i ≤ t, (conf i , conf i+1 ) is a (k − 1)-transition. Now consider the triplet (conf 1 , conf 2 , conf 3 ). From Condition (ii) of Lemma 3.6, there exists a configuration conf 2 ∈ V (C ) such that both (conf 1 , conf 2 ) and (conf 2 , conf 3 ) are (k − 1)-transitions. Now we construct a new path P * from P by replacing conf 2 with conf 2 . It is easy to see that P * is also a path in C. So, by iteratively taking triplet (conf i , conf i+1 , conf i+2 ) for every 1 ≤ i ≤ (t − 1) and applying this transformation, we get a new path P = (conf 1 = conf s , conf 2 , . . . , conf t+1 = conf e ) of length t in C such that conf i ∈ V (C ) for every 2 ≤ i ≤ t.
By putting conf s = init, conf e = fin in Lemma 3.7, we have the following simple corollary. Corollary 3.2. Let SG = G, k, init, fin be an instance of Snake Game and t ∈ N. Let C be the (k − 1)-configuration graph and C be a (k − 1)-sparse configuration graph of SG. Then, there exists a path of length t from init to fin in C if and only if there exists a path of length t from init to fin in C Given an instance of Snake Game SG = G, k, init, fin , we now show how we use its (k − 1)-configuration graph to solve it. By Observation 2.1, we know that SG is a Yes-instance if and only if there exists a path from init to fin in the 1-configuration graph. It is easy to see that every path of length (k − 1) between two configurations in the 1-configuration graph is compressed to a path of length 1 in the (k − 1)-configuration graph. If the answer to an instance of Snake Game is Yes, then there may or may not exist a path from init to fin in the 1-configuration graph whose length is a multiple of (k − 1). We first consider the case where the length of the path is a multiple of (k − 1) (Section 3.1), and then extend the result for the case where the length of the path is not a multiple of (k − 1) (Section 3.2).
When the Length of the Path is a multiple of (k − 1)
In this subsection, we consider the case where the length of the path from init to fin in the 1-configuration graph is a multiple of (k − 1). We give the following lemma which relates paths in the 1-configuration graph and the (k − 1)-configuration graph whose lengths are multiples of (k − 1). Lemma 3. 8 . Let SG = G, k, init, fin be an instance of Snake Game and t ∈ N. Let C be the (k − 1)-configuration graph of SG. Let conf s and conf e be any two configurations of G. Then, there exists a path of length t(k − 1) from conf s to conf e in the 1-configuration graph if and only if there exists a path of length t from conf s to conf e in C.
Proof. (⇒)
Suppose that there exists a path P = (conf 1 = conf s , . . . , conf k , . . . , conf 2k−1 , . . . , conf t(k−1)+1 = conf e ) of length t(k − 1) from conf s to conf e in the 1-configuration graph. For every i = 1+r(k −1) where 0 ≤ r ≤ (t−1), we replace the subpaths (conf i , conf i+1 , . . . , conf i+k−1 ) of length (k − 1) in P with (conf i , conf i+k−1 ) iteratively to obtain a new path P = (conf 1 = conf s , conf 2 = conf k , conf 3 = conf 2k−1 , . . . , conf t+1 = conf e ). Observe that every pair (conf i , conf i+1 ) in P is a (k − 1)-transition, so P is a path of length t from conf s to conf e in C. (⇐) Suppose that there exists a path P = (conf 1 = conf s , conf 2 , . . . , conf t+1 = conf e ) of length t from conf s to conf e in C. As every arc (conf i , conf i+1 ) in path P is a (k − 1)-transition, we can replace every arc in P with the corresponding path of length (k − 1). By applying this transformation, we get a new path P = (conf 1 = conf s , . . . , conf k = conf 2 , . . . , conf 2k−1 = conf 3 , . . . , conf t(k−1)+1 = conf e ) of length t(k − 1) where every pair (conf i , conf i+1 ) in P is a 1-transition, so P is a path from conf s to conf e in the 1-configuration graph.
By putting conf s = init and conf e = fin in Lemma 3.8, we have the following simple corollary. Corollary 3. 3 . Let SG = G, k, init, fin be an instance of Snake Game and t ∈ N. Let C be the (k − 1)-configuration graph of SG. Then, there exists a path of length t(k − 1) from init to fin in the 1-configuration graph if and only if there exists a path of length t from init to fin in C.
The combination of Corollaries 3.2 and 3.3 gives us the following observation.
Observation 3.2. Let SG = G, k, init, fin be an instance of Snake Game and t ∈ N. Let C be a (k − 1)-sparse configuration graph of SG. Then, there exists a path of length t(k − 1) from init to fin in the 1-configuration graph if and only if there exists a path of length t from init to fin in C .
When the Length of the Path is not a multiple of (k − 1)
We now consider the case where the length of the path from init to fin in the 1-configuration graph is not a multiple of (k − 1). Let r ∈ N such that r < k − 1. Let C be the (k − 1)-configuration graph and C be a (k − 1)-sparse configuration graph of SG. Let P = (conf 1 = init, . . . , conf k , . . . , conf 2k−1 , . . . , conf t(k−1)+(r+1) = fin) be a path from init to fin in the 1-configuration graph. Note that the length of the path P is t(k − 1) + r, which is not a multiple of k − 1. Consider the subpath P = (conf 1 = init, . . . , conf k , . . . , conf 2k−1 , . . . , conf t(k−1)+1 ) of P in the 1-configuration graph. By Lemmas 3.7 and 3.8, there exists a path P = (conf 1 = init, conf 2 , conf 3 , . . . , conf t+1 = conf t(k−1)+1 ) of length t in C such that conf i ∈ V (C ) for every 1 ≤ i ≤ t. Now, consider the path P * = (conf 1 = init, conf 2 , . . . , conf t+1 , conf t+2 = fin) defined on the vertex set V = V (P ) ∪ {fin}. Observe that, in P * , all the vertices except possibly conf t+1 belong to V (C ). For every 1 ≤ i ≤ t, (conf i , conf i+1 ) is a (k − 1)-transition, but possibly conf t+1 / ∈ V (C ), we only know that (conf i , conf i+1 ) ∈ E(C ) for every 1 ≤ i ≤ t − 1. Moreover, (conf t+1 , conf t+2 = fin) is an r-transition so (conf t+1 , fin) / ∈ E(C ). To handle the vertex conf t+1 and edges (conf t , conf t+1 ) and (conf t+1 , conf t+2 = fin), we now give a procedure (Algorithm 2) to construct a new graph called a generalized (k − 1)-sparse configuration graph of SG based on a (k − 1)-sparse configuration graph. We first give an outline of the procedure.
We first initialize C to be a (k − 1)-sparse configuration graph of SG and G to be a corresponding (V (G), 3k − 2)-permuter, returned by Algorithm 1. Then, we initialize a new graph C as C , i.e. all the vertices and edges of C are present in C . In addition to these vertices and edges, for every function g ∈ G and every pair of vertices (u, v) of G, such that v = u and u = f s+1 for some 1 ≤ s ≤ k − 2, we add at most a vertex and an edge as follows. If there exists a path P of length k − 1 between u and v such that ( P , fin) is a s-transition, considering P as a configuration with u as its head and while traversing the path P from u to v, the ordered set of images of the vertices of P under g is {2k − 1, 2k − 1, . . . , k}, then we add P as a configuration with u as its head to V (C ) and the ordered pair ( P , fin) as a directed edge to E(C ). In the end, we return C .
Similarly to the notion of a (k − 1)-sparse configuration graph, we now define the notion of a generalized (k − 1)-sparse configuration graph as follows. We give the following lemma which relates paths in the 1-configuration graph and a generalized (k − 1)-sparse configuration graph whose lengths are not multiples of (k − 1). Lemma 3.9. Let SG = G, k, init, fin be an instance of Snake Game and t, r ∈ N such that r < k − 1. Let C be a generalized (k − 1)-sparse configuration graph of SG. Then, there exists a path of length t(k − 1) + r from init to fin in the 1-configuration graph if and only if there exists a path of length t + 1 from init to fin in C . Proof . Let C be the (k − 1)-configuration graph of SG. Let P = (conf 1 = init, . . . , conf k , . . . , conf 2k−1 , . . . , conf t(k−1)+(r+1) = fin) be a path from init to fin in the 1-configuration graph. From the above discussion, we can get a path P * = (conf 1 = init, conf 2 , . . . , conf t+1 , conf t+2 = fin) defined on the vertex set V = V (P ) ∪ {fin} such that all the vertices except possibly conf t+1 Algorithm 2: Construction of a generalized (k − 1)-sparse configuration graph.
if there is a (simple) path P = (w 1 = u, w 2 , . . . , w k = v) of length k − 1 between u and v in G such that, for every 1 ≤ a ≤ k, g(w a ) = 2k − a and for every 1 ≤ a ≤ k − s, w a = f a+s then 9 add P as a configuration with u as its head to V (C ); belong to V (C ) and all the edges except possibly (conf t , conf t+1 ) and (conf t+1 , conf t+2 = fin) belong to E(C ).
Observe that C is a subgraph of C . So, if we can find a configuration conf
) is an r-transition, and (conf t , conf * ) and (conf * , conf t+2 ) belong to E(C ), then we can replace conf t+1 with conf * in P * to get a path from init to fin in C .
Consider the triplet (conf t , conf t+1 , conf t+2 = fin). Let conf t+1 = (v 1 , v 2 , . . . , v k ) and fin = (f 1 , f 2 , . . . , f k ). Let W be the triplet order of (conf t , conf t+1 , fin) and G be a (V (G), 3k − 2)-permuter. As (conf t , conf t+1 ) is a (k − 1)-transition and (conf t+1 , fin) is an r-transition (r < k − 1), by Condition (i) of Lemma 3.3 , there exists a function h ∈ G that maps W to an ordered set {i, i + 1, . . . , k, k + 1, . . . , 2k − 1, . . . , j} such that 1 ≤ i ≤ j ≤ 3k − 2, j − i + 1 = |W | and for every 1 ≤ a ≤ k, h(v a ) = 2k − a. Also, as (conf t+1 , fin) is an r-transition (r < k − 1), by Lemma 3.1, v 1 = f r+1 . Let prop be the property of the path P stated in line 8 of Algorithm 2. So, when Algorithm 2 considers g = h, u = v 1 and v = v k , conf t+1 satisfies the property prop for s = r. But there can be more than one path between v 1 and v k that satisfy the property prop, so Algorithm 2 either adds conf t+1 or any other path between v 1 and v k satisfying the property prop. If the algorithm adds conf t+1 , then conf * = conf t+1 and we are done.
Otherwise, let conf = (w 1 = v 1 , w 2 , . . . , w k = v k ) be the configuration added by the algorithm. As conf satisfies the property prop for s = r so for every 1 ≤ a ≤ k, g(w a ) = 2k − a and for every 1 ≤ a ≤ k − r, w a = f a+r . Additionally, observe that w k = v k = v 1 , by Condition (iii) of Lemma 3.3, (conf, conf) is a (k − 1)-transition and ( conf, conf ) is an r-transition. So, we can take (conf * = conf) and we are done.
As C is a subgraph of C , combining Observation 3.2 and Lemma 3.9 results in the following theorem.
Theorem 3.1. Let SG = G, k, init, fin be an instance of Snake Game and t, r ∈ N such that r ≤ k − 1. Then, there exists a path of length t(k − 1) + r from init to fin in the 1-configuration graph if and only if there exists a path of length t + 1 from init to fin in any generalized (k − 1)-sparse configuration graph.
We now give the following lemma about the size of a generalized (k − 1)-sparse configuration graph and the running time of Algorithm 2.
Lemma 3. 10 . Let SG = G, k, init, fin be an instance of Snake Game. Then, Algorithm 2 runs in time k O(k) n 3 log 2 n and returns a generalized (k − 1)-sparse configuration graph of SG with k O(k) n 2 log n vertices and k O(k) n 3 log 2 n arcs.
Proof. Let |V (G)| = n, |E(G)| = m, C be a (k − 1)-sparse configuration graph and G be a (V (G), 3k − 2)-permuter constructed by Algorithm 1. From Corollary 5.1, we implicitly assume that m = k O(1) n. Let C be a generalized (k − 1)-sparse configuration graph. In addition to the vertices of C , Algorithm 2 adds at most a vertex and an edge to C for each function g ∈ G and every pair of distinct vertices in G. From Lemma 3.5, we know that |V (C )| = k O(k) n 2 log n and
2 n. Also, again by Lemma 3.4, we can find a path P between u and v satisfying the the condition given in line 8 of Algorithm 2 in time O(n + m). So, the running time of Algorithm 2 is
Thus, from Theorem 3.1 and Lemma 3.10, we derive the following theorem.
Theorem 3.2.
There exists an algorithm that, given an instance of Snake Game
Moreover, it finds the shortest path from init to fin if one exists.
Non-Existence of a Polynomial Kernel on Grid Graphs
In this section, we prove that the Snake Game problem is unlikely to admit a polynomial kernel even on grid graphs. Our proof is based on the exhibition of a cross-composition (see Definition 2.9). We remind that our cross-composition is inspired by the proof of NP-hardness of Snake Game on grid graphs by Biasi and Ophelders [3] . As the source problem Π for the cross-composition, we select the Hamiltonian Cycle problem on grid graphs, and the target problem is Snake Game on grid graphs. In what follows, we first present the reduction that serves as the cross-composition (Section 4.1), and then prove its correctness (Section 4.2).
Construction of the Reduction Function
We refer to our reduction function as HamToSna. Its input consists of t instances I 1 , I 2 , . . . , I t of the Hamiltonian Cycle problem on grid graphs where t ∈ N, and its output is a single instance of the Snake Game problem on grid graphs. Each instance I i is a grid graph G i with n vertices, which we can assume without loss of generality to be connected else the instance is trivially a No-instance. We need the following definition for describing the reduction function.
For the construction of HamToSna, we would like to "separate" the t input grid graphs in the sense that we would like to identify specific "squares" in the output grid graph where the input grid graphs will be embedded. The notion of a boundary square of a grid graph (defined below) will serve this purpose. As intuition for its definition and the next observation, note that any connected grid graph G can be thought of as an induced subgraph of a (|V (G)| × |V (G)|)-0-grid. We will denote the four corner vertices of this (|V (G)| × |V (G)|)-0-grid by (r min , c min ), (r min , c max ), (r max , c min ) and (r max , c max ). Accordingly, we will say that G is "bounded" by (r min , r max , c min , c max ). We would like this boundary to be unique, to which end we have Conditions 1, 2 and 3 as follows. A boundary square of a connected grid graph G is a quadruple (r min , r max , c min , c max ) where r min , r max , c min , c max ∈ N 0 , such that the following conditions are satisfied. 1 . r min = min{r ∈ N 0 | there exists c ∈ N 0 such that (r, c) ∈ V (G)}.
2. c min = min{c ∈ N 0 | there exists r ∈ N 0 such that (r, c) ∈ V (G)}.
Observation 4.1. Let G be a connected grid graph. Then, there exists a quadruple (r min , r max , c min , c max ) ∈ N 4 0 such that (r min , r max , c min , c max ) is a boundary square of G, and it is unique.
The HamToSna Reduction Function: Preprocessing. Let G 1 , G 2 , . . . , G t be the t instances of Hamiltonian Cycle on grid graphs. From Observation 4.1, we know that there exists a boundary square of
be the boundary square of G i . Then, we modify G i as follows. For every vertex (a, b) ∈ V (G i ), we replace it by the vertex (a − r i min + (n + 1), b − c i min + i(n + 1)). Intuitively, this operation simply means that we "shift" the entire grid graph G i in parallel to the axes. It is easy to see that the new boundary square (r i min , r i max , c i min , c i max ) ∈ N 4 0 of G i satisfies the following conditions.
• r i min = n + 1.
• c i min = i(n + 1).
In addition, because (r i min , r i max , c i min , c i max ) is the boundary square of G i , Condition 1 in Definition 4.1 implies that there exists a vertex (a, b) ∈ V (G i ) such that a = r i min . As there can be more than one such vertex, for every 1 ≤ i ≤ t, we arbitrarily choose one such vertex in V (G i ) and denote it by (r i min , c i ).
The HamToSna Reduction Function: Construction After executing the above preprocessing step, we define HamToSna(G 1 , G 2 , . . . , G t ) = G, n, init, fin as follows. (See Figure 3. 1. V (G) = V InitFinConfs ∪ V Connectors ∪ V Instances , where
The following observation about the reduction function HamToSna follows directly from its definition. 
The Correctness of Construction
To prove the correctness of our reduction, we need to show that the configuration init can reach the configuration fin if and only if there exists a Yes-instance among the t instances of Hamiltonian Cycle. Towards this, we begin by showing that in order to reach the configuration fin, the configuration init must first reach a configuration where the head of the snake is at one of the vertices of one of the t instances of Hamiltonian Cycle, that is, at
Clearly, the snake must repeatedly make a move (i.e. a 1-transition) until it has not reached fin, and as long as it has also not reached a vertex in t i=1 V (G i ), the choice of this move is very limited. Indeed, to see this, note that the graph we have constructed has no cycle that involves vertices that do not belong to
Thus, starting at init and making one move at a time, the snake will never be able to "turn around" to reach fin unless it traverses a cycle in a graph G i .
To formalize this, we define the notion of the head's neighbor set. Roughly speaking, this set consists of the vertices to which the snake (in a given configuration) can move its head, thereby describing all possible 1-transitions of the configuration. Definition 4.2 (Head's Neighbor Set). Let G, k, init, fin be an instance of Snake Game.
The following observation follows directly from Definition 4.2.
u is a configuration. Moreover, u∈N h (conf) {conf u } is the set of all the configurations conf such that (conf, conf ) is a 1-transition. Now, we further observe that if the initial and final configurations are not equal, the final configuration is reachable from the initial configuration if and only if the final configuration is reachable from at least one of the configurations where the head of the snake moves to one of the vertices in the head's neighbor set.
Boundary Square of Boundary Square of Boundary Square of Figure 4 : The configurations init, fin, init i and init i for 1 ≤ i ≤ t (specifically, init 2 and init t are shown). 
Proof. (⇒) Suppose that G, k, init, fin is a Yes-instance. Then, by Definitions 2.6 and 2.7, the pair (init, fin) is an -transition for some ∈ N. Moreover, by Definition 2.5, there exists a tuple (conf 1 = init, conf 2 , . . . , conf = fin) such that, for every 1 ≤ i ≤ , the pair (conf i , conf i+1 ) is a 1-transition. As init = fin, we know that > 1. Moreover, as (init, conf 2 ) is a 1-transition, by Observation 4.3, there exists u ∈ N h (init) such that init u = conf 2 . So, we get that (conf 2 = init u , . . . , conf = fin) is an − 1-transition. Thus, by Definitions 2.6 and 2.7, G, k, init u , fin is a Yes-instance.
(⇐) Suppose that G, k, init u , fin is a Yes-instance for some u ∈ N h (init). Then, by Definitions 2.6 and 2.7, the pair (init u , fin) is an -transition for some ∈ N. Moreover, by Definition 2.5, there exists a tuple (conf 1 = init u , conf 2 , . . . , conf = fin) such that, for every 1 ≤ i ≤ , the pair (conf i , conf i+1 ) is a 1-transition. As (init, init u ) is a 1-transition, we get that (init, conf 1 , conf 2 , . . . , conf ) is an +1-transition. Thus, by Definitions 2.6 and 2.7, G, k, init, fin is a Yes-instance.
We proceed as follows. For every 1 ≤ i ≤ t, let init i denote the configuration whose head is (r i min , c i ) and the rest of its vertices does not belong to V (G i ). (See Figure 4) . Then, we show that G, k, init, fin is a Yes-instance if and only if at least one of the instances G, k, init i , fin is a Yes-instance.
Lemma 4.1. Let G 1 , G 2 , . . . , G t be t instances of Hamiltonian Cycle on grid graphs. Let HamToSna (G 1 , G 2 , . . . , G t ) = G, n, init, fin , and Figure 4) . Then, G, n, init, fin is a Yes-instance if and only if there exists a Yes-instance in { G, n, init i , fin | 1 ≤ i ≤ t}.
Refer to Figure 4 . Recall that init = ((n − 1, n − 1), (n − 1, n − 2), (n − 1, n − 3), . . . , (n − 1, 0)), and notice that N h (init) = {(n − 1, n)}. So, by Observation 4.4, we know that G, n, init, fin is a Yes-instance if and only if G, n, ((n − 1, n), (n − 1, n − 1), (n − 1, n − 2), . . . , (n − 1, 1)), fin is a Yes-instance. By iteratively repeating this step c 1 − n additional times, we derive that G, n, init, fin is a Yes-instance if and only if G, n, init 1 , fin is a Yes-instance. Now, for any 1 ≤ i ≤ t−1, note that N h (init i ) = {(n, c i ), (n−1, c i +1)} and N h (((n, c i ), (n− 1, c i ), . . . , (n−1, c i −(n−2)))) = {(n+1, c i )}. So, by Observation 4.4, we know that G, n, init i , fin is a Yes-instance if and only if at least one of the instances G, n, init i , fin and G, n, ((n − 1, c i +  1), (n − 1, c i ) , . . . , (n − 1, c i − (n − 2))), fin } is a Yes-instance. Furthermore, repeating the argument of the first paragraph for ((n − 1, c i + 1), (n − 1, c i ) , . . . , (n − 1, c i − (n − 2))), we obtain that G, n, ((n − 1, c i + 1), (n − 1, c i ) , . . . , (n − 1, c i − (n − 2))), fin is a Yes-instance if and only if G, n, init i+1 , fin is a Yes-instance.
Putting the two claims above together, we derive that G, n, init, fin is a Yes-instance if and only if there exists a Yes-instance in { G, n, N h (((n, c t ), (n − 1, c t ) , . . . , (n − 1, c t − (n − 2)))) = {(n + 1, c t )}, by Observation 4.4, we know that G, n, init t , fin is a Yes-instance if and only if G, n, init t , fin is a Yes-instance. In turn, this completes the proof.
Up until now, we have shown that the snake must reach one of the graphs corresponding to the t instances of Hamiltonian Cycle in order to reach fin. Next, we show that once the snake reaches one of these instances, it can reach fin if and only if that instance is a Yes-instance of Hamiltonian Cycle. For the sake of clarity, we split the proof into two lemmas as follows.
Lemma 4.2. If G i is a Yes-instance of the Hamiltonian Cycle problem for some 1 ≤ i ≤ t, then G, n, init i , fin is a Yes-instance of Snake Game.
Proof.
Assume that G i is a Yes-instance of the Hamiltonian Cycle problem for some 1 ≤ i ≤ t. Let V (G i ) = {a 1 , a 2 , . . . , a n } where a 1 = (n + 1, c i ). So, there exists a simple cycle
By iteratively repeating the above transformation n−1 additional times, we get that the pair (init i = (a 1 , (n, c i ), . . . (n−1, c i −(n−3))), (a 1 , a n , . . . a 2 )) is an n-transition. So, by Definition 2.6, we know that init i can reach (a 1 , a n , . . . a 2 ). Moreover, by Observation 4.4 (as in the proof of Lemma 4.1), it is easily seen that (a 1 , a n , . . . a 2 ) can reach fin. Combining these two statements together, we get that init i can reach fin. By Definition 2.7, we thus conclude that G, n, init i , fin is a Yes-instance of the Snake Game problem. Now, we show that the opposite direction of Lemma 4.2 is also true. Intuitively, if the snake is located at init i , then it must traverse a Hamiltonian cycle in G i in order to "exit" G i and reach fin-in particular, the Hamiltonicity condition has to be satisfied otherwise the snake will intersect itself while trying to "exit" G i .
Lemma 4.3. If G, n, init i , fin is a Yes-instance of Snake Game for some 1 ≤ i ≤ t, then G i is a Yes-instance of the Hamiltonian Cycle problem. Proof . Assume that G, n, init i , fin is a Yes-instance of the Snake Game problem for some 1 ≤ i ≤ t. By Definitions 2.6 and 2.7, the pair (init i , fin) is an -transition for some ∈ N. Moreover, by Definition 2.5, there exists a tuple T = (conf 1 = init i , conf 2 , . . . , conf +1 = fin) such that, for every 1 ≤ i ≤ , the pair (conf i , conf i+1 ) is a 1-transition. For every 1 ≤ j ≤ + 1,
First, we show that + 1 > n. By way of contradiction, suppose that + 1 ≤ n. Note that |V (init i )| = |V (fin)| = n. As (init i , fin) is an -transition for some ≤ n − 1, by Lemma 3.1,
, which in turn gives us that = n−1. So, by Corollary 3.1, head of the configuration init i should be same as the tail of the configuration fin, which is a contradiction. Thus, we get that + 1 > n, hence it is well defined to consider the first n + 1 configurations of the tuple T .
Let a = (n + 1, c i ). Observe that v 1 1 = a ∈ V (G i ). Furthermore, observe that HamToSna constructs G in a way that a is the only vertex in V (G i ) that is connected to vertices not in
By repeating the same argument for the first n configurations of the tuple T , we get that for every 1 ≤ k < j ≤ n, v
and for every 1 ≤ j < n, {v
Moreover, from tuple T , we know that fin is reachable from conf n . As a is the only vertex in V (G i ) that is connected to vertices not in V (G i ) and by the definition of 1-transition, we get that v n+1 1 = a. This implies that {a, v 1 n } ∈ E(G i ). Therefore, we get that a = v n 1 − . . . , v n n − a is a Hamiltonian cycle in G i . We thus conclude that G i is a Yes-instance of the Hamiltonian Cycle problem.
We now combine Lemmas 4.2 and 4.3 to conclude the correctness of the construction. Let i be such that G i is a Yes-instance of Hamiltonian Cycle. From Lemma 4.2, we get that G, n, init i , fin is a Yes-instance of Snake Game. Therefore, at least one instance in { G, n, init i , fin | 1 ≤ i ≤ t} is a Yes-instance. So, from Lemma 4.1, we get that HamToSna (G 1 , G 2 , . . . , G t ) = G, n, init, fin is a Yes-instance of Snake Game.
(⇐) Assume that HamToSna(G 1 , G 2 , . . . , G t ) = G, n, init, fin is a Yes-instance of Snake Game. Then, from Lemma 4.1, we get that at least one instance in { G, n, init i , fin | 1 ≤ i ≤ t} is a Yes-instance. Let i be such that G, n, init i , fin is a Yes-instance. In turn, from Lemma 4.3, we get that G i is a Yes-instance of Hamiltonian Cycle. So, at least one of G 1 , G 2 , . . . , G t is a Yes-instance of Hamiltonian Cycle.
Conclusion of the Proof
Up until now, we have proved the correctness of our reduction. Now, we are ready to prove the result of the (unlikely) existence of a polynomial kernel (or even compression) for Snake Game on grid graphs. Proof. By Lemma 4.5, Hamiltonian Cycle on grid graphs cross-composes into Snake Game on grid graphs. As Hamiltonian Cycle on grid graphs is an NP-hard problem [27] , Proposition 2.1 implies that Snake Game on grid graphs does not admit a polynomial compression unless NP⊆coNP/poly.
Treewidth Reduction on General Graphs
In this section, we prove that given an instance of Snake Game, we can get an equivalent instance of Snake Game where the treewidth of the graph is bounded by a polynomial in the size of the snake. Our proof is based on a theorem that, for a given undirected graph G and k ∈ N, asserts the following statement. We can, in time O(|V (G)| + |E(G)|), either find a specific "pattern" in the graph called a wall, or determine that G has treewidth k O(1) . Given an instance G, k, init, fin of Snake Game, we show how we use that pattern in G in order to decrease the number of vertices in G, yet retain an equivalent instance of Snake Game. Specifically, we utilize rerouting arguments to find a so called irrelevant edge (with respect to contraction), inspired by the classic work of Robertson and Seymour [31] . Because either way we obtain an exploitable structure (a wall or small treewidth), this method is known as "win/win approach" [9] . By applying this method repeatedly, we derive in polynomial time an equivalent instance of Snake Game, G , k, init, fin , such that G has treewidth k O(1) .
First, we present the formal definition of the specific pattern we are looking for (see Figure  5) .
The elementary r-wall is the graph obtained from G r by deleting all edges {(2i − 1, 2j − 1), (2i, 2j − 1)} for i ∈ {1, 2, . . . , r/2 } and j ∈ {1, 2, . . . , r} and all edges {(2i, 2j), (2i + 1, 2j)} for i ∈ {1, 2, . . . , (r−1)/2 } and j ∈ {1, 2, . . . , r} , and then deleting the two resulting vertices of degree 1.
Definition 5.2 (r-Wall). Let r ∈ N. A graph G is an r-wall if it can be obtained from an elementary r-wall by subdividing edges.
We would like to exploit the notion of an r-wall to present our reduction. To this end, we say that a graph G contains an r-wall if there exists a subgraph H of G such that H is an r-wall. Now, we aim to show that, given an instance G, k, init, fin of Snake Game where G contains √ k-wall, we can efficiently decrease the number of vertices in G and still retain an equivalent instance of Snake Game. In particular, we consider a 3 √ k-wall because of its following special property. For any two vertices s and t in a 3 √ k-wall H, there exists a simple path (or simple cycle if s = t) in H that starts with s and ends with t whose size is at least k. Moreover, as it follows from the next observation, this property is preserved even if we contract any edge in H.
Observation 5. 1 . Let H be a 3 √ k-wall. Let e = {u, v} ∈ E(H). Then, for every pair of vertices s, t ∈ V (H/e), there exists a (simple) path P (or cycle if s = t) in H/e between s and t such that the size of P is at least k.
Next, we consider the case where we have two configurations conf 1 and conf 2 , and a (simple) path of size at least k between the head of conf 1 and the tail of conf 2 . In addition, we suppose that the path does not "intersect" conf 1 and conf 2 besides at these two vertices. We prove (in Lemma 5.1) that, in this case, conf 2 must be reachable from conf 1 . Intuitively, the snake can move from conf 1 through the path and thereby it can reach conf 2 . To this end, we start with a simple observation. In this observation, we consider the case where we have a configuration conf 1 and a (simple) path P of size at least k that starts at the head of conf 1 , ends at a vertex t, and the remainder of P and conf 1 do not intersect. Informally, our observation states that in this case, by making the snake traverse P , we get that conf 1 can reach some configuration conf 2 where t is the head, and the rest of the vertices of the snake is located on P . Moreover, if P is of size exactly k, then it corresponds to a configuration that is reachable from conf 1 . Notice that in this case, the path is reachable from conf 1 in a "reversed" order of vertices, as the first vertex of the path "becomes" the tail of the snake when the snake traverses the path.
Observation 5.2. Let G, k, init, fin be an instance of Snake Game. Let conf 1 = (u 1 , . . . , u k ) be a configuration. Let P = (v 1 , . . . , v ) be a simple path or cycle in G of size at least k, such that u 1 = v 1 , and for all 2 ≤ i ≤ k and 2 ≤ j ≤ , u i = v j . Then, there exists a configuration conf 2 = (u 1 , . . . , u k ) such that u 1 = v , for all 1 ≤ i ≤ k, u i ∈ V (P ), and conf 1 can reach conf 2 .
In addition, if P is a path of size k, then conf = (v , . . . , v 1 ) is a configuration reachable from conf 1 . Now, we use Observation 5.2 to prove the following lemma.
Lemma 5.1. Let G, k, init, fin be an instance of Snake Game. Let conf 1 = (u 1 , . . . , u k ) and conf 2 = (a 1 , . . . , a k ) be two configurations. Let P = (v 1 , . . . , v ) be a simple path or cycle in G of size at least k such that the following conditions hold (see Figure 6 ).
• v 1 = u 1 and v = a k .
• For every 2 ≤ i ≤ k and 2 ≤ j ≤ , u i = v j .
• For every 1 ≤ i ≤ k − 1 and 1 ≤ j ≤ − 1, a i = v j .
Then, conf 1 can reach conf 2 .
Proof. Notice that conf 1 = (u 1 , . . . , u k ) and P = (v 1 , . . . , v ) satisfy the conditions of Observation 5.2. Therefore, by this observation, there exists a configuration conf 2 = (u 1 , . . . , u k ) such that the following conditions are satisfied:
• u 1 = v .
• For every 1 ≤ i ≤ k, u i ∈ V (P ).
• conf 1 can reach conf 2 . Now, note that conf 2 = (a 1 , . . . , a k ) corresponds to a simple path in G, which can be denoted by P = (a 1 = a k , . . . , a k = a 1 ) . In particular, the following conditions are satisfied:
• a 1 = u 1 .
• For every 2 ≤ i ≤ k and 2 ≤ j ≤ k, u i = a j .
• P is a simple path in G of size k.
Therefore, by Observation 5.2, conf 2 can reach conf 2 . In turn, we conclude that conf 1 can reach conf 2 . Now, given an instance G, k, init, fin of Snake Game, we aim to show that if G contains a 3 √ k-wall H that intersects neither init nor fin, then for any e ∈ E(H), G/e, k, init, fin is an instance equivalent to G, k, init, fin . The next lemma states the "harder" direction of this claim. Intuitively, if G, k, init, fin is a Yes-instance, then there exists an -transition from init to fin for some ∈ N. So, we can consider the first and last configurations that intersect V (H) (if such configurations exist), say conf 1 and conf 2 . Because conf 1 is the first configuration that intersects V (H), we show (in the proof of the next lemma) that the head of the snake in conf 1 is a vertex from V (H), and the rest of the vertices of the snake do not intersect V (H). Similarly, we show that the tail of the snake in conf 2 is a vertex from V (H), and the rest of the vertices of the snake do not intersect V (H). By Observation 5.1, we get that there is a path in H of size at least k between the head of conf 1 and the tail of conf 2 . By traversing this path from conf 1 , we show that snake can reach conf 2 . Therefore, we get that (in G/e, k, init, fin ) init can reach conf 1 , conf 1 can reach conf 2 , and conf 2 can reach fin. So, in turn we conclude that G/e, k, init, fin is a Yes-instance.
Lemma 5.2. Let G, k, init, fin be an instance of Snake Game, where G contains a 3 √ k-wall H having vertices from neither init nor fin. Let e = {u, v} ∈ E(H). If G, k, init, fin is a Yes-instance, then G/e, k, init, fin is a Yes-instance. Proof . Suppose that G, k, init, fin is a Yes-instance. Then, there exists an -transition T = (conf 1 , . . . , conf +1 ) such that conf 1 = init and conf +1 = fin.
First, assume that for every 1 ≤ i ≤ + 1, conf i does not contain any vertices from V (H). Then, (conf 1 , . . . , conf +1 ) is also an -transition in G/e, k, init, fin , so it is a Yes-instance. Now, assume that there exists 1 ≤ i ≤ +1 such that conf i contains at least one vertex from V (H). Let i and j be such that conf i is the first configuration and conf j is the last configuration in T that contains a vertex from V (H). Notice that 1 < i ≤ j < +1 because we assumed that H contains vertices from neither init nor fin. Denote conf i = (a 1 , . . . , a k ), and observe that a 1 ∈ V (H) and for every 2 ≤ m ≤ k, a m / ∈ V (H) (otherwise conf i would not be the first configuration to contain a vertex from H, a contradiction). Similarly, denote conf j = (b 1 , . . . , b k ), and observe that b k ∈ V (H) and for every 1 ≤ m ≤ k − 1, b m / ∈ V (H). for a larger r, such that whenever G contains an r-wall, it also contains such H. From the next observation, a 7k-wall is large enough.
Observation 5. 3 . Let G, k, init, fin be an instance of Snake Game. If G contains a 7k-wall, then it contains a 3 √ k-wall H such that H does not have any vertices from init or fin. Moreover, given a 7k-wall, such a 3 √ k-wall H can be found in time polynomial in k.
Proof. Let H be a 7k-wall in G. Notice that H contains more than 2k 3 √ k-walls that have no vertices in common (see Figure 7) , and 2k + 1 such 3 √ k-walls can be found in polynomial time. Since |V (init) ∪ V (fin)| ≤ 2k, by the pigeonhole principle, we get that H , and so does G, contains a 3 √ k-wall H such that H does not have any vertices from init or fin. In order to find such a 3 √ k-wall, we simply examine iterate over our 2k + 1 different 3 √ k-walls until the desired one is found. Therefore, a 3 √ k-wall H such that H does not have any vertices from init or fin exists and can be found in time polynomial in k.
The Algorithm for Reduction of Treewidth
Now, we are ready to present our algorithm for reduction of treewidth, which we call TrRedAlg. The input of TrRedAlg is an instance G, k, init, fin of Snake Game and its output should be an equivalent instance G , k, init, fin where the treewidth of G is k O(1) . Towards that, TrRedAlg performs at most |V (G)| iterations that can each be executed in time polynomial in |V (G)|. At each iteration, the algorithm either returns an instance G , k, init, fin equivalent to G, k, init, fin such that |V (G )| = |V (G)| − 1, or reports that G has treewidth k O(1) . First, we present the procedure executed for each iteration, called TrRedAlgIter (see Algorithm 3). For the execution of TrRedAlgIter, we use as "black box" a known algorithm (Chekuri and Chuzhoy, 2016 [7] ) that (in polynomial time) either finds an r-wall in a graph, or reports that its treewidth is k O(1) (see Proposition 5.1).
Proposition 5. 1 . There exists an algorithm that, given a graph G and a nonnegative integer t, either finds a t-wall H in G, or reports that G has treewidth t O(1) . Moreover, that algorithm runs in time O(|V (G)| + |E(G)|).
Now, we aim to show that TrRedAlgIter is correct. That is, given an instance G, k, init, fin of Snake Game, if TrRedAlgIter reports that G has treewidth k O(1) , then we need to show that this is the case; otherwise, TrRedAlgIter returns an instance of Snake Game, and we need to show that this instance is equivalent to G, k, init, fin . than only move within it. Lastly, we also suggest to consider the study of the parameterized complexity of motion planning problems in geometric settings in 3D-while graphs provide a useful abstraction, some problems may require a more accurate representation of the robots and physical environment.
