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This is the ﬁrst study to demonstrate the selectivity of learning for contrast polarity. The ﬁnding is the main result of an investigation
into the existence of central and peripheral vision mechanisms selective for contrast polarity within the texture-segregation process, using
the perceptual learning paradigm in a detection task. Energy models (Malik & Perona, 1990) exclude segregation of textures composed of
elements of odd-symmetric luminance proﬁle by contrast polarity diﬀerences. Here the target was a Gabor patch (0.8 deg) of 1 cyc/deg in
sine phase (odd-symmetry) embedded in a background of mirror-image elements. Our results showed that, in fovea, segregation on the
basis of contrast polarity was above threshold from the ﬁrst session. After learning, the target popped-out in both central and peripheral
vision for durations over 10 ms. Our major result is that learning is selective for contrast polarity; it is also selective for orientation and
position, all characteristics distinctive of early processing. Since the learning eﬀects were obtained with texture composed of odd-sym-
metric mirror-image elements, they indicate that the output from odd-symmetric ﬁlters was not excluded or inhibited in texture segmen-
tation, but instead played an active role. Our data support models of texture segmentation, in which detection of texture gradient is
achieved on the basis of early cortical process, before the non-linear transformation of their output.
 2006 Elsevier Ltd. All rights reserved.
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The most popular models of texture segregation (Malik
& Perona, 1990; Rubenstein & Sagi, 1990; Sagi, 1990)
assume that texture boundary extraction occurs at a
high-level of processing where the system is insensitive to
phase or contrast polarity. According to these models,
the visual information is processed, at a ﬁrst stage, by ﬁlters
that perform a linear analysis. The output of these ﬁlters is
subsequently transformed into energy via an appropriate
non-linear operation. After this transformation, the phase
information is lost. Texture boundaries are extracted, after
a second, large-scale ﬁltering process, into a pooled map
(Sagi, 1990) where the information of individual character-
istics is lost.0042-6989/$ - see front matter  2006 Elsevier Ltd. All rights reserved.
doi:10.1016/j.visres.2006.05.002
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E-mail address: alba.grieco@unipd.it (A. Grieco).Several ﬁndings support the energy model. For example,
there is the evidence that pre-attentive texture segregation
cannot result from phase diﬀerences. This was demonstrat-
ed by Julesz (1981), who found that, in central vision, tex-
tures composed of elements with the same power spectra
but diﬀerent phase spectra were discriminated only by local
scrutiny. Other results, such as those of Rentschler and
Treutwien (1985), showed that extrafoveal vision could
not distinguish sequentially presented isolated mirror-im-
age gratings. Since mirror-image stimuli have the same
power spectra but with a diﬀerence of 180 deg in their
phase spectra, the result indicates that phase modulation
that leaves local contrast magnitudes unaltered pass unno-
ticed in extrafoveal vision.
The visual system capability of ﬁgure-ground segrega-
tion on the basis of contrast polarity was also studied,
using Gabor patches. Rentschler, Hubner, and Caelli
(1988) found that texture sub-regions deﬁned by mirror-im-
age Gabor patches were not distinguishable in central
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in isolation were easily discriminated, these results could
not be due to inabilities of central vision to encode phase
per se. Rather, this ﬁnding indicates that in central vision
there is a sensitivity to ‘‘local phase diﬀerence’’ in isolated
elements, whereas the processes underlying texture segrega-
tion were insensitive to diﬀerences in ‘‘pure’’ phase, as for
texture made up of mirror-image elements. Indeed, such
blindness does not exist for textures composed of either
non-mirror-image Gabor elements (Rentschler et al.,
1988) or non-mirror-image gratings (Rentschler & Treutw-
ien, 1985).
In the light of these results, it appears that fovea and
periphery diﬀer in the capability of coding phase. In
peripheral vision, the visual system seems incapable of cod-
ing phase per se. In the fovea, phase-sensitive (for isolated
elements) and phase-insensitive processes (for those
involved in texture segregation) are available. Rentschler
and Treutwien (1985) proposed that phase-sensitivity
occurs by combining the output of spatial ﬁlters tuned to
symmetric (even-symmetric) and asymmetric (odd-symmet-
ric) luminance proﬁle in the image (two symmetry classes).
In both foveal and peripheral vision, texture segmentation
is not possible on the basis of phase diﬀerence: this suggests
that, in texture segmentation, the combination of ﬁlter out-
puts does not occur. Instead, texture segmentation can
occur on the basis of a phase-insensitive mechanism, which
registers contrast variability but ignores phase information.
This interpretation led us to suggest that for all eccen-
tricities, texture segmentation uses only ﬁlters with one
symmetry class of receptive ﬁelds. This was proposed by
Rentschler and Treutwien (1985) and Rentschler et al.
(1988), and also conﬁrmed by the ﬁnding (Caelli, Hubner,
& Rentchler, 1986) that discrimination of textures made up
of mirror-image elements was absent only for odd-symmet-
ric luminance proﬁle. If the elements had even-symmetric
luminance proﬁle, the texture was easily discriminated.
These results led to the conclusion that odd-symmetric ﬁl-
ters do not participate actively in texture segregation pro-
cesses, or that their output is strongly inhibited, or that
they are coding the phase in random mode (Rentschler &
Treutwien, 1985).
Despite this wide evidence that human observers have
low capability for discriminating phase diﬀerences (see also
Badcock, 1983; Burr, 1979; Graham & Nachmias, 1971;
Nachmias & Weber, 1975 etc.), studies on perceptual inte-
gration suggest that the visual system is not completely
insensitive to phase diﬀerences. Field, Hayes, and Hess
(2000) provided evidence that the processing underlying
integration of contour fragments is, to some degree, phase
selective. Alternating the phase of the elements along the
path by 180 deg produces a signiﬁcant reduction in ability
to detect the path, although performance remains above
chance. Gilchrist, Humphreys, Riddoch, and Neumann,
1997, using a visual-search paradigm, found that grouping
of circles with same contrast polarity is performed by pre-
attentive process, but if the contrast polarity varied withinthe elements to be grouped, then the visual search is serial.
More recently, Roncato and Casco (2003) found that sub-
jects perceive an alignment between the horizontal edges of
same contrast polarity, even though they are non-collinear.
Morrone, Burr, and Spinelli, (1989) found that, for stimuli
composed of 256 harmonics, sensitivity to spatial phase in
periphery was the same as in central vision, provided the
central images were adequately scaled in periphery.
To summarise, it appears from previous studies that in
some tasks the visual system can make use phase informa-
tion. However, texture segregation on the basis of odd-
symmetric ﬁlter output does not seem possible, and the
ability to encode properly spatial phase seems reduced in
periphery.
Here, we investigate the role of the contrast polarity in
texture segregation in both foveal and extrafoveal vision,
using the perceptual learning paradigm. In particular, we
investigate the role of odd-symmetric ﬁlters to establish
whether their output is inhibited (Rentschler & Treutwien,
1985) or if they participate in texture segregation processes.
The target was a Gabor patch (Gabor, 1946) of 1 cyc/deg
with odd-symmetric luminance proﬁle, surrounded by mir-
ror-image elements (distracters). Since these texture pairs
have identical power spectra, they can be segregated only
on the basis of contrast polarity.
Perceptual learning is well suited to investigating
whether a given feature, i.e., contrast polarity, is coded
by the visual system. It is largely accepted that when per-
formance improvements following practice are speciﬁc for
the basic characteristics of the stimuli, e.g. colour, orienta-
tion, spatial frequency, size, position or other basic features
coded by early visual ﬁlters, learning is due to improvement
of ﬁltering properties of these early mechanisms. Several
studies showed that learning was speciﬁc for the stimulus
parameters: that is, changing the value of this dimension
disrupts level of performance (Ahissar & Hochstein,
1996; DeValois, 1977; Fiorentini & Berardi, 1980, 1981;
Karni & Sagi, 1991, 1993; Mayer, 1983; Vogel & Orban,
1985).
Here, we investigate the sensitivity and the speciﬁcity of
learning mechanisms. Sensitivity is related to the presence
of experience-dependent improvements: the measured per-
formance must increase signiﬁcantly from ﬁrst to last ses-
sion. Speciﬁcity is related to the amount of improvement
that transfers to a stimulus where the attribute distinguish-
ing the target from distracters is changed. Speciﬁcity
addresses the locus of the improvement. The stimulus spec-
iﬁcity informs about the level of processing and provides
insights into the anatomical sites underlying improvements.
We applied this logic to investigate the eﬀects of training on
texture segregation on the basis of contrast polarity diﬀer-
ences, and explored the possibility that strictly local, con-
trast polarity-sensitive mechanisms were involved in the
learning process.
We studied the speciﬁcity to contrast polarity, global ori-
entation, and retinal position by analysing the transfer of
learning to stimuli with phase reversed (Phase-R),
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change. If learning was speciﬁc for the trained basic charac-
teristic, we could infer that the improvement took place at
the ﬁrst stage of ﬁltering level, which is selective for these
characteristics. Since earliest cortical ﬁlters are selective to
orientation and position, the speciﬁcity of learning indicates
that the anatomical site of the improvements must be locat-
ed very early in the central visual system. The failures of
transfer to diﬀerent-stimulus characteristic and diﬀerent ret-
inal location are critical for conclusions to be drawn about
the nature and locus of the perceptual learning.
1.1. Predictions
If texture segregation mechanisms were insensitive to
contrast polarity as often has been assumed (Bergen &
Adelson, 1988; Fogel & Sagi, 1989; Koch & Ullman,
1985; Malik & Perona, 1990; Rubenstein & Sagi, 1990;Sagi,
1990; Sutter, Beck, & Graham, 1989), then perceptual
improvements due exclusively to this attribute should be
absent. In particular, if contrast polarity was not coded
in extrafoveal vision, then perceptual improvements with
stimuli presented in the periphery should be absent.
Alternatively, perceptual learning may occur. If there is
learning in texture segregation on the basis of contrast
polarity, there are two possibilities:
(a) learning may be speciﬁc for contrast polarity, in both
central and peripheral vision, and the transfer to a
stimulus with opposite polarity of contrast is low.
In this case we could infer that segmentation on the
basis of polarity of contrast took place at early level
of cortical process, perhaps at V1;
(b) if transfer of learning is almost total to a stimulus
where the polarity of contrast between target and
distracters is swapped over, we could infer that learn-
ing took place at a later stage of processing, where the
cells are less sensitive to local physical characteristics
of the learning stimuli.
2. Methods
2.1. Stimuli
Stimuli were generated by a Cambridge Research System VSG2/3
graphics card with 12-bit luminance resolution and displayed on a gam-
ma-corrected Sony Trinitron monitor with a 1024 · 768 pixel resolution
refreshed at 70 Hz. In foveal vision they were centred at the ﬁxation point
that was positioned at the centre of the monitor. In peripheral vision they
were presented centred at 5 deg to the left of the ﬁxation point. The stimuli
were an array of 4 · 4 texture elements, subtending an area of 6 · 6 deg.
The target was a Gabor patch of 0.8 deg (windowed sine wave with
1 cyc/deg) at maximum contrast (100%) horizontally oriented (Fig. 1a)
and distracters were mirror-image elements. The stimuli nColl (learning
stimulus: non-collinear elements), Coll (transfer stimulus: collinear ele-
ments), Phase-R (transfer stimulus: Phase-Reversed), and ORI (transfer
stimulus: global orientation changed), are shown in Fig. 1a–d,
respectively.2.2. Task
The target was present in half of the trials. In the learning session the
subject’s task was to indicate by pressing one of two alternative keys, the
absence or presence of a target segregated from background elements by
contrast polarity alone.
2.3. Frame sequence
The temporal sequence of each trial was as follows: initially a black ﬁx-
ation point was presented on a grey background of mean luminance. In
each trial, the presentation of stimulus with variable duration (seven levels
from 10 to 70 ms) was followed, immediately on stimuli ‘‘oﬀ’’ by the ﬁxa-
tion display, which remained visible until subject response. The next trial
was presented 250 ms after key press. Each of 140 trials consisted of 10
randomly presented repetitions of both stimuli (target-present and tar-
get-absent) for each stimulus duration. The sensitivity d 0 (Signal Detection
Theory) in discriminating the signal (target present) from noise (target
absent) was obtained for each level of stimulus duration, from accuracy
in target-present and target-absent conditions.
2.4. Procedure
To evaluate d 0 before learning ðd 0beforeÞ for all transfer stimuli (nColl,
Coll, Phase-R, and ORI), each subject performed, before the learning ses-
sion started, a series of 40 trials with stimuli presented for 20 ms in central
or peripheral vision congruently with the eccentricity of the learning stim-
ulus. The learning session then started.
Subjects executed a number of trials, ranging from 560 to 840 per day,
for several consecutive days until the subject achieved a stabilised perfor-
mance. The transfer session was performed the day after the last session.
To evaluate d 0 after learning ðd 0afterÞ for the transfer stimuli, a second series
of 40 trials for each transfer stimulus was presented, at the same position
and duration as the ﬁrst series.
In extrafoveal vision, the learning stimuli were presented centred at 5
deg to the left of the ﬁxation point. The learning session then started at
the same position, and consisted of a number of trials (from 560 to 840)
for several consecutive days, until the improvement achieved was stabi-
lised. The transfer sessions were carried out the day after the last session,
and consisted of a second series of 40 trials for each transfer stimulus pre-
sented, at the same position and duration as the ﬁrst series.
For each transfer stimulus, d 0 after learning was evaluated ðd 0after-sxÞ
in the same hemiﬁeld where learning was tested. To study the speciﬁcity
of learning to position, we evaluated d 0 after learning ðd 0after-dxÞ for all
stimuli (transfer as well as learning), in the hemiﬁeld controlateral to
that of learning. A third series of 40 trials for each transfer stimuli
and for the learning stimulus was presented centred at 5 deg to the
right of the ﬁxation point.
2.5. Subjects
Subjects were aged 20–30 years, all volunteers with normal or correct-
to-normal visual acuity. All subject, except one (one of the authors) were
naı¨ve to the purposes of the experiments. Two groups of six subjects par-
ticipated, one viewed the stimulus centrally, the others peripherally. On
average, subjects viewed a total of 2520 trials.
2.6. Data analysis
The diﬀerence in d 0 after and before learning ðd 0after  d 0beforeÞ for the
transfer stimuli normalised to the diﬀerence in d 0 ðd 0last  d 0firstÞ between
the last and ﬁrst sessions for the learning stimuli, give a transfer coeﬃcient
T. The transfer coeﬃcients calculated via Eq. (1) (Campana & Casco,
2003) can be 0 or less, between 0 and 1, or more than 1:
T ¼ ðd
0
after  d 0beforeÞtransfer-stimulus
ðd 0last  d 0firstÞlearning-stimulus
ð1Þ
Fig. 1. The learning stimulus nColl, and the transfer stimuli Coll (collinear elements), Phase-R (phase reversed), and ORI (element orientation rotated 90
deg) are shown for target-present condition, in (a), (b), (c), and (d), respectively.
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performance for learning and transfer stimuli), then learning totally trans-
ferred, indicating that learning was not selective for the learned character-
istic of the stimulus. A transfer coeﬃcient such that 0 < T < 1, was
indicative of partial transfer: with T 6 0.5 transfer poor; with TP 0.5
transfer large.
If T was almost 0 or less, the learning did not transfer to the new stim-
uli. This indicates that learning is speciﬁc for the learned characteristic of
the stimulus. It is important to point out that when T was negative, the
initial ability (before learning) to detect the target in the transfer stimulus
was reduced after learning, namely when d 0after < d
0
before. Negative T indi-
cates inhibition, due to learning, of the physical characteristic of the trans-
fer stimulus.
To establish whether the value of T for each transfer stimulus diﬀered
signiﬁcantly from that obtained in the hypothetical condition where the
transfer stimulus was the same as the learning stimulus (and transfer
was therefore total), we also calculated T for a hypothetical transfer stim-
ulus identical to the learning stimulus, named nColl1. To do this, we eval-
uated the transfer coeﬃcient via expression (1) using numerator
(d 0last-1  d 0firstÞlearning-stimulus instead of (d 0after  d 0beforeÞtransfer-stimulus (Campana
& Casco, 2003). d 0last-1 was sensitivity obtained in the second-last learning
session.
2.7. Statistical analysis
To analyse learning in central vision, a repeated-measures ANOVA
was executed on mean individual d’s (each obtained by averaging the
two last d 0 for the same duration), with stimuli, four levels (nColl, Coll,
Phase-R, and ORI) and session (two levels: before and after learning) aswithin-subjects factors. When the learning sessions were performed in
extrafoveal position, a repeated-measures ANOVA was executed with
stimuli (four levels: nColl, Coll, Phase-R, and ORI), session (two levels:
before and after learning) and position (two levels: learning position sx
and controlateral position dx) as within-subjects factors. A repeated-mea-
sures ANOVA was also performed on the transfer coeﬃcients with stim-
ulus (in central vision) or with stimulus (nColl1, Coll, Phase-R, and
ORI) and position as within-subject factors, in extrafoveal vision. Since
the sphericity of the data was supported by Mauchly’s test, the degrees
of freedom were given under the sphericity assumption in all cases.
3. The experiments
The learning stimulus was nColl presented either cen-
trally or extrafoveally.
4. Results
4.1. Learning stimulus nColl in central vision
Fig. 2a shows the mean d 0 averaged across six subjects,
for the learning stimulus in the ﬁrst (d 0firstÞ and last (d 0lastÞ
learning sessions as a function of stimulus duration. The
ANOVA yielded a signiﬁcant eﬀect for: stimulus
[F3, 15 = 7.84, p < 0.005, g
2 = 0.611; d 0 = : 1.35; 1.575;
0.819; and 1.245 for nColl, Coll, Phase-R, and ORI];
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2 = 0.734; d 0first ¼ 0:79;
d 0last ¼ 1:705]; and stimuli · session interaction [F3, 15 =
10.961, p < 0.0005, g2 = 0.687; d 0 before and after learning:
nColl, 0.5 and 2.21; Coll: 1.02 and 2.13; Phase-R: 0.86 and
0.79; and ORI: 0.795 and 1.69].
A post hoc comparison (Newman–Keuls test) revealed
that d 0after was larger than d
0
before for all stimuli (p < 0.005)
but not for Phase-R (p = 0.97). This indicates a learning-
dependent improvement for all stimuli but not for
Phase-R.
The ANOVA performed on the transfer coeﬃcients
yielded a signiﬁcant eﬀect of stimulus [F3, 15 = 14.5,
p < 0.0005]. A post hoc comparison (Newman–Keuls test)
revealed that only the TPhase-R equal to 0.13 proved statis-
tically diﬀerent (p < 0.001) from all the other stimuli
(TnColl-1 = 0.94, TColl = 0.64, and TORI = 0.56), while TColl
and TORI were not statistically diﬀerent from TnColl-1. InFig. 2. (a) Mean d 0 averaged across six subjects, for the learning stimulus in t
when learning was executed in central vision. (b) Mean T (transfer coeﬃcientFig. 2b, the mean T for six subjects are shown for each
stimuli.
Overall, these results indicate that there was transfer of
learning to all stimuli, except to the transfer stimulus
Phase-R, where target-distracter contrast polarity was
reversed. Moreover, d 0after learning increased for all transfer
stimuli but not for Phase-R. For Phase-R, there were both
increase of accuracy in absent trials and decrease in target-
present trials, in ﬁve out of six subjects.
4.2. Learning stimulus nColl in peripheral vision
Fig. 3a shows the mean d 0, averaged across six subjects,
as a function of duration, for the ﬁrst (d 0firstÞ and last (d 0last)
learning sessions. d 0first was very low, indicating chance per-
formance, regardless of stimulus duration. After learning,
d 0last was increased by a similar amount for all stimulushe ﬁrst ðd 0firstÞ and last learning sessions ðd 0lastÞ for each stimulus duration,
) are shown for each stimulus nColl, Coll, Phase-R, and ORI.
Fig. 3. (a) Mean d 0 averaged across six subjects, for the learning stimulus in the ﬁrst ðd 0firstÞ and last learning sessions ðd 0lastÞ for each stimulus duration,
when learning was executed in peripheral vision. (b) Mean transfer coeﬃcients are shown, for each stimulus nColl, Coll, Phase-R, and ORI, in the same
hemiﬁeld of learning (ipsilateral) and in the controlateral hemiﬁeld (controlateral).
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sion [F1, 5 = 28.52, p < 0.003, g
2 = 0.851], position
[F1, 5 = 19.08, p < 0.01, g
2 = 0.792], and stimulus
[F3, 15 = 6.28, p < 0.0, g
2 = 0.557]. All interactions proved
signiﬁcant: session · position [F1, 5 = 19.08, p < 0.01,
g2 = 0.792; session · stimulus: F3, 15 = 6.58, p < 0.005,
g2 = 0.568; position · stimulus [F3, 15 = 16.74, p < 0.0001,
g2 = 0.770], and session · position · stimulus [F3, 15 =
16.74, p < 0.0001, g2 = 0.770].
A post hoc comparison (Newman–Keuls test) showed
that d 0after was signiﬁcantly larger than d
0
before for nColl
(p < 0.0001; 2.35 vs. 0.25) and for Coll (p < 0.0001; 2.47
vs. 0.77) but not for Phase-R (0.63 vs. 0.52) or ORI (1.06
vs. 0.41), when stimuli were presented in the same hemiﬁeld
(left) as that of learning. When stimuli were presented in
the controlateral visual hemiﬁeld, d 0after was signiﬁcantly
larger than d 0before only when the transfer stimulus was thecollinear version Coll (p < 0.005; 1.64; and 0.77). More-
over, presenting the stimuli in the hemiﬁeld controlateral
to learning reduced d 0after with respect to d
0
after in the same
hemiﬁeld for both same learning stimulus (nColl:
p < 0.0005) and its collinear version (Coll: p < 0.01).
The ANOVA executed on the transfer coeﬃcients
proved signiﬁcant for stimulus (F3, 15 = 5.92, p < 0.01),
position (F1, 5 = 13.70, p < 0.05) and stimulus · position
interaction (F3, 15 = 13.31, p < 0.001). Post hoc comparison
revealed that in the ipsilateral region (TnColl-1 = 0.94;
TColl = 0.82, TPhase-R = 0.03, and TORI = 0.39), there were
learning-dependent improvements only for Coll. However,
in the controlateral region (TnColl = 0.27; TColl = 0.34,
TPhase-R = 0.15; and TORI = 0.11), there was no signiﬁcant
diﬀerence between all T values.
Overall, these data indicate that transfer of learning
occurred only to Coll, when presented in the same
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stimulus in same position (in black) and in controlateral
region of learning (in grey).
To summarise, the results show that when learning with
stimulus nColl, there was total transfer to stimulus Coll
where the transfer stimuli were presented ipsilateral to
learning; transfer in the hemiﬁeld controlateral to learning
was not signiﬁcant even to the same stimulus of learning
nColl. Transfer to a stimulus with either contrast polarity
or orientation change was null in both ipsilateral and con-
trolateral hemiﬁelds of learning. Interestingly, the increase
in d 0after, for all stimuli, is mainly due to increased accuracy
in the ‘‘absent’’ trials. Accuracy for ‘‘present’’ trials
increases less than for ‘‘absent’’ trials, and even falls for
both Phase-R (p < 0.05) and ORI (in 5 out 6 subjects)
where there is no transfer.
5. Discussion
5.1. The speciﬁcity of learning to the polarity of contrast
information
A large number of studies show speciﬁcity of perceptual
learning for some physical characteristic of stimuli, such as
spatial frequency and orientation (DeValois, 1977; Fioren-
tini & Berardi, 1980, 1981; Mayer, 1983; Vogel & Orban,
1985), orientation of background elements and retinal posi-
tion (Karni & Sagi, 1991, 1993), trained direction of
motion (Ball & Sekuler, 1982). This is the ﬁrst study to
demonstrate the selectivity of the learning mechanisms
for contrast polarity. Our data, obtained with textures
deﬁned by odd-symmetric mirror-image elements, show
that learning is sensitive to contrast polarity: the target,
which proved to be undetectable in periphery before learn-
ing, pops-out after learning in central and peripheral
vision. Our results shows that, in fovea, contrast polarity
allowed texture discrimination above threshold from the
ﬁrst session when duration was 40 ms or larger. After
learning, the sensitivity to detection of target did not
depend on presentation duration (for duration over
10 ms), in both central and peripheral vision.
The learning eﬀect was speciﬁc to contrast polarity: the
transfer of learning to a stimulus with reversed contrast
polarity was null in both central and peripheral vision. Fur-
thermore, our results show that learning reduces ability to
detect the target with reversed contrast compared with that
of learning stimulus, in all but one subject. Also, d 0 to
detect a target (in Phase-R) that was the distracter in the
learning stimulus fell after the learning session.
5.2. Fovea versus periphery
The d 0 collected with stimulus viewed at 5 deg from ﬁx-
ation showed chance performance before learning. This ini-
tially lowered sensitivity in periphery with respect to the
foveal values may be due to inadequate scaling of the learn-
ing stimulus in periphery. Morrone et al., 1989 found that,for stimuli composed by 256 harmonics, the sensitivity to
spatial phase in periphery was the same as in central vision,
provided that the central image was adequately scaled in
periphery. However, since sensitivity increases considerably
after learning, and d 0 reaches values of those obtained after
learning in fovea, scaling cannot be the only explanation
for the initial lower insensitivity in periphery. The results
indeed show that in periphery, post-learning sensitivity d 0,
and speciﬁcity to changes in contrast polarity, are similar
to that obtained in central vision.
Learning improvement in extrafoveal vision was more
speciﬁc than in central vision: it did not transfer when con-
trast was changed, even with change in global orientation
of the stimulus. The transfer of learning to the stimulus
Coll (the same as the learning stimulus but with collinear
elements) was large in both central and peripheral vision.
This result indicates that the improvements did not deteri-
orate when the elements were more collinear. Nevertheless,
the transfer to a collinear stimulus was larger in periphery
than in fovea, indicating that the periphery was less aﬀected
by diﬀerences of positional regularity of the elements.
A large number of studies found human performance in
visual search to fall with eccentricity (Carrasco, Evert,
Chang, & Katz, 1995; Geisler & Chou, 1995). Moreover,
the sensitivity to spatial phase is one of the more important
diﬀerences between foveal and extrafoveal vision (Rentsch-
ler & Treutwien, 1985; Stephenson, Knapp, & Braddick,
1991). Our data initially revealed reduced performance of
this type in periphery in detecting the presence and absence
of a target by contrast polarity diﬀerence. Furthermore,
learning brought the target to the same level of detectabil-
ity in both central and peripheral vision, and regardless of
eccentricity we found speciﬁcity for contrast polarity. A
diﬀerence in the learning eﬀect was that the experience-de-
pendent improvement in peripheral vision was more selec-
tive for orientation than in fovea.
5.3. Learning mechanisms are selective to position
Detection of contrast polarity diﬀerences was selective
for the retinal position. Changing the stimulus location
disrupted learning improvement. The transfer to the con-
trolateral region was null even for the learning stimulus
nColl. This result suggests that learning takes place at
early processing levels where ﬁlters are selective to retinal
input. In contrast, cells at higher processing levels are
less dependent on the local physical characteristics of
the stimuli. The selectivity of learning in texture discrim-
ination for position has been reported before (Karni &
Sagi, 1991). Selectivity for retinal position excludes an
explanation of learning on the basis of changes in task-
execution strategies. Instead, trained mechanisms were
sensitive to the local physical characteristics to which
early cortical mechanisms respond: contrast polarity, ori-
entation, and position. Actually, the transfer was null in
the region controlateral to that of learning, even for the
learning stimuli.
A. Grieco et al. / Vision Research 46 (2006) 3526–3536 35335.4. Which mechanisms were improved by practice?
To address this question, we plotted the averaged accu-
racy for target-present and target-absent trials in the ses-
sions, before and after learning, for all stimuli, both
learning and transfer. For foveal learning, they are shown
in Fig. 4a (target-present) and b (target-absent), and for
extrafoveal learning in Fig. 5a and b. These data show that,
when learning with nColl, practice increased accuracy in
‘‘absent’’ and ‘‘present’’ trials. They also reveal that both
target identity and uniform texture (target-absent) contrib-
ute to the detection task. Moreover, average accuracy in
‘‘present’’ trials increased almost 20% from ﬁrst to last ses-
sions in both central and peripheral vision, while average
accuracy in ‘‘absent’’ trials increased by up to 30% in fovea
and 40% in periphery. The data show that the improvementFig. 4. (a) Mean percent correct responses, before and after learning, for presen
learning was executed in central vision. (b) Mean percent correct responses, bef
Coll, Phase-R, and ORI, when learning was executed in central vision.in target-absent trials was larger than for target-present tri-
als, even though accuracy was similar before practice. This
indicates that learning reduced responses of ‘‘false alarm’’
more than ‘‘miss’’. The absent-responses accuracy
increased after learning for all stimuli, both learning and
transfer. The data suggest that there may be cues in the
background used in avoiding false alarms. These may
include similarity grouping, which may help in suppressing
the weak response in the background.
It is worth noting that the average accuracy in target-
present trials in the transfer stimulus Phase-R, fell after
learning in fovea, from 63 to 45% (for ﬁve out of six sub-
jects), and in periphery, from 59% to 47% (statistically sig-
niﬁcant). It seems that the increase of target saliency results
from inhibition of the ﬁlters responding to distracters
characteristics. The results in periphery suggest similart-target condition for each stimulus, nColl, Coll, Phase-R, and ORI, when
ore and after learning, for absent-target condition for each stimulus, nColl,
Fig. 5. (a) Mean percent correct responses (in the same hemiﬁeld of learning), before and after learning, for the present-target condition for each stimulus,
nColl, Coll, Phase-R, and ORI, when learning were executed in peripheral vision. (b) Mean percent correct responses, before and after learning, for absent-
target condition for each stimulus, nColl, Coll, Phase-R, and ORI, when learning was executed in peripheral vision.
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global orientation is changed, in the transfer stimulus
ORI, the data suggest that the underlying segregation pro-
cess operates by a similar mechanism, when detecting dif-
ferences in orientation and contrast.
6. Conclusion
This is the ﬁrst study to demonstrate the selectivity of
learning for contrast polarity. The learning improvement
was selective to contrast polarity: it did not transfer to a
stimulus when the ﬁgure-background contrast signal was
reversed. The data indicate that learning was also selective
to orientation and position, characteristics distinctive of
early processing level where cells are selective also for ori-
entation, contrast polarity and position.Examination of accuracy data suggests diﬀerent mecha-
nisms for target present and absent trials.
The accuracy of the target-present trials, in the transfer
stimulus Phase-R, decreases after learning, suggesting that
practice reduced the response of the detector tuned to the
distracter characteristics. This ﬁnding suggests that as a
consequence of learning, the increase in response of the
detector tuned for the feature of the target was due to dis-
tracter exclusion. Indeed, the distracters in the learning
stimulus had the same contrast polarity as the target in
the transfer stimulus. Suppressive eﬀects of background
elements resulting in target enhancement are likely to be
based on lateral inhibition between the activated ﬁlters
occurring early on in visual cortical processing. The inhibi-
tion of distracter response channel as a consequence of
learning was also demonstrated in VEP results (Casco,
A. Grieco et al. / Vision Research 46 (2006) 3526–3536 3535Campana, Grieco, & Fuggetta, 2004), where as well as than
increasing the response of the relevant channels, learning
reduces the response of channels whose characteristics con-
ﬂicts with the task.
In addition, our data show that the improvements in tar-
get-absent trials were larger than those in target-present tri-
als, even though accuracy was similar before practice.
Furthermore, the ‘‘absent’’ response accuracy increased
after learning for all stimuli both learning and transfer,
suggesting there may be cues in the background that can
be used to avoid false alarms. These results suggest that
learning improved the interaction between local elements
when the target is absent. A mechanism of interaction
between local elements in absent conditions may produce
grouping of distracters by similarity. That learning may
facilitate grouping of distracters is not a new eﬀect. Often
in visual search it has been shown that learning rate is larg-
er and errors smaller for target-absent versus target-present
conditions, when distracter grouping can occur (Campana
& Casco, 2003; Casco, Campana, & Gidiuli, 2001). Howev-
er, we found that learning largely transferred, in absent tri-
als, to all transfer stimuli, suggesting that grouping by
similarity improves regardless of the feature being grouped.
Since our results show that after learning in periphery,
sensitivity, and speciﬁcity of learning to contrast polarity
are similar to that obtained in central vision, they suggest
that a phase-sensitive mechanism is available also in
peripheral vision. Indeed, our results indicate that both
central and peripheral mechanisms allow texture segrega-
tion on contrast polarity diﬀerences. Where does learning
occur? The data of the present study suggest that short-
term plasticity occurs at low-level in the central visual sys-
tem. In contrast with assumptions made by texture segrega-
tion models, our psychophysical data suggest that a
substantial part of texture segregation takes place at a level
where the retinotopic organisation of the visual input is still
retained and where neurons are selective to contrast polar-
ity. This processing level is selective even to orientation.
Our results constrain the loci where learning may occur:
the decrease in accuracy in the target-present trials to the
transfer stimulus Phase-R after learning suggests a ﬁlter-re-
sponse inhibition that occurs at early cortical level, perhaps
V1, an area in which suppressive eﬀects may occur (Hupe`,
James, Girard, & Bullier, 2001; Li, 2002).
It is also worth considering our results in the light of
texture segregation models. These often assume that
boundary extraction takes place after a sequence of ﬁlter-
rectify-ﬁlter hierarchy. Since phase information is lost after
rectiﬁcation, segregation cannot be made by these mecha-
nisms on the basis of contrast polarity diﬀerences. Our
results instead show that segregation of mirror-image with
sine phase luminance proﬁle can easily occur. These data
suggest that odd-symmetric ﬁlters’ output were not inhibit-
ed, but rather they played an active role in texture segrega-
tion. Since target and background elements diﬀered only by
contrast polarity, to account for our data the detection of
texture diﬀerences should involve localised selective ﬁlterswith odd-symmetric luminance proﬁle. Our results thus
suggest that odd-symmetric ﬁlters could be involved in
texture segregation. Our data conﬂict with detection of
the target on strictly ‘‘local’’ phase-contrast diﬀerence,
similar to that proposed by Rentschler et al. (1988), when
the mirror-images Gabor elements were pair or isolated
presented. This ‘‘local’’ process of target detection fails to
explain improvements in target-absent trials, or as regards
the inhibited responses for the background attribute. Also,
this ‘‘local’’ process does not explain the lack of transfer
when contrast polarity is changed. Our data were consis-
tent with a texture-segregation mechanism that takes into
account the lateral interaction between low-level ﬁlters,
where detection of texture gradient is achieved on the basis
of early cortical process, before the non-linear transforma-
tion of their output.References
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