performance directly affects engine specific impulse, thrust-to-weight ratio, and cost in a
The design of experiment approach is adopted to reduce the data size needed by the optimization task. It is demonstrated that a major merit of the global optimization approach is that it enables one to adaptively revise the design space to perform multiple optimization cycles. This benefit is realized when an optimal design approaches the boundary of a pre-defined design space. Furthermore, by inspecting the influence of each design variable, one can also gain insight into the existence of multiple design choices and select the optimum design based on other factors such as stress and materials considerations. and D-optimality [20] . These methods will be discussed in the following sections. Figure 1 , the entire optimization process can be divided into three parts:
APPROACH

As shown in
(1) data generation, 
Optimization
Procedure In the optimization process, the set of design variables is selected to form a design space. The present optimization problems are constrained, which can be formulated as min{f ( x)} subject to Ib < x < ub, where lb is the lower boundary vector and ub is the upper boundary vector of the design variables vector x. Since the goal is to maximize objective function fix) can be written as -g(x),
where g(x) is the objective function. Additional linear or nonlinear constraints can be incorporated.
The main focus in the present work is the interplay between the number of design variables and the predictive capability and input requirement of the RSM.
Microsoft
Excel Solver [37] is used as an optimization toolbox together with the polynomial response surface technique throughout the work. Solver applies generalized reduced gradient method [38] to find the maximum or minimum of a function with given constraints.
RESULTS AND DISCUSSION
Preliminary Design
For preliminary design stage, we have considered single-, 2-and 3-stage turbines with the number of design variables increasing from 6 to 11 then to 15, in accordance with the number of stages. The preliminary design parameters for single-, 2-and 3-stage turbines are shown in Table 1 The optimum preliminary design is obtained by using polynomial-based RSM coupled with a meanline analysis. For this design stage, the purpose is to maximize overall T-S Efficiency, r/. and minimize overall weight, IV, simultaneously for each number of stages case, 1, 2 or 3. A function to correlate turbine efficiency and turbopump weight to payload capacity is derived from system models.
As discussed in Ref [17] , in order to ascertain required predictive capability of the RSM, a two-level domain refinement strategy has been adopted. The accuracy of the predicted optimal design points based on this approach is improved. The results of payload increment based optimization are illustrated in Figure 2 and Table 2 (Table 3) .
Detailed Shape Design
In detailed design, the shapes of the vanes and blades are generated.
To Using D-optimality 203 design points are selected to generate CFD solutions. The objective for detailed design optimization is the stage total-to-total efficiency, r/r-r. The minimum thickness that should be greater or equal to 0.055 is the only design constraint of the first vane optimization.
A three-cycle optimization strategy has been adopted for the first vane. The statistical summary of the response surface models resulting from the three cycles are shown in Table 5 . In Cycle 1, we have employed response techniques using reduced cubic polynomial model to identify the optimal design points. The design variables corresponding to the optimized vane shape are shown in Figure 5 . It is observed that the optimum design approaches the boundary of the design space. Naturally, it seems fruitful to consider expanding the design space to further improve the design by generating additional information in an extended region. Accordingly, in Cycle 2, the design space is modified by extending the ranges of two design parameters, namely, L4 and L5. As shown in Table 6 , 16 new data are added to the database. The reduced cubic polynomial response surface is again constructed based on the extended design space.
In Cycle 3, a technique based on the NN-Enhanced RSM is developed. The procedures can be summarized as follows:
• RBNN is constructed for the subset of 177-point from the 203-data from Cycle 1 and is tested by using the rest of 26-data.
•
The trained RBNN is used to predict 87 additional data (50-OA data +37 previously excluded FCCD data). These data are added to the existing data set of 219-point used in Cycle 2.
In Cycle 3, with the enhanced data, the reduced cubic polynomial response surface is constructed and tested by using the same 26-data.
The optimum design is determined for the enhanced design space in Cycle 3.
The results of the optimal designs from all cycles and the CFD results for Cycle 2&3 are summarized in Table 7 . It is noted that the second and third optimization cycles lead to a converged optimal design. Based on the diagnosis (e.g., contour plots), it appears that the response surface is quite flat with respect to certain design variables (e.g., L4 and L5), in regions close to the optimal 4 American Institute of Aeronautics and Astronautics Figure 5 shows the comparison of the optimal design variables (normalized in to (-1,+1) range) for reduced cubic models for all design cycles. Figure 6 shows that the designs converge to the same configuration between Cycles 2 and 3. On the other hand, as shown in Figure 7 , there are multiple design points which exhibit essentially the same performance (within the modeling uncertainty), albeit with much different geometries.
To help better understand these observations, we assess the sensitivity of the two geometric variables (L4 and L5) in Figure 8 , which shows that the performance of the vane is very insensitive to L5. The two shapes shown in Figure 7 are mainly caused by L5, which explains why two very different vane shapes give essentially the same performance.
From the structural point of view, the value of L5 to produce thicker profile is preferable. This example demonstrates that the global optimization technique enables one to compare designs based on insight into the entire design space, which allows a suitable selection to be made with additional factors considered. Figure 9 shows the Macb contours of the two vanes shown in Figure 7 .
(b) The 1 st Blade
There are 11 design parameters for detailed design of the first blade (Table  8 ). These are LE pressure side height/axial chord (H/L), Leading edge metal angle (Beta1), uncovered turning (Unc.Turn), and 6 different Bezier curve control handles (LI, L2F, L3R, L4, L5, and L7, see Fig. 3 ), channel convergence ratio (ChanCR), and the circle factor (circfac). Again, the stage total-to-total efficiency r/r-r, is selected as the objective function to be maximized for the blade design. For the first blade, 3 different constraints need be satisfied:
(1) minimum thickness that should be greater or equal to trailing edge diameter, (2) Ll+L2F+(1.9*circfac) should be smaller than 2.7, and
(3) the suction side radius of curvature must be greater than 5 times of the trailing edge radius.
For this case, a 5-level OA-based procedure has been adopted to select 250-data for the CFD code to generate solutions. A software tool developed by Owen [19] is used for constructing OA designs. Since these points are located at either the edge or the center of the design space, additional 23 FCDD data at the center of the faces are added. Finally, 38-data along the main diagonal of the design space is generated. In short, a total of 311 possible design points are selected to generate the CFD solutions. However, only 139 out of the 250 OAselected data, 21 out of the 23 FCCD-selected data, and 17 out of the 38 diagonal-based data are obtained from the CFD tool. Therefore, only a total of 177 possible design points, out of the 311 cases, have been collected. The cases are not completed because the airfoil shapes are unrealistic, which cause either excessively high losses, or prevent the grid generation process from running appropriately. Figure 10 illustrates the distribution of both types of cases. As one can see from the figure, the difficulty is along the diagonal ends as well as on the edges of the design space. In Figure 11 , a sample blade shape from the cases for which the CFD code does not converge is illustrated. With only 177-data generated for 11 design variables, RBNN is used to produce additional information, as described below.
• RBNN is trained based on the 160 data points from the above-mentioned 177 CFD-generated data, with the remaining 17 points reserved to tune the configuration of the neural networks.
• The trained RBNN is used to generate additional 2204 possible design points. 2070 of them are selected using FCCD data modified as shown in Figure 12 and the rest 134 of them are the cases for which CFD code does not converge.
• Full quadratic and reduced cubic response surface models are constructed for the first blade. A total of 38data are used to test both models; of which, 17 are from the CFD runs (originally selected as the test data), and 21 are from the NN-enhanced data. The statistical summary for both models, with and without NN-enhanced data, is shown in Table 9 .
In the course of performing the optimization task, it is realized that out of the 11 design variables, 5 of them, responsible for the shape in the rear portion of the upper blade surface, can be optimized first, because various plausible shapes converge to the similar values of them. Accordingly, one can reduce the design space from 11 to 6 variables.
The revised design space is summarized
in Table I0 , which shows that the 5 fixed design variables are of single values, while the other 6 variables have different ranges. Two designs are presented, as shown in Based on the optimized preliminary design, shape optimization is performed for the first vane and blade of an optimized 2-stage supersonic turbine.
The results obtained can be summarized as follows:
(1) The design of experiment approach is critical in reducing the data size needed by the optimization task.
(2) A major merit of the global optimization approach is that it enables one to adaptively revise the design space to perform multiple optimization cycles. (i) As evidenced by the three optimizationcycles conducted for the first vane, capabilities to adaptively refine the optimization scope and procedure can be critical when an optimal design approaches the boundary of a pre-defined design space.
(ii) For the first blade, the optimization process indicates that 5 out of the 11 design variables can be chosen first, leaving the design space to reduce to have 6 variables.
Based on the reduced set of design variables, the optimization task can be handled more effectively.
(3) By inspecting the influence of each design variable, one can also gain insight into the existence of multiple design choices and select the optimum design based on other factors such as stress and materials considerations.
(4) The NN-enhanced RSM helps to improve the accuracy of the response surface, and allows the optimization task to be conducted with smaller number of CFD runs. -1998 - -112233, June 1998 - , pp. 146, 1998 UK, 1999 (http://www.anc.ed.ac.uk/~mjo/rbf.html) .
ACKNOWLEDGEMENTS
[34]
Matlab:
The language of technical Computing, Version 5.3.0.10183 (R110, The Math Works Inc (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) .
[35] JMP version 3, Statistics And Graphics Guide, SAS Institute Inc., 1998.
[36] Haftka, R.T., Scott, E.P., and Cruz, J.R.,
"Optimization
and Experiments: A Survey," Applied Mechanics Reviews, 51 (7), pp. 435-448, 1998. [37] Microsoft Excel Solver 97, Microsoft (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) Table 1. 
Corporation
:....... _ .......... _-_-_------___-_-----_---_-_--------_-_-_-_-,
