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Este trabajo trata el problema de la maximización de la extracción de potencia, en una turbina
eólica de velocidad variable basada en un generador de inducción doblemente alimentado.
En este contexto, una solución a este problema es mantener a la turbina operando a su máxima
eficiencia aerodinámica llevando a la velocidad rotacional del rotor a su valor óptimo, mediante
la regulación de los voltajes en el generador. Sin embargo, la velocidad rotacional de la turbina
está determinada por las ecuaciones de movimiento de todo el sistema considerando efectos ae-
rodinámicos estocásticos, periódicos y estables, dinámicas del rotor incluyendo vibraciones en las
aspas e inercias, fricción en la caja de engranes y flexibilidad en el tren de transmisión.
Por lo tanto, para lograr este objetivo, se diseñan controladores basados en el algoritmo Super
Twisting que permitan el seguimiento de la velocidad óptima del rotor y compensar perturba-
ciones acotadas que actúan sobre el canal de entrada de control. Además, se presenta el análisis
de estabilidad basado en un enfoque de Lyapunov, en donde se obtienen condiciones suficientes
para asegurar la convergencia en tiempo finito.
Para validar el desempeño de las estrategias de control propuestas, se realiza un estudio com-
parativo en simulación con técnicas basadas en modos deslizantes propuestas en la literatura y
un control Backstepping integral en una turbina eólica de velocidad variable de eje horizontal de
3 aspas con capacidad de 1.5 MW utilizando el software especializado en turbinas eólicas FAST
(Fatigue, Aerolastic, Structural and Turbulence) y el simulador de perfiles de viento TurbSim de la
compañía NREL (National Renewable Energy Laboratory) interconectado utilizando el software
Matlab Simulink.
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Capítulo 1
Introducción
A través de los años, la sociedad y la industria han experimentado y explotado diferentes fuen-
tes de energía, sin embargo, la energía eléctrica se ha convertido en una de las más importantes
debido a sus altos beneficios socioeconómicos. Por otro lado, la demanda actual de energía eléc-
trica se está incrementando constantemente debido al desarrollo tecnológico, al incremento de la
productividad en la industria y al consumo de energía en los hogares. Por lo tanto, se requieren
sistemas de conversión de gran escala, lo que implica un incremento en los costos de generación
de energía. Por esta razón, es necesaria la implementación de diferentes plantas eléctricas, tales
como nucleares, termoeléctricas, geotérmicas, de ciclo combinado, entre otras, para satisfacer la
demanda eléctrica.
Entre las diferentes plantas eléctricas mencionadas, las plantas termoeléctricas han sido las
más utilizadas en el mundo en las últimas décadas, gracias a los bajos costos de generación, alta
eficiencia de conversión, fácil instalación y menor espacio de construcción requerido. Sin embar-
go, el proceso que involucran las plantas termoeléctricas ha presentado severos daños ambien-
tales a lo largo de los años debido al uso excesivo de carbón. La quema de carbón y otros com-
bustibles fósiles, liberan contaminantes peligrosos a la atmósfera como el dióxido de carbono y el
dióxido de azufre, los cuales causan el efecto invernadero, y conducen al calentamiento global, la
propagación de enfermedades y el derretimiento de los polos glaciares.
Estos riesgos ambientales, y la posible crisis energética han permitido desarrollar e implemen-
tar nuevas tecnologías para la generación de energía eléctrica basadas en soluciones de energías
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limpias, tales como la energía solar y eólica. Entre estas fuentes de energía, la eólica ha experimen-
tado un crecimiento substancial en las últimas décadas, debido a los beneficios socioeconómicos
y ambientales en la producción de energía, ya que no involucra contaminantes en el proceso de
generación.
De acuerdo con la información publicada en 2020 por la WWEA (World Wide Energy Asso-
ciation) la capacidad total de todas las turbinas instaladas a finales del 2019, alcanzó 650.8 GW,
cubriendo más del 6% de la demanda eléctrica global. Particularmente en México a mediados del
2019 la capacidad instalada total fue de 5,500 MW de acuerdo a los datos publicados por la Asocia-
ción Mexicana de Energía Eólica (AMDEE). Este crecimiento implica nuevos retos en la ingeniería
y la ciencia.
Por otro lado, gracias a los avances en electrónica de potencia y en ingeniería aerodinámica,
las turbinas se han vuelto más atractivas para la generación de energía eléctrica. Por lo tanto, se
requieren estrategias de control avanzadas para la generación de energía, las cuales deberán ser
capaces de reducir los costos en la generación de energía, a través del incremento de la eficiencia
de las turbinas y la vida útil de los componentes y estructuras.
1.1. Descripción de las turbinas eólicas
La circulación de las masas de aire en la atmósfera, es decir el viento, es una consecuencia de
los gradientes de temperatura y presión por la interacción de la energía proveniente del sol con
las masas de aire, generando diferencias de densidad entre ellas. Gracias a la aplicación de los
principios aerodinámicos y a los dispositivos electrónicos en conjunto con enlaces mecánicos, es
posible obtener energía eléctrica a partir de la energía cinética en el viento. Este proceso de con-
versión de energía es llevado a cabo por las turbinas eólicas.
Las turbinas eólicas son dispositivos electromecánicos complejos, compuestos por muchos com-
ponentes con diferentes funciones, interactuando en un ambiente cambiante. Los componentes
principales de una turbina, mostrados en la Figura 1.1 son: 1) El rotor, el cual incluye las aspas, el
cubo principal y las superficies aerodinámicas. 2) El tren de transmisión, el cual está compuesto
por la caja de engranes (si es necesaria), los ejes de baja y alta velocidad referidos al rotor y gene-
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rador, respectivamente, los frenos mecánicos y acoplamientos. 3) El marco principal, que propor-
ciona soporte para el montaje y alineación adecuada de los componentes del tren de transmisión,
junto con la góndola que protege a los componentes de las condiciones ambientales [2]. 4) La
torre, la cual brinda soporte a la góndola y la mantiene en una altura apropiada para reducir la
influencia de turbulencia y maximizar la captura de energía disponible en el viento. En la punta
de la torre, el sistema de guiñada mantiene al eje del rotor alineado con el viento.
Figura 1.1: Componentes de la turbina eólica.
El proceso de conversión se resume a continuación: las aspas, conectadas al rotor a través del
cubo principal, se mueven por el flujo del viento haciendo que giren, produciendo una rotación
en el eje de baja velocidad. Esta rotación se transmite al eje de alta velocidad, a través de la caja
de engranes, cuya función es aumentar la velocidad de rotación. El eje de alta velocidad transmite
el par rotacional al generador, en donde el proceso de conversión de energía mecánica a energía
eléctrica es llevado a cabo. Este proceso de conversión requiere una velocidad de entrada fija, o
bien, dispositivos electrónicos de potencia que permitan adaptar la energía convertida acorde a
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los requerimientos de la red eléctrica [3].
Existe un límite teórico basado en los principios aerodinámicos, el cual establece la cantidad
de energía máxima disponible en el viento que puede ser convertida en energía mecánica. Este
límite recibe el nombre de límite de Betz el cual está por debajo del 59.3% de acuerdo a la teoría
Blade Element Momentum (BEM). Este límite juega un papell decisivo en el diseño del control de
la potencia en las turbinas eólicas.
1.2. Estructuras de las turbinas eólicas y condiciones de opera-
ción
Las turbinas eólicas se pueden clasificar de acuerdo a: 1) Potencia de salida, 2) Máquina eléc-
trica, 3) Velocidad de operación y 4) Orientación de la turbina, como se muestra en la Figura 1.2.
 Generador de inducción 
 doblemente alimentado
Clasificación de sistemas de
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 Generador de inducción 
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 Generador síncrono de
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Figura 1.2: Clasificación de las turbinas eólicas.
De acuerdo con la potencia de salida, las turbinas eólicas se clasifican en: a) Pequeña, b) Me-
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diana y c) Alta capacidad. La potencia de salida está relacionada directamente con el diámetro de
la turbina y de la longitud de las aspas, las cuales afectan directamente el área de barrido del rotor,
y por lo tanto, la cantidad de potencia capturada.
Las turbinas eólicas de pequeña capacidad por debajo de 100 kW han sido desarrolladas para
proveer potencia eléctrica a pequeñas tiendas, residencias y comunidades. Además, las turbinas
eólicas de mediana capacidad por debajo de 1 MW, son comúnmente utilizadas para aplicaciones
industriales. Finalmente las turbinas eólicas de alta capacidad son utilizadas para aportar energía
a la red eléctrica [2].
Las turbinas eólicas se pueden construir utilizando diferentes máquinas eléctricas. Las más
utilizadas en aplicaciones industriales son los generadores. Los más comunes son: a) generadores
de inducción, b) generadores síncronos, y c) generadores de corriente directa. Estos últimos son
usualmente utilizados en turbinas eólicas de pequeña capacidad. Sin embargo, la mayoría de las
turbinas eólicas de gran capacidad utilizan generadores trifásicos de inducción o síncronos. Los
generadores de inducción son los más utilizados en turbinas eólicas conectadas a la red eléctrica,
debido a su conexión simple a la red y a la reducción de costos de mantenimiento [4].
Otra clasificación de las turbinas eólicas es en términos de su velocidad de operación, estas
pueden ser turbinas eólicas de velocidad fija y variable. La elección del modo de operación fijo o
variable del rotor de la turbina tiene un impacto importante en el diseño del sistema de control de
potencia.
Un ejemplo de una turbina eólica de velocidad fija, consiste en un generador de inducción
jaula de ardilla conectado directamente a la red eléctrica, como se muestra en la Figura 1.3. Esta
turbina eólica opera con pequeñas variaciones en la velocidad del rotor, ya que está conectada
directamente a la red eléctrica, la cual está operando a una frecuencia fija. Sin embargo, para esta
configuración es necesario un soporte externo de potencia reactiva para compensar la potencia
consumida por la máquina de inducción.
Además, para regular la potencia en velocidades del viento altas, se requieren controles de
pérdida aerodinámica y del ángulo de giro de las aspas. A pesar de la simplicidad y robustez de
esta configuración, la captura de energía eólica es subóptima debido a las velocidades limitadas
de operación, por otra parte, es necesaria la compensación de potencia reactiva.
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Figura 1.3: Configuración de turbina eólica de velocidad fija.
Por otro lado, las turbinas eólicas de velocidad variable se pueden clasificar en [5]:
Turbina eólica de velocidad variable limitada.
Turbina eólica de velocidad variable con convertidor de escala parcial.
Turbina eólica de velocidad variable con convertidor de escala completa.
Para la generación de potencia, las turbinas eólicas de velocidad variable pueden ser una op-
ción atractiva. Los avances en los convertidores de potencia, teoría de control, y el estudio de la
aero-elasticidad le han permitido a los ingenieros diseñar turbinas eólicas capaces de ajustar su
velocidad de operación.
Estas turbinas ofrecen muchos beneficios en comparación con las turbinas eólicas de velo-
cidad fija incluyendo la reducción del estrés mecánico, alta eficiencia, alta calidad de potencia,
reducción de ruido acústico y el proveer de un control simple del ángulo de giro de las aspas [6].
A continuación, se describen brevemente las diferentes posibles configuraciones de generado-
res y convertidores de potencia para las turbinas eólicas de velocidad variable.
Las turbinas eólicas de velocidad variable limitada mostradas en la Figura 1.4, son una simple
extensión de la configuración de las turbinas eólicas de velocidad fija. La inclusión de una má-
quina de inducción de rotor devanado, en vez de uno de jaula de ardilla, le permite a la turbinas
controlar la velocidad del rotor a través de la aplicación de voltaje a resistencias variables conec-
tadas en serie con los devanados del rotor. Esto permite a la turbina operar a su máxima eficiencia
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aerodinámica alrededor del 10% de las velocidades del viento. Sin embargo, existen algunas pérdi-
das de calor en las resistencias del rotor y además, es necesario un banco de condensadores para
compensar la potencia reactiva consumida por la máquina eléctrica.
Figura 1.4: Configuración de turbina eólica de velocidad variable limitada.
Las turbinas eólicas de velocidad variable con convertidor de escala parcial, véase Figura 1.5
emplean un generador de inducción doblemente alimentado (DFIG, por sus siglas en inglés). El
estátor del DFIG se conecta directamente a la red eléctrica [7], mientras que el rotor del generador
se conecta a la red eléctrica a través de un convertidor back-to-back CA/CD/CA.
Figura 1.5: Configuración de turbina eólica de velocidad variable con convertidor de escala parcial.
En esta configuración, en vez de conectar resistencias a los devanados del rotor del genera-
dor se conecta un convertidor de potencia el cual le permite al sistema utilizar la energía que era
disipada en las resistencias, y por lo tanto, facilita el control de la velocidad del rotor de la turbi-
na alrededor del 33% de la velocidad de sincronía del generador. De este modo, la turbina eólica
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puede operar a su máxima eficiencia aerodinámica para diferentes velocidades del viento.
La principal ventaja de esta configuración es el costo reducido del convertidor, ya que el total
de la potencia que fluye a través de él es alrededor del 25% del total de la potencia de la máquina
[6, 8]. Además, el convertidor conectado en el lado del rotor permite un control desacoplado de
potencia activa y reactiva en el estator, lo cual es adecuado para propósitos de control. Mientras
que el convertidor permite el control de la inyección o absorción de la potencia reactiva en los
devanados del estator, así como el seguimiento del máximo punto de potencia, el convertidor del
lado de la red eléctrica permite el control del factor de potencia [9].
El DFIG, es una de las máquinas eléctricas más utilizadas para sistemas de conversión de ener-
gía eólica de velocidad variable de alta capacidad, debido a sus características, tales como veloci-
dad de operación variable, desacoplamiento de la potencia activa y reactiva, costos reducidos en
el convertidor, así como el control del factor de potencia y el mejoramiento de la eficiencia del sis-
tema. Estas características han permitido la investigación y el desarrollo de estrategias de control
para las turbinas eólicas de velocidad variable basadas en el DFIG [4, 10–12].
La configuración de las turbinas eólicas de velocidad variable con convertidor de escala com-
pleta se muestran en la Figura 1.6. En esta configuración se emplea un convertidor de escala com-
pleta, para transmitir toda la potencia de salida de la máquina a la red eléctrica.
En comparación con la configuración de las turbinas eólicas de velocidad variable con conver-
tidor de escala parcial, el convertidor debe ser de mayor capacidad. Sin embargo, esto incrementa
los costos del convertidor de potencia y su eficiencia determinará el total de la eficiencia del siste-
ma. Esta configuración emplea comúnmente un generador trifásico síncrono de imanes perma-
nentes, el cual puede permitir evitar el uso de la caja de engranes. Sin embargo, el DFIG también
puede ser utilizado en esta configuración.
Gracias al convertidor de potencia empleado se puede lograr un buen aislamiento de la red
eléctrica y el desacoplamiento de la potencia activa y reactiva. Esta configuración se utiliza exten-
sivamente en turbinas eólicas flotantes [8].
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Figura 1.6: Configuración de turbina eólica de velocidad variable con convertidor de escala com-
pleta.
La principal diferencia entre las velocidades de operación es el control de la eficiencia aero-
dinámica. Las turbinas eólicas de velocidad fija operan a una velocidad del rotor de la turbina
constante a pesar de las variaciones del viento. Por lo tanto, la relación de la velocidad de punta
(TSR) cambiará de acuerdo a la velocidad del viento.
Además, la eficiencia aerodinámica que depende directamente del TSR y del ángulo de giro
de las aspas, tomará un valor máximo para una velocidad del viento específica. Por otro lado, las
turbinas eólica de velocidad variable son capaces de variar la velocidad del rotor de la turbina
proporcionalmente a la velocidad del viento, manteniendo un TSR constante logrando la maximi-
zación de la eficiencia aerodinámica para diferentes velocidades del viento.
Finalmente, de acuerdo con la orientación del eje de la turbina, las turbinas eólicas se pue-
den clasificar en: turbinas eólicas de eje horizontal y vertical. A pesar de que las turbinas eólicas
se pueden construir ya sea con eje vertical u horizontal para la generación de potencia, las tur-
binas eólicas de eje horizontal son más utilizadas en la industria, ya que dominan el mercado de
las turbinas eólicas de gran capacidad. Además, poseen ventajas prácticas y aerodinámicas, tales
como mayor potencia de salida, alta eficiencia, alta fiabilidad y altas velocidades de operación.
Por otro lado, debido al tamaño de estas turbinas eólicas, los costos de transporte, instalación y
mantenimiento son elevados.
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1.3. Regiones de operación
Dependiendo del perfil de la velocidad del viento, existen diferentes regiones de operación en
las turbinas eólicas de acuerdo a la potencia de salida representadas en la Figura 1.7. Estas regiones
son:
Región 1: Velocidad del viento por debajo de la velocidad de marcha (cut-in).
Región 2: Velocidad del viento por debajo de la velocidad nominal (rated).
Región 3: Velocidad del viento mayor a la velocidad nominal pero menor a la velocidad de
paro (cut-out).
Región 4 Velocidad del viento mayor a la velocidad de paro.
En la Región 1, la velocidad del viento es baja, es decir por debajo de la velocidad de marcha,
entonces, las pérdidas de potencia en el sistema son mayores a la potencia disponible en el viento,
es decir, los costos para mantener a la turbina operando a estas velocidades son mayores a las
ganancias generadas por la producción. Por lo tanto, la turbina no debe de estar operando.
Cuando la velocidad del viento alcanza la velocidad de corte, la turbina eólica empieza a operar
en la Región 2, la cual está comprendida por velocidades del viento entre la velocidad de marcha y
la nominal, entonces la turbina se encuentra extrayendo potencia del viento, y por lo tanto, gene-
rando potencia eléctrica. Sin embargo, no genera la potencia nominal hasta que la velocidad del
viento alcanza su velocidad nominal.
En la Región 3, la velocidad del viento es mayor a la velocidad nominal, entonces, la turbina
debe limitar la potencia de salida, a través del control del ángulo de giro de las aspas y de la regu-
lación del par, para proteger los componentes electromecánicos del sistema de ráfagas de viento
que puedan ocasionar daños severos. Finalmente, en la Región 4, la velocidad del viento rebasa la
velocidad de paro, y por lo tanto, es necesario apagar la turbina para mantener a salvo los compo-
nentes electromecánicos.
En general, las turbinas eólicas de velocidad fija y variable tienen las mismas regiones de ope-
ración, sin embargo, a excepción del punto de operación de diseño de las turbinas eólicas de ve-
locidad fija, las de velocidad variable tienden a ser más eficientes en velocidades del viento por
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debajo de la velocidad nominal, ya que éstas son capaces de operar cerca de la máxima eficiencia
aerodinámica y por lo tanto, convierten mayor potencia en diferentes velocidades del viento [13].
Por esta razón, las turbinas eólicas modernas comerciales son de velocidad variable, ya que en
la práctica la velocidad del viento es intermitente. Como se mencionó anteriormente, diferentes
configuraciones de convertidores de potencia y generadores eléctricos permiten a las turbinas
operar en este modo.


















Figura 1.7: Regiones de operación.
Las turbinas eólicas de velocidad variable muestran diferentes tareas de control de acuerdo
a la región de operación. En la práctica, las turbinas eólicas operan entre las Regiones 2 y 3. Ge-
neralmente, para velocidades del viento comprendidas en la Región 3, las tareas de control están
dirigidas a limitar la potencia de salida, a través de la regulación del par y el control del ángulo de
giro de las aspas. Sin embargo uno de los objetivos de control más desafiantes de las turbinas eó-
licas de velocidad variable es la maximización de la potencia de salida para diferentes velocidades
del viento en la Región 2.
Como consecuencia del cambio instantáneo del viento, es necesario determinar la velocidad
óptima del rotor de la turbina que asegure la maximización de la extracción de potencia. Para
lograr la maximización de la extracción de potencia muchos algoritmos del seguimiento del má-
ximo punto de potencia, tales como el control de TSR, el control del par óptimo, el control de la
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retroalimentación de la señal de potencia, entre otros [14], combinados con técnicas de control
apropiadas se han propuesto en las últimas décadas.
1.4. Estado del arte
En esta sección, se abordarán los antecedentes del problema de la maximización de la extrac-
ción de potencia en una turbina eólica de velocidad variable de eje horizontal operando en la
Región 2, a través del seguimiento del máximo punto de potencia (MPPT por sus siglas en inglés).
En la literatura de ingeniería de control se han planteado diferentes soluciones para resolver
este problema. Entre estas soluciones, están aquellas basadas en la técnica de control estándar
proporcional integral y derivativa (PID) [15] la cual es una de las más utilizadas en la industria, la
técnica cuadrática lineal Gaussiana (LQG) [16, 17], las basadas en técnicas de control lineal mo-
derno como H∞ [18, 19], las técnicas de control no lineal más populares como feedback lineali-
zation [9, 20], redes neuronales [21], y aquellas basadas en técnicas de control robusto no lineal
como el control backstepping [22].
Sin embargo, estas estrategias de control no han logrado un buen desempeño al ser implemen-
tadas, debido al comportamiento altamente no lineal, presencia de incertidumbres paramétricas,
dinámicas no modeladas, y algunas suposiciones que se consideran para obtener modelos mate-
máticos simplificados utilizados en el diseño de los controladores. Para tratar con estas caracterís-
ticas se han publicado diferentes trabajos.
A pesar del desarrollo exitoso del control robusto adaptativo, la técnica de control por modos
deslizantes ha probado ser una de las mejores opciones para tratar con incertidumbres paramé-
tricas y dinámicas no modeladas involucradas en el diseño de los controladores [23].
Una de las metodologías más atractivas de la técnica de control basada en modos deslizantes es
el control Super Twisting, el cuál ha sido recientemente aplicado en turbinas eólicas de velocidad
variable. Esto es debido a su convergencia en tiempo finito a la superficie deslizante y a su robustez
para compensar perturbaciones acotadas que actúan sobre el canal de entrada de control [12,24].
Para resolver el problema de la maximización de la extracción de potencia en las turbinas eóli-
cas de velocidad variable se han implementado diferentes estrategias de control basadas en modos
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deslizantes.
Por ejemplo, en [11] se ha implementado un control por modos deslizantes de segundo orden
(SOSM) combinado con un observador de alta ganancia para lograr el seguimiento del MPPT en
una turbina eólica de velocidad variable basada en un generador de inducción doblemente ali-
mentado operando en la Región 2.
Además, un algoritmo de control Super Twisting fue diseñado en [25, 26], para el control de
la potencia activa y reactiva en una turbina eólica de velocidad variable basada en una máquina
de reluctancia doblemente alimentada sin escobillas (BDFRM). Adicionalmente, un control Super
Twisting adaptable se aplicó para lograr los mismos objetivos en una turbina eólica de velocidad
variable basada en un generador de inducción doblemente alimentado [27].
De igual manera, una estrategia de control del par óptimo combinado con un controlador Su-
per Twisting se desarrolló para lograr la máxima extracción de potencia en una turbina eólica de
velocidad variable basada en un generador de inducción doblemente alimentado en [24].
Por otra parte, se ha presentado un control Super Twisting con ganancia variable en [28], don-
de el desempeño del sistema en lazo cerrado en términos de las cargas mecánicas y el seguimiento
del máximo punto de potencia se han logrado. Además, un algoritmo de control basado en la téc-
nica estándar de modos deslizantes se ha desarrollado en [29] para lograr el control del par y la
potencia reactiva en una turbina eólica de velocidad variable basada en un generador de induc-
ción doblemente alimentado sometida a variaciones de voltaje en la red eléctrica.
1.5. Planteamiento del problema
A pesar de la extensa aplicación de las estrategias de control basadas en la técnica de modos
deslizantes, particularmente en el algoritmo Super Twisting, los objetivos de control han estado li-
mitados a la parte eléctrica sin considerar los efectos que pueden ocurrir en el proceso mecánico.
Además, para lograr la máxima extracción de potencia, a través de la maximización de la eficiencia
aerodinámica, se ha propuesto que el par del generador siga el par aerodinámico óptimo despre-
ciando las dinámicas del tren de transmisión, es decir, para lograr este objetivo se consideró que
el par aerodinámico y el electromagnético eran iguales, lo cual no es una suposición verdadera,
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particularmente para condiciones del viento turbulentas, ya que la velocidad del viento no puede
ser transferida instantáneamente al generador [12].
Por otra parte, los métodos de sintonización de las ganancias de los algoritmos de control ba-
sados en la técnica de modos deslizantes propuestos en la literatura carecen de una metodología
clara para obtener valores adecuados que permitan alcanzar los objetivos de control deseados.
1.6. Contribución y estructura de la tesis
En este trabajo para tratar con la maximización de la extracción de potencia, se establece un
modelo matemático de una turbina eólica de velocidad variable basada en un generador de in-
ducción doblemente alimentado, el cual incluye las partes aerodinámicas, mecánicas y eléctricas
del sistema, así como incertidumbres y perturbaciones paramétricas externas.
Además, se proponen estrategias de control basadas en el algoritmo Super Twisting para ha-
cer que la velocidad del rotor de la turbina siga la velocidad deseada (la velocidad que maximice el
coeficiente de potencia Cp ) a pesar de las incertidumbres del sistema. También, utilizando estrate-
gias de control basadas en el algoritmo Super Twisting se diseñará una ley de control que permita
el seguimiento de la corriente del rotor deseada, a pesar de incertidumbres y perturbaciones pa-
ramétricas externas.
Por otra parte, desde un punto de vista teórico, a partir de una función cuadrática de Lyapunov
se obtienen condiciones suficientes para asegurar la convergencia en tiempo finito de las estrate-
gias de control propuestas. Además, las estrategias de control propuestas serán validadas en una
turbina eólica de velocidad variable de 3 aspas con capacidad de 1.5 MW utilizando el simulador
en turbinas eólicas FAST (Fatigue, Aerodynamic, Structural and Turbulence) [30] y el simulador
de perfiles de viento TurbSim [31] de la compañía NREL (National Renewable Energy Laboratory)
interconectados con Matlab-Simulink para llevar a cabo simulaciones realistas de una turbina eó-
lica con todos sus grados de libertad.
La estructura de la tesis está organizada de la siguiente manera: en la Sección 2 se presenta un
modelo matemático, el cual describe el comportamiento de una turbina eólica de velocidad va-
riable, a partir del modelo matemático obtenido se diseñan algoritmos de control Super Twisting
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que permita el seguimiento de la velocidad óptima del rotor de la turbina para la turbina eólica
de velocidad variable en la Sección 3. En la Sección 4, se muestran resultados en simulación y un
estudio comparativo para ilustrar el desempeño de los algoritmos de control propuestos cuando
son aplicados a la turbina eólica de velocidad variable. Finalmente, se muestran las conclusiones
y trabajo futuro.
1.7. Publicaciones
A. Flores, S. Gutiérrez y J. de León, “Advanced Control Design based on Sliding Modes Techni-
que for Power Extraction Maximization in Variable Speed Wind Turbine", Renewable Energy sys-
tems: modelling, control and optimization. Elsevier, en imprenta, Mayo 2021 .
1.8. Conclusiones
En este capítulo se han introducido los conceptos básicos de los sistemas de conversión de
energía eólica, así como sus clasificaciones y condiciones de operación. Por otro lado, se estudió
el problema de la maximización de la extracción de potencia en las turbinas eólicas de velocidad
variable y los diferentes enfoques para solucionar el problema a partir de la revisión de la literatu-
ra. Finalmente, se muestran los objetivos y alcances de este trabajo.
Capítulo 2
Modelo dinámico de la turbina eólica de
velocidad variable
2.1. Introducción
El modelado de las turbinas eólicas debe de contener los grados de libertad suficientes para
poder cubrir con los efectos dinámicos más importantes.
Un turbina eólica de velocidad variable (TEVV) está compuesta principalmente por tres sub-
sistemas: El subsistema aerodinámico, mecánico y eléctrico [1] como se muestra en la Figura 2.1
Figura 2.1: Subsistemas de una turbina eólica.
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2.2. Modelo aerodinámico
Una de las propiedades aerodinámicas más importantes de las turbinas eólicas es la eficiencia
aerodinámica, la cual está relacionada directamente con la geometría de las aspas [1]. Se represen-
ta a través del coeficiente de potencia Cp como la relación de la potencia instantánea de la turbina




en donde P está dada por:
P = 1/2πϕR2Cp v3 (2.2)
y PW i nd de la siguiente manera:
PW i nd = 1/2πϕR2v3 (2.3)
donde ϕ es la densidad del aire ambiental a la altura del cubo principal, en donde la densidad
estándar a nivel del mar es de aproximadamente 1.225kg /m3, R es el diámetro del rotor de la tur-
bina y v es la velocidad del viento. Por lo tanto, la potencia aerodinámica capturada por la turbina
eólica está en función de dos factores principales, la velocidad del viento v(t ) y el coeficiente de
potencia de la turbina eólica Cp .
Además, el coeficiente de potencia Cp es una función no lineal la cual depende del ángulo de
giro de las aspas β y la razón de la velocidad de punta de las aspas λ, i.e. Cp =Cp (λ,β).
Por otro lado, la razón de la velocidad de punta de las aspas λ de una turbina eólica se define
como la razón entre la velocidad de punta de las aspas ωr t y la velocidad del viento v la cual se
expresa como
λ= ωr t R
v
(2.4)
La máxima eficiencia aerodinámica llamada límite de Betz, CPmax = 16/27, es el coeficiente de
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potencia máximo teórico posible del rotor de la turbina. Sin embargo, en la práctica algunos efec-
tos, tales como el número finito de aspas utilizadas y pérdidas de velocidad de punta asociadas,
conducen a una disminución del coeficiente de potencia máximo alcanzable [2].
Para propósitos de control, el objetivo es producir la máxima potencia aerodinámica, es decir
P = Pmax , a través de la maximización del coeficiente de potencia Cp en λopt y βopt bajo condi-
ciones de operación de la turbina asociadas a la Región 2. Para este objetivo, el máximo valor del
coeficiente de potencia Cp se puede obtener graficando el coeficiente de potencia Cp en términos
de la razón de la velocidad de punta de las aspas de la turbina λ y el ángulo de giro de las aspas
β utilizando un software especializado, o a través de aproximaciones de funciones no lineales de
(λ,β). Por ejemplo:





















y los coeficientes c1, ...,c6 dependen de las características de diseño de la turbina eólica y sus valo-
res se adoptan de [12]. c1 = 0.5176, c2 = 116, c3 = 0.4, c4 = 5, c5 = 21, c6 = 0.0068.
La Figura 2.2 muestra la gráfica del coeficiente de potencia Cp en función de la razón de la
velocidad de punta de las aspas de la turbina λ para diferentes valores del ángulo de giro de las
aspas β. En esta gráfica se puede observar que corresponde un valor máximo del coeficiente de
potencia Cp en λ= 8 y β= 0.














Figura 2.2: Coeficiente de potencia Cp en función de λ para diferentes valores de β.
Otro método para obtener el coeficiente de potencia es utilizando el software FAST. Para si-
mular el coeficiente de potencia a través de este método se requiere una configuración adecuada
de los archivos de entrada del software, es decir, todos los grados de libertad desactivados en los
archivos de entrada de ElastoDyn y un perfil de viento escalonado de 5 m/s a 15 m/s, con el fin de
capturar el estado estable de cada respuesta al escalón del coeficiente de potencia bajo condicio-
nes del rotor de la turbina ideales.
La Figura 2.3 muestra una gráfica del coeficiente de potencia para diferentes valores de (λ,β).
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Figura 2.3: Coeficiente de potencia Cp en función de λ para diferentes valores de β.
A pesar de que ambos resultados difieren debido a las inexactitudes de las aproximaciones de
las funciones no lineales, éstos concuerdan con el límite de Betz, el cual establece que el máximo
coeficiente de potencia debe ser menor a 0.59.
Observación 1: Para propósitos de diseño del control los valores óptimos de λ y β se conside-
rarán de acuerdo a [32], en donde se establece que para la turbina eólica de 1.5 MW utilizada en
FAST, el coeficiente de potencia máximo C pmax = 0.5 ocurre en λ= 7 y β= 2.6.
Es importante mencionar que todos los cálculos aerodinámicos estarán determinados a través
del módulo AeroDyn de FAST, el cuál, está basado en la teoría BEM. AeroDyn es un módulo en el
dominio del tiempo de la aerodinámica de las turbinas eólicas que ha sido acoplado en la versión
de FAST 8 para permitir simulaciones aeroelásticas de las turbinas eólicas de eje horizontal [33].
En secciones futuras se dará una breve introducción al software FAST.
2.3. Modelo mecánico
El propósito principal del subsistema mecánico es transmitir la energía mecánica obtenida a
partir del viento al subsistema eléctrico, esta tarea es llevada a cabo por el tren de transmisión. El
tren de transmisión de una turbina eólica consiste en la mayoría de los componentes giratorios y
dispositivos mecánicos, por ejemplo, el rotor, el cual está comprendido por el cubo principal y las
aspas, el eje principal del rotor, la caja de engranes, el eje del generador, acoplamientos y frenos
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mecánicos.
Este sistema se puede representar a través de un conjunto de masas rotatorias interconectadas.
En la literatura se han propuesto diferentes modelos de masas rotatorias con el fin de obtener
un análisis preciso de las dinámicas del sistema, por ejemplo, podemos encontrar modelos de
seis masas, cinco masas, tres masas, dos masas o de una sola masa concentrada en el eje de baja
velocidad. Este último, consiste solamente en el eje rígido del rotor de la turbina y el rotor de la
turbina [34–37].
Para analizar las dinámicas del tren de transmisión de una forma precisa, es necesario un mo-
delo que contenga todas las partes rotatorias del sistema, incluyendo los efectos de los parámetros
del tren de transmisión, tales como las constantes de inercia, torsión y amortiguamiento. Sin em-
bargo, la implementación de este modelo implica incrementar la complejidad, así como el uso de
pasos de integración pequeños lo que conlleva a un esfuerzo computacional mayor. Es por esto
que se han desarrollado modelos reducidos de masas para minimizar el esfuerzo computacional
preservando la precisión de las dinámicas del sistema.
Por otro lado, para diseños de control se toman en cuenta modelos reducidos de masas, los
cuales incluyen los efectos dinámicos más importantes. Particularmente, los modelos de dos ma-
sas han sido los más utilizados en la literatura [38–41], ya que de acuerdo a resultados en simula-
ción se ha concluido que este modelo es suficiente para el análisis de las dinámicas del sistema de
transmisión [34].
Además, el software especializado en turbinas eólicas FAST representa el modelo dinámico
del tren de transmisión mediante un modelo de dos masas [8]. Estos modelos se describirán a
continuación.
2.3.1. Modelo de seis masas
El modelo básico de seis masas del tren de transmisión de una turbina eólica se representa en la
Figura 2.4, este modelo tiene seis inercias: tres inercias correspondientes a las aspas, (J A1, J A2, J A3),
la inercia del cubo principal (JC ), la inercia de la caja de engranes (JC E ) y la inercia del generador
(JG ). Las constantes de torsión, KC A1,KC A2,KC A3,KCC E y KCG que representan la elasticidad entre
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las masas adyacentes.
Los amortiguamientos mutuos entre las masas adyacentes están representados por dC A1, dC A2,
dC A3, dCC E y dCG . Las pérdidas del par que actúan sobre las masas individuales se expresan me-
diante el amortiguamiento propio como D A1,D A2,D A3,DC ,DC E y DG . Finalmente las entradas del
sistema del tren de transmisión son el par del generador Tem y los tres pares aerodinámicos indi-
viduales que actúan sobre las aspas TA1,TA2,TA3.
Figura 2.4: Modelo mecánico de seis masas de una turbina eólica.














en donde: [θ] =
[




ωA1, ωA2, ωA3, ωC , ωC E , ωG
]T
representan los vectores de la posición y velocidad angular mecánica de las aspas, cubo principal,
caja de engranes y generador. La matriz [J ] = di ag
[
J A1, J A2, J A3, JC , JC E , JG
]
representa
una matriz diagonal de inercias, el vector [T ] =
[
TA1, TA2, TA3, 0, 0, TG
]T
representa los
torques aplicados de las aspas y el generador. Mientras que [K ] y [D] son matrices constantes
cuadradas de torsión y amortiguamiento definidas por:
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[K ] =

KC A 0 0 −KC A 0 0
0 KC A 0 −KC A 0 0
0 0 KC A −KC A 0 0
−KC A −KC A −KC A KCC E +3KC A −KCC E 0
0 0 0 −KCC E KCC E +KC EG −KC EG





D A +dC A 0 0 −dC A 0 0
0 D A +dC A 0 −dC A 0 0
0 0 D A +dC A −dC A 0 0
−dC A −dC A −dC A DC +dCC E +3dC A −dCC E 0
0 0 0 −dCC E DC E +dCC E +dC EG −dC EG
0 0 0 0 −dC EG Dg +dC EG

(2.9)
2.3.2. Modelos reducidos de masas
Como se mencionó anteriormente, para obtener un análisis preciso de todas las dinámicas del
tren de transmisión es necesario un modelo de seis masas. Sin embargo, este modelo es bastante
complejo e incrementa el esfuerzo computacional, por lo que varios autores han desarrollado,
estudiado y analizado modelos reducidos de masas que preserven la precisión de las dinámicas y
sean adecuados para diseño de controladores.
Por ejemplo, se puede obtener un modelo de tres masas a partir de la manipulación del modelo
de seis masas, combinando los pesos de las tres aspas y el cubo principal. Por lo tanto, la nueva
inercia de la turbina, será la suma de las tres inercias de las aspas y la inercia del cubo principal, es
decir Jr t = J A1 + J A2 + J A3 + JC .
Asimismo, el par aplicado (aerodinámico) será la suma de los tres pares de las aspas, es decir
Ta = TA1+TA2+TA3. Además, el nuevo amortiguamiento propio será la suma de los tres amortigua-
mientos propios de las aspas y del cubo principal Dr t = D A1 +D A2 +D A3 +DC , también se asume
2.3. MODELO MECÁNICO 24
que el amortiguamiento mutuo entre las masas adyacentes y las constantes de torsión entre las
aspas y el cubo principal se desprecian.
El modelo reducido de tres masas se describe a continuación:
dθr t
d t
= ωr t (2.10)
dθC E
d t










(θr t −θC E )− dCC E
Jr t







(θr t −θC E )+ dCC E
JC E
(ωr t −ωC E )− KC EG
JC E
(θC E −θG )− dC EG
JC E







(θC E −θG )+ dC EG
JG






De forma similar, el modelo resultante de tres masas puede ser transformado y representado
por un modelo de dos masas, concentradas en el rotor de la turbina y en el generador, como se
muestra en la Figura 2.5, en donde se combinan la inercia del generador y la inercia de la caja de
engranes, así como los amortiguamientos propios. Finalmente, el amortiguamiento mutuo entre
las masas de la caja de engranes y el generador se desprecia.
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El modelo de dos masas resultante se puede describir de la siguiente manera








= Ths −Tem −Dgωr g (2.18)
con Tl s = Kl s(θr t −θl s)+Dl s(ωr t −ωl s). Donde Jr y Jg son las inercias del rotor y generador respec-
tivamente, ωr t y ωr g son las velocidades angulares del rotor y generador, Ta y Tem son los pares
aerodinámico y electromecánico aplicados, Tl s y Ths son los pares de los ejes de alta y baja veloci-
dad transmitidos, y Dr y Dg son los amortiguamientos de las masas rotatorias de los ejes del rotor
y el generador respectivamente.









es la matriz diagonal de inercias, ω =
[
ωr t ωr g
]T
es el vector de las ve-














* es el vector de los pares de los ejes de alta y baja velocidad transmitidos.
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Además, la relación de la caja de engranes N está definida como





Después de aplicar algunas operaciones matemáticas y considerando que el tren de transmi-
sión es rígido (i.e. D = 0) sin disipación en la caja de engranes, y la inercia del generador y del rotor
concentradas en el eje de baja velocidad, (i.e. Jt = Jr +N 2 Jg ), se tiene que los pares transmitidos
de los ejes de alta y baja velocidad están relacionados de la siguiente manera.
Tl s = N Ths (2.21)
y que el modelo del sistema mecánico, el cual describe el comportamiento del modelo del tren
transmisión de una turbina eólica de una sola masa concentrada en el eje de baja velocidad mos-




= Ta −N Tem (2.22)
Figura 2.6: Modelo mecánico de una masa concentrada de una turbina eólica.
Observación 2 Para propósitos del diseño de control se considera un modelo del tren de trans-
misión rígido de una sola masa (2.22). Sin embargo, durante las simulaciones en FAST, se considera
un modelo del tren de transmisión flexible de dos masas con una eficiencia de la caja de engranes
del 95%. Como resultado de esta simplificación del modelo mecánico, existe incertidumbre en los
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parámetros y dinámicas no modeladas.
2.4. Modelo eléctrico
El subsistema eléctrico está compuesto por el generador y los dispositivos de control de poten-
cia. Su principal objetivo es transformar la energía mecánica proveniente del tren de transmisión
en energía eléctrica. Como fue discutido en la Sección 1.2, las máquinas eléctricas más utilizadas
en los sistemas de conversión de energía eólica son los generadores de corriente alterna trifásicos,
tanto los generadores síncronos y asíncronos (de inducción). En este trabajo la máquina eléctrica a
controlar será el generador de inducción doblemente alimentado, debido a su modo de operación
variable y a sus bajos costos de implementación [6, 42].
Para propósitos de diseño de esquemas de control en las turbinas eólicas, es necesario tener el
conocimiento del modelo dinámico del generador. Este modelo debe incorporar los efectos diná-
micos más importantes que ocurran en los transitorios y en estado estable. Además, este debe de
ser válido para cualquier variación arbitraria en el tiempo, de los voltajes y corrientes generados
por los convertidores que alimentan la máquina.
En esta sección se desarrollarán modelos dinámicos del generador de inducción doblemente
alimentado en un marco de referencia abc y d q0, representados en ecuaciones diferenciales, los
cuales serán válidos para cualquier variación instantánea en los voltajes y corrientes. Además estos
modelos describen adecuadamente el desempeño de la máquina bajo operaciones de transitorios
y estado estacionario.
2.4.1. Modelo del DFIG expresado en un marco de referencia estacionario en
abc
De acuerdo a los modelos de las máquinas de corriente alterna trifásicas desarrollados por di-
ferentes autores [6, 43], el modelo simplificado e ideal del DFIG es similar a la máquina de induc-
ción de rotor devanado (WRIM por sus siglas en inglés), y se puede describir por tres devanados
en el estátor y tres en el rotor, con dos polos simétricos, como se muestra en la Figura 2.7
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Figura 2.7: Representación ideal del DFIG.
en donde los devanados de fase del estator están desplazados 120 grados eléctricos entre sí, y del
mismo modo los devanados del rotor.
El ángulo eléctrico comprendido entre los ejes magnéticos del devanado de fase del estator as
y el devanado de fase del rotor ar está definido por σ. Por lo tanto, la velocidad angular eléctrica
del rotor de la máquina está definida como ω= dσd t = pωr g y su dirección es mostrada en la Figura
2.7 en sentido contrario a las manecillas del reloj. Estos devanados son una representación ideal
de una máquina real, la cual permite obtener un circuito equivalente como se muestra en la Figura
2.8 y consecuentemente obtener un modelo dinámico a partir de las leyes de Faraday y Kirchhoff.
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Figura 2.8: Circuito equivalente del DFIG.
Para el desarrollo del modelo dinámico en un marco de referencia estacionario abc se consi-
deran las siguientes suposiciones:
Los devanados de fase del estator y el rotor del DFIG se consideran distribuidos simétrica-
mente, lo que significa que las resistencias, y las inductancias magnetizantes y de fuga son
iguales para las tres fases en el estator y en el rotor.
La fuerza magnetomotriz producida es distribuida sinusoidalmente alrededor de la circun-
ferencia del estator del DFIG. Por lo tanto, no se presentan componentes armónicos.
El circuito magnético de la máquina no está saturado.
Las inductancias mutuas entre los dos devanados de fase del estator y entre los dos devana-
dos de fase del rotor son constantes mientras que las inductancias mutuas entre el devanado
de fase del estator y del rotor varían con la posición angular del rotor σ.
Bajo las suposiciones anteriores y de acuerdo a las leyes de Faraday y Kirchhoff las relaciones
de voltajes en el estator y el rotor, están dadas por:
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y [Vr abc ] =
[
vr a vr b vr c
]T
son los vectores de voltaje en




y [Ir abc ] =[
ir a ir b ir c
]T
son los vectores de corriente en cada una de las fases del estátor y el rotor res-
pectivamente, Rs y Rr representan las resistencias de fase del estátor y el rotor respectivamente,




y [Φr abc ] =
[
Φr a Φr b Φr c
]T
son los vectores de flujo en
cada fase del estátor y el rotor respectivamente.
Los vectores de flujo del estátor y el rotorΦsabc yΦr abc en términos de los vectores de corriente
Isabc y Ir abc están dados por:
Φsabc = Ls Isabc +M Ir abc (2.25)
Φr abc = Lr Ir abc +M T Isabc (2.26)
donde Ls y Lr son las matrices de inductancia del estátor y el rotor respectivamente y M es la
matriz de inductancias mutuas, dadas por:
Ls =

ll s + lm −12 lm −12 lm
−12 lm ll s + lm −12 lm
−12 lm −12 lm ll s + lm
 Lr =

ll r + lm −12 lm −12 lm
−12 lm ll r + lm −12 lm




cos(σ) cos(σ+ 2π3 ) cos(σ− 2π3 )
cos(σ− 2π3 ) cos(σ) cos(σ+ 2π3 )
cos(σ+ 2π3 ) cos(σ− 2π3 ) cos(σ)

donde ll s y ll r son las inductancias de fuga del estator y rotor respectivamente, y lm corresponde
a la inductancia magnetizante.
Se puede observar que debido al desplazamiento angular del rotor, la matriz de inductancias
mutuas es dependiente del tiempo. Para propósitos de simulación y diseño del controlador, se
presentarán en las siguientes subsecciones la deducción de dos modelos del DFIG en un marco de
referencia rotatorio d q0.
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2.4.2. Transformación de un marco de referencia fijo abc a un marco de refe-
rencia rotatorio dq0
El modelo del DFIG puede ser expresado en diferentes marcos de referencia rotatorios a través
de transformaciones de coordenadas adecuadas, con la finalidad de eliminar la dependencia del
tiempo de las variables variantes en el tiempo del sistema trifásico. En este trabajo, para propó-
sitos de control, el DFIG se expresará en un marco de referencia sincrónicamente rotatorio y la
deducción del par desarrollado, y las potencias activa y reactiva se mostrarán en esta subsección.
Se considera el nuevo marco de referencia mostrado en la Figura 2.9, donde, la componente d
gira a la velocidad de sincronía.
Figura 2.9: Diagrama esquemático de la transformación del marco de referencia abc a d q0.
Además, σs representa el ángulo entre la componente del estator as , y la componente d sin-
crónicamente rotatoria y está definido por σs = σs0 +
∫ t
0
ωs(t )d t para una velocidad angular de
operación fija, en donde ωs es la velocidad de sincronía. Por otro lado, el ángulo resultante entre
σs −σ está definido por σs −σ=
∫ t
0
(ωs −ω)d t + (σs(0)−σ(0)).
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Para llevar a cabo la transformación del modelo del DFIG de un marco de referencia estacio-
nario abc a un marco de referencia sincrónicamente rotatorio d q0 se escogen matrices de trans-
formación no singulares Ts y Tr tal que,
Isd q0 = Ts Isabc
Vsd q0 = TsVsabc
Φsd q0 = TsΦsabc
(2.27)
y
Ir d q0 = Tr Ir abc
Vr d q0 = Tr Vr abc
Φr d q0 = TrΦr abc
(2.28)




cos(σs) cos(σs − 2π3 ) cos(σs − 4π3 )











cos(σs −σ) cos((σs −σ)− 2π3 ) cos((σs −σ)− 4π3 )








Aplicando las matrices de transformación Ts y Tr y sustituyendo (2.27) y (2.28) en (2.23)-(2.26)
se tiene que las ecuaciones de voltajes y flujos del estator en el nuevo marco de referencia d q0
están definidas por
Vsd q0 = Ts(Vsabc ) (2.31)
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Vsd q0 = TsRsT −1s Isd q0 +Ts
d
d t
T −1s Φsd q0 (2.33)
Φsd q0 = TsLsT −1s Isd q0 +Ts MT −1r Ir d q0 (2.34)
Igualmente, las ecuaciones de voltajes y flujos del rotor en el nuevo marco de referencia d q0
están definidas por
Vr d q0 = Tr (Vr abc ) (2.35)
Vr d q0 = Tr (Rr Ir abc +
d
d t
Φr abc ) (2.36)
Vr d q0 = Tr Rr T −1r Ir d q0 +Tr
d
d t
T −1r Φr d q0 (2.37)
Φr d q0 = Tr Lr T −1r Ir d q0 +Tr M T T −1s Isd q0 (2.38)
Reescribiendo el último término de la Ecuación de voltajes en el estator (2.33) y omitiendo la
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Las ecuaciones de los flujos del estator y rotor en el nuevo marco de referencia d q están dados
por
Φsd q0 =
ll s + 32 lm 0
0 ll s + 32 lm
 Isd q0 +
32 lm 0
0 32 lm
 Ir d q0 (2.43)
Φr d q0 =
ll r + 32 lm 0
0 ll r + 32 lm
 Ir d q0 +
32 lm 0
0 32 lm
 Isd q0 (2.44)

































ll s + 32 lm 0













ll r + 32 lm 0









Introduciendo la siguiente suposición Ls = ll s + 32 lm , Lr = ll r + 32 lm =, ya que ambos valores
están referidos a las inductancias del estator y el rotor respectivamente [43] y M = 32 lm , (2.47) y
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El modelo (2.45)-(2.48) se puede expresar en la forma compacta de la siguiente manera
dΦs
d t
= −Rs Is +ωsIΦs +Vs (2.51)
dΦr
d t
= −Rr Ir +ωrIΦr +Vr (2.52)
dondeΦr =
[






son los vectores de flujo del estator y el rotor en los






Ir d , Ir q
]T
son las corrientes del estator y el






Vr d , Vr q
]T
son los vectores de voltaje del estator
y el rotor respectivamente;ωs yωr son las velocidades angulares del estator y el rotor relacionadas
de la siguiente manera;ωs =ω+ωr dondeω es la frecuencia angular eléctrica del generador de in-




ωr =ωs −ω donde ω= pωr g = pNωr t , ωs = 2π fs y p es el número de polos. Entonces expresando
los vectores de flujo del estátor y el rotorΦs en términos de los vectores de las corrientes del estator
y el rotor Is and Ir en eje d −q se tiene
Φs = Ls Is +M Ir (2.53)
Φr = Lr Ir +M Is (2.54)
donde Ls , Lr , y M son las inductancias del estátor, rotor y la inductancia mutua respectivamente.
Además, el par electromagnético se puede escribir de la siguiente manera:
Tem = pM I Tr IIs (2.55)
2.4.3. Modelo del DFIG de orden reducido expresado en dq
Ahora, aplicando un control de la orientación del campo del estator, es decir alineando el flujo
del estator al eje-d para desacoplar el control de las potencias activa y reactiva (Ps ,Qs) respectiva-
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Φsd = ‖Φs‖ , Φsq = 0 (2.56)
donde ‖Φs‖ es la norma del vectorΦs .
A1. Se considera que los voltajes y la frecuencia se mantienen aproximadamente constantes y
la resistencia del estator se desprecia, i.e. Rs = 0.
Observación 3 La suposición de que la resistencia del estator se desprecia es una suposición
realista para máquinas de potencia media [44].
EntoncesΦsd = ‖Φs‖ se vuelve constante,Φsq = 0 y de A1 se tiene que ωsIΦs +Vs = 0 los com-





Vsd = 0, Vsq =ωs ‖Φs‖ = ‖Vs‖ (2.57)
De (2.53), y (2.56) podemos escribir













Reemplazando el flujo y las corrientes del estátor en (2.54) por (2.59) se tiene
Φr =σLr Ir +‖Φs‖ M
Ls
Ψ (2.60)
donde σ= 1− M
2
Lr Ls
. Entonces, reemplazando (2.60) en (2.52) el vector de las derivadas de las co-
















. Por lo tanto, el par electromagnético se puede reescribir de la siguiente manera
Tem =−p M
Ls
‖Φs‖ Ir q (2.62)












De acuerdo a (2.62) y (2.63) se concluye que la potencia activa del estator y el par electromag-
nético dependen directamente de la corriente de cuadratura del rotor mientras que la potencia
reactiva del estator depende de la corriente de directa del rotor.
2.4.4. Modelo completo turbina-generador
El modelo matemático completo que describe el comportamiento de una turbina eólica de
velocidad variable basada en un generador de inducción doblemente alimentado está dado por:
d x
d t
= f (x)+ g (x)u (2.64)
y = h(x)
donde x = [ωr t , Ir d , Ir q]T es el vector de estados, u = [Vr d ,Vr q]T es el vector de entradas y y =
[ωr t , Ir d ]





(Ta +pN MLs ‖Φs‖ Ir q )
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 1Jt (Ta +pN MLs ‖Φs‖ Ir q )
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Se puede observar que el modelo resultante de la turbina eólica de velocidad variable es un
sistema no lineal interconectado con dinámicas fuertemente acopladas, las cuales serán utilizadas
para el diseño de las leyes de control basadas en la técnica de modos deslizantes, que permitirán
lograr los objetivos de control.
2.5. Conclusiones
En este capítulo se describieron los modelos matemáticos de los subsistemas aerodinámico,
mecánico y eléctrico de una turbina eólica de velocidad variable basada en un generador de in-
ducción doblemente alimentado, partiendo de los modelos generales hasta obtener modelos re-
ducidos, los cuales, permiten facilitar el análisis de la controlabilidad y posteriormente diseñar
controladores que permitan cumplir los objetivos de control.
Capítulo 3
Diseño de controles para la TEVV
3.1. Introducción
En este capítulo se introducirán definiciones y conceptos básicos de la teoría de control no
lineal. Además, se definirán los objetivos particulares de control para una turbina eólica de velo-
cidad variable de 1.5 MW operando en la Región 2.
Por otra parte, debido a las no linealidades, fuertes acoplamientos, dinámicas no modeladas
e incertidumbres que se presentan en los subsistemas aerodinámico, mecánico y eléctrico, se di-
señarán e implementarán algoritmos de control no lineales robustos que permitirán alcanzar los
objetivos de control a pesar de estas restricciones. Particularmente, las técnicas de control no li-
neal tales como el control Backstepping, el cuál asegura convergencia asintótica, y el control por
modos deslizantes Super Twisting, el cual asegura convergencia en tiempo finito.
Finalmente, se presentará una ley de adaptación para las ganancias del control por modos des-
lizantes Super Twisting, la cual en comparación con algoritmos propuestos en la literatura, con-
tiene un número menor de parámetros de los cuales depende la ley de adaptación, preservando




La controlabilidad es una propiedad de los sistemas que permite saber si es posible llevar al
sistema de un estado inicial x0(t ) a cualquier estado final x f (t ) mediante un vector de control sin
restricciones, en un intervalo de tiempo finito.
Esta propiedad determina la existencia de una solución completa para un problema de diseño
de control. A continuación, se estudiará esta propiedad tanto para sistemas lineales como para
sistemas no lineales.
3.2.1. Controlabilidad de sistemas lineales
Considere el siguiente sistema invariante en el tiempo
ẋ = Ax +Bu
y =C x +Du
(3.1)
donde x ∈ ℜn representa el vector de estados, u ∈ ℜm la entrada, y ∈ ℜp la salida, las matrices
A,B ,C y D son matrices de dimensiones compatibles.
Definición 3.1 El sistema (3.1) es controlable, si para cualquier estado inicial x(0) = x0 y cual-
quier estado final x f , existe una entrada que transfiere el estado x, desde x0 hasta x f , en un tiempo
finito. En caso contrario, el sistema es no controlable.
Otra metodología utilizada para verificar la propiedad de controlabilidad en sistemas lineales,
está basada en el criterio de Kalman de controlabilidad. De acuerdo con el criterio de Kalman de
controlabilidad, se dice que el sistema (3.1) es controlable, si y solo si, la matriz [CA,B ]
CA,B =
[
B AB A2B · · · An−1B
]
es de rango completo, i.e., rank([CA,B ]) = n, donde n es la dimensión del sistema.
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3.2.2. Controlabilidad en sistemas no lineales
Considere la siguiente clase de sistema no lineal

ẋ = f (x)+ g (x)u
y = h(x)
(3.2)
donde x ∈ ℜn representa el vector de estados, u ∈ ℜm la entrada, y ∈ ℜp la salida, las funciones
f (x), g (x) y h(x) son funciones suaves.




C f ,g =
[
g (x) ad f g (x) ad
2
f g (x) · · · ad n−1f g (x)
]
donde
ad f g =
∂g (x)
∂x
f (x)− ∂ f (x)
∂x
g (x)
es de rango completo, i.e., rank([C f ,g ]) = n, donde n es la dimensión del sistema.
3.3. Controladores no lineales
A continuación se introduce la teoría de las técnicas de control Backstepping, Super Twisting y
Super Twisting adaptable
3.3.1. Control Backstepping
El control Backstepping es una técnica sistemática y recursiva, cuyo principio fundamental
de control se basa en seleccionar funciones compuestas de las variables de estado como control
virtual para un subsistema de primer orden. Después, dicho control virtual se diseña tal que la
estabilidad del subsistema sea garantizada mediante una función de Lyapunov. Así, después de
cada etapa del backstepping se obtiene un nuevo control virtual, en función del control virtual
anterior, hasta que en la última etapa del diseño del controlador se obtiene el control real. Por lo
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tanto, para demostrar la estabilidad de todo el sistema basta con sumar todas las funciones de
Lyapunov propuestas en cada etapa del diseño del controlador.
A continuación se representa el desarrollo del control Backstepping para la siguiente clase de
sistemas en la forma
ẋ1 = f1(x1)+x2
ẋ2 = f2(x2)+u






es el vector de estados, u es el vector de control y x1 = 0 y x2 = 0 son los puntos
de equilibrio del sistema. Se considera que la salida del sistema siga una señal de referencia.
Se define el error de seguimiento de la siguiente manera
z1 = x1 −x∗1 (3.4)
Introduciendo las nuevas variables se tiene que
ξ1 = x1, α0 = x∗1
donde x∗1 representa la señal de referencia deseada para el estado x1. Derivando con respecto al
tiempo z1 se tiene que
ż1 = f1(x1)+x2 − α̇0 (3.5)
Si se definen las siguientes variables
ξ2 = f1(x1)+x2, α1 =−α̇0
La dinámica del error z1 se reescribe de la siguiente manera
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ż1 = ξ2 +α1 (3.6)
Para analizar la dinámica del error de seguimiento z1 se considera la siguiente función candi-
data de Lyapunov, V1 = 1
2
z21 y se definen las siguientes variables
β1 =−k1z1 −α1, z2 = ξ2 −β1 (3.7)
Tomando la primer derivada con respecto al tiempo de la función de Lyapunov V1 y sustitu-
yendo (3.7) en (3.6) se tiene que
V̇1 = z1z2 −k1z21 (3.8)
donde k1 > 0. Continuando con la metodología del control Backstepping se calcula la derivada
con respecto al tiempo de z2 dada por
ż2 = ḟ1(x1)+ f2(x2)+u − β̇1 (3.9)
Introduciendo la nueva variable β2 = ḟ1(x1)+ f2(x2)− β̇1. La ecuación (3.9) se reescribe de la
siguiente manera
ż2 =β2 +u (3.10)
Para analizar la dinámica de z2 se considera la siguiente función candidata de Lyapunov.
V (z1, z2) =V1 + 1
2
z22 (3.11)
Tomando la primer derivada con respecto al tiempo de V (z1, z2) se tiene que
V̇ (z1, z2) = z1z2 −k1z21 + z2(β2 +u) (3.12)
Para asegurar que la función de Lyapunov sea negativa definida, la ley de control u, se debe
seleccionar como sigue
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u =−β2 − z1 −k2z2 (3.13)
Utilizando la ley de control (3.13) y reescribiendo (3.12) se tiene que
V̇ (z1, z2) =−k1z21 −k2z22 < 0 (3.14)
Entonces, bajo la acción de control u de (3.13), el estado x1 seguirá la referencia deseada x∗1
3.3.2. Control por modos deslizantes
A pesar del desarrollo exitoso de estrategias de control robustas, tales como Backstepping y
el control adaptativo [23], el enfoque por modos deslizantes es la opción más adecuada para tra-
bajar con incertidumbres no paramétricas y dinámicas no modeladas. Esto es gracias a las ven-
tajas del control por modos deslizantes, tales como la propiedad de insensibilidad a perturbacio-
nes/incertidumbres acotadas, alta precisión y convergencia en tiempo finito.
Sin embargo, la técnica estándar del control por modos deslizantes conocida como control por
modos deslizantes de primer orden, por sus siglas en inglés FOSM, está limitada a algunas condi-
ciones, tales como la restricción de las superficies deslizantes a ser de grado relativo 1 respecto a
la señal de control y que la propiedad de insensibilidad es únicamente para perturbaciones acota-
das que actúan sobre el canal de entrada de control. Además, este control muestra oscilaciones de
alta frecuencia debido a la conmutación del control, el cuál, puede ser peligroso para aplicaciones
de control en las turbinas eólicas de velocidad variable, ya que puede ocasionar pares mecánicos
abruptos, los cuales pueden dañar la vida útil de los componentes.
Para atenuar las oscilaciones de alta frecuencia se han propuesto diferentes métodos de con-
trol, tales como control de alta ganancia con saturación y el método del sector deslizante [23]. Sin
embargo, la precisión y la robustez de los modos deslizantes se perdieron parcialmente.
Por otro lado, los modos deslizantes de alto orden por sus siglas en inglés HOSM actúan en
las derivadas de alto orden de las superficies deslizantes en vez de actuar en las derivadas de pri-
mer orden tal como pasa en la técnica de modos deslizantes estándar, lo cual ayuda a reducir
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las oscilaciones de alta frecuencia y mantiene la alta precisión. Particularmente, el algoritmo de
control Super Twisting mejor conocido como algoritmo de segundo orden presentado en [45] ha
sido utilizado exhaustivamente para resolver problemas de control, estimación, y diferenciación
robusta [46–49].
3.3.3. Control Super Twisting simplificado
Las principales ventajas del algoritmo Super Twisting sobre las estrategias de control clásicas
basadas en modos deslizantes, tales como convergencia en tiempo finito, robustez (la clase de
perturbaciones para las cuales se puede establecer la estabilidad en tiempo finito son más, ya que
se permiten perturbaciones que no actúan únicamente sobre la entrada de control) y la atenua-
ción de oscilaciones de alta frecuencia vuelven a este control adecuado para lograr los objetivos
de control en las turbinas eólicas de velocidad variable [12, 50].
A continuación, se propone una metodología de control por modos deslizantes basada en el
algoritmo Super Twisting, la cual es una versión simplificada de [51] en donde se reduce el nú-
mero de parámetros para sintonizar las ganancias del controlador preservando la robustez del
algoritmo Super Twisting. Además, mediante una función cuadrática de Lyapunov se obtendrán
condiciones suficientes para asegurar la convergencia en tiempo finito del sistema en lazo cerrado
bajo la acción de la estrategia de control propuesta.
Se considera la siguiente clase de sistemas no lineales con incertidumbres en la forma:
ẋ1 = f1(x)+ρ1
ẋ2 = f2(x)+ g2(x)u +ρ2 (3.15)
y = C x
donde x1 y x2 son los estados del sistema, u y y representan la entrada y la salida del sistema
respectivamente, f1(x), f2(x) y g2(x) son funciones no lineales suaves ρ1 son las incertidumbres
que no actúan sobre la entrada de control y ρ2 representa las incertidumbres que actúan sobre
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la entrada de control, las cuales incluyen las variaciones paramétricas, dinámicas no modeladas,





Se introducen las siguientes suposiciones
A2. Las funciones fi (x), i=1,2; y g2(x) son Lipschitz respecto a x. Ahora, para el diseño del con-
trol del algoritmo Super Twisting se considera la siguiente superficie deslizante
s = c1e1 +e2 (3.16)
donde e1 = x1−x∗1 y e2 = ẋ1− ẋ∗1 , con x∗1 es la referencia deseada para x1, c1 > 0. Tomando la primer
derivada de la variable deslizante s se deduce que
ṡ = c1 f1(x)+ f2(x)+ g2(x)u +ρ− c1ẋ∗1 − ẍ∗1 (3.17)
donde ρ = c1ρ1 +ρ2.
A3. La incertidumbre ρ y su derivada ρ̇ = γ son acotadas, es decir, existen constantes positivas
conocidas C1 y C2 tales que ∣∣ρ∣∣≤C1, ∣∣γ∣∣≤C2.
A4. Todas las variables de estado están disponibles para el diseño del control.
Escogiendo la entrada del control como
u = 1
g2(x)
{−c1 f1(x)− f2(x)+ c1ẋ∗1 + ẍ∗1 + v} (3.18)
donde v es el nuevo control dado por





si g n(s)dτ (3.19)
donde L > 0 es la ganancia del controlador y g (x) 6= 0, entonces, la dinámica de la superficie
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deslizante está dada por
ṡ = v +ρ (3.20)
o equivalentemente





si g n(s)dτ+ρ (3.21)







si g n(s)dτ+ρ (3.22)
El sistema en lazo cerrado de la ecuación (3.22) en las nuevas coordenadas está dado por
ż1 = −2L |z1|
1




si g n(z1)+γ (3.23)
donde γ= ρ̇.
Entonces, la convergencia en tiempo finito del sistema en lazo cerrado con el controlador Su-
per Twisting ecuaciones (3.18)-(3.19) se puede establecer de la siguiente manera:
Proposición 1. Se considera el sistema en la ecuación (3.15) y que las suposiciones A2, A3 y A4
se cumplen. Entonces, el sistema en la ecuación (3.15) en lazo cerrado bajo la acción del controla-
dor Super Twisting ecuaciones (3.18)-(3.19) es tal que el error de seguimiento, converge en tiempo
finito a 0, para L > 0 suficientemente grande.
Observación 4. Se puede observar que en el diseño del control Super Twisting las ganancias
están parametrizadas en términos de una sola ganancia L , lo cual permite una fácil sintonización
e implementación.
Demostración:
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Se considera el siguiente cambio de coordenadas
ξ1 = |z1|
1
2 si g n(z1)
ξ2 = z2 (3.24)
Por lo tanto, el sistema dinámico dado en la ecuación (3.23) se puede escribir en términos de








es el vector de estados y K = S−1x C T es la ganancia del controlador donde
Sx es la matriz solución positiva definida de la ecuación algebraica de Lyapunov por sus siglas en
inglés ALE.
L Sx + AT Sx +Sx A−C T C = 0 (3.26)
Analizando la convergencia del error de seguimiento a 0, se considera la siguiente función
candidata de Lyapunov
V (ξ) = ξT Sxξ (3.27)
la cual es cuadrática y positiva definida en las nuevas coordenadas. Se puede notar que V (ξ) es
continua en cualquier punto y continuamente diferenciable en cualquier punto excepto en el con-
junto ζ= {(ξ1,ξ2) ∈ R2 |ξ1 = 0}.
Ya que las trayectorias del sistema no pueden permanecer en el conjunto ζ antes de alcanzar el
origen, la derivada respecto al tiempo de V se puede calcular de la forma tradicional en cualquier
punto excepto cuando las trayectorias interceptan el conjunto ζ.
Si las trayectorias alcanzan el origen después de un tiempo T , entonces, estas permanecerán
ahí. Tomando la derivada respecto al tiempo de V (ξ) a lo largo de las trayectorias de la ecuación
(3.25) se deduce que
V̇ (ξ) ≤ 1
2 |z1| 12
[−L ξT Sxξ+2ξT SxΓ] (3.28)
De A3 i.e. ||Γ|| ≤ ϑ ||ξ||, para ϑ > 0 y tomando la norma del término no lineal 2ξT SxΓ se tiene
que
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||Sx ||ϑ ||ξ||2 (3.29)
Partiendo del hecho de que existen constantes positivas definidas λmi n(Sx) y λmax(Sx) tal que
λmi n(Sx) ||ξ||2 ≤V (ξ) ≤λmax(Sx) ||ξ||2






se satisface, se deduce que
V̇ (ξ) ≤− (L −µ)
2 |z1| 12
V (ξ) (3.30)
donde µ= 2||Sx ||ϑλmi n (Sx ) . Entonces, se deduce que





. Escogiendo L suficientemente grande, tal que la desigualdad L >µ se cum-
ple, entonces V̇ (ξ) es definida negativa. Esto muestra que V (ξ) es una función estricta de Lyapunov
y que las trayectorias convergen en tiempo finito.
Para estimar el tiempo de convergencia se puede observar que la solución de la ecuación dife-








Por el principio de comparación [52] que V (ξ) < v(t ) cuando V (ξ(0)) < v0 entonces, ξ converge
a 0 en tiempo finito y alcanza ese valor en el tiempo dado por








converge a 0 en tiempo finito, lo cuál implica que los
estados z1 y z2 también convergen a 0 en tiempo finito. Como resultado, s y su derivada respecto
al tiempo ṡ =−2L |z1| 12 si g n(z1)+ z2 tienden a 0.
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3.4. Control Super Twisting Adaptable Simplificado
Como fue mencionado en secciones anteriores, el algoritmo Super Twisting ha sido extensa-
mente utilizado para dar solución a problemas de control, observación y diferenciación robus-
ta, debido a sus ventajas tales como: convergencia en tiempo finito, robustez ante dinámicas no
modeladas e incertidumbres/perturbaciones acotadas y la atenuación de oscilaciones de alta fre-
cuencia.
Se han propuesto diferentes metodologías para la sintonización de las ganancias, sin embar-
go, es necesario conocer las cotas de las perturbaciones así como las de su derivada para poder
determinar las ganancias adecuadas para lograr los objetivos de control. En muchos de los casos
las perturbaciones son desconocidas o variantes en el tiempo, por lo tanto, se requieren valores
de las ganancias suficientemente grandes para contrarrestar el efecto de la perturbación en el sis-
tema, lo que lleva a la sobreestimación de las ganancias. En consecuencia, se induce un control
muy energético, lo cual incrementa las oscilaciones de alta frecuencia. Este inconveniente es una
de las razones principales por las que se han desarrollado leyes de adaptación para las ganancias.
En la literatura se han propuesto controladores con ganancias adaptables basadas en una función
de Lyapunov, sin embargo, estas estrategias requieren la selección de valores de un gran número
de parámetros para satisfacer la ley de adaptación, además, las metodologías de selección de los
parámetros no es clara. En este trabajo se propone una nueva versión del algoritmo Super Twisting
Adaptable para una cierta clase de sistemas no lineales, en donde la ley de adaptación depende
únicamente de dos parámetros preservando las ventajas del algoritmo Super Twisting tal como la
convergencia en tiempo finito a cero de la variable deslizante y su derivada.
Se considera la siguiente clase de sistemas no lineales en la forma
ẋ = f (x, t )+ g (x, t )u (3.32)
en donde x ∈ Rn es el vector de estados, u ∈ R es la entrada de control. Las funciones f (x, t ) y
g (x, t ) son funciones suficientemente suaves inciertas, en donde f (x, t ) contiene los términos no
medibles de perturbación y g (x, t ) 6= 0.
A continuación se presentan las siguientes suposiciones:
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A5. Se diseña una variable deslizante s = s(x, t ) tal que las dinámicas deseadas de (3.32) se cum-
plen cuando s(x, t ) = 0. Además el sistema (3.32) permite un grado relativo igual a uno, respecto a
la variable deslizante diseñada y la dinámica interna es estable.
A6. Las dinámicas de la variable deslizante están descritas como
ṡ = a0(x)+b0(x)u +ρ(t ) (3.33)
en donde a0(x) y b0(x) son funciones conocidas y ρ(t ) representa las incertidumbres paramétricas
y perturbaciones externas.




la cuál linealiza las dinámicas de la variable deslizante, cuando no existen términos de perturba-
ción/incertidumbre y la nueva entrada de control v está dada por





si g n(s)dτ (3.35)
Por lo tanto, el controlador está basado en el algoritmo Super Twisting [23], donde L(t ) es la
ganancia variante en el tiempo que será sintonizada, de acuerdo a una ley de adaptación. Bajo la
acción del controlador (3.34)-(3.35) se tiene que la dinámica de la variable deslizante s(x, t ) está
dada por





si g n(s)dτ+ρ(t ) (3.36)
Se puede observar que el controlador (3.35) depende únicamente de la ganancia L(t ), lo cuál
simplifica la sintonización preservando los grados de libertad. A continuación se considera el si-
guiente cambio de coordenadas dado por









Por lo tanto, el sistema (3.37) en lazo cerrado en las nuevas coordenadas, está dado por






Ahora, para representar el sistema (3.38) en una forma conveniente para un análisis de Lyapu-
nov se considera el siguiente cambio de coordenadas




en donde L(t ) ≥ L∗ > 0. Por lo tanto, del sistema (3.38) se tiene que
ξ̇1 = L(t )
2 |ξ1|
(−2ξ1 +ξ2)+ρ (3.40)





Ahora, el siguiente resultado acerca de la convergencia en tiempo finito del sistema en lazo ce-
rrado con el controlador Super Twisting adaptable (3.34)-(3.35) se puede establecer de la siguiente
manera.
A7. La perturbación ρ(t ) está acotada por un límite superior ρM i.e. Existe un ρM > 0 tal que∣∣ρ(t )∣∣≤ ρM .
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en donde S∞ es una matriz solución simétrica definida positiva de la ecuación algebraica de Lya-
punov
S∞+AT S∞+S∞A−CT C = 0 (3.42)
Considerando el modos deslizantes de segundo orden de [53] el cual cumple |s| ≤ µ1 y |ṡ| ≤ µ2
y la siguiente definición.
Definición 1 Considerando el sistema (3.41) y suponiendo modos deslizantes de segundo or-




El tamaño del dominio Ω∗ del modo deslizante de segundo orden real determina la precisión
práctica de la ley de adaptación de la ganancia . Como se muestra en la Figura 3.1, debido a la ley
de adaptación de la ganancia y dado que, las perturbaciones e incertidumbres son desconocidas,
la ganancia puede ser demasiado pequeña en comparación con las perturbaciones e incertidum-
bres; el sistema de control permite que las trayectorias puedan abandonar el dominio Ω∗ para
alcanzar un dominio más grande Ω+ en tiempo finito. Una vez que las trayectorias alcanzan el
dominio Ω+ las trayectorias vuelven al dominio Ω∗ en el momento en que la adaptación de la
ganancia compensa los efectos de la perturbación. (Véase Figura 3.1)
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Figura 3.1: Trayectorias del sistema.
Teorema 2.1 Se considera el sistema no lineal incierto (3.33) y que la perturbación de ρ(t )






































si L(t ) ≥ L∗ y
L̇(t ) = {L∗ (3.45)
si L(t ) < L∗, donde L∗ > 0 y k > 0 definidas tal que k <p2(L̄η1 −η2), con










El parámetro L∗ se introduce para lograr valores positivos de L(t ) y puede ser ajustada arbitra-
riamente pequeña.
Prueba. El primer paso consiste en demostrar que el sistema (3.41) converge al origen. Para
este fin se considera la siguiente función candidata de Lyapunov









Tomando la derivada respecto al tiempo de la función de Lyapunov a lo largo de las trayectorias









La función V (ξ) satisface las siguientes desigualdades
λmi n(S∞)‖ξ‖2 ≤V(ξ) ≤λmax(S∞)‖ξ‖2 (3.49)
en donde λmi n(S∞) y λmax(S∞) son los valores propios mínimos y máximos de la matriz respecti-
vamente. Por lo tanto, se deduce que
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Tomando en cuenta A7 i.e
∣∣ρ∣∣≤ ρM y las ecuaciones (3.48) y (3.49) se tiene que
V̇(ξ,L) ≤−L(t )η1V 1/2(ξ) −
L(t )
2













Sumando y restando el término
kp
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Por lo tanto, reescribiendo la ecuación se tiene que














dondeΨ= L(t )η1 −η2. Aplicando la desigualdad de Jensen
(|a|q +|b|q )1/q ≤ |a|+ |b| , q > 0
y escogiendo a =V(ξ),b =V(L), q =
1
2






















) , L(t ) > L∗ (3.55)
Y considerando que esta ley de adaptación hace la ganancia adaptativa L(t ), entonces (3.53) se
3.4. CONTROL SUPER TWISTING ADAPTABLE SIMPLIFICADO 57
puede reducir a lo siguiente
V̇(ξ,L) ≤−ΦV 1/2(ξ,L) (3.56)
Ahora, a través del estudio de Ψ y su signo, se puede analizar la estabilidad en lazo cerrado del
sistema. Particularmente, el comportamiento de la derivada de la función de Lyapunov. Para ase-
gurar la estabilidad de V̇(ξ,L) se considera (3.56)




Además utilizando (3.57) se pueden determinar las cotas de la ley de adaptación L(t ) (véase
apéndice).
Ahora se consideran los siguientes casos
Caso 1. Suponga que L(t ) ≥ L̄ y L̄ = η2
η1
, entonces,Ψ= L̄η1 −η2 > 0. Por lo tanto, se tiene que
V̇(ξ,L) ≤−ΦV 1/2(ξ,L) (3.58)





,Φ> 0, implica que los estados ξ convergen al domi-
nioΩ∗ en tiempo finito, el cual es un conjunto compacto que contiene el origen.
Caso 2. Suponga ahora que L∗ < L(t ) < L̄, lo cual implica que Ψ < 0. De (3.57), V̇(ξ,L) se vuelve
de signo indefinido. En el momento en que el estado ξ incrementa, se cumple el Caso 1. Por lo
tanto, el estado ξ empieza a converger al conjunto Ω∗ en tiempo finito. Ahora, el dominio Ω∗ se
determina a través del valor de µ∗. Considerando el Caso 2, de la ecuación (3.57) se tiene que
V̇(ξ,L) ≤−ΨV 1/2(ξ) −
k
2






conΩ∗ = {ξ ∣∣V(ξ) ≤µ∗}.
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Dado el comportamiento de L̇(t ) se evalúa el valor máximo de
∣∣L̇(t )∣∣ cuando L(t ) → L∗ y ξ→ 0
Considerando (3.57) en el Caso 1,
V̇(ξ,L) ≤−ΨV 1/2(ξ) −M
∣∣L(t )−L∗∣∣≤−ΦV 1/2(ξ,L) < 0
en donde Φ = mi n(Ψ, kp
2
) es el rango de convergencia del estado (ξ,L) al punto de equilibrio
(0,L∗).
Definiendoα1 = M |L(t )−L∗| con L(t ) > L̄ > 0 yα2 =Ψ
√
ξT S∞ξ=Ψ‖ξ‖ se observa queα1 yα2
son funciones lineales de L(t ) y ‖ξ‖ respectivamente, por lo que se tiene que
V̇(ξ,L) ≤−Ψ‖ξ‖−M
∣∣L(t )−L∗∣∣
Escogiendo L∗ y k tal que
Ψ> M = kp
2
Implica que el estado ξ converge a cero antes que L(t ) converge a L∗. Tomando en cuenta esto,




























Por lo tanto, no existe ninguna singularidad en (3.55) cuando L(t ) → L∗ y ξ→ 0. Además cuan-
do Ψ = L(t )η1 −η2 < 0, el estado ξ se incrementa, en vez de tender a cero se revierte y L(t ) incre-
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menta hasta alcanzarΨ positivo y mayor a M . Por lo tanto, los anteriores casos se cumplen.
Por lo tanto, de (3.37) y (3.39) se tiene que s y ṡ convergen a cero en tiempo finito. Además,






si g n(s(τ))dτ (3.62)
3.4.1. Análisis de controlabilidad del sistema de conversión de energía eólica
En esta subsección se analizará la propiedad de controlabilidad del sistema (2.64) el cual puede





= f1(Xd , Xq )+ g1(Xd )Vsd





= f2(Xq , Xd )+ g2(Xq )Vsq
y = h2(Xq )
(3.63)
donde




Ir d −ωs Ir q +pωr t N Ir q
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Xd = [Ir d ] Xq =
 Ir q
ωr t
 h1(Xd ) = [Ir d ] h2(Xq ) = [ωr t ]
Para determinar si ambos subsistemas Σ1 y Σ2 cumplen con la propiedad de controlabilidad
se utilizará la Definición 3.2.
Observando la forma del subsistema Σ1 se concluye que es controlable, ya que la señal de
control aparece explícitamente en la ecuación. Por lo tanto, solo se presentará el análisis de con-
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trolabilidad para el subsistema Σ2. Partiendo de la definición 3.2 se construye la matriz de contro-
labilidad Cq la cual está dada por
Cq =
[
















En donde la controlabilidad se verifica al determinar que la matriz Cq es de rango completo, es
decir de rango igual a 2.
Por lo tanto, para que la matriz sea de rango completo basta con evaluar el determinante de la













] 6= 0 y por lo tanto, el subsistema Σ2 es controlable. A partir del análisis de
controlabilidad realizado se concluye que el modelo turbina-generador satisface la propiedad de
controlabilidad. Y por lo tanto, se pueden diseñar algoritmos de control que permitan cumplir
objetivos particulares de control.
3.5. Objetivos particulares de control
Los objetivos de control de esta tesis están enfocados en la maximización de la extracción de
potencia en una turbina eólica de velocidad variable de eje horizontal operando en la Región 2. El
principal objetivo de control es diseñar un controlador (voltajes del rotor del generador) que per-
mita el seguimiento del máximo punto de potencia (P =C pmaxPwi nd ), a pesar de las variaciones
en la velocidad del viento.
Particularmente, el coeficiente de potencia Cp (λ,β), el cual depende de la razón de la veloci-
dad de punta de las aspas λ y del ángulo de giro de las aspas β, debe alcanzar su máximo valor
C pmax en presencia de turbulencia o variaciones en la velocidad del viento para maximizar la ex-
tracción de potencia Pmax =C pmaxPwi nd para C pmax =Cp (λopt ) =Cp (λopt ,2.6).
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El objetivo de control mencionado se puede lograr cuando la turbina eólica está operando en
condiciones de la velocidad del viento asociadas con la Región 2, por lo tanto, en la práctica el
ángulo de giro de las aspas β se ajusta a un valor óptimo que maximice el coeficiente de potencia,
cuyo valor es obtenido a través de simulaciones. Entonces para este trabajo se deduce que Cp (λ) =
Cp (λ,2.6).
Además, la razón de la velocidad de punta de las aspasλ se debe mantener en un punto óptimo
para maximizar el coeficiente de potencia Cp en combinación con el ángulo de giro de las aspas
β es decir C pmax =Cp (λopt ) =Cp (λopt ,2.6). Entonces, es necesario un control de la velocidad del
rotor de la turbina ωr t = ωr topt adecuado tomando en cuenta las variaciones en la velocidad del
viento v que permita mantener constante a la razón de velocidad de punta de las aspas λ en un
punto óptimo λopt . Por lo tanto, se deduce que la velocidad óptima del rotor de la turbina está





La velocidad óptima del rotor de la turbina ωr topt se expresa en términos de la velocidad del





Por lo que se deduce que al controlar la velocidad del rotor del generador implica que la veloci-
dad óptima del rotor de la turbina es controlada. Por otro lado, los voltajes del rotor del generador










El valor de referencia de la potencia reactiva Qs se puede especificar de acuerdo a los reque-
rimientos de la red eléctrica. Los objetivos generales de control de la turbina eólica de velocidad
variable basada en un generador de inducción doblemente alimentado son:
1) La maximización de la extracción de potencia mediante el control de la velocidad del ro-
tor de la turbina a través de la componente q del voltaje del rotor del generador, para lograr el
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seguimiento de la velocidad óptima del rotor de la turbina.
2) La regulación de la potencia reactiva del estator de acuerdo a las especificaciones de la red
eléctrica, controlando Ir d a través de la componente d del voltaje del rotor del generador Vr d pa-
ra mantener un factor de potencia constante, voltaje constante en terminales y compensaciones
dinámicas [54].
3.6. Diseño de controles no lineales para la TEVV
En esta subsección se diseñarán estrategias de control basadas en las técnicas de control no
lineal descritas anteriormente, las cuales permitirán alcanzar los objetivos de control previamen-
te definidos para un sistema de conversión de energía eólica. Particularmente, para una turbina
eólica de velocidad variable de 1.5 MW operando en la región 2.
Para el diseño de las estrategias de control se considera el modelo turbina-generador descrito
en (2.65) y (2.66), las cuales representan un sistema interconectado de una turbina eólica basa-
da en un generador de inducción doblemente alimentado expresado en un marco de referencia
rotatorio d q0.
3.7. Control Backstepping para la TEVV
El diseño del controlador Backstepping para el sistema (2.64) se desarrollará de acuerdo a los
objetivos de control previamente definidos en tres etapas.
Etapa 1. Lazo de control ωr t .
Para lograr el seguimiento de la velocidad angular óptima, la cual maximiza el coeficiente de
potencia Cpmax se define el error de seguimiento expresado por la siguiente variable
zωr t =ωr t −ωr topt (3.68)
en dondeωr topt se obtiene de (3.65). Tomando la primer derivada con respecto al tiempo de (3.68)
se tiene que
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Ir q − ω̇r topt (3.69)
continuando con el control de la velocidad, la entrada Vr q se diseñará de tal manera que la co-
rriente del rotor Ir q alcance una referencia I∗r q , la cual será considerada como el nuevo control
virtual para la siguiente etapa del subsistema. Entonces, para analizar la estabilidad de este lazo





en donde la primer derivada con respecto al tiempo a lo largo de las trayectorias de (3.69) está
definida por









Ir q − ω̇r topt
)
(3.71)















entonces sustituyendo (3.72) en (3.71) implica que
V̇ωr t =−k1z2ωr t (3.73)
donde k1 > 0. De acuerdo a (3.73) se concluye que la derivada de la función de Lyapunov (3.71) es
definida negativa, por lo tanto zωr t convergerá a cero exponencialmente.
Etapa 2. Lazo de control de corriente Ir q .
Considerando el lazo de la velocidad angular es claro que el nuevo control virtual I∗r q estabiliza
la dinámica de (3.68) y por lo tanto, el objetivo del seguimiento de la velocidad angular deseada
se cumple. Entonces, en esta etapa se diseña el control Vr q tal que la corriente Ir q alcance la señal
de referencia I∗r q para este fin se define el nuevo error de seguimiento expresado por la siguiente
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variable
zI r q = Ir q − I∗r q (3.74)
Tomando la primer derivada con respecto al tiempo de (3.74) se tiene que
żI r q = İr q − İ∗r q =−
Rr
σLr











− I∗r q (3.75)
Para analizar la estabilidad de este lazo se propone la siguiente función candidata de Lyapunov.
VI r q =Vωr t +
1
2
z2I r q (3.76)
en donde la derivada con respecto al tiempo de (3.76) está definida por


















Seleccionando la señal de control Vr q de la siguiente manera
Vr q =
(
−k2zI r q + Rr
σLr












Sustituyendo (3.78) en (3.77) se tiene que
V̇I r q =−k1z2ωr t −k2z2Ir q (3.79)
donde k2 > 0. La ecuación anterior implica que zI r q y zωr t convergerán a cero exponencialmente.
Por lo que se concluye que la velocidad ωr t seguirá la velocidad deseada.
Etapa 3. Lazo de control de corriente Ir d .
Para lograr la regulación de la potencia reactiva en el estátor se define el error de seguimiento,
expresado por la siguiente variable
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zI r d = Ir d − I∗r d (3.80)
Tomando la derivada con respecto al tiempo de (3.80) se tiene que
żI r d = İr d − İ∗r d =−
Rr
σLr
Ir d +ωs Ir q −pNωr t Ir q +
Vr d
σLr
− I∗r d (3.81)
Para analizar la estabilidad del sistema de lazo, se considera la siguiente función candidata de
Lyapunov.
VI r d =
1
2
z2I r d (3.82)
Derivando con respecto al tiempo VI r d se tiene que














−k3zI r d +
Rr
σLr
Ir d −ωs Ir q +pNωr t Ir q + I∗r d
)
σLr (3.84)
Sustituyendo Vr d en (3.83) se tiene que
V̇I r d =−k3z2I r d (3.85)
donde k3 > 0. Lo que implica que zI r d convergerá a cero exponencialmente, por lo tanto se garan-
tiza que la corriente Ir d seguirá la señal de referencia I
∗
r d .
La mayor ventaja del control backstepping es que con una adecuada selección de las ganancias
del controlador se logra una estabilidad asintótica y un seguimiento de la salida del sistema al valor
deseado.
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3.8. Control Super Twisting Simplificado para la TEVV
A continuación se presenta el diseño del controlador para el sistema (2.64) basado en la me-
todología Super Twisting que permitirá lograr los objetivos de control, llevando a la velocidad del
rotor de la turbina a la velocidad deseada y forzando las corrientes del rotor del generador a seguir
un valor de referencia deseado, a pesar de incertidumbres y perturbaciones externas.
Se considera (2.65) y se define el error de seguimiento entre la velocidad actual del rotor ωr t y
la referencia deseada ωr topt como
e1 =ωr t −ωr topt (3.86)
donde ωr topt se obtiene de (3.65). Entonces, se construye la superficie deslizante en términos del
error de seguimiento de la siguiente manera.
sω = c1e1 + de1
d t
= c1(ωr t −ωr topt )− (ω̇r t − ω̇r topt ) (3.87)
donde c1 > 0. Tomando la primer derivada con respecto al tiempo de la superficie deslizante sω, y
utilizando el modelo de (2.65) y (3.66) en términos de ωr t se tiene que
ṡω = c1ė1 + ë1

















+ ω̈r topt (3.88)
la cual está en la forma (3.17). De acuerdo a la metodología de control Super Twisting se aplica un
control Vr q de la forma (3.20) y se tiene que
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ṡω = ρω+Vr q (3.89)
en donde ρω representa el parámetro de perturbación y la entrada Vr q se diseña aplicado el algo-
ritmo Super Twisting de la siguiente manera
 Vr q =−2Lω |sω|1/2 si g n(sω)+w1ẇ1 =−Lω22 si g n(sω) (3.90)
con Lω > 0. Finalmente, la componente deseada d de la corriente del rotor I∗r d se obtiene de
manera que la potencia reactiva en el estator sea igual a cero. Por esto, de (3.67) se tiene que la





Entonces, definiendo el error de seguimiento entre la corriente Ir d actual y corriente la deseada
I∗r d se tiene que e2 = Ir d − I∗r d . Por lo tanto, se construye la superficie deslizante en términos del
error de seguimiento para el lazo de corriente Ir d dada por
sIr d = Ir d − I∗r d (3.92)
Tomando la primer derivada con respecto al tiempo de la variable deslizante sIr d se tiene que
ṡIr d = (−
Rr
σLr
Ir d − (pNωr t −ωs)Ir q +
Vr d
σLr
)− İ∗r d (3.93)
Aplicando un control Vr d tal que se obtiene lo siguiente
ṡIr d = ρIr d +Vr d (3.94)
donde ρIr d representa el parámetro de perturbación y la entrada Vr d se diseña aplicando el algo-
ritmo Super Twisting
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 Vr d =−2LI r d




2 si g n(sIr d )
(3.95)
con LI r d > 0.
Finalmente, combinando las acciones de control Vr d y Vr q se lograrán los objetivos de control
previamente definidos en tiempo finito.
3.9. Control Super Twisting Adaptable Simplificado para la TEVV
A continuación se presenta el diseño del controlador para el sistema (2.64) basado en la meto-
dología Super Twisting adaptable simplificado que permitirá lograr los objetivos de control previa-
mente definidos. Para el lazo de control de la velocidad rotacional de la turbina ωr t se considera
(2.65) y se define el error de seguimiento entre la velocidad actual del rotor de la turbina ωr t y la
referencia deseada ωr topt de la siguiente manera
e1 =ωr t −ωr topt (3.96)
en donde ωr topt se obtiene de (3.65). Entonces, se construye la superficie deslizante en términos
del error de seguimiento de la siguiente manera
sω = c1e1 + de1
d t
= c1(ωr t −ωr topt )− (ω̇r t − ω̇r topt )
(3.97)
donde c1 > 0. Tomando la primera derivada con respecto al tiempo de la superficie deslizante sω,
y utilizando el modelo de (2.65) se tiene que
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ṡω = c1ė1 + ë1

















+ ω̈r topt (3.98)
la cual está en la forma (3.33). De acuerdo a la metodología del control Super Twisting adaptable
simplificado se aplica un control Vr q tal que
ṡω = ρω+Vr q (3.99)
En donde ρω representa el parámetro de perturbación y la entrada Vr q se diseña aplicado el
algoritmo Super Twisting adaptable simplificado de la siguiente manera
 Vr q =−2Lω(t ) |sω|1/2 si g n(sω)+w1ẇ1 =−L2ω(t )2 si g n(sω) (3.100)





























si Lω(t ) < L∗, donde L∗ > 0 y k4 > 0.
Finalmente, para el lazo de control de la corriente Ir d se considera (2.66) y la construcción de
la superficie deslizante de la siguiente manera
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sIr d = Ir d − I∗r d (3.103)









Ir q + Vr d
σLr
)
− İ∗r d (3.104)
Aplicando un control Vr d tal que se obtiene lo siguiente
ṡIr d = ρIr d +Vr d (3.105)
donde ρIr d representa el parámetro de perturbación y la entrada Vr d se diseña aplicando el algo-
ritmo Super Twisting adaptable simplificado
 Vr d =−2L I r d




2 si g n(sIr d )
(3.106)
Con la ley de adaptación (L I r d (0) > L∗1 )




∣∣L I d (t )−L∗1 ∣∣+ L I d (t )2 |s|1/2
(L I d (t )−L∗1 )+
2
L2I d (t )
(
|s|1/2 si g n(s)+ 1
L I d (t )
∫ t
0










si L I r d (t ) ≥ L∗1 y
L̇ I r d (t ) =
{
L∗1 (3.108)
si L I r d (t ) < L∗1 , donde L∗1 > 0 y k5 > 0.
Finalmente combinando las acciones de control Vr d y Vr q se lograrán los objetivos de control
en tiempo finito para la TEVV.
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3.10. Conclusiones
En este capítulo se realizó un análisis de la propiedad de controlabilidad para el modelo ma-
temático de la TEVV. Con base en este análisis, se diseñaron tres estrategias de control no lineales,
la primera estrategia de control se diseñó con base en la metodología Backstepping, cuya conver-
gencia es asintótica, en la segunda estrategia de control propuesta se presentó un algoritmo Super
Twisting, el cual converge en tiempo finito. Además, se concluye que en comparación con otros
controladores propuestos en la literatura basados en el algoritmo Super Twisting, el número de
parámetros del cual depende las ganancias se reduce a 1. Finalmente, en la tercera estrategia de
control se introduce una ley de adaptación para las ganancias del algoritmo Super Twisting sim-
plificado, con el objetivo de mejorar el desempeño del controlador y reducir la sobreestimación de
las ganancias para lograr un control menos energético y consecuentemente un comportamiento
libre de oscilaciones de alta frecuencia.
Capítulo 4
Estudio comparativo y resultados en
simulación
4.1. Introducción
En este capítulo se analizará el desempeño del sistema de la TEVV en lazo cerrado, bajo la
acción de los controladores propuestos, a través de simulaciones. Para validar los resultados ob-
tenidos se ha utilizado el software FAST de NREL en conjunto con Matlab-Simulink, en donde
FAST garantizará un modelo realista de una turbina eólica de velocidad variable, el cual estará
interconectado a través de una interfaz con las ecuaciones del subsistema eléctrico previamente
definidas en Matlab-simulink.
El capítulo se divide en cuatro partes, en la primera parte se da una breve introducción al soft-
ware FAST, en la segunda parte, se analizará el desempeño de los controladores propuestos de
backstepping y Super Twisting simplificado, sometidos a dos tipos diferentes de perfiles de vien-
to (fijo y variable), en la tercera parte se analizará el desempeño del controlador Super Twisting
adaptable simplificado propuesto, sometido a un perfil de viento variable. Finalmente, se reali-
zará un estudio comparativo entre las estrategias de control propuestas y estrategias de control




El simulador seleccionado para mostrar los resultados de las estrategias de control propuestas
aplicadas a una TEVV, FAST, es un simulador aeroelástico capaz de predecir cargas normales y
extremas en turbinas eólicas de eje horizontal de dos y tres aspas bajo diferentes condiciones de
operación [30]. Este software en conjunto con Matlab permite diseñar controladores para mitigar
los efectos de estas condiciones de operación en la estructura y componentes de la turbina.
FAST tiene dos diferentes modos de operación, en el primer modo de operación se tiene el
análisis en el tiempo de las ecuaciones de movimiento no lineales. Durante esta simulación se
obtienen las respuestas aerodinámica y estructural en el tiempo, para ciertas condiciones de vien-
to. A partir de esto, se pueden implementar controles activos que permiten determinar algunos
aspectos de la operación de la turbina.
Por ejemplo, el control del ángulo de las aspas, par del generador, frenos mecánicos, frenos de
punta y guiñado de la góndola, inclusive métodos de control más complejos pueden ser creados,
compilados y unidos con el resto del programa. Posteriormente, se tienen las salidas de las simula-
ciones, las cuales son especificadas previamente en los archivos primarios de entrada y contienen
datos de series en el tiempo de las cargas aerodinámicas, así como otros aspectos estructurales de
interés.
El segundo modo de operación es la linealización, la cual está relacionada con la capacidad de
extraer representaciones lineales del modelo completo no lineal de la turbina eólica modelada en
FAST, sin embargo, debido a los objetivos y alcances de esta tesis, este modo de operación no es
de interés.
Los archivos de FAST tienen condiciones de viento predeterminadas en los archivos de entra-
da, sin embargo, es posible generar y enlazar diferentes perfiles de viento, mediante un simulador
estocástico de viento turbulento llamado TurbSim. Por lo tanto, se utilizará este simulador para
generar perfiles de viento que permitan a la turbina operar en la región 2 bajo diferentes tipos de
turbulencia.
Finalmente, las salidas de interés estarán disponibles para ser utilizadas y analizadas en Matlab-
Simulink a través de una interfaz llamada S-function, la cual es una interfaz bidireccional entre el
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software FAST y Matlab-Simulink.
En la Figura 4.1 se muestra un esquema general de control utilizado en este trabajo.
Figura 4.1: Esquema de control.
4.3. Resultados en simulación de los controladores Backstepping
y Super Twisting simplificado
A continuación, se presentan los resultados en simulación de las estrategias de control Backs-
tepping y Super Twisting simplificado. Con el objetivo de comparar el desempeño de los controla-
dores propuestos se introduce una estrategia de control adicional propuesta en [55], en donde la
ley de control está definida como




y las ganancias λ1 y λ2 pueden ser seleccionadas utilizando la metodología propuesta en [49].
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4.3.1. Condiciones de operación
Para verificar la efectividad de los controladores se utilizarán los archivos de FAST WindPACT
1.5MW correspondientes a una turbina eólica de velocidad variable de 1.5MW con los grados de
libertad activados mostrados en la Tabla 4.1. La turbina eólica estará sometida a dos perfiles de
viento diferentes.
Tabla 4.1: Grados de libertad.


















En primer lugar, se evaluará el desempeño del controlador ante cambios repentinos en el vien-
to durante 5 minutos. Posteriormente, se someterá a la turbina a un perfil de viento turbulento
basado en el modelo de espectro de turbulencia Kaimal, en donde las condiciones meteorológicas
se muestran en la Tabla 4.2.
Tabla 4.2: Condiciones meteorológicas.
Modelo de turbulencia IECKAI
Intensidad de turbulencia 15%
Tipo de turbulencia IEC NTM
Tipo de perfil de viento IEC
Altura de referencia 84.288 m
Velocidad del viento promedio 7.2 m/s
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De acuerdo al estudio aerodinámico previamente realizado, se concluye que la Región 2 de
operación de una turbina eólica de 1.5 MW está comprendida entre velocidades del viento de
3 m/s y 11 m/s. Con el objetivo de mantener a la turbina operando en la Región 2, se configura de
tal manera que la velocidad del viento varíe entre 7.2 m/s.
Los parámetros de la turbina eólica contenidos en los archivos de entrada de FAST y los pa-
rámetros del generador utilizados para las simulaciones están dados en la Tabla 4.3 y Tabla 4.4
respectivamente. Las simulaciones fueron realizadas utilizando el algoritmo de integración Euler
con un paso de integración de 0.05 segundos, el cual fue seleccionado de manera que se obtuvie-
ran los mejores resultados y menor esfuerzo computacional.
Tabla 4.3: Parámetros de la turbina eólica [1].
Parámetros Valor
Número de aspas 3
Radio del rotor 35 m
Altura del cubo 84.3 m
Potencia nominal 1.5 MW
Inercia total (Jt ) 2962443.5 kgm2
Ganancia de caja de engranes (N ) 87.965
Parámetro de torsión eje de baja velocidad 5.6×109 Nm/rad
Parámetro de amortiguamiento eje de baja velocidad 1×107 Nms/rad
Tabla 4.4: Parámetros DFIG [1].
Parámetros Valor
Velocidad de sincronía (ωs) 314.1593 rad/s
Resistencia estátor (Rs) 0.005Ω
Resistencia rotor (Rr ) 0.0089Ω
Inductancia estátor (Ls) 0.407 mH
Inductancia rotor (Lr ) 0.299 mH
Inductancia mutua (M) 0.016 mH
Número de polos (p) 2
Finalmente, las ganancias de los controladores mostradas en la Tabla 4.5 fueron seleccionadas
de acuerdo a las condiciones establecidas en las Secciones 3.3.1 y 3.3.3 y a través de simulaciones,
de tal manera que se garantizará estabilidad en tiempo finito y los mejores resultados. El método
de selección de las ganancias del controlador adicional se puede ver en [49].
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Tabla 4.5: Ganancias y parámetros de controladores de ganancias constantes.
Controlador Ganancias Parámetros
B.I. k1 = 1,k2 = 1,k3 = 10 Ninguno
ST λ1ω = 44.2719,λ2ω = 16.67 β= 0.25,γ= 6,α= 0.089, x = 1.044,Lω = 3
λI r d = 16.67,λ2I r d = 5 β1 = 0.25,γ1 = 6,α1 = 0.089, x1 = 1.044,L I r d = 10
STS 2Lω = 90, L
2
ω
2 = 1012 Lω = 45
2LI r d = 20, L
2
I r d
2 = 50 LI r d = 10
4.3.2. Resultados en simulación
Perfil de viento fijo
Para mostrar el desempeño del controlador bajo la acción de cambios repentinos en el viento,
se introduce un perfil de viento como se muestra en la Figura 4.2.


































Figura 4.2: Perfil de viento fijo.
En la Figura 4.3 se puede observar que los tres controladores permiten que la velocidad de la
turbina ωr t siga a la velocidad óptima bajo el mismo perfil de viento, mostrando una buena pre-
cisión en el seguimiento. Sin embargo, los tiempos de respuesta del controlador Backstepping y el
controlador Super Twisting simplificado son más cortos que el algoritmo Super Twisting conven-
cional. Por otra parte, ambos controladores basados en el algoritmo Super Twisting presentan un
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pequeño sobretiro, el cual está dentro del rango permitido. Además, se muestra la robustez de los
controladores a pesar de las perturbaciones causadas por los cambios repentinos en el viento y
dinámicas no modeladas.




















































Figura 4.3: Desempeño del seguimiento de la velocidad del rotor de la turbina ωr t .
Los errores de seguimiento entre la velocidad actual del rotor de la turbina y la velocidad óp-
tima bajo la acción de los tres controladores se muestran en Fig.4.4, en donde se observa que los
tres errores de seguimiento se mantienen cerca de cero.











































error de seg S.T.S
Figura 4.4: Errores de seguimiento de las estrategias de control.
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Además, en la Figura 4.5 se muestra un buen desempeño de la regulación de la componente d
del rotor de la corriente Ir d , la cual fue seleccionada tal que la potencia reactiva sea igual a cero.
Estos resultados muestran que bajo la acción de los controladores propuestos la componente d
de la corriente del rotor Ir d y la velocidad del rotor de la turbinaωr t siguen sus respectivos valores
de referencia con perfiles suaves y comportamiento libre de oscilaciones de alta frecuencia.






















































Figura 4.5: Desempeño de la regulación de la corriente del rotor Ir d .
Los errores de seguimiento entre la componente d de la corriente del rotor Ir d actual y la de-
seada se muestran en la Figura 4.6 en donde se establece una rápida convergencia a cero. A pesar
de que existe sobretiro en el error de seguimiento debido a las condiciones iniciales del sistema,
este error es despreciable. Por otra parte, el error de seguimiento es mucho menor en comparación
con resultados obtenidos en [12, 18].
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Figura 4.6: Errores de seguimiento de la regulación de la corriente del rotor Ir d .
Tomando en cuenta los resultados de las Figuras 4.3 y 4.4, y mediante el uso del criterio del
error cuadrático medio ECM [56] se obtuvo lo siguiente:
EC MST = 0.0047 EC MB I = 0.0025 EC MST S = 0.0023
en donde EC MST , EC MB I y EC MST S representan los errores cuadráticos medios del seguimiento
de la velocidad del rotor de la turbina bajo la acción de los controladores Super Twisting conven-
cional, backstepping y Super Twisting simplificado.
Entonces, de acuerdo a los resultados obtenidos del ECM para cada control, se obtiene que
EC MST > EC MB I > EC MST S . Adicionalmente, se muestran los resultados con base en el índice
integral del valor absoluto del error IAE, cuya metodología posee una alta capacidad de medir la
desviación de la variable actual en relación con la variable deseada
I AEST = 5.6669 I AEB I = 2.8574 I AEST S = 2.8439
en donde I AEST , I AEB I y I AEST S representan los resultados de la integral del valor absoluto
del error del seguimiento de la velocidad del rotor de la turbina bajo la acción de los controla-
dores Super Twisting convencional, Backstepping, y Super Twisting simplificado, obteniendo que
I AEST > I AEB I > I AEST S .
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Por lo tanto, de acuerdo a los resultados obtenidos del EMC y el IAE se concluye que el control
Super Twisting simplificado tiene un mejor desempeño para realizar el seguimiento de la señal de
referencia de la velocidad rotacional ωr t comparado con los otros controladores.
Finalmente, se muestra la evolución de las salidas de retroalimentación propuestas Vr d y Vr q
en las Figuras 4.7 y 4.8, en donde se puede observar que el controlador Backstepping muestra picos
altos en ambas señales de control, lo que puede ocasionar desgaste en la máquina eléctrica.
Respecto a las señales de control basadas en la técnica Super Twisting se logra un control de
energía baja libre de oscilaciones de alta frecuencia, lo cual produce menores costos para todo el
sistema y ayuda a mantener una operación de la máquina segura.























































Figura 4.7: Salida del controlador Vr d .
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Figura 4.8: Salida del controlador Vr q .
Perfil de viento variable
Para mostrar el desempeño del controlador bajo la acción de turbulencia en el viento durante
5 minutos, se introduce el perfil de viento turbulento mostrado en la Figura 4.9.






























Figura 4.9: Perfil de viento variable.
Como se muestra claramente en la Figura 4.10 se ha logrado una convergencia rápida, de apro-
ximadamente 3 segundos de la velocidad del rotor de la turbina a la velocidad óptima bajo la
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acción de los dos controladores basados en el algoritmo Super Twisting y una convergencia de
aproximadamente 5 segundos para el control Backstepping. Además, una vez que la velocidad de
la turbina alcanza la velocidad óptima bajo la acción de los tres controladores no la abandona.
Por otra parte, se prueba que las estrategias de control son robustas, a pesar de las perturbaciones
causadas por la turbulencia de la velocidad del viento y las dinámicas no modeladas.
















































Figura 4.10: Desempeño del seguimiento de la velocidad del rotor de la turbina ωr t .
Los errores de seguimiento entre la velocidad actual del rotor de la turbina y la velocidad ópti-
ma bajo la acción de los tres controladores se muestran en la Figura 4.11, en donde se observa que
los tres errores de seguimiento se mantienen cerca de cero.
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Figura 4.11: Errores de seguimiento de las estrategias de control.
Además, en la Figura 4.12 se muestra un buen desempeño de la regulación de la componente
d del rotor de la corriente Ir d , la cual fue seleccionada tal que la potencia reactiva sea igual a cero.
Sin embargo, la respuesta más rápida se obtiene del controlador Backstepping.
Estos resultados muestran que bajo la acción de los controladores propuestos la componente d
de la corriente del rotor Ir d y la velocidad del rotor de la turbinaωr t siguen sus respectivos valores
de referencia con perfiles suaves y comportamiento libre de oscilaciones de alta frecuencia.
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Figura 4.12: Desempeño de la regulación de la corriente del rotor Ir d .
Los errores de seguimiento entre la componente d de la corriente del rotor Ir d actual y la de-
seada se muestran en la Figura 4.13 en donde se establece una rápida convergencia a cero.





























Figura 4.13: Errores de seguimiento de la regulación de la corriente del rotor Ir d .
Debido a que se logra el seguimiento de la velocidad rotacional óptima de la turbina como se
muestra en la Figura 4.10, el coeficiente de potencia Cp debe converger a su valor máximo Cpmax =
0.5. En la Figura 4.14 se muestra el coeficiente de potencia promediado en el tiempo, en donde
se puede observar que en los tres resultados el valor del Cp se encuentra muy cerca de su valor
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máximo con una pequeña discrepancia debido a los métodos aeroelásticos que utiliza el software
FAST para deducir las soluciones en el tiempo de la aerodinámica de la turbina.











































Figura 4.14: Coeficiente de potencia.
Como se observa en la Figura 4.14 el coeficiente de potencia alcanza y permanece cerca de su
valor máximo, por lo tanto, esto lleva a lograr al seguimiento del máximo punto de potencia. De
acuerdo con la ecuación (2.2) la máxima extracción de potencia ocurre cuando el coeficiente de
potencia se mantiene en su valor máximo Cpmax para una velocidad del viento dada correspon-
diente a la Región 2.
La Figura 4.15 muestra el seguimiento de la máxima potencia aerodinámica considerando el
valor del coeficiente de potencia promediado en el tiempo, en donde se puede apreciar un buen
desempeño de la maximización de la extracción de potencia.
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Figura 4.15: Seguimiento de la máxima potencia aerodinámica.
Tomando en cuenta los resultados en las Figuras 4.10 y 4.11, y mediante el uso del criterio del
error cuadrático medio ECM se obtuvo lo siguiente:
EC MST = 0.000791 EC MB I = 0.000689 EC MST S = 0.000731
en donde EC MST , EC MB I y EC MST S representan los errores cuadráticos medios del seguimiento
de la velocidad del rotor de la turbina bajo la acción de los controladores Super Twisting conven-
cional, Backstepping y Super Twisting simplificado.
Entonces, de acuerdo a los resultados obtenidos del ECM para cada control, se obtiene que
EC MST > EC MST S > EC MB I . Adicionalmente, se muestran los resultados con base en el índice
integral del valor absoluto del error IAE:
I AEST = 5.5221 I AEB I = 3.0392 I AEST S = 5.3950
en donde I AEST , I AEB I y I AEST S representan los resultados de la integral del valor absoluto del
error del seguimiento de la velocidad del rotor de la turbina bajo la acción de los controlado-
res Super Twisting convencional, backstepping, y Super Twisting simplificado, obteniendo que
I AEST > I AEST S > I AEB I .
Es decir, que el control backstepping tiene un mejor desempeño al realizar el seguimiento de
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la señal de referencia de la velocidad rotacional ωr t comparado con los otros controladores.
Finalmente, se muestra la evolución de las salidas de retroalimentación propuestas Vr d y Vr q
en las Figuras 4.16 y 4.17,en donde se puede observar que el controlador backstepping muestra
picos altos en la señal de control Vr q , lo que puede ocasionar desgaste en la máquina eléctrica.
Respecto a las señales de control basadas en la técnica Super Twisting se logra un control de
energía baja libre de oscilaciones de alta frecuencia, lo cual produce menores costos para todo el
sistema y ayuda a mantener una operación de la máquina segura.






















































Figura 4.16: Salida del controlador Vr d .
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Figura 4.17: Salida del controlador Vr q .
4.4. Resultados en simulación del controlador Super Twisting adap-
table simplificado
A continuación, se presentan los resultados en simulación de la estrategia de control Super
Twisting adaptable simplificado (por sus siglas en inglés SAST). Con el objetivo de verificar el de-
sempeño del controlador propuesto se introducen dos algoritmos Super Twisting Adaptables, el
Super Twisting Adaptable (por sus siglas en inglés ASTW) propuesto en [57] y el Super Twisting
Adaptable Simplificado (por sus siglas en inglés SASTW) propuesto en [58]. Por lo tanto, las leyes
de control de los algoritmos adicionales estarán definidas de la siguiente manera.
Super Twisting Adaptable ASTW la entrada de control v se define como





si g n(s)dτ (4.1)
donde las ganancias α(t ) y β(τ) son determinadas de acuerdo con la siguiente ley de adaptación









con αm ,ε,κ1,µ y η constantes positivas. Además el parámetro αm toma un valor muy pequeño a
fin de asegurar la positividad de α(t )
Nuevo Super Twisting Adaptable Simplificado SASTW la entrada de control v se define como





si g n(s)dτ (4.3)
con la ley de adaptación κ(t ) definida de la siguiente manera
κ̇(t ) =
κ(t )(|s|−µ) si κ(t ) > LmLm si κ(t ) < Lm (4.4)
donde Lm y µ son constantes positivas. Por otra parte, el parámetro Lm toma un valor suficiente-
mente pequeño que asegure la positividad de κ(t ).
4.4.1. Condiciones de operación
Para verificar la efectividad de los controladores se utilizarán los archivos de FAST WindPACT
1.5MW correspondientes a una turbina eólica de velocidad variable de 1.5MW con los grados de
libertad activados mostrados en la Tabla 4.1.
La turbina se someterá a un perfil de viento turbulento basado en el modelo de espectro de
turbulencia Kaimal por 5 minutos, en donde las condiciones meteorológicas se muestran en la
Tabla 4.2.
Los parámetros de la turbina eólica contenidos en los archivos de entrada de FAST y los pa-
rámetros del generador utilizados para las simulaciones están dados en la Tablas 4.3 y Tabla 4.4
respectivamente. Las simulaciones fueron realizadas utilizando el algoritmo de integración Euler
con un paso de integración de 0.05 segundos.
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Finalmente, las leyes de adaptación de las ganancias de los controladores ASTW, SAST y SASTW
fueron seleccionadas de acuerdo a las condiciones establecidas en la Sección 3.4 y con base en
las metodologías establecidas en [57, 58], de tal manera que se garantizará estabilidad en tiempo
finito y buenos resultados. Los parámetros utilizados para el diseño de la ley de adaptación de las
ganancias de los controladores se puede ver en la Tabla 4.6.
Tabla 4.6: Ganancias y parámetros de los controladores adaptables
Controlador Ganancias Parámetros
ASTW αω(t ),βω(t ) αm = 40,ε= 1,ω1 = 15,κ1 = 2,µ= 10,η= 40
αI r d (t ),βI r d (t ) αm1 = 1,ε1 = 1,ω2 = 10,κ2 = 1,µ1 = 1,η1 = 1
SAST 2Lω(t ),
L2ω
2 (t ) L
∗ = 45,k4 = 5
2L I r d (t ),
L2I r d
2 (t ) L
∗
1 = 10,k5 = 0.38
SASTW 2κω(t ),
κ2
2 (t ) Lm1 = 80,µ1 = 70
2κI r d (t ),
κ2
2 (t ) Lm2 = 150,µ2 = 5
Es posible observar en la Tabla 4.6 que el número de parámetros del cual depende la ley de
adaptación para el caso de [57] es mayor en comparación con el algoritmo de control SAST y el
algoritmo de control propuesto en [58].
4.4.2. Resultados en simulación
En la Figura 4.18 se muestra el desempeño del seguimiento de la velocidad rotacional de la
turbina ωr t al valor de referencia, bajo la acción de los tres controladores adaptables, se puede
observar que el controlador SASTW tiene un tiempo de respuesta menor en comparación con los
otros controladores. Por otra parte, se puede apreciar que la precisión del seguimiento en términos
del controlador ASTW no es buena a lo largo del tiempo.
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Figura 4.18: Desempeño del seguimiento de la velocidad del rotor de la turbina ωr t .
Los errores de seguimiento entre la velocidad actual del rotor de la turbina y la velocidad ópti-
ma bajo la acción de los tres controladores se muestran en la Figura 4.19, en donde se observa que
los controladores SAST y SASTW se mantienen cerca de cero mientras que el controlador SAST
tiene un error de seguimiento mayor.
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Figura 4.19: Errores de seguimiento de las estrategias de control.
La Figura 4.20 muestra la convergencia de la superficie deslizante a cero, mientras que la Fi-
gura 4.21 muestra la eficacia de los algoritmos adaptables propuestos, donde es posible observar
que las ganancias αω,κω y Lω de los controladores incrementan hasta que la superficie deslizan-
te se establece, una vez establecida las ganancias empiezan a disminuir hasta que la superficie
deslizante se comienza a desviar del punto de equilibrio s = 0.
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Figura 4.20: Variable deslizante sω(t ).
La variación de las ganancias ilustra los cambios dinámicos del control respecto a la turbu-
lencia del viento, se puede apreciar que las ganancias de los controladores se ajustan automáti-
camente con las perturbaciones e incertidumbres del sistema reduciendo el esfuerzo de reajuste
para los tres casos.
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Figura 4.21: Evolución de las ganancias adaptables αω,κω,Lω.
Además, en la Figura 4.22 se muestra un buen desempeño de la regulación de la componente d
del rotor de la corriente Ir d bajo la acción de los tres controladores, la cual fue seleccionada tal que
la potencia reactiva sea igual a cero. Se puede apreciar que el controlador SAST tiene un tiempo de
respuesta más largo que los otros controladores, de igual manera se observa un sobretiro, el cual
llega a ser considerable, sin embargo, se encuentra dentro del rango permitido.
Por otra parte, los controladores ASTW Y SASTW muestran un tiempo de respuesta más corto
y menos sobretiro, siendo el SASTW el más rápido.
Estos resultados muestran que bajo la acción de los controladores propuestos la componente d
de la corriente del rotor Ir d y la velocidad del rotor de la turbinaωr t siguen sus respectivos valores
de referencia con perfiles suaves y comportamiento libre de oscilaciones de alta frecuencia.
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Figura 4.22: Desempeño de la regulación de la corriente del rotor Ir d .
Los errores de seguimiento entre la componente d de la corriente del rotor Ir d actual y la de-
seada se muestran en la Figura 4.23 en donde se establece una rápida convergencia a cero para el
controlador SASTW.


































Figura 4.23: Errores de seguimiento de la regulación de la corriente del rotor Ir d .
La Figura 4.24 muestra las variables deslizantes diseñadas para los controladores, mientras
que la Figura 4.25 muestra las ganancias αI r d ,κI r d y L I r d . La variación de las ganancias ilustra los
cambios dinámicos del control respecto a la turbulencia del viento.
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Figura 4.24: Variable deslizante sI r d (t ).
Ambos controladores SAST y SASTW muestran un mejor desempeño que el ASTW en la regu-
lación de la corriente Ir d .
















































Figura 4.25: Evolución de las ganancias adaptables αI r d ,κI r d ,L I r d .
4.4. RESULTADOS EN SIMULACIÓN DEL CONTROLADOR SUPER TWISTING ADAPTABLE SIMPLIFICADO98
De acuerdo a los resultados del seguimiento de la velocidad rotacional óptima de la turbina
se espera que el coeficiente de potencia alcance su valor máximo, y consecuentemente se logre la
máxima extracción de potencia.
En las Figuras 4.26 y 4.27 se muestran el coeficiente de potencia promediado en el tiempo y la
potencia aerodinámica extraída respectivamente.





































Figura 4.26: Coeficiente de potencia.






















































Figura 4.27: Seguimiento de la máxima potencia aerodinámica.
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Como fue esperado el coeficiente de potencia alcanza su valor máximo y consecuentemente
se logra la máxima extracción de potencia.
Tomando en cuenta los resultados de las Figuras 4.18 y 4.19, y mediante el uso del criterio del
error cuadrático medio ECM se obtuvo lo siguiente:
EC MAST W = 0.0029 EC MS AST = 0.0020 EC MS AST W = 0.00058
en donde EC MAST W , EC MS AST y EC MS AST W representan los errores cuadráticos medios del se-
guimiento de la velocidad del rotor de la turbina bajo la acción de los controladores ASTW , SAST
y SASTW.
Entonces, de acuerdo a los resultados obtenidos del ECM para cada control, se obtiene que
EC MAST W > EC MS AST > EC MS AST W . Adicionalmente, se muestran los resultados con base en el
índice integral del valor absoluto del error IAE:
I AE AST W = 10.1782 I AES AST = 4.5160 I AES AST W = 3.4656
en donde I AE AST W , I AES AST y I AES AST W representan los resultados de la integral del valor abso-
luto del error del seguimiento de la velocidad del rotor de la turbina bajo la acción de los contro-
ladores ASTW , SAST y SASTW, obteniendo que I AE AST W > I AES AST > I AES AST W .
Es decir, que el control SASTW tiene un mejor resultado para realizar el seguimiento de la señal
de referencia de la velocidad rotacional ωr t comparado con los otros controladores.
Finalmente, se muestra la evolución de las salidas de retroalimentación propuestas Vr d y Vr q
en las Figuras 4.28 y 4.29,en donde se puede observar que los resultados de los controladores son
muy similares en la señal Vr d , mostrando una señal de control suave y libre de oscilaciones de
alta frecuencia. Sin embargo, en los resultados de la señal de control Vr q se aprecia para el con-
trolador SASTW ligera presencia de oscilaciones de alta frecuencia. Por otra parte, la energía de
control requerida para los controladores adaptables es menor a la requerida por los controladores
propuestos anteriormente.
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Figura 4.28: Salida del controlador Vr d .


















































Figura 4.29: Salida del controlador Vr q .
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4.5. Estudio Comparativo
En las Tablas 4.7 y 4.8 se muestra el resumen de los resultados en simulación de las estrategias
de control propuestas, en donde se utilizaron los índices del error cuadrático medio ECM y la
integral del valor absoluto del error IAE para evaluar el desempeño de los controladores con base
en los objetivos de control.
Tabla 4.7: Estudio comparativo del seguimiento de ωr topt .
Controlador Perfil de viento ECM IAE
Super Twisting Fijo 0.0047 5.6669
Super Twisting Simplificado Fijo 0.0023 2.8439
Backstepping Fijo 0.0025 2.8574
Super Twisting Variable 0.000791 5.5221
Super Twisting Simplificado Variable 0.000731 5.3950
Backstepping Variable 0.000689 3.0392
ASTW Variable 0.0029 10.1782
SAST Variable 0.0020 4.5160
SASTW Variable 0.00058 3.4656
Tabla 4.8: Estudio comparativo de la regulación de Ir d
Controlador Perfil de viento ECM IAE
Super Twisting Fijo 0.0000134 1.4666
Super Twisting Simplificado Fijo 0.00000338 0.4940
Backstepping Fijo 4.0804×10−22 4.5409×10−9
Super Twisting Variable 0.0014 0.5177
Super Twisting Simplificado Variable 0.00000338 0.4940
Backstepping Variable 6.2040×10−22 3.8986×10−9
ASTW Variable 0.9829 276.4223
SAST Variable 0.0000047506 0.5372
SASTW Variable 0.1562 96.9409
De acuerdo a los resultados obtenidos de ambos índices de desempeño, se concluye que el
algoritmo Super Twisting simplificado muestra el mejor desempeño para llevar a cabo el segui-
miento de la velocidad rotacional óptima bajo un perfil de viento fijo con cambios repentinos en
el viento. Sin embargo, los valores obtenidos del IAE son mayores que los del ECM debido a la
precisión de la metodología.
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Para el caso de turbulencia en el viento, la técnica de control Backstepping muestra los me-
jores resultados en cuanto al desempeño del seguimiento de la velocidad rotacional óptima de la
turbina y la regulación de la corriente del rotor del generador. Sin embargo, la energía requerida
para llevar a cabo los objetivos de control es mayor en comparación con las técnicas de control
basadas en el algoritmo Super Twisting.
Por otro lado, de las Tablas 4.7 y 4.8 se concluye que el controlador SASTW es una opción via-
ble, ya que muestra una mayor precisión en el seguimiento de la velocidad rotacional óptima de
la turbina y la regulación de la corriente del rotor del generador bajo un perfil de viento turbulen-
to, permitiendo un control menos energético gracias a la ley de adaptación de las ganancias del
controlador.
4.6. Conclusiones
En esta sección se mostraron los resultados en simulación de las estrategias de control pro-
puestas bajo diferentes escenarios de operación de la turbina eólica de velocidad variable, en
donde se dieron a conocer las condiciones de operación, así como los parámetros y ganancias
utilizadas.
Conclusiones
En este trabajo se presentó una solución para el problema de la maximización de la extracción
de potencia en una turbina eólica de velocidad variable basada en un generador de inducción
doblemente alimentado, en donde se estableció un modelo matemático, el cual comprende las
partes más importantes del sistema tales como los subsistemas aerodinámico, mecánico y eléctri-
co así como perturbaciones e incertidumbres paramétricas.
A partir de este modelo, se diseñaron estrategias de control basadas en el algoritmo Super Twis-
ting que permiten el seguimiento del máximo punto de potencia para diferentes velocidades del
viento comprendidas en la Región 2 de operación. También, se diseñaron estrategias de control
basadas en el algoritmo Super Twisting que permiten el seguimiento de la corriente de cuadratura
del estator del generador deseada, tal que, la potencia reactiva en el estator del generador es igual
a cero.
En primer lugar, se propuso una modificación del algoritmo Super Twisting clásico en donde
se presentó un análisis de estabilidad a partir de una función de Lyapunov, en el cual se obtuvieron
condiciones suficientes para asegurar la convergencia de las trayectorias a cero. A partir de estas
condiciones suficientes las ganancias del controlador propuesto son más fáciles de seleccionar
en comparación con algoritmos de control propuestos en la literatura, ya que las ganancias del
controlador dependen únicamente de un parámetro para lograr la sintonización.
Para mostrar la efectividad y el desempeño del algoritmo de control Super Twisting simplifica-
do se realizó un estudio comparativo a partir de los índices de desempeño del error cuadrŕatico
medio y de la integral del valor absoluto del error, entre el algoritmo Super Twisting clásico y el al-
goritmo de control Backstepping, en donde se demostró la aplicabilidad del algoritmo de control




Derivado del problema de la sobreestimación de las ganancias provocado por el desconoci-
miento de las cotas de las perturbaciones en el sistema se presentó también una alternativa de
control basada en el algoritmo Super Twisting adaptable para eliminar la sobre estimación de las
ganancias y reducir el número de parámetros de los cuales dependen las leyes de adaptación. Para
este fin se realizó de igual manera un estudio comparativo entre las estrategias de control propues-
tas en la literatura. Como resultado, se ha mostrado a través de simulaciones la alta efectividad del
algoritmo de control adaptativo así como la reducción del número de parámetros de los cuales
depende la ley de adaptación de las ganancias, preservando las características del algoritmo Su-
per Twisting tales como la convergencia en tiempo finito y la atenuación de oscilaciones de alta
frecuencia.
Se concluye que el algoritmo de control Super Twisting simplificado es ideal para llevar a ca-
bo tareas de control en presencia de dinámicas no modeladas, perturbaciones e incertidumbres
paramétricas siempre y cuando sea conocida la cota de la perturbación, así como la de su deriva-
da, de lo contrario es necesario seleccionar parámetros con valores suficientemente grandes para
reducir el efecto de las perturbaciones.
Para el caso de no tener conocimiento de esta información, se presentan dos alternativas ba-
sadas en una ley de adaptación de las ganancias del algoritmo Super Twisting, las cuales son po-
tencialmente aplicables; el control SAST y SASTW. Finalmente, la robustez y eficiencia de los algo-
ritmos de control propuestos han sido verificadas bajo escenarios realistas y dinámicos utilizando
el software FAST de NREL.
Como trabajo futuro se pretende desarrollar algoritmos de estimación e identificación basa-
dos en la técnica de modos deslizantes que permitan reducir el número de sensores en el sistema
y tener un conocimiento preciso de las variaciones paramétricas que puedan existir en los di-
ferentes subsistemas de las turbinas eólicas. Además, se desarrollará un análisis detallado de la
máquina eléctrica y sus dispositivos electrónicos de potencia. También, se pretende extender los
objetivos de control de potencia a turbinas eólicas de velocidad variable flotantes, así como un es-
tudio comparativo entre la máquina síncrona de imanes permanentes y el generador de inducción
doblemente alimentado.
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Apéndice A
Delimitación de L(t)
Suponga que la ganancia L(t ) incrementa y consecuentemente la función de Lyapunov V(ξ) se
vuelve más grande queµ∗ i.e. ξ 6∈Ω∗ (tomando en cuenta el peor caso). Entonces V̇(ξ,L) ≤−ΨV 1/2(ξ) −
M |L(t )−L∗| < 0, por lo tanto, se sabe que existe un tiempo finito tal que las dinámicas de ξ se
invierte, es decir L̇ = 0 y en el límite de la estabilidad V̇(ξ,L)=0. En consecuencia, la máxima ganancia
acotada L+ que determina el dominio más grande Ω+ en presencia de perturbaciones externas












Por otro lado, el estado es afectado por una perturbación externa acotada; entonces existe C >
0 tal que
|ξ1| ≤C (A.3)




2k −C = L
+ (A.4)
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Entonces, de la adaptación de la ganancia L está acotada tal que
0 < L∗ < L(t ) ≤ L+
Para determinar el dominio más grandeΩ+ se puede considerar que enΩ+,V̇(ξ,L) ≤ 0. Cuando
L(t ) incrementa hasta alcanzar L+, L̇ se vuelve igual a cero; entonces, la adaptación de la ganancia
se invierte y comienza a decrecer. Entonces, en L = L+, de (3.53) con L̇ = 0 se tiene que
V̇(ξ,L) ≤−ΨV 1/2(ξ) +
L+
2
|ξ1| ≤ 0 (A.5)







Entonces el dominio más grandeΩ+ está dado por
Ω+ = {ξ | V(ξ) ≤µ+}
El cual es un conjunto compacto. Considerando la Definición 1, la ley de adaptación implica
la convergencia del sistema a un algoritmo Super Twisting; la trayectoria del sistema alcanza el
dominioΩ∗ y permanece en este, mientras se va deΩ∗ aΩ+ en tiempo finito. Entonces, los estados
ξ regresan al dominioΩ∗ tan rápido como la adaptación de la ganancia compensa los efectos de la
perturbación. Además el tamaño del Algoritmo Super Twisting puede ser determinado tan pronto
como el estado alcance el dominioΩ∗ y de (3.39)
ξ1 = |z1|1/2 si g n(z1) = |s|1/2 si g n(s) ≤µ1 (A.7)
De (A.7) tomando el valor absoluto de s se tiene que
|s| = |ξ1|2 <C 2
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Ahora la derivada respecto al tiempo de s en términos de ξ1 y ξ2 está dada por
ṡ =−2L(t )ξ1 −L(t )ξ2 +ρ





si g n(s)dτ. Tomando el valor absoluto de ṡ se tiene que
|ṡ| ≤ |2L(t )ξ1|+ |L(t )ξ2|+δ1 (A.8)
donde |2L(t )ξ1| < 2L+C y |L(t )ξ2| ≤ (L
+)2



























|L(t )−L∗| pequeño se tiene que (considerando que L < L

















Tan pronto como los estados del sistema alcancen el dominioΩ∗ en un tiempo T > t1 el tama-
ño del Algoritmo Super Twisting se puede estimar de acuerdo con




lo cual determina la precisión del algoritmo.
