Abstract. This paper describes the course of creating an affordable indoor Educational Guide Robot platform using recycled electronic and metal parts. An Arduino Uno and Mega were tested with a HC-06 Bluetooth module, and HC-SR04 Ultrasonic sensors. We explore and discuss the effectiveness of the widely used and low cost HC-SR04 ultrasonic sensors, and the Minoru webcam on an Arduino platform using open source software. We built a Bluetooth communication model with an Arduino Mega board and a Nexus 7 tablet that runs Android operating system. Our goals are to create an affordable educational robot platform for AI applications, to provide a quick and easy way to understand electronic communications between Arduino and Android tablet, to explore Android vision system and use it to guide the robot navigation. In the future, we will add position recognition feature to our Android application based on an image of a building blue print and guide visitors to any office, lab, and classroom in any building based on that particular building print.
Introduction
The electronic communication technology is evolving at an unbelievable speed. Much of this new technology is becoming widely accessible to everyone including people without specialized computing or engineering backgrounds. The gap between computer science and engineering is gradually disappearing due to resent advance of robotics research. Using robots to teach computer science and engineering is becoming more and more attractive. Countless robot platforms, as small as a Nano-robot, and as large as an UAV (Unmanned Aerial Vehicle), were created using the state of the arts technology during the last a few decades.
Step by step open source instructions posted on the Internet increased the momentum of the development of new technology, and stimulate the robotics industry to develop more robotics sensors, mechanical parts, and kits. We did a quick survey on the cost of research and commercial indoor navigation robot platforms. The price range is from $41k [1, 2] to $400k [3] . The $41k Health care and guide robot, called "Robovie" was introduced in 2010 Engadget Web Magazine [1, 2] , and the state of the arts PR robots created by Willow Garage cost from $280k to $400k. We excluded another milestone navigation robot by the K-Team [4] since it is too small in size (55mm) to be used as a guide robot.
Not all the public end users can afford such prices. The demand for low cost and functional robotics platforms increases every day. In this paper, we present our creation: a low cost and fully functional "Education Guide Robot" (EGR) that can be used as a platform for AI and Machine Learning applications. In the next section, we give a general review on current indoor guide robot platforms. Then we will present the overall design of our first version of EGR platform with a quick overview of the mechanical parts, electronic, and software architecture. Following the overall design, we will present and discuss our implementation and initial testing results. We will then, present our future plan in the last section of this paper.
Indoor Guide Robot Review
In this section, we give an overview on the major development of current research on indoor guide robots including commercial products during the period time from 2005 to 2016.
KEITA Receptionist and Guide Robot (2005-2015).
Keita is a Japanese name, and the robot was created in 2005 by Masaki Takahashi, Hikari Fujii and students of the Faculty of Science and Technology at the Muratec [1] . The robot was officially exhibited to the public on October 26, 2011.
Electronic Parts Layout. We first tried Arduino Uno to handle all processing among input and output requests. However, there is only one set of I/O serial ports. We tried to use soft ports for communications between Bluetooth, cameras, SD card, and a few ultrasonic sensors, but UNO simply does not provide enough ports for all of them. Since Arduino DUE cannot handle cameras, we settled with Arduino Mega 2560 R3 because it has additional 3 sets of I/O serial ports. 
Testing EGR1
After all electronic parts are connected, we first program the step motors to run at 2000 RPM with the wheels in the air. They run smoothly with a high frequency sound. We determined the optimal speed with enough torque is around 200-600 RPM. After many tests, we set the maximum speed to 400 RPM. We tested EGR1 with 8 ultrasonic sensors mounted as shown in Figure 3 . Without camera, the ultrasonic sensors can detect object and move freely in the lab. The communications signal between the Keyes Bluetooth module and the Nexus 7 is very strong without dropping within 200ft in the Computer Science Department hallway.
The EGR1 can change between control and explore navigation modes. With the control mode, EGR1 will receive move direction and speed from the Nexus 7 via Bluetooth. The explore mode will let EGR1 make navigation decision based on the ultrasonic sensor information. The front sensor has the highest priority. That is if EGR1 senses any objects in its front, it must stop moving or turns towards different direction according to other ultrasonic sensors' input. In case EGR1 cannot make any decisions, a user can use the Nexus 7 to switch EGR1 to control mode.
We also tested EGR1 using simple Webcams such as VC0706. We experimented stereo vision using two common webcams imported from China and a Minoru webcam from Japan. Our software takes advantage of the open source called "openCV" in the Android Studio programming environment. It is not difficult to make the camera capture images or sequences of frame and pass it on the screen of the tablet or PC. However, correctly recognizing pathways is not as simple as we thought. Plus, the calibration process of stereo vision does not work for every angle and every situation. Constantly deprecated incompatible software with hardware problems of open source make the task of learning navigation more difficult. We are currently programing the EGR1 using a simple backpropagation artificial neuron network (ANN) to learn processing ultrasonic sensor values and produce motor movements instead of hard coding. The advantage of using an ANN is that there will be automatically generated rules for navigation while the drawback is that we must provide correct and enough training examples. Preliminary experimental result is very promising. With 832 ANN, the robot can make correct movements roughly 85% of time. The most problem is getting stuck in a corner. We plan to add another 8 input nodes to feed the previous readings of the sensor to provide more information to process the current situation. 
Conclusion and Future Work
We built a Bluetooth communication model with an Arduino Mega board and a Nexus 7 tablet that runs Android operating system. We have completed an important step towards our goal of building and providing detailed instructions for professors, students, and hobbyists to build an affordable, reliable, and fully functional indoor navigation robot platform. We provide a quick and easy way to understand how electronic components communicate with Arduino and Android tablet. The successful EGR1 robot only cost about $250 (not including labors).
