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Abstract
Training datasets for learning of object categories are
often contaminated or imperfect. We explore an approach
to automatically identify examples that are noisy or trouble-
some for learning and exclude them from the training set.
The problem is relevant to learning in semi-supervised or
unsupervised setting, as well as to learning when the train-
ing data is contaminated with wrongly labeled examples
or when correctly labeled, but hard to learn examples, are
present. We propose a fully automatic mechanism for noise
cleaning, called ’data pruning’, and demonstrate its suc-
cess on learning of human faces. It is not assumed that the
data or the noise can be modeled or that additional train-
ing examples are available. Our experiments show that data
pruning can improve on generalization performance for al-
gorithms with various robustness to noise. It outperforms
methods with regularization properties and is superior to
commonly applied aggregation methods, such as bagging.
1. Introduction
Learning an unknown target function from examples is a
difﬁcult problem in its own right. The task is further compli-
cated if some of the examples in the dataset are mislabeled
or are otherwise hard to learn for the chosen model, as is the
case with real-life data. Finding troublesome examples is a
’chicken-and-egg’ dilemma because good classiﬁers for the
object category are needed in order to determine which ex-
amples are noisy. On the other hand, learning on noisy data
may result in poor classiﬁers. We explore whether general-
ization performance can be improved by eliminating noisy
examples and how to reliably identify them.
Real-life training data can have various sources of con-
tamination. For example, wrongly labeled examples might
be present due to human mistakes while labeling or a re-
sult of data received in a semi-supervised fashion, ﬁgure 1
(top). Quite often, examples that are hard to learn can also
fall into the dataset, ﬁgure 1 (bottom), because the data col-
lection and labeling is done independently from the learning
process, by people unaware of its future use.
Figure 1: Face data with classiﬁcation noise (non-face
examples wrongly labeled as faces (top)) and with
within-sample outliers (hard to learn face examples (bot-
tom)). The training data we use contains both sources
of noise. Noisy or hard to learn examples are marked
with a red box manually. The goal of data pruning is
to identify and eliminate them automatically in order to
improve generalization performance.
Pruning of noisy examples is important to fully automate
the process of data collection and learning for object recog-
nition. The efforts in this direction have been focused on
creating complicatedmodels or features [5], particularly tai-
lored to the target domain. Our key idea is that automatic
noise elimination can be done without incorporating very
complicated machinery or domain speciﬁc information but,
instead, using only weaker clues about the target and that
they can be retrieved even in very noisy cases.
1.1. Previous Work
Robust methods are an important ingredient in most
computer vision algorithms which work with real-life data
and applications. A large body of research, a detailed survey
of which is beyond the scope of the paper, addresses robust
techniques in various machine vision applications. To name
a few: short and wide baseline stereo, motion segmenta-
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tion, optical ﬂow estimation. Data cleaning is also pertinent
to data mining and database applications. Although previ-
ous research in robust methods in computer vision and data
mining has been used as inspiration we take an alternative
route in addressing the problem of learning from examples
in a robust way.
Learning in the presence of noise is shown to be possi-
ble for both classiﬁcation [1] and malicious noise scenarios
[9] but depend on the existence of potentially inﬁnite train-
ing data. For the most realistic, malicious noise scenario,
it is proved that no general method for learning with noise
exists [9].
Some methods for learning in noisy cases use a general
penalty on all examples - regularization methods [17], [18],
or give preference to simpler models - model selection. An
alternative approach is to average the decisions of several
functions, as in bagging [3], in order to smooth out the in-
ﬂuence of noisy examples. Those methods are not very suc-
cessful in high noise cases or when there are particularly
outlying examples. In our work we suggest to remove those
examples, in order to be more robust in learning.
Previous research demonstrates that removing examples
is worthwhile [13], [16], [14]. The methods have vari-
ous mechanisms to identify examples, suspicious, surpris-
ing or close to the boundary, but the decision as to which
of the examples are troublesome and should be excluded
remains problematic. Those methods are either not fully
automatic [16], require an additional independent set [14]
or depend on human supervision, although as a last resort,
to make the method more reliable [13].
Learning with poorly labeled examples is reminiscent of
training with both labeled and unlabeled data [2]. The main
difference is that those methods use reliably labeled data to
start the learning from [2], [21]. In our formulation we have
to identify which are the reliable examples.
Finally, RANSAC [6], has been widely used in various
computer vision applications. The RANSAC method as-
sumes the target model is known and performs multiple tri-
als of selecting small subsets of the data to exactly estimate
the model. The ﬁnal solution is the one with maximal sup-
port from the data. To ensure that a good solution exists a
large number of trials have to be performed. Considerable
amounts of noise can be tolerated but the strong assumption
on the generating model being known and the requirement
of a ﬁxed number of examples (presumably small) to esti-
mate the model parameters are not always easy to guarantee.
Similarly to RANSAC, many methods are successful in
identifying noisy examples after assuming particular gen-
erative models or distributions for the underlying data or
noise [5], [21] and applying RANSAC for the selected
model [5]. Conversely, we do not want to assume par-
ticular distributions for the data and demonstrate the data
pruning method in discriminative learning scenario. This is
a very important point because the assumed model can be
fairly complicated, as is the constellation model [5] or the
GMM [21]. Instead we opt for a simpler and more accessi-
ble approach which is also more general.
1.2. Outline of the paper
In section 2 we propose a data pruning mechanism for
automatic noise cleaning. The challenge of the method is
how to identify examples which deteriorate the performance
and how to automatically do so. A modiﬁcation of the data
pruning method, speciﬁc for learning of object categories,
which uses weaker learners, is explored in section 3. The
usefulness of data pruning is demonstrated in experiments
for face recognition with noisy examples, on very challeng-
ing dataset collected from the web, section 4. Data pruning
outperforms commonly used robust-to-noise algorithms.
2. Data pruning method
In our setup we have training data in which some of the
examples are outliers or are otherwise noisy. The learning
model is not ﬁxed and parametric as in [5], [21], but dis-
criminative, such as Neural Network, AdaBoost or SVM,
for which the popular RANSAC type technique would re-
quire too many trials to guarantee a good solution. The
noisy examples are not known and they are potentially go-
ing to affect the learning process and the solution in an ad-
versary way. Our goal is to identify the examples which are
noisy or troublesome for learning. If we just measure how
well the examples do with respect to the decision boundary
it would not be successful because the algorithm may have
overﬁtted and learned those outlying examples very well.
This problem is well known in robust statistics [20].
In data pruning method we propose the idea of learning
independently different aspects of the data through learning
multiple classiﬁers and arbitrate which examples are most
likely noisy or wrongly labeled by probabilistic reasoning.
To realize that general idea, we suggest two very simple
instances of the proposed steps: bootstrapping and Naive
Bayes algorithm, ﬁgure 2.
Although simple, the proposed approach, has important
ingredients. Firstly, the method comes from the intuitive
idea that outliers or noisy examples would lie in a part of
the feature space where their neighbors have contradict-
ing label. However, evaluating which are the neighbors
is very problematic in the initial feature space because of
the curse of dimensionality in high dimensions. Alterna-
tively, in data pruning, the afﬁnity of the examples is de-
termined by stronger than the initial feature space learners,
which are selected according to the data. Those multiple
learners are created in such a way so that they are inﬂu-
enced differently by potentially troublesome examples. In
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essence, the learners’ responses can be considered a higher-
level feature space which has mostly relevant features and
is of smaller dimension. In this more meaningful feature
space we perform probabilistic reasoning to identify incon-
sistencies among the data.
It is useful to compare this approach to RANSAC.
RANSAC performs multiple trials to guarantee that at least
one clean data subset is present among the trials. A large
number of trials is needed, especially for very noisy datasets
or when a subset of larger size is used for training, as is often
true with discriminative models (SVM, Neural Networks).
Subsequently, the learner with best performance (presum-
ably trained on least contaminated data subset) is selected.
In data pruning we set out to identify the noisy examples
and eliminate them rather than perform numerous of trials
hoping to achieve a clean data subset.
2.1. Constructing multiple classiﬁers
As stated before, the learning algorithm would be inﬂu-
enced in an adverse way by noisy examples or outliers and
would overﬁt or create a poor discriminatory boundary. The
trouble is that we do not know which examples are actu-
ally causing the poor behavior. Our approach is to allow
those troublesome examples to inﬂuence multiple indepen-
dent learners in different ways. Thus the troublesome exam-
ples can be identiﬁed as the ones which create disagreement
among classiﬁers. This can be achieved in various ways: by
randomization of the training data or excluding random sub-
sets of examples from the data or by selecting different sub-
sets of input features or injecting noise. We create multiple
diverse classiﬁers using bootstrapping because it is known
to encourage diversity and give an imbalance in inﬂuence
of certain random examples [3].
2.2. Combining classiﬁers’ votes
We apply an inference machine to ﬁnd out which exam-
ples have created discordant classiﬁcations. In order to ﬁnd
wrongly labeled examples we compute a probabilistic es-
timate of the true label of an example and compare it to
the given label. We are interested in ﬁnding the probability
p(y|X) of the label y of an example, given the dataX. The
label can be determined by the ratio
P (y = 1|X)
P (y = 0|X) =
P (X|y = 1)P (y = 1)
P (X|y = 0)P (y = 0) .
The ratio is compared to a threshold (in our case 1) to de-
cide the most likely label of the example. After estimating
the new labels, the examples whose labels disagree with the
original ones are pruned.
The probabilities P (y = 1) and P (y = 0) are set to
our prior belief of the data. P (X|y = 0) and P (X|y = 1)
can be modeled and estimated from the data. We use Naive
Bayes classiﬁer [4] and decompose the data into several in-
dependent attributes Aj . In our case the attributes are the
projections of the input data on the multiple classiﬁers:
P (X|y = c) =
J∏
j=1
P (Aj |y = c), c ∈ {0, 1}.
We model the projections on each attribute as Gaussian dis-
tributions. Naive Bayes is justiﬁed if we assume that the at-
tributes are independent. Quite often, however, the rule can
be successfully applied even if the attributes are not fully
independent [4].
Figure 2: Data pruning idea (left) and its particular imple-
mentation with bootstrapping and Naive Bayes (right).
An alternative idea with ’region’ learners will be pre-
sented in section 3.
2.3. Summary, data pruning
In summary, the proposed data pruning technique
requires two components: creating multiple semi-
independent classiﬁers learned on the input data, each one
of them capturing different aspects of the target, and a prob-
abilistic reasoning machine to identify examples which are
in contradiction with most learners and therefore noisy. To
explore how effective this simple idea is, we select in our
experiments simple instances of the required components,
namely, bootstrapping and Naive Bayes classiﬁer, ﬁgure 2.
3. Cleaning contaminated face data
In this section we apply the data pruning method for
learning face category by training on data collected from
the web, ﬁgure 4. The face dataset is quite challenging
and would contain difﬁcult examples, the so called within-
class outliers, due to extreme face orientations, occlusions
(glasses, hats, etc.), or variable lightning conditions. Ad-
ditionally, we introduce artiﬁcially mislabeled background
examples to test our ideas in a controlled experiment pa-
rameterized by the level of noise.
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We test data pruningwith two algorithms on the different
ends of noise tolerance spectrum: SVC (the regularized ver-
sion of SVM [18], we will use both names interchangeably)
and AdaBoost [7]. In particular, SVC is robust to noise be-
cause of the regularization mechanism, whereas AdaBoost
is known to be sensitive to even small amounts of noise
leading to overﬁtting [17].
Figure 3: Testing the data pruningmethod. Both the ’full’
and ’pruned’ methods use the same resources in terms
of training/test data and learning algorithm.
To test the usefulness of data pruning mechanism we
compare the performance of the same learning algorithm
(SVM or AdaBoost) with (the ’pruned’ method) and with-
out data pruning (the ’full’ method) on the same initial train-
ing set, ﬁgure 3. Both methods use the same training set but
eventually, the ’pruned’ one will be learning on a smaller
set, a disadvantage in terms of good generalization or if use-
ful examples have been erroneously pruned. We report our
results on an independent test set which is the same for both
methods. The learning algorithms are allowed to select their
optimal set of parameters with cross validation on the train-
ing data they have available, which is a fair way to give the
’full’ and ’pruned’ methods equal opportunities.
3.1. Experimental setup
The training set, ﬁgure 4, is composed of 1000 examples
in which the number of correctly labeled face and non-face
examples is equal, the remaining number of examples, de-
pendent of the noise level, are background examples which
are wrongly labeled as faces. For example, for the 90%
noise case we will have 900 non-face examples labeled as
faces, 50 correctly labeled faces and 50 correctly labeled
non-faces. The test set is composed of 500 face and 500
non-face examples. It is independent of the training set and
has not been contaminated. Within each run the same test
set is used to report the results of learning on pruned and
full sets. The results are averaged over 10 runs.
In order to learn the object category the target patches
are aligned ﬁrst. We applied feature projections, proposed
Figure 4: A subset of the training data, face examples
(top) are contaminated with wrongly labeled non-faces,
non-face examples (bottom) are random patches cut
from images not containing the target. Face data may
also contain within-class outliers - correctly labeled but
hard to learn examples.
by Murphy et al. [15] using only the ﬁrst moment statis-
tics (sum of pixels) in the rectangular regions, instead of
the second and fourth moment statistics as in [15]. We
have 30 masks, 13 ﬁlter channels and 1 measurement per
mask and channel, a total of 390 features [15]. The fea-
ture projections are selected in this particular way because
the dataset is quite challenging and pixel-wise correspon-
dence or even correspondencewithin small neighborhood is
highly unlikely to give consistent response among the face
examples, no matter that the faces are aligned. Using sev-
eral ﬁlter channels, rather than raw pixel values, helps re-
duce variations in illumination.
3.2. Data pruning with weaker learners
In the previous section we proposed to construct mul-
tiple learners by bootstrapping the data. Those boot-
strapped learners are of comparable power to the learning
model (AdaBoost or SVM). Here, we test the hypothesis of
whether data pruning can be performed with learners which
are much weaker than the target model. An intuition of the
idea is given in ﬁgure 5. The weaker learners would be cor-
rect to some extent on the data but cannot be used alone for
ﬁnal classiﬁcation. Each one of them could capture some
aspect of the data and learn to classify with respect to it.
Subsequently those classiﬁers would agree with large prob-
ability on good face examples and disagree on wrongly la-
beled or outlying examples.
We create the weak learners in the following fashion. We
split the image in 23 slightly overlapping regions, similar
to the masks in [15] excluding the larger rectangles so that
Proceedings of the 2005 IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR’05) 
1063-6919/05 $20.00 © 2005 IEEE 
Figure 5: Schematic visualization of the idea of data
pruning with weaker learners. Weaker learners (marked
with red) are not as powerful as the ’true’ decision
boundary (marked with black) but can learn enough
about the target to be able to identify wrongly labeled
or outlying examples.
not to receive fully dependent classiﬁers. We call them re-
gion learners, ﬁgure 6. Each classiﬁer receives the informa-
tion from ﬁlter channels [15] in only one of those regions
and is trained using AdaBoost of 100 iterations with rect-
angular features [19]. The features are the sum of pixels in
rectangles of various sizes at different positions of the sub-
region. The proposed weaker learners use only a restricted
view of the face image, ﬁgure 6. They are not indepen-
dent but would capture different aspects of the data. They
are weaker, indeed, because a 100 iteration AdaBoost is not
sufﬁcient to learn a full face category [19].
Figure 6: ’Region’ learners, an alternative to boot-
strapped ones, ignore the information outside a pre-
deﬁned region. They are weaker learners and exploit
the fact that the target is a visual category. The region
learners implemented in the paper are AdaBoosts with
rectangular features [19].
4. Experimental results
We perform data pruning with the two variations of cre-
ating multiple classiﬁers as described before, see ﬁgure 2:
with bootstrapped learners (received from learning on mul-
tiple subsets of the data), section 2, and with region learners,
section 3. Note that pruning with bootstrapped learners is
algorithm dependent, i.e. if using SVM, for example, we
need to learn several SVMs on different bootstrapped sam-
ples; data pruning with region learners is algorithm inde-
pendent, i.e. we can use the same data pruning technique
with AdaBoost or SVM. With the latter, we wanted to test
if it is possible to perform noise cleaning using model inde-
pendent learners which are of considerably weaker power
than the original algorithm. We use 30 learners for boot-
strapped and 23 for region learners.
Our results for SVM algorithm, ﬁgures 7 and 8, show
that pruning the data is helpful for both bootstrapped and
region based learners, especially in the presence of noise.
The test error decreases if we preprocess the data and prune
it. The scatter plots, ﬁgure 7, show the errors in each indi-
vidual run so that we can see that pruning the data is con-
sistently better and is not due to isolated felicitous cases.
Figure 8 presents the same information from ﬁgure 7 but in
different form, to allow convenient comparison.
Not surprisingly, for 90% noise, the pruning method
gives very little advantage. The algorithm cannot ﬁnd any
consistent projections from this data so that to give reason-
able opinion of which examples are wrongly labeled be-
cause of poor signal-to-noise ratio and challenging face ex-
amples in the data. A good thing, however, is that in this
case the pruning mechanism gives up on eliminating ex-
amples rather than deteriorating the performance, ﬁgure 7.
This is due to the probabilistic reasoning machine which
eliminates only examples determined as troublesome with
large conﬁdence. This is an important advantage of the
pruning technique because what one would expect at this
noise level is a catastrophic pruning of examples leading to
a signiﬁcant deterioration in performance. We do not notice
a signiﬁcant improvement in the test error from pruning in
the no noise or small noise cases. This is due to the fact that
the algorithm is SVM with regularization which can cope
with signiﬁcant levels of noise in the data. A gratifying re-
sult is that performance does not deteriorate with pruning
when there is no added noise in the training data.
Examples which have been selected to be pruned are
shown on ﬁgure 9 and statistics of howwell wrongly labeled
examples are identiﬁed is shown in ﬁgure 10. We can notice
that among the examples selected for elimination a large
majority are wrongly labeled background patches. Some of
them are faces which are hard for learning, especially if one
thinks in the context of our feature space - which is rectan-
gles of various size at particular location in the image i.e.
they would not capture large variations in head orientation,
occlusions, extreme lightning conditions.
To see how data pruning behaves with algorithms with
different robustness to noise we provide experiments also
with AdaBoost, using region based pruning, ﬁgure 11.
Comparing to SVM with the same pruning mechanism we
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Figure 7: Data pruning results. Test errors of learn-
ing with full and pruned methods for different levels of
noise. Here we have the same learning algorithm (SVM
with regularization) but different data pruning methods:
with bootstrapped (top) and region (bottom) learners.
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Figure 8: Summary of the results in ﬁgure 7.
can notice the reactions of both algorithms to different lev-
els of noise. Namely, AdaBoost is sensitive to even small
Figure 9: Examples which were originally labeled as
’faces’ in the training data and which the algorithm iden-
tiﬁed as worth removing. Apart from spotting wrongly
labeled background examples, the algorithm also iden-
tiﬁes for elimination hard to learn face examples. The
actual face examples are outlined with a red box. Boot-
strapped learners (top) and region learners (bottom).
amounts of noise [17] and would beneﬁt from pruning in
any noisy situation. SVM is robust to reasonable amounts
of noise, but would need pruningmuchmore than AdaBoost
in high noise cases.
In summary, for reasonably large amounts of noise, data
pruning methods can identify and remove noisy examples
and by doing so can improve the generalization for both
SVM andAdaBoost. This makes the data pruning technique
very promising in learning from noisy datasets.
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Figure 10: Statistics on the identiﬁed wrongly la-
beled examples. Bootstrapped (left) and region learn-
ers (right). The solid line, left scale, shows the portion
of correctly identiﬁed wrongly labeled examples among
the ones with artiﬁcially ﬂipped labels. The false alarm
rates (correctly labeled examples which the algorithm
proposed for pruning) are shown with a dashed line,
right scale. The latter are measured against the whole
data. For the no noise case, correctly detected portion
of ﬂipped labeled examples is formally set to 1 for the
sake of visualization (there are no examples with ﬂipped
labels in this case). Both data pruning techniques are
successful in identifying some of the wrongly labeled
examples, even so in the 90% noise case. Some of the
examples counted as false alarms might be genuinely
hard to learn faces which are worth removing.
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Figure 11: Data pruning with different learning algo-
rithms. Here we use the same data pruning procedure
(based on region learners) with learning algorithms with
various sensitivity to noise: SVC (left), robust to noise
because of its regularization capabilities, and AdaBoost
(right), sensitive to even small amounts of noise.
4.1. Comparison to aggregating classiﬁers
As we are using multiple classiﬁers to decide on which
examples to prune, we wanted to test if simply aggregating
them, e.g. by bagging [3] would not give comparable per-
formance to our pruning mechanism. Bagging would pro-
duce a classiﬁer which can span a more complex space, a
subspace of linear combination of functions, than the ini-
tial classiﬁer, which is a single function. Our results show,
that pruning noisy examples is more useful than bagging
in this setting, ﬁgure 12. By aggregating many classiﬁers,
bagging tries to average out the noise effects which is of
little avail for small or reasonable noise levels. For high
noise cases bagging starts to approach the data pruning re-
sults. The comparison is given only for pruning based on
bootstrapping because with the region learners the bagged
classiﬁer would be using completely different model and
feature space so it makes no sense to compare it to the orig-
inal algorithm, SVM or AdaBoost.
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Figure 12: Comparison betweendata pruning and aggre-
gating multiple bootstrapped learners (bagging).
5. Conclusions and future work
The proposed data pruning method is a ﬁrst important
step towards learning algorithms dealing with large noise
levels or in semi-supervised settings. We have seen that
in noisy situations it makes more sense to try to identify
and eliminate the noisy examples rather than apply the com-
monly used robust-to-noise methods on the whole data.
The proposed data pruning procedure is fully automatic,
unlike [16], [13], does not use additional resources, for ex-
ample more training data or extra test set, like [14], and can
be applied with any learning algorithm. It does not assume
that the target distribution can be modeled as previous ap-
proaches [5], [21]. This comes at the cost of more computa-
tion for learning the multiple classiﬁers. Naturally, we have
explored a more efﬁcient approach where weaker learners
are used. In this case the pruning method has very little
time overhead. In fact, we experienced that SVM classiﬁer
needs considerably larger time to converge to a solution if
the data is very contaminated than combined data pruning
and learning on a cleaner set. This makes the method very
appealing to apply in noisy cases. An interesting research
direction is to explore whether data pruning is possible with
weak learners in the sense of AdaBoost [7], i.e. slightly
better than random guessing, and whether they would be
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sufﬁcient to learn in our high noise setting.
We have seen that pruning noisy examples from the data
is worthwhile for both algorithms with regularization prop-
erties like SVC and algorithms which are sensitive to noise
such as AdaBoost. So, in high noise cases, it can be very
helpful as an additional mechanism before training, no mat-
ter if the algorithm is robust to noise or not. We also ﬁnd
that data pruning is superior to largely used aggregation
methods, such as bagging. An important future research di-
rection is to explore the conditions for troublesome example
elimination from theoretical point of view. A natural exten-
sion is to be able to control the level of independence of
classiﬁers in the spirit of [11] because bootstrapping might
not be creating sufﬁciently independent learners.
The method could be applied for acquiring data with
very little supervision. Scores of images containing a re-
quested target object can be retrieved automatically by Web
search machines, such as Google [8], as a response to key-
word queries. As the image search and indexing is not con-
tent based, there would be many images which contain the
target category but also numerous ones which are not rele-
vant to the target. A natural extension to our data pruning
method could be useful in this setting. An imminent step is
redeﬁning the feature set in order to allow translation invari-
ant detection of features. We plan to address this problem
in our future work.
Finally, we should recall here the no-free-lunch theorem
for learning with noise [12] which states that we should not
expect to improve generalization if we have no prior infor-
mation about the noise level or the data. Independent re-
search points to the fact that applying regularization meth-
ods on truly noise-free dataset is detrimental [10]. The
above mentioned results tell us that we should not expect
miracles from noise cleaning algorithms in general, and
from data pruning in particular, if we have no information
about the noise level or the data. However, for all practical
purposes, where the data is suspected to contain outliers or
noise the data pruning method can be used successfully, as
shown in this paper, on the very challenging face dataset.
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