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I. INTRODUCTION 
The parabollzed Navler-Stokes (FNS) equations are a subset of the 
full steady Navler-Stokes equations. A large class of steady supersonic 
high-Reynolds-number viscous flows about arbitrary configurations can 
be solved efficiently by using the PNS equations. In order to apply the 
FNS equations, the invlscld region of the flow field must be supersonic 
and the streamwise velocity component must not be negative (i.e., only 
cross flow separation is permitted). If these conditions are met, the 
FNS equations can be used to compute the flow field at a fraction of the 
computer cost required to solve the complete time-dependent Navler-
Stokes equations. In addition, viscous-inviscid interaction problems 
which have plagued boundary layer methods are eliminated with the FNS 
equations. Computational efficiency and reduced storage requirements 
are achieved because the FNS equations are solved by advancing a two-
dimensional array of data in space, rather than advancing a three-
dimensional array of data in time, as is done for the full Navler-
Stokes equations, 
Rubin and Lin (1), Lin and Rubin (2) and Lubard and Helliwell (3) were 
the first to use the FNS equations to calculate the viscous supersonic flow 
around bodies at angles of Incidence. Later, viscous flow around blunt 
nose bodies (4, 5) were calculated. Though the earlier methods were suc­
cessful, poor reliability and efficiency led to the search for more 
efficient and stable schemes, resulting in fully implicit nonlterative 
marching schemes, first due to Vigneron et al. (6) and later Schiff and 
Steger (7). These methods were limited by marching planes that are 
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normal to the marching axis, and their applications were confined to 
conical and axisymnetric body shapes. In the present study, a generalized 
PNS solution procedure is presented. This procedure (8) couples the 
efficiency and stability of the numerical technique developed by Vigneron 
et al. (6) with a generalized marching technique. 
The calculation of the complete inviscid-viscous flow around the 
Space Shuttle Orbiter with a single code has been the aim of recent 
research efforts. Although the inviscid flow solutions (9-14) and 
other solution techniques that couple the inviscid solutions with the 
matching boundary layer analysis (15, 16) have resulted in limited solu­
tions for the windward side of Shuttle-like bodies, they have failed in 
general to predict the correct solution on the lee side and near the 
wing root region. On the other hand, PNS solvers have shown great promise 
in solving the complex flow field around Shuttle-like bodies (17, 18). 
Recently, C. P. Li (17) obtained the windward and lee side viscous-
inviscid solution for a Shuttle-like configuration and Chaussee et al. 
(18) were able to obtain solutions around the X-24C aircraft configura­
tion. In both of these cases, the flow field development near the wing 
body juncture and the wing tip were not studied due to the geometric 
complexity. 
The present generalized PNS solver, on the other hand, adapts well 
to the complex flow that develops around leading edges and in the vicinity 
of wing body junctures. Two complex flow problems are considered here. 
The first problem involves calculating the laminar flow over a slab 
delta wing with 70° sweep at angles of attack up to 41.5° and Mach 
numbers of 6.8 and 9.6. The full capabilities of the generalized 
3 
marching procedure are used in the second problem where the laminar flow 
around the Space Shuttle Orbiter forebody region at angles of attack of 
0° and 30°, and Mach numbers of 4.6 and 7.9, respectively, are computed. 
An algebraic grid generation scheme used in this study, clusters the 
grid points and accurately describes the body shape. The computed 
results for both problems are compared with available experimental 
results. 
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II. PARABOLIZED NAVIER-STOKES EQUATIONS 
IN GENERALIZED COORDINATES 
The Navier-Stokes equations for an unsteady three-dimensional flow 
without body forces or external heat addition can be written in nondimen-
sional, conservation-law form for a Cartesian coordinate system as 
3U »<=-V . 
3T + -35— 
a(F-F ) 3(G-G ) 
3y dz 
(1) 
where 
U = 
P 
pu 
pv 
pw 
pe. 
(2 )  
E = 
pu 
pu^  + p 
puv 
puw 
(PSj. + p)u 
XX 
xy 
xz 
(3) 
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These equations have been nondimensionalized as follows (dimensional 
quantities are denoted by a tilde) 
X y z t X = ^ y = ~ z = — t = ~ -
L L L L/V^  
u V we /Qv u = V = -=— w = •=— e = —T (8) 
V V_ V. ~2 
00 00 00 V 
00 
m  ^
p = -ê— p =» —T = -w— y = ii— 
u P« p yZ To. H 
where L is the reference length used in the Reynolds number 
Re = (9) 
L u_ 
In order to close the system of equations, the following perfect gas 
equations of state are used 
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p = (Y - l)Pe 
T = P/P (10) 
and the coefficient of viscosity (y) is determined from Sutherland's 
equation 
where C equals 110.4 K/T^  ^for air. In the original study of Vigneron 
et al. (6), the following transformation was used 
Ç = Ç(x,y,z) 
This transformation restricts the (TI,Ç) solution surfaces to be in a 
plane normal to the x axis and thereby limits the flowfields which can 
be computed with the code. In the present study, a completely general 
transformation of the form 
(11) 
C = G(X) 
n = n(x,y,z) (12) 
Ç = C(x,y,z) 
n = n(x,y,z) (13) 
Ç = Ç(x,y,z) 
is used which places no restrictions on the orientation of the (ri,Ç) 
solution surfaces. When this transformation is applied to Eq. (1), the 
following conservation-law form (19) is obtained 
ll + t-
3t 3Ç 
Iç j M ( = 0 (14) 
where 
Û = U/J (15) 
and J is the Jacobian of the transformation which can be evaluated from 
° Vl-c'Vî - Vu' - - ?;:() + - Vï>] (1*) 
The metrics are given by the expressions 
- JCfn's - h'r? 
(y " - '('n' 
«2 - •'<V? - W'> 
riy = J(xçZç - XçZç) 
\ = -Jfxgy; -
«X • 
(y = - Vç' 
(17) 
(z - -"Vn - Vî' 
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and the partial derivatives appearing in the viscous terms E^ , F^ , 
are transformed with the aid of the equations 
i  r i - + n — + Ç  —  
3x \ 3ti 3Ç 
L_ = r 9_ + n  ^+ r L. 
By S 3Ç an S 3Ç (18) 
3_ = r  ^+ n  ^+ r  ^
3z 3Ç 3ri S 3Ç 
The "parabolized" Navier-Stokes equations are derived from the 
complete Navier-Stokes equations by assuming: 
1) Steady flow = 0^  
2) Streamwise viscous derivatives are negligible compared to normal 
and circumferential viscous derivatives ^  ^[viscous terms] = oj 
With these assumptions, Eq. (14) reduces to 
if-ii-il-o 
where 
: - J< V + y + 
F - + \<8-0v>] (20) 
and terms in E^ , F^ , and containing partial derivatives with respect to 
g are omitted. 
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As mentioned previously, the above system of equations is 
"parabolized" in the Ç direction if the inviscid region of the flow is 
supersonic and if the streamwise velocity component is positive. How­
ever, it has been shown (20) that an exact representation of the stream-
wise pressure gradient term, 3p/3Ç, causes information to be propagated 
upstream through the subsonic boundary layer close to the wall so that 
a marching method of solution is not well-posed. This leads to ex­
ponentially growing solutions which,are often called departure solutions. 
A number of different techniques have been proposed to eliminate this 
difficulty. Lin and Rubin (21) recently compared these techniques while 
proposing a new one. The obvious technique is to drop completely the 
pressure gradient term in subsonic regions. This will produce a stable 
marching scheme but will introduce errors in flowfields with large 
streamwise pressure gradients. In several studies (2, 3, 4, 5, 22, 23), 
3p/3Ç is retained in the subsonic layer by employing an approximate 
backward difference formula which can be extrapolated from the previous 
step. The eigenvalue stability analyses of Refs. 3 and 6 indicate this 
approach is subject to instabilities if the streamwise step Ag is too 
small. Rubin and Lin (1) originally proposed the so-called "sublayer 
approximation" technique in which the pressure gradient term in the 
subsonic region is calculated at a supersonic point outside the sublayer 
region. This approximation is based on the fact that for a thin sub­
sonic viscous layer, 9p/9n is negligible. The "sublayer approximation" 
technique is used in the code of Schiff and Steger (7). Note, however, 
that the method originally employed by Rubin and Lin is essentially dif­
ferent in that the boundary layer equations were solved in the sublayer. 
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Schlff and Steger's "sublayer approximation" technique is explained 
further after the next paragraph, 
A novel technique for handling the pressure gradient term was 
proposed by Vigneron et al. (6). In this approach, a fraction of the 
pressure gradient term w(Bp/9g) is retained in the subsonic viscous 
region and the remainder (l-a))3p/3Ç is separated out and evaluated out­
side the subsonic region as in the "sublayer approximation" technique. 
An eigenvalue stability analysis indicates that for stability 
(1) < Sl 
1 + (Y-l)Mç 
where is the local streamwise Mach number. For certain cases, the 
retention of the term, (l-w)9p/3Ç, will lead to departure solutions. 
In the present study, this difficulty was encountered only at very high 
angles of attack and in these cases, the term was simply dropped. 
The "sublayer approximation" method of Schiff and Steger utilizes 
the following step function in place of Eq. (21) 
0) = 
1 if Mç > M* 
0 if M_ < M* 
Ç -
where is a specified value near 1. Their method also removes the 
streamwise pressure gradient term from the energy equation in the sub­
layer region. To avoid departure solutions, Schlff and Steger (7) 
suggest using a global iteration procedure. 
In order to facilitate the application of the "Vigneron" technique, 
Eq, (19) is rewritten as 
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3Ë* .3P .3F^3G -
3T+3l + ^  + ^ = ° (22) 
where 
E = E* 4" P (23) 
and 
Ê* = ~(K E* + Ç F* + Ç G*) 
J \ X  y  z  /  
? - KVI + V: + V3) 
E* = E - P^  
F* = F - Pg 
G* = G — Pg 
fj> (24) 
P^  = [0,(l-aj)p,0,0,0]^  
Pg = [0,0,(l-aj)p,0,0]''^  
P3 = [0,0,0, (l-uj)p,0]'^  
The generalized PNS code has been programmed to give the user the 
option of specifying either the "Vigneron" technique or the "sublayer 
approximation" technique of handling the streamwise pressure gradient 
term in the momentum equations. 
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III. FINITE DIFFERENCE ALGORITHM 
Until recently, the PNS equations have been solved using iterative, 
implicit, finite-difference schemes. Vigneron et al. (6) were the 
first to employ a more efficient noniterative, implicit, approximate-
factored, finite-difference scheme to solve the PNS equations. This 
algorithm is a direct descendant of the schemes developed by Lindemuth 
and Killeen (24), McDonald and Briley (25), and Beam and Warming (26) 
to initially solve the unsteady Navier-Stokes equations. 
The detailed development of the implicit, noniterative, approximate-
factored scheme, as applied to the PNS equations in generalized co­
ordinates, is given in Appendix A. The resulting delta form of the 
algorithm is 
-Ag /3F 3G 
1+02 \3n 3Ç 
, ,5  /95\1  /9 | Î*  hi" 
î+ëj'^ âclân,'] UH sF 
(25) 
where subscript i refers to the station ^ =iAC and 
(26) 
The terms and are evaluated with the 
aid of the expressions 
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(27) 
where \ /- indicates Û is held constant. The Jacobians 9F/3Û, 3G/3Û and 
3Ê*/3Û are given in Appendix B. The partial derivatives 3/3TI and 3/3Ç 
are approximated by second-order accurate central differences. 
For first-order accuracy in K, the Euler implicit scheme (G^ l^, Gg" 
is used. In this case, the Jacobians are evaluated at station i and the 
last term in brackets in Eq. (25) is dropped. Also, the explicit stream-
wise pressure gradient term A^ P (which appears only in the sublayer region) 
is evaluated at a point outside the sublayer region using a first-order 
backward difference at station i. All of the results presented here 
were obtained with the Euler implicit scheme. 
If second-order accuracy in ^  is desired, the three-point backward 
implicit scheme (0^ =^!, @2=1/2) can be used. In this case, the Jacobians 
are evaluated at i+1/2 and the explicit streamwise pressure gradient term 
is evaluated at a point outside the sublayer region using a second-order 
backward difference at station 1. 
The algorithm given by Eq. (25) is Implemented in the following manner : 
Step 1 
RHS[Eq. 27] (28a) 
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Step 2 
Step 3 
il». ' 
3Û 1+9 
Step 4 
gi+i = 5^  + 4^ 5 
In Eq. (28a), AU^  represents all the remaining terms on the left-hand side 
of Eq. (25). Note that the above procedure does not require the explicit 
evaluation of the matrix inverse (3Ë*/3Û) Equations (28a) and (28c) 
represent block trldlagonal systems of equations which are solved using 
a routine written by Steger (27). Also, artificial dissipation in the 
form of an explicit fourth-order smoothing term and an implicit second-
order smoothing term has been added to the algorithm as described in 
Ref. 6. 
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IV. BOUNDARY CONDITIONS 
At each K station, the computational domain (i.e., the (n, ç) solu­
tion surface) is bounded by the outer bow shock and the inner body sur­
face. For symmetrical flows, with no yaw, only one-half of the computa­
tional domain needs to be considered, since the other half is known 
from symmetry. 
The flow conditions at the shock boundary aire computed using a 
"shock fitting" technique developed for the generalized coordinate 
system. The present shock fitting scheme is based on the technique of 
Thomas et al. (28). The present shock fitting procedure is described 
in Appendix C. Since it is an explicit method, it may place limitations 
on the maximum step size. 
At the inner wall boundary, the velocity components are set equal 
to zero and the wall temperature is either specified for the case of an 
isothermal wall or it is computed using a one-sided difference approxima­
tion for a zero normal temperature gradient when the wall is adiabatic. 
By setting the normal pressure gradient equal to zero (which is a valid 
assumption very close to the wall), the density at the wall is calculated 
using the equation of state. All the wall boundary conditions are im­
posed implicitly. 
At the plane of symmetry, reflection boundary conditions are im­
posed implicitly and the flow symmetry is maintained for zero yaw angle 
cases. 
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V. NUMERICAL SOLUTION TO THE FLOW 
AROUND A SLAB DELTA WING 
As a first test case and to validate the code, the generalized PNS 
code has been used to compute the laminar flow over a 70° sweep slab 
delta wing having a spherical nose and a cylindrical leading edge. 
Figure 1 shows the body shape. The body shape and the initial condi­
tions were chosen to match the experiments of Bertram and Everhart (29). 
These experiments were conducted in the Langley 11-inch Hypersonic 
Tunnel at Hach numbers of 6.8 and 9.6 using air. 
A. Initial Conditions 
The PNS solver requires an initial data surface to start the space 
marching procedure. The inviscid flow region, on this initial data 
surface, must be supersonic and the streamwise component of the velocity 
must be positive. The nose portion of the slab delta wing is spherical. 
Hence, the flow around this spherical nose region is computed with an 
axisymmetric, time-dependent, Navier-Stokes code (30). The resulting 
solution was then recast in terms of the coordinates used in the PNS 
code to provide the three-dimensional starting data. The present use 
of an axisymmetric code to produce three-dimensional starting data was 
possible because the Initial portion of the flow over a body with a 
spherical nosecap is axisymmetric about the wind axis provided that 
the spherical cap extends into the supersonic region of the flow. All 
of the cases considered for this particular problem satisfy this 
criterion. 
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R=9.525 X lO'^ra 
4=180° (LEEWARD) 
i—i 
T 
4=0° (WINDWARD) 
Figure 1. Slab delta wing with 70° sweep 
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B. Grid Generation 
At each Ç station, the physical plane was chosen to be a plane 
normal to the leading edge. The outer boundary is chosen as the bow 
shock and the inner boundary coincides with the body curve. Since the 
flow is symmetrical, the two remaining boundaries are chosen as the 
symmetry planes on the windward and leeward sides of the body. The 
computational grid in each (n, 5) plane is formed as follows. The 
Ç = constant lines are generated using straight line rays which emanate 
from the NJ grid points situated along the body surface. The direction 
of each ray from the body grid point at (x^ , y^ , z^ ) is given by the 
unit vector n (which need not be a surface normal vector). Along each 
ray, NK grid points are positioned. These NK grid points are clustered 
near the wall in order to properly resolve the viscous layer adjacent 
to the wall. The length of each ray represents the shock stand-off 
distance (<S) which is determined at each step from the shock boundary 
condition. The generalized coordinates (5, n, Ç) are defined in such a 
way that at each K station, the (n, 5) solution surface in the physical 
space is mapped into the shape of a unit square in the computational 
plane (see Figure 2). The grid in the computational plane has uniform 
spacing in each direction given by 
= njVt (29) 
so that n = (k - l)Ari and ç = (j - l)Aç. The physical and computational 
planes are related by the following equations, where s(k) is the 
stretching function 
20 
I 
NK 1.0 
i  ^ WALL 
i 
+ 
3 
2 
k = 1 T 
0.0  
j = 1 2 3 
Figure 2. Computational plane 
V SHOCK . 0  NJ 
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s(k) = 1 - 3 (30) 
which clusters more grid points near the wall (n = 1) as the stretching 
parameter 3 approaches one. The metrics x^ , y^ , z^ , x^ , y^ , which 
appear in Eq. (17) are computed numerically with central differences 
in the regularly spaced computational plane. The metrics x^ , y^ , are 
evaluated with the aid of the expressions 
y^  = (yy)g + s(n • T) + 6 s(n • j)^  
Zç = (Zjj)ç + s(n • i^ ) + 6 s(n • &)^  
(31) 
where (x^ )^ , (y^ )^ , (z^ )^ , (n • i)^ , (n • •j)^ » (n ' k)^  are known from 
the body and grid geometry and 6^  is determined from the shock fitting 
procedure. 
C. Results 
The experiments performed by Bertram and Everhart (29) were for 
the following flow conditions: 
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Table 1. Flow conditions 
= 6.8 M = 9.6 
889.2 N/m^  130.3 N/m^  
L 60.2 K 47.5 K 
2.6 X 10^  0.8 X 10^  
w^all 317 K 317 K 
Y 1.4 1.4 
Pr 0.72 0.72 
where is the wall temperature for the heat transfer tests and Re^  
is the freestream Reynolds number based on the nose diameter of 1.905 x 
10 ^ m. The angle of attack varied from -2.5° to +45° in the experi­
mental tests. 
A description of the numerical cases is given in Table 2. In all 
of these calculations, the (n, ç) solution surfaces were constructed 
using Ç = constant rays that are normal to the body surface at each 
grid point. Hence, each (n, C) solution surface is a plane described 
by L/t = constant as seen in Figure 1. The body grid points were 
distributed on the wing surface by placing an equal number of points 
on the top and bottom flat surfaces of the wing while the remainder of 
the points were spaced equally around the leading edge. A typical grid 
is shown in Figure 3. This grid is for the solution surface located 
at L/t = 4.0 in Case 8 (see Table 2) and was drawn by a computer plotter 
using straight line segments between grid points. 
Table 2. Numerical casés 
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Wall boundary Grid 
Case a condition (NJ x NK) 0 
1 6.8 0° Adiabatic 24 X 40. . 1.04 
2 6.8 0° Isothermal 24 X 40 1.04 
3 6.8 10° Adiabatic 24 X 40 1.04 
4 9.6 0° Adiabatic 18 X 40 1.04 
5 9.6 0° Isothermal 18 X 40 1.04 
6 9.6 5° Isothermal 24 X 40 1.04 
7 9.6 20° Adiabatic 25 X 40 1.04 
8 9.6 41.5° Adiabatic 25 X 40 1,04 
The computed results are too numerous to show in their entirety. 
Instead, a representative sampling of the results is presented. The 
computed shock shapes for = 9.6 at angles of attack of 0°, 20° 
and 41.5° are shown in Figures 4-8 along with the corresponding experi­
mental shock shapes. Figures 4-7 show both the side and planform 
views of the shock at a = 0° and a = 20°. Figure 8 shows the side 
view of the shock computed at a = 41.5° and this is compared to the 
experimental shock shape obtained at a = 40°. The corresponding 
planform view is not given since the experimental shock shape was dis­
torted by tunnel-wall flow separation. In all cases, the computed 
shock shapes are in excellent agreement with the experimental results. 
Both the experiment and the present numerical study Indicate that the 
shock shape Is relatively insensitive to Mach number. 
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M =9.6 
a  =41.5 '  
L/ t=4.0 
SH0CK{n=0) 
k=40_J 
Figure 3. Typical grid 
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o EXPERIMENTAL 
— NUMERICAL 
M_ 
Figure 8. Shock shape (Case 8) 
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The wall pressures for several different cases are given in Figures 
9-12. These results were obtained by assuming an adiabatic wall in 
order to match the experimental conditions. The wall pressures are 
plotted as functions of the nondimensionalized distance (s/t) which is 
measured along the body surface from the leading edge in a L/t = constant 
plane. The nondimensional distance (s/t) is positive on the windward 
side of the wing and is negative on the leeward side. Figure 9 shows 
the wall pressure at L/t = 3.0 for Case 1; Figure 10 shows the wall 
pressure at L/t = 4.0 for Case 3; Figure 11 shows the wall pressure at 
L/t = 2.0 for Case 7; and Figure 12 shows the wall pressure at L/t = 
4.0 for Case 8. In all the cases presented here, as well as for the 
cases not presented, the computed wall pressures are in good agreement 
with the experimental values. 
Heat transfer coefficients for two cases are shown in Figures 13-15. 
The heat transfer coefficients are normalized using either the leading 
edge heat transfer coefficient (h^ ) or the maximum heat transfer coeffi­
cient in the given L/t plane. Figure 13 shows the distribution 
of the heat transfer coefficient at L/t = 2.0 for Case 2. Figures 14 
and 15 show the distributions at L/t = 2.0 and 3.0 for Case 6. The 
computed heat transfer coefficients agree reasonably well with the 
experimental coefficients. 
The Cartesian cross-flow velocity directions are shown in Figure 
16 for Case 7 at L/t = 5.025. The primary vortex above the wing is 
clearly evident in this figure. Also, a small secondary vortex is 
just barely visible near the surface of the wing. Figure 17 shows the 
Cartesian cross-flow velocity directions for Case 8 at L/t = 4.0. The 
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Figure 16. Cross flow velocity, directions (Case 7) 
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Figure 17. Grossflow velocity directions (Case 8) 
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primary vortex is not clearly defined in this case but it appears to 
be located near the leeward side symmetry plané. 
The variations of pressure, temperature and density normal to 
the body surface are given in Figures 18-20 for Case 8 at L/t = 4.0. 
Figure 18 shows the normal variations in the windward side symmetry 
plane; Figure 19 shows the normal variations in the leeward side sym­
metry plane; Figure 20 shows the normal variations at the leading 
edge. No experimental data were available to compare these normal 
distributions. 
During the computations, both the "Vigneron" technique and the 
"sublayer approximation" technique were used for the streamwise 
pressure gradient term. The difference in the results obtained using 
the two techniques was extremely small at the lower angles of attack. 
At the higher angles of attack, the calculations which employed the 
"sublayer approximation" technique were unstable. (It should be re­
membered, however, that in the present "sublayer approximation" tech­
nique, the complete streamwise pressure gradient term is retained in 
the energy equation in the sublayer region.) The calculations which 
employed the "Vigneron" technique were stable if a safety factor was 
applied to w to reduce it below the value computed by Eq. (21). 
The results of this study were obtained on a CDC 7600 computer. 
The generalized PNS code required 1.06 x 10seconds of computer time 
per step per grid point. A typical solution, such as Case 8 (25 x 40 
mesh), was obtained with 511 steps and 9 minutes of computer time. 
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VI. NUMERICAL SOLUTION TO THE FLOW 
AROUND THE SPACE SHUTTLE ORBITER FOREBODY 
The excellent numerical solutions to the slab delta wing case 
proved that the generalized PNS solver can be used to accurately pre­
dict the supersonic viscous flow around smooth shaped bodies. The Space 
Shuttle Orblter flow field, however, presents special problems due to 
its geometric complexity. In this case, the full capabilities of the 
generalized PNS solver are used advantageously. The use of a generalized 
coordinate transformation allows the construction of skewed solution 
surfaces. Also, the solution domain for the blunt nose region when using 
the three-dimensional time-dependent code is limited by the sonic surface 
and not by the PNS solver. Hence, the amount of computer time re­
quired to solve the unsteady blunt nose problem is reduced consider­
ably. 
A. Space Shuttle Orblter Geometry 
The Space Shuttle Orblter geometry is a complex three-dimensional 
body shape. The presence of wing, wing body juncture and other details 
have to be described accurately. The coordinate locations of the grid 
points on the Shuttle surfaces are obtained with the geometry package 
developed and used by Rakich et al. (9). This geometry package repro­
duces the Shuttle Orblter geometry exactly at eleven different axial 
locations, and intermediate to these locations, Interpolation poly­
nomials are used to produce the actual Space Shuttle Orblter geometry 
very closely. Figure 21 shows a three-dimensional and cross-sectional 
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Figure 21. Space Shuttle Orbiter geometry 
view of the Space Shuttle Orbiter obtained with the above geometry 
package. Complete details of the geometry package used in this study 
are given in Refs. 31 and 32. Note that the present Space Shuttle 
Orbiter geometry does not include the canopy or the vertical tail 
region. The presence of the canopy forces the flow to separate in the 
streamwise direction. Since the PNS solver cannot handle streamwise 
flow separation, the canopy is removed from the Shuttle geometry, in 
this study. 
B. Grid Generation 
To obtain the correct numerical solution, a proper grid needs to 
be used. Numerous grid generation methods are available in the 
literature. The PNS method requires the grid to be generated at every 
Ç station and this demands the use of a fast grid generation scheme. 
A simple and efficient algebraic grid generation scheme is used 
in the present study which allows the grid points on the body and 
shock curves to be clustered in regions of high curvature. This is 
accomplished in the following manner. The inner body boundary curve or 
the outer shock boundary curve is parameterized by a nondimensional arc 
length parameter, 4, in the physical plane. In the computational plane, 
the corresponding parameter that represents the inner or outer boundary 
curve is Ç. The relationship between Ç and 6, which is referred to as 
the "stretch function," maps the equlspaced grid points in the computa­
tional region into the nonequispaced grid points on the inner or outer 
boundary curve in the physical plane. Initially, it seemed appropriate 
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to cluster the grid points in regions of high curvature. This approach 
gives the following stretch function, 
Aj(K) 1. + tanh 
Bj (K) (32) 
where 
= <1- + 
K = local curvature corresponding to the jth point 
N = total number of points that describes the curve 
i, j = integer values corresponding to grid points 
Unfortunately, the above stretch function does not allow the user to 
choose the desired clustering and yields unrealistic grids. However, 
the general stretch function given by Eq. (32) can be modified to the 
following form which permits the user to tailor the clustering to the 
requirements of each flow field. 
(H).  "  *11-  + 
+ AJI. + tanh 
(4.-4 J 
(A . -4 „ ) 
(33) 
where A^ , A^ , B^ , and B^  are user specified constants and and 6^  are 
the arc length values corresponding to locations where clustering is 
required. Depending on the sign and magnitude of A^  and A^ , the above 
stretch function either clusters the grid points closer to one another 
or stretches It away at the corresponding 6^  and arc length locations. 
The relationship between A and Ç is determined by numerically integrating 
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Eq. (33). This relationship coupled with the fact that the grid points 
are equispaced in the computational plane determines the exact location 
of the grid points in the physical plane. 
Figure 22 shows the clustered grid points for the Orbiter geometry 
and the corresponding stretch function that was used to cluster the 
grid points. The grid generation is accomplished using the above stretch 
function approach in three steps. 
1. The grid points on the inner body boundary curve are located 
using the algebraic stretch function approach. 
2. The shock boundary curve is completely determined from the 
known solution at the previous station. Hence, the shock boundary 
grid points are determined from the user prescribed solution surface 
orientation. The grid points on the shock boundary can be reclustered, 
if required, using the stretch function approach. 
3. Interior grid points are located along the straight line rays 
that connect the appropriate body and shock boundary points. An 
algebraic stretch function [Eq. (30)] clusters the grid points along 
each of the rays near the body surface in order to resolve the viscous 
region properly. 
The above three steps determine all the grid points in the physical 
plane. The interior grid points in the physical plane are related to 
the body grid points by Eq. (31). The grid point location in the 
computational plane is determined by the following relationships 
n = (k - 1) An, An = ^ 
(34) 
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Figure 22. Stretch function and the grid points 
where NK is the nimiber of grid points between the body and shock, and k 
is an integer parameter that varies from k = 1 at the shock to k = NK 
at the body. NJ is thé number of grid points around the body and j is 
an integer parameter that varies from j = 1 on the windside to j = NJ 
on the leeside. 
Once the location of all the grid points are known, both in the physi 
cal and the computational domains, the geometric metric quantities and 
the Jacobian of the transformation are computed by finite difference 
approximations (8). The Jacobian and the metric quantities are first-
order accurate in ^  and second-order accurate in ç and ti. This is 
consistent with the difference scheme used in the present study. 
C, Solution Surface Marching 
In the slab delta wing case, the solution surfaces were planes 
normal to the leading edge of the wing. In the present computation, 
the initial solution surface obtained from the blunt body code is a 
skewed surface. Since the present formulation does not restrict the 
solution surface in any manner, these surfaces can be generated based 
on local flow conditions best-suited for PNS marching. The proper choice 
of the orientation of the solution surfaces is determined by the ap­
propriate direction of marching. In effect, the user can control the 
direction of marchirig by specifying the orientation of the solution 
surface at each Ç station. In the present computation, the solution 
surfaces are advanced from the prescribed initial solution surface to a 
location surface normal to x-axis at a specified x location. This is 
49 
accomplished by Independently changing the orientation of the vectors 
that describe the body grid points and the vectors that connect the 
body and shock grid points. The marching step size becomes different 
for each grid point In the physical plane. Once the solution surface 
has become an axis normal plane. It Is maintained axis normal In the 
present study. Figure 23 shows the solution surface at different 5 
stations and explains how the solution surfaces are marched downstream. 
D. Blunt Nose Solution and Initial Conditions 
The PNS code requires a starting solution on an Initial data sur­
face where the Invlscld flow Is supersonic. The presence of an em­
bedded subsonic region In the blunt nose region requires the use of an 
axlsymmetrlc or three-dimensional time-dependent Navler-Stokes code for 
finding the blunt nose solution. The three-dimensional blunt body 
code originally developed by Kutler et al. (33) and later modified by 
Rizk et al. (34) is used here to obtain the blunt nose starting solu­
tion for the PNS code. 
The blunt body code requires an initial solution or an approximate 
shock shape. In the past, a converged solution at a lower angle of 
attack was used as the starting solution for a higher angle of attack 
case. Due to the slow convergence and the enormous computer time re­
quired by the blunt body code, it was necessary to solve the 30 degree 
angle of attack case without obtaining a converged solution at a 
lower angle of attack. From the experimentally available shock shapes 
on the wind and lee sides, an approximate shock shape was constructed 
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Figure 23. Solution surface marching 
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for the 30 degree angle of attack case. It was found that the viscous 
solution converged in the wind-axis coordinate system, but the solution 
diverged in the body-axis coordinate system. The solution convergence 
in the wind-axis system is due to the peculiarity in the boundary condi­
tion procedure of this blunt body code. When the physical domain is 
mapped into a computational cube, a singular line exists in the physical 
domain where a branch cut has been made. This singular line transforms 
into a face of the computational cube. On this singular line, the 
boundary conditions are applied by averaging the flow quantities about 
this line. If the singular line is not close to the stagnation line (the 
line from the stagnation point along the wind axis), then the particular 
boundary condition becomes incorrect and the solution diverges. If 
the starting solution is close to the actual solution or if a wind-axis 
coordinate system is used (in which case the singular line coincides 
closely with the stagnation line), the boundary condition procedure is 
correct and the solution converges. A similar approach has been taken 
by Rizzi and Bailey (35). 
The blunt body code generally fails if the solution domain in­
cludes a large part of the lee side supersonic flow region. Also, the ' 
convergence tends to be slower if the solution domain is large. Hence, 
the solution domain was chosen with a small supersonic outflow boundary 
region on both the wind and lee sides. Since the subsonic region was 
highly skewed, the initial data . irface was also skewed. Because of 
the generalized transformation used in the FNS code, the orientation of 
the initial data surface did not present any problems. The initial solu­
tion and the corresponding initial data plane were transformed into a 
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body-axis coordinate system prior to their use in the PNS solver. 
Only for the 0 degree angle of attack case was the axisymmetric 
code of Ref. 30 used to calculate the blunt nose region. Because of 
the axisymmetric shape of the blunt nose body region, the required 
starting solution for the generalized PNS code was readily obtained 
in this case. 
E. Results 
The generalized PNS code has been used to compute the laminar flow 
around the forward half of the Space Shuttle Orbiter. Two different 
flow conditions were chosen and the results are compared with available 
experimental data. 
The flow conditions corresponding to the first case are: 
M = 4.6 00 
a = 0° 
Re^  = 0.129 X 10^  
T = 67.320K 
CO 
= 0.4556 X 10^  N/m^  
Adiabatic wall boundary 
With the above initial conditions, the solution for the blunt nose 
region was obtained with an axisymmetric time-dependent code (30). 
The Space Shuttle Orbiter nose region consists of a spherical nose seg­
ment that subtends 45 degrees at the sphere center, followed by a small 
conical segment which extends up to 10 inches from the nose. The 
axisymmetric computations were performed for a sphere-cone body with 
26 grid points along the body and 31 grid points normal to the body. 
The PNS computations were started with the initial solution at the 
end of the conical region. The PNB solution was marched downstream and 
the solution surfaces were rotated slowly from the initial solution 
surface to an axis-normal plane at x/L = 0,125. The step sizes and the 
rotation rate that would result in stable space marching were determined 
by trial and error. If the step size was too large or if the solution 
surfaces were rotated too fast, the solution near the shock boundary 
exhibited unstable behavior due to the explicit shock boundary condition 
procedure. If the step sizes were too small, the pressure field near 
the body exhibited large oscillations. This is attributed to the fact 
that the convergence and truncation error in the initial solution was 
unacceptable to the PNS solver. Marching with smaller step sizes was 
possible, once the solution was marched away from the initial solution 
surface. More points were added to the computation slowly. At an axial 
location of x/L = 0.2, the grid contained 45 grid points around the body 
and 41 grid points normal to the body. The space marching was continued 
to an axial location of x/L = 0.48. 
Figure 24 shows the surface pressure coefficient comparison between the 
computed results and the experimental data (36) in the 0 = 0° plane. 
In Figure 25, the lee side (i# = 180°), surface pressure coefficients are 
compared. The agreement with the experiment is very good on both the 
wind and lee sides. Figures 26 and 27 show the crossflow velocity 
vector directions at two different axial locations, and the development 
of the complex flow field around the Shuttle geometry is clearly 
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Figure 26. Crossflow velocity vector directions at x/L = 0.2351 
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visible. At 0 degrees angle of attack, the windward side (* = 0° 
plane) is at a lower pressure than the <|) = 180° side and the stream­
lines from the lee side curve towards the wind side. As the wing starts 
developing, a vortex develops near the wing body junction and this 
changes the local flow pattern. 
The flow conditions for the second case are; 
M = 7.9 
a = 30° 
Re^  = 0.215 X 10^  
T = 52.33OK 
00 
p^  = 72.95 N/m^  
T = 294.60K 
w 
The time-dependent blunt body code was used to calculate the blunt nose 
solution in the wind-axis coordinate system. A 31 x 31 x 21 grid was 
used in the blunt body calculation. Figure 28 shows the sonic line on 
the wind and lee sides. The initial solution surface for the PNS solver 
was chosen as far away from the subsonic region as possible. The initial 
solution surface and the solution vectors were rotated from the wind-
axis system to the body-axis system and the PNS solver was marched 
downstream. The solution surfaces were rotated slowly from the initial 
orientation to an x-axis normal plane at x/L = 0.20. Solutions up to 
x/L = 0.48 were obtained with the PNS code. 
Figure 29 compares the computed shock shape for the above flow 
conditions with the experimental (37) shock shape at = 7.4. The 
Mach number difference between the experiment and the computations has 
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Figure 28. Mach contour plot in the blunt nose region 
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very little effect on the shock shape or the surface pressure coefficient 
profiles. Due to the presence of the canopy, a canopy shock developed 
in the experiment and this changed the outer shock shape on the lee 
side. As a result, the computational shock shape on the lee side is a 
little different from the experimental shock shape downstream of the 
canopy region. 
Figure 30 shows the heat transfer coefficient comparison between 
the computations and the experiment (38) on the wind side. The heat 
transfer coefficients compare reasonably well. The heat transfer coeffi­
cient at the initial solution surface is higher than the experimental 
value and this is believed to be the effect of the coarse grid used in 
the blunt body flow field calculations. The effects of the coarse grid 
continue to result in higher heat transfer coefficients until x/L is 
approximately 0.25, where the grid is fine enough to predict good heat 
transfer rates. Also shown in Figure 30 are the heat transfer results 
with entropy swallowing predicted by Ref. 39. The agreement with the 
present computations is good. Figure 31 compares the computed heat 
transfer coefficient on the lee side with the experimental results, and 
the comparison is very good except near the canopy region. This was 
expected since the Shuttle body geometry used in the present study did 
not contain the canopy. Figure 32 shows the computed heat transfer 
coefficient vs *, the circumferential angle at x/L = 0.2049. The 
comparison between the computed and the experimental results is fair. 
Figure 33 compares the computed pressure coefficients for the above 
flow conditions with the experimental data at = 7.4, both on the lee 
side and on the wind side planes of symmetry. Also shown in Figure 33 
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are C. P. Li's (40) inviscid flow computations at = 7.9. Note that 
the experiment does not resolve the lee side pressure coefficients in 
the canopy region very well. Figure 34 compares the computed pressure 
coefficients at x/L = 0.20 with the experimental results and the agree­
ment is very good. The crossflow velocity vector directions at different 
axial locations are shown in Figures 35, 36, 37, 38 and 39, These figures 
show the development of the two vortices, one on the lee side and the 
other near the wing body juncture. The experimental oil flow studies 
indicate the reattachment point at x/L = 0.48 to be close to the location 
predicted by the present computations. The local grid structure may play 
a very important role in resolving the vortex structure in that region. 
Figure 40 shows the pressure contours; Figure 41 shows the grid structure; 
and Figure 42 shows the Mach contours all at x/L = 0.35. 
The present results were also obtained on a CDC 7600 computer. The 
-3 generalized PNS code required 1.8 x 10 seconds per grid point per 
step for this case. A typical PNS solution at 30 degrees angle of at­
tack took around 400 steps and twenty minutes. The blunt body code, 
on the other hand, required 3,5 hours of CPU time to converge the 
solution in the blunt nose region. 
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Figure 35. Gros sflow velocity vector directions at x/L = 0.26 
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Figure 39. Crossflow velocity vector directions at x/L = 0.48 
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Figure 41. The grid at x/L = 0.35 
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Figure 42. Mach number contours at x/L = 0.35 
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VII. CONCLUDING REMARKS 
A generalized FNS code has been developed to compute the steady 
viscous supersonic flow around arbitrary body shapes. The code was 
used to calculate the flow around a slab delta wing at angles of attack 
up to 41.5° and Mach numbers of 6.8 and 9.6. In addition, the laminar 
flow around the Space Shuttle Orbiter forebody was computed at 0° and 
30° angle of attack and at Mach numbers of 4.6 and 7.9, respectively. 
The numerical results. Including shock shapes, heat transfer coeffi­
cients , and pressure coefficients compared well with the experimental 
results, in all cases. A substantial reduction in computer time was 
achieved for the Space Shuttle Orbiter forebody flow field calculations 
because of the generalized marching procedure. It is believed that the 
use of additional grid points In conjunction with an Improved grid genera­
tion scheme will improve the solution and allow the marching to proceed 
well Into the aft region of the Space Shuttle Orbiter body. 
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X. APPENDIX A: DELTA FORM OF THE 
FINITE DIFFERENCE ALGORITHM 
The PNS equation in conservation law form, given by Eq. (20), is 
(Al) 
that 
Ë = E(U, Çy, 5z) 
F = F(U, n^ , riy. (A2) 
G = G(U, 5^ , Cy, 
Define 
A^Ë = i^+1 
-
A^F = pi+1 
- F^ (A3) 
A^G = gi+1 
- G^ 
The above difference quantities will also satisfy the partial differential 
Eq. (Al) and they are given by 
If h is defined as the step size, 
h = AÇ = (A5) 
i"" then, the linearized expression for A E is given by 
The above expression is second-order accurate if 8^  = 1 and 8^  = 1/2, 
and it is first-order accurate for 0. = 1 and 8? = 0 (Euler implicit 
i— i— 
from). Substituting from Eq. (A4) and from Eq. (Al) , into 
oÇ Os 
Eq. (A6), we get 
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A^ E = 1 + e. 
1 + 0 ,  
9AS 3A^ G 
an 
3^ G 
3n 
3Ç 
a; 
(A7) 
1 + 
i— A E.  
Since E = E(U, K^ , K^ ) 
A^ I = /€Y A^ U +/F-Y A^ Ç 
\3u y \^ x/ * 
(AS) 
Similarly, 
.'f=.'F+(f-)' +m 
3U X/ 
(A9) 
and 
X/ 
A^ ç_. (AlO) 
Substituting Eq. (AS), Eq. (A9) and Eq. (AlO) into Eq. (A7), yields 
(ky 4% + 
W/ 1 + 0, 
1 + 6, 
A + A| + -A 
3n 3Ç 1 + e A^ ~^ E 
3E .i. 
84 
e,h 1 3 
1 + 02 3n 
0,h 1 9 
1 + 02 3Ç 
.9n - J • \ i S r p \  
(All) 
2 
By adding the following second order term [0(AÇ) ] to the LHS of Eq. 
(All), 
v-n 1^^   ^
1 + 02 9? I3Uj 9U. & i (A12) 
the LHS of Eq. (All) becomes 
LHS[Eq. All] + 0(AÇ ) 
_V_ ^  /SG Y 
1 + 02 3Ç l9Uy 
.-\-l 9_ 
9TI (A13) 
e,h . A 
raEr ^  "i" a / ac ri 3^U/ ' 1 + 6% 9çy 3U 
/mV + 1^^  i_ / 3G Y 
Uïï/ 1 + ©2 3Ç I 9uy 
I + 
®1^ /SEV 3 /3F^  ^
1 + ©2 \ 3U/ 3n \3U> A^ U 
zA-1 
(A14) 
+ 
3U/ 1 + 02 3TI \ 3Uj 
(A15) 
The third, fourth and fifth terms on the RHS of Eq. (All) can be further 
simplified. Since, 
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E - E(U, 5^ , Ç^ , 
(F;) - F = F/J 
(||-) = 0 - G/J 
Z 
Similarly, 
% ' 1% - - V -r^  
IT " IT ° " V ' 
y y 
Z Z 
Also, 
1 '«X 
' «X - âf • '« 
,i :: 
A s = 'a; ' AS 
'"5, - Ir - AS 
• af • '5 
i 9% 
A ly = • AÇ (A18) 
A = ^  . AÇ 
i 
A - âr ' 
. 9; 
A ç„ = TF^  • AÇ 
'y 3Ç 
3Ç 
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Substituting Eqs. (A16), (A17), and (A18) into the RHS of Eq. (All) 
yields, 
RHS[Eq. (All)] = 
_ h /3F BGf 
1 + 82 \an H' 1 + 02 
2 A^ "^ Ë 
- h 5 3G 
1 h2 
1 + 6 
3 
3ri 
E  -  E _ \  3ti„ (F - F^) 3n /
V—r-iâT"" 3Ç 
> \ J / 3Ç 
1 + 0  
1 h2 
a; 
(E - E^) 9;^ (F - F^) 3Ç 
J  3 Ç ~  J  3 Ç  
(G _ G^ ) 3C, 
J 3Ç (A19) 
If Vigneron's pressure approximation is made, then 
E* = E + P 
This change would add the term (-A^ P) to the RHS of Eq. (All) and the 
form 1= will be replaced by 
With the above changes, Eq. (A15), which represents the LHS of 
Eq. (All) and Eq. (A19) which represents the RHS of Eq. (All) will 
become, 
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/ aE*\ , 3_ /^ \ / BE* /3E*\ , 3 /^ f 
\ 9Û / 1 + 0^  3Ç \8U/ \3U / \3U / 1 + ©2 3n \3U/ 
\-l 
A^ U 
- h 
/3E*\i _ _V 
\3Ç/û 1 + 02 an 
(M)' + 1_ /3Gf 
\3Ç/- 3Ç \9Ç/- (A20) U " ' " U 
The above equation represents the approximate factored scheme as ap­
plied to the PNS equations in generalized coordinates. 
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APPENDIX B: JACOBIANS 
The Jacoblans 3 F/3 U and 3 G/3Û are given by 
a l  "  I s  I j  •  ( » »  
^ • fî 1 + «z<'=-vl I «2) 
These Jacoblans can be separated into an Invlscld part and a viscous part: 
(B3) 
'inviscid "^"'viscous "^"'invlscld "^"'viscous (B4) 
Using the fact that G = U/J, the invlscld parts of the Jacoblans become 
3F_/3F\ /3F\ 3G /3G\ (^G\ 
^ '  W! -W ;ô'W "N, 
.'"Anvlsold '« 
00 
VO 
(H) - n.. y ^  n_ + n, I! 
 ^ (V^  (v +w ) 
-uw 
[-ye^  + (Y-1)(u^ +v^ +w^ )]u 
I 0 
(3-Y)u 
w 
ye^ - (y-1) 
2 2 2 3u +v +w 
-(y-l)v 
I 
-I. 
.4.. 
4-. 
-(y-l)w 
I 0 
Y-1 
(B7) 
4.. 
-J. 
-(Y-I)uv -(Y-I)uw yu 
+ 
(u V) + -(Y-l)u (3-Y)v -(Y-l)w Y-1 
h 
(B8) 
-vw w 
I-
t-ye^  + (y-l) (u^ +v^ +w^ )]v -(y-l)uv ye^  - ^  (uKav^+wh -(y-i)vw yv 
0 0 0 1 0 
-uw w 0 u 0 
-vw 0 w v 0 
-(Y-l)u -(Y-1)v (3-Y)w Y-1 
l-ye^  + (Y-1)(u^ +v^ +w^ )]w -(Y-I)UW -(Y-I)vw Yfij. - ^  (u^ +v^ +3w^ ) Yw 
The viscous part of 3F^ U is 
f3F> 
3^U/viscous 3 U 
(BIO) 
which can be written as 
J Re, 
/ISCOUS 
v f v  
H 
H 
H 
^(^>n- V^\ 
- v'rv 
-»5<^ >n- "6'^ >n 
2 2 2l 
u +v +w 
(Y-l)P 2p 
vi\ 
vi\^  
^w-f\ 
v f >n 
-I 
+(V"7)(A 
+(V4)(f)n 
0 
0 
S'i'n 
to 
(BID 
where 
"l • I "x  ^+ "z 
"2 • "x Î "J + "z 
"3 • "x "J + Î 
« 3 = ^  
, .%k 
"7 = fc'\ + "î + 
Likewise, the viscous part of 3G/dû Is 
viscous "b[H V, Vv + Vv 
(B12) 
(B13) 
which can be written as 
-[in5(^ )ç+m6(^ )ç+m3(^ )ç] 
J Re, 
/iscous 
-Ju^  
" "'îiw 
u^ +v^ +w^  
2p •]l 
'lik 
m, 
•'5<?>C 
<V°7>'f>C 
+ "4<fI 
+ °5<f\ 
-'.ik 
+ »6<f^ 
°5<t^ 
»6<f\ 
••s'ï'c 
+ "6<f 
+ <V°7'<?^ 
-7'^ 
(B14) 
where 
®1 
"2 
II +
 
t ' y  
"3 
+
 
II 
(B15) 
"*6 = S 
"7 - %r":x + Sy + s') 
g 
In Eqs. (Bll) and (B14) , the expression ( )^  is equivalent to g-j^ ( ). Also in these equations, the 
cross derivative viscous terms have been neglected and p is assumed to depend only on the position and 
not on the vector U. These assumptions are consistent with the Euler implicit scheme. 
The Jacobian 3 Ë*^  Û is .given by 
If "lôlj'v + y + vl CIS) 
or 
The Jacoblans 3E*/8u, 3F*/3U and 3G*/3U are given below 
9E* 
3U 
-uw 
[-Ye^  + (Y-1)(u^ +v^ +w^ )]u 
[2 - CJ(Y-1)]U 
w 
Ye J. - (Y-1) 3u^ 4v^ +w^  
-w(Y-l)v 
-(Y-I)UV 
-w(Y-l)w 
-(Y-l)uw 
w(Y-l) 
Yu 
(B18) 
VO 
3F* 
3U 
0 ! 0 
1 
1 ! 0 
1 
1 1 
O
 
1 1 
—
 1-
-uv 1 v 
1 
1 
u 1 0 
1 
1 
1 1 
O
 
1 1 1— 1 
Ï!Û-1)Z2 „2 + !î<ï=i>(„V) 1 -w(Y-l)u 
1 
[2-UJ(Y-1)]v 1 -w(Y-l)w 
1 
1 
1 w(Y-l) 
1 
-vw 1 0 w 1 v 
1 
1 0 
1 
[-ye^ + (Y-1)(u^ +v^ +w^ )]v 
1 
1 -(Y-l)uv 
1 
Ye J. (u^ +3v V) 
1 
1 -(y-I)vw 
1 
1 yv 
(B19) 
0 ! 0 
1 
0 1 
4-
1 1 0 
-uw 1 w 
1 
1 
0 1 1 
4-
u 1 ° 
-vw 1 0 
1 
1 
w 
1 
1 
• + 
V 1 ° 
1 -01 (Y-1) u -w(Y-l)v 
1 
1 
1 
[2-W(Y-1)]W 1 w(Y-l) 
[-ye^  + (Y-1)(u^ +v^ +w^ )]w 
1 
1 
1 -(Y-l)uw 
1 
-(Y-I)VW 
1 
1 Ye^ - ^^ (^uV+3w^) 1 Yw 
1 
' — 
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APPENDIX C: SHOCK FITTING PROCEDURE 
The shock standoff distance & Is determined at station 1+1 using the Euler formula 
6^ "^  ^= 6^ +(II) AÇ (CI) 
The shock slope 3 6/9Ç is given by 
where 
-A„ + * A? - 4A A 
- 2A, — 
.2/. 2 . . 2 . . 2 ^ /. 2 2 ^ 2 2 2 2 ^ „ 
-^'SK2^ 2^2-^ =32)-('I2". 00 ^  "=^ 22 » 32 " 12 22 « " 
+ 2e22^ 32^ ~"«' + 2^ 12^ 32"»"") 
^^ 11^ 12"" ^^ 21^ 22^ » + 2^ 31^ 32"a> 2^ (^ 1^1^ 12 •*" ^^ 21^ 22 ••• ^^ 31^ 32) ~ [ 
+ 2(e^ 2^ 21 + ^22^ 11)""^ » + ^ ihl^32 + ^31^ 22)^ »«„ + + ^ 11^ 32)"co«»l 
(C3) 
VÛ 
(C4) 
(C5) 
and 
^11 = |(Vg + ' j>ç]^ç - [(%)g + • h] 
1^2 °° (" ' î)z^  - (n • î)yç 
e», = |(Zy)g + 6(n • ^)ç|xç ~ [^ *b^ Ç + ((« * î)ç| z 21 r ' 'ÇJ Ç I " b'G " ''ÇJ Ç 
(C6) 
2^2 ~ (" * k)Xg - (n • l)Zg 
S i  =  K> ç + •  ^>ç ] y ç  -  i(Vg+• îy ^  
£32 = (n • î)yç - (n • î)Xç 
In the above equations, represents the upstream flow velocity normal to the shock. 
Once the new shock position Is determined at station 1+1, the pressure behind the shock (p ) can 
be determined using a one-sided difference at k=NK in the numerical algorithm, Eq. (25). The remaining 
flow variables are then computed using the exact shock jump relations. For example, the density at the 
shock (Pg) and V are given, by. 
P3 = Pm = (C7) 
