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Molecular dynamics simulations of aqueous electrolytes generally rely on empirical force fields, combining dispersion
interactions – described by a truncated Lennard-Jones (LJ) potential – and electrostatic interactions – described by a
Coulomb potential computed with a long-range solver. Recently, force fields using rescaled ionic charges (electronic
continuum correction, ECC), possibly complemented with rescaling of LJ parameters (electronic continuum correction
rescaled, ECCR), have shown promising results in bulk, but their performance at interfaces has been less explored.
Here we started by exploring the impact of the LJ potential truncation on the surface tension of a sodium chloride
aqueous solution. We show a discrepancy between the numerical predictions for truncated LJ interactions with a large
cutoff and for untruncated LJ interactions computed with a long-range solver, which can bias comparison of force field
predictions with experiments. Using a long-range solver for LJ interactions, we then show that an ionic charge rescaling
factor chosen to correct long-range electrostatic interactions in bulk also describes accurately image charge repulsion
at the liquid-vapor interface, and that the rescaling of LJ parameters in ECCR models – aimed at capturing local ion-
ion and ion-water interactions in bulk – also describes well the formation of an ionic double layer at the liquid-vapor
interface. Overall, these results suggest that the molecular modeling of aqueous electrolytes at interfaces would benefit
from using long-range solvers for dispersion forces, and from using ECCR models, where the charge rescaling factor
should be chosen to correct long-range electrostatic interactions.
I. INTRODUCTION
Molecular dynamics (MD) is a very powerful tool to ex-
plore the structure and dynamics of aqueous electrolytes
at the atomic scale. To simulate large systems over long
times, empirical interaction potentials (force fields) are widely
used. Liquid water is commonly described with rigid non-
polarizable models1,2, and some of them perform quite well.
For instance, the SPC/E model3 is rather good at reproduc-
ing the dielectric properties of water4–6, and the TIP4P/2005
model7 reproduces accurately the structure and dynamics of
water over a wide range of temperatures and pressures8–14.
However, non-polarizable models for ions in water are less
successful at predicting the thermodynamics and dynamics of
aqueous solutions15–17. For instance, most non-polarizable
models cannot reproduce even qualitatively the impact some
salts have on water self-diffusion18,19, while explicit inclu-
sion of polarizability and/or charge transfer can improve the
predictions20–22.
In that context, new non-polarizable models have been de-
veloped based on a rescaling of the ionic charges23–36, an ap-
proach often referred to as electronic continuum correction
(ECC). Originally, the rescaling aims at implicitly describ-
ing electronic polarization, to improve the description of lo-
cal ion-water and ion-ion interactions25. But the rescaling
can also compensate for the underestimated permittivity of
water models27, and recover the correct long-range Coulom-
bic interactions. Both motivations suggest different charge
rescaling factors, i.e. 1/
√
εel (with εel the electronic permit-
a)Electronic mail: laurent.joly@univ-lyon1.fr
tivity of the solvent) for the local argument25, and
√
εr/ε
exp
r
(with εr the permittivity of the water model and ε
exp
r the ex-
perimental value) for the long-range argument27. In prac-
tice, various rescaling factors have been chosen23–36, based
on the expressions above or simply tuned to optimize the per-
formance of the model. Bare ECC, or ECC complemented
with rescaling of the Lennard-Jones (LJ) parameters28,31 –
referred to as ECCR for ’electronic continuum correction
rescaled’, indeed provide improved predictions for the struc-
ture, dielectric permittivity and dynamics of bulk aqueous so-
lutions27–30,33–35,37,38.
However, ECC models have been less studied at inter-
faces39–41. At the water-air interface, the ECC increases
the surface affinity of ions and can create an ionic dou-
ble layer39,40, in line with the predictions of polarizable
force fields42–44. Yet the bare ECC overestimates the an-
ionic surface affinity, an effect attributed to the abrupt change
in the electronic part of the relative permittivity across the
interface39. Moreover, the experimentally observed linear in-
crease of surface tension with respect to ionic concentration is
not always recovered40. ECC models can also be applied to
liquid-solid interfaces, by rescaling the surface charges con-
sistently with those of the electrolyte41.
A crucial test of the force field performance at interfaces is
to compare its prediction for the surface tension with exper-
imental results30,39,40,45–52. With that regard, previous work
has shown that the standard truncation of the Lennard-Jones
(LJ) interaction potential can lead to large quantitative differ-
ences in the surface tension53, or even to qualitatively dif-
ferent behaviors of liquids at interfaces54–59. Analytical tail
corrections are commonly used for the surface tension50, but
their implementation can be complex – especially for elec-
trolyte solutions, and there is no guarantee that the structure
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FIG. 1. Snapshot of a typical system: 3500 water molecules, 128
Cl− and 128 Na+ ions, corresponding to a 1.6 mol/L system. The
box size is 34× 34× 300 Å3, the system extension in the z-axis is
around 90 Å. Periodic boundary conditions are used in the 3 direc-
tions.
and dynamics of the interface are correctly predicted by trun-
cated potentials. Alternatively, methods commonly used to
compute untruncated Coulomb interactions by calculating the
long-range part of the interaction in the Fourier space60 can
also be applied to LJ interactions48,61. In particular, these
approaches successfully predict liquid-vapor surface tension,
without requiring a posteriori corrections48,61.
In that context, here we will investigate sequentially two
important issues for the description of aqueous electrolytes at
the liquid-vapor interface, focusing on sodium chloride. First,
we will explore the impact of LJ potential truncation on the
liquid-vapor surface tension, and show the interest of using a
long-range solver for LJ interactions. We will then use such a
solver to explore the impact of charge rescaling, and identify
the best choices to describe accurately the interfacial structure
and surface tension of aqueous electrolytes.
II. SYSTEMS AND METHODS
We will use the ECCR model by Benavides et al. 30 , re-
ferred to as the Madrid model from the authors group’s loca-
tion. This model is based on TIP4P/2005 water; the charge
rescaling factor of 0.85 is closer to the value suggested by the
long-range argument (0.86) than by the local argument (0.75).
We simulated a liquid film (along the x−y plane) illustrated
in Fig. 1, composed of 3500 water molecules. The initial sys-
tems were built by using MOLTEMPLATE62, and we used
LAMMPS63 to run the simulations. The tested NaCl concen-
trations were 0.1, 0.8, 1.6, 3.2 and 4.2 mol/L. The total box
size was 34.5×34.5×300 Å3, and the extension of the liquid
phase in the z direction was about 90 Å. Periodic boundary
conditions were used along the 3 directions. The vacuum gap
in the z-direction was large enough to effectively remove in-
teractions between the system and its periodic images in the z
direction. These simulation box values have been widely used
in the literature and have been shown to be sufficient to pre-
vent finite size effects57,64. We also tested finite size effects,
as detailed in the supplemental material (SM). We integrated
the equations of motion using the velocity-Verlet algorithm,
with a time step of 2 fs. Long-range Coulombic interactions
were treated with the particle-particle–particle-mesh (PPPM)
method, a point-grid based Ewald method. Water molecules
were held rigid using the SHAKE algorithm.
The system was equilibrated during ca. 3 ns, and the pro-
duction run lasted for 100 ns. We calculated the surface ten-
sion γ from the difference of normal and tangential pressure,
as detailed in the SM:
γ =
Lz
2
[
pz− 12 (px+ py)
]
, (1)
where pi is the average pressure along direction i= x,y,z, and
Lz is the total box size along the z direction normal to the
two interfaces. Experimentally, the surface tension increases
linearly with respect to the ionic bulk concentration; the sur-
face tension gain between 0.1 mol/L and 4.2 mol/L is around
7 mN/m for NaCl at room temperature65,66.
III. EFFECT OF LONG-RANGE DISPERSION
INTERACTIONS
As discussed in the introduction, the standard procedure
of truncating LJ interactions at a distance of ca. 1 nm, and
possibly applying analytical tail corrections, has been chal-
lenged recently for heterogeneous systems53–55,57,59. There-
fore, we have tested here the impact of the truncation pro-
cedure. First, we have computed the surface tension of pure
SPC/E and TIP4P/2005 water using various cutoffs (note that
we used a simple cutoff scheme without any smoothing) and
an Ewald based method – PPPM, presented in Refs. 48,61 –
to treat the LJ interaction. As detailed in the SM, for truncated
LJ interactions, the surface tension seems to converge at high
cutoff value. For pure water, the interfacial density profile is
well approximated by an hyperbolic tangent shape, for which
analytical tail corrections can be derived67,68, providing sat-
isfying results since the corrected surface tension reaches a
plateau. For both SPC/E and TIP4P/2005 water, using the
PPPM method fixes the LJ cutoff dependence. Moreover, for
the pure water system, results obtained using PPPM and us-
ing cutoffs with tail corrections matched quantitatively. Still,
the surface tensions obtained with the PPPM method are ca.
2 mN/m larger than the ones obtained using the largest cut-
off (17 Å) without tail correction. This highlights the fact that
the long range part of the LJ potential – naturally taken into
account through the PPPM method – has a significant impact
and even a large cutoff misses some relevant interaction for
this heterogeneous system.
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FIG. 2. Surface tension of the Madrid model of aqueous NaCl as a
function of NaCl concentration, using truncated LJ interactions with
different cutoffs (squares), or untruncated LJ interactions with the
PPPM method (black circles). Since no analytical correction is used,
the surface tension for pure water increases with increasing cutoff.
The error bars correspond to a 95 % confidence level – see the SM
for more details. For comparison, the tilted gray lines array indicates
the experimental gain65.
We then tested the effect of the long-range part of disper-
sion interactions in the presence of salt, by comparing the re-
sults obtained with the cutoff and the PPPM methods, using
the Madrid model of NaCl in water. Note that for an aqueous
electrolyte solution, no simple tail correction can be written
due to the complex ion distribution at the interface, so that
here we only considered the raw simulation results. At low
salt concentration, the surface tension obtained with the cut-
off method is smaller than the one using the PPPM method,
see Fig. 2. This is consistent with the results obtained for
pure water, see Fig. 1 of the SM. As shown by the force field
developers30, the surface tension increases smoothly with the
salt concentration, in contrast with previous results obtained
with another ECC model40. Surprisingly, when the salt con-
centration increases, the increase in surface tension is higher
with the cutoff method than with the PPPM method, see
Fig. 2. Importantly, this effect could bias comparisons of the
surface tension dependency on salt concentration with exper-
iments, which are commonly used as a test of the quality of
aqueous electrolyte force fields. Here for instance, cutoff sim-
ulations predict higher increases of the surface tension with
respect to experiments while PPPM predicts lower one, so that
the model could be validated or not depending on how long-
range LJ interactions are treated. The PPPM method has the
advantage to be consistent for any system and does not require
any post-processing treatment. Therefore, this approach will
be used in the following.
IV. EFFECT OF CHARGE RESCALING
A good starting point to explore the effect of charge rescal-
ing at an interface is to fix the LJ parameters (here we are us-
ing those of the Madrid model), and modify only the charges
at a given concentration, 3.2 mol/L. The resulting surface ten-
sions, surface excess (SE) and density profiles are shown in
Fig. 3, which highlights the dramatic impact of ionic charge.
For a ± e charge, Cl− and Na+ are identically depleted from
the interface and fully solvated, see bottom part of Figure 3b.
These observations are consistent with other non-polarisable
MD simulations using fully charged ions69,70. When the
charge is decreased, the ions increasingly adsorb at the inter-
face, with adsorption peaks growing and moving toward the
surface. The ions also organize in a ’double layer’, where
the Cl− adsorption peak is closer to the surface than the
Na+ peak. This ionic double layer is an expected feature of
the NaCl water-air system, which is retrieved using QMMM
simulations71 or polarizable classical MD42–44.
In order to quantify this structural behavior, we have com-
puted the surface excess (SE), denoted Γs, for the different
charge rescaling (see the SM for more details), which is plot-
ted in Fig. 3a. The SE is related to the evolution of the surface
tension γ with respect to the solute activity as through Gibbs’
thermodynamic theory of interfaces:
Γs =− 1RT
(
∂γ
∂ lnas
)
T
, (2)
with R the gas constant and T the temperature. For NaCl, γ
increases with the salt concentration, so that Γs is negative,
with an experimental value on the order of −0.5 nm−2, see
Ref. 43.
Classical polarizable models39,43,72 provide correct SE val-
ues, while standard non-polarizable ones predict too negative
values43. In Ref. 39, an ECC approach with a ± 0.75e ionic
charge (chosen based on short range arguments), predicts a
positive SE of 0.06 nm−2 for a concentration of ca. 0.8 mol/L,
and thus a negative surface tension gain with respect to ionic
concentration. Our results are fully consistent with the previ-
ous ones: for a ionic charge of 0.6-0.8e, the SE is positive and
the surface tension gain is negative, while for a ±e charge the
SE is very negative and leads to the highest surface tension
gain.
The original Madrid force field, with a ionic charge of
±0.85e, predicts values very close to the experimental ones.
Of course one can attribute this success to the additional work
done for the VdW parametrization since the Madrid model
belongs to the ECCR class. As pointed out in Ref. 41, rescal-
ing the VdW parameters helps obtaining better results also
at interfaces. But, for these kind of systems, we would like
to argue that the rescaling factor should be chosen based on
the long-range argument (i.e., correcting long-range Coulomb
interactions), as is the case for the Madrid model, and not
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FIG. 3. Effect of ionic charge rescaling on the surface tension, surface excess, and density profiles of a 3.2 mol/L NaCl solution with Madrid’s
VdW parameters and TIP4P/2005 water model. (a) Left axis and red circles: surface tension versus ionic charge; the horizontal red full
line represents the computed surface tension of pure water, 68 mN/m; according to the experimental surface tension gain as a function of the
concentration, the expected value for the surface tension at 3.2 mol/L is 72-73 mN/m; note that the error bars are within the symbols. Right
axis, gray squares: surface excess (SE) versus ionic charge; the gray dashed line is the zero SE value; experiments indicate a negative SE
– since the surface tension gain is positive with respect to the ionic concentration, see Eq. (2); the ‘M’ on the abscissa stands for the orinal
Madrid parameters: ionic charge of ± 0.85. (b) Density profiles of water (black dashed lines), Cl− (dark blue lines), and Na+ (light cyan
lines), for different ionic charges. Water density profiles have been normalized to appear on the same scale as the ionic density profiles.
on the short-range one. To that aim, we will use a sim-
ple mean field model inspired by Ref. 70. Ionic density
profiles ρ±(z) at the liquid-vapor interface follow a Boltz-
mann distribution: ρ±(z) = ρ0 exp{−βU±(z)}, where ρ0 is
the bulk ionic density, β = 1/(kBT ), and U±(z) the potential
felt by the ion. This potential can be decomposed as follows:
U±(z) =±eV (z)+U solvation± (z)+U image± (z), where V (z) is the
electrostatic potential, U solvation± (z) represents the interaction
with the solvent, and U image± (z) is an image charge potential
acting on ions near the dielectric interface located at z= 0, as
described by Onsager-Samaras theory73:
U image± (z) =
(
εr−1
εr+1
)
q2 exp [−2z/λD]
16piε0εrz
, (3)
with ε0 the vacuum permittivity, εr the solvant relative per-
mittivity, q the ionic charge, and λD =
√
ε0εrkBT/(2q2ρ0)
the Debye length. Here it is important to note that the solvant
relative permittivity involved is the bulk value far from the
interface. This potential identically pushes both cations and
anions inside water. From Eq. (3), it is clear that choosing
the rescaled ionic charge to correct for the permittivity of
the water model in bulk, i.e., q = e
√
εr/ε
exp
r , will also ad-
equately correct the image potential. Indeed, because water
(and water models) have a very large εr, the error induced
by the water model in the prefactor (εr − 1)/(εr + 1) – not
corrected by the rescaling procedure – is minimal. For in-
stance, for TIP4P/2005 water at room temperature, εr ≈ 60
while εexpr ≈ 80, corresponding to an error in the prefactor of
around 1 % only. This explains why a rescaling of ± 0.85e
for the TIP4P/2005 water model provides a structure – and in
particular a SE – close to the expected one at the interface,
while this rescaling has been originally designed for bulk sys-
tems. In contrast, when no rescaling is appplied, the image
potential is too strong, which lead to very negative SE, and
with a rescaling of ± 0.75e, the image potential is too weak,
letting the ions go too far toward the vapor side – leading to
too positive SE.
Beyond the image potential, the detailed ion distribution
will be controlled by the other terms in the potential felt by the
ions, ±eV (z)+U solvation± (z). With that regard, our simulations
show that using an ECCR approach, as done for the Madrid
FF, captures correctly the distribution predicted by polarized
FFs – and in particular the formation of a double layer. To un-
derstand this result, one should note that in practice, charges
and LJ interaction parameters in ECCR models are tuned em-
pirically to accurately describe the local environment of ions,
i.e. first neighbor ion-ion and ion-water interactions. While
the parametrization is performed in bulk, one can expect that
the first neighbor interactions should also be fairly described
at interfaces, even though the ion hydration shells are differ-
ent.
5V. CONCLUSIONS
We have shown that similar surface tensions are found us-
ing the cutoff and the PPPM method for pure water and di-
lute salts – reaching quantitative agreement when adding tail
corrections. In contrast, at high salt concentration, where no
simple tail correction can be written due to the complex ion
distribution at the interface, the cutoff method leads to a larger
surface tension increase than the one obtained using the PPPM
method. Hence, we recommend to give a special attention to
this aspect for heterogeneous systems, because it may lead
to a qualitative difference in the interfacial structure, which
cannot be corrected by any post-simulation routine, and be-
cause it may bias comparison of force field predictions with
experiments. Currently, many MD softwares provide a long-
range implementation of dispersion interactions, which does
not involve a large computational cost or can even speed up
the calculation61. Therefore, we suggest here to use an Ewald
based method for the long-range dispersion term when deal-
ing with electrolyte solutions at liquid-gas interfaces.
Using such a long-range solver, we reconsidered the impact
of the ionic charge rescaling procedure implemented in recent
non-polarizable force fields of aqueous electrolytes on surface
tension and liquid-vapor interfacial structure. With an ECCR
force field, we obtained a linear gain of surface tension with
respect to ionic concentration, close to the experimental value.
We then showed that the charge rescaling factor has a dra-
matic impact on the local structure in this saline water inter-
facial system. In particular, we found that a charge rescaling
based on short-range arguments (q = ±0.75e) lead to a posi-
tive surface excess while a negative value is expected. We ex-
plained that the long-range-motivated charge rescaling factor
(q = ±0.85e) should be preferred for heterogenous systems
since this correction apply also to the image charge potential
acting on the ions at interfaces with a dielectric contrast. Fi-
nally, we showed that the rescaling of LJ parameters in the
ECCR approach, while originally tuned to capture local first
neighbor ion-water and ion-ion interactions in bulk, also fairly
predicted the formation of an ionic double layer, consistently
with polarizable force field results.
We hope that more ECCR models with a charge rescaling
factor based on the long-range argument will be established:
even if extra work is needed regarding the Van der Waals
parameters, significant gains for both homogenous and het-
erogenous systems can be expected compared to usual non-
polarizable force field, and at a computational cost lower than
the one of polarizable force fields. With that regard, it would
be quite interesting to explore in future work how the re-
sults obtained here for a NaCl solution would extend to other
salts35, in order to assess further the importance of long-range
LJ interactions and the applicability of ECCR models to inter-
faces.
SUPPLEMENTAL MATERIAL
See the supplemental material for details on: computation
of the surface tension of pure water with truncated and un-
truncated Lennard-Jones interactions; box size convergence;
surface tension calculation; surface dividing altitude and sur-
face excess measurement.
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I. SURFACE TENSION OF PUREWATERWITH TRUNCATED AND
UNTRUNCATED LENNARD-JONES INTERACTIONS
In this section, we will compute the surface tension of pure water, comparing two methods: one
with truncated Lennard-Jones (LJ) interactions complemented with analytical tail corrections, and
one with untruncated LJ interactions.
A. Tail correction for pure water
We considered SPC/E and TIP4P/2005 water, where only oxygen atoms interact through a
LJ potential, VLJ(r) = 4ε[(σ/r)12 − (σ/r)6]. We could then use an analytical tail correction for
the surface tension, proposed initially by Chapela et al. 1 and corrected later by Blokhuis et al. 2 ,
assuming that the density profile of molecules ρ(z) across the interface can be fitted to a hyperbolic
2
tangent function:
ρ(z) =
1
2
(ρl+ρv)− 12 (ρl−ρv) tanh
[
z− z0
d
]
, (1)
where ρl and ρv are the liquid and vapor densities, z0 the interface position and d its thickness. For
a LJ cutoff rc, the tail correction can then be written:
γtail = 12piεσ6 (ρl−ρv)2
∫ 1
0
ds
∫ ∞
rc
dr r−3
(
3s3− s)coth [sr/d] . (2)
B. Truncated Lennard-Jones interactions
First, we have computed for the SPC/E and the TIP4P/2005 water models the surface tension
of a water film with 1700 water molecules (size 34×34×50 Å3 in the x, y and z directions, with
50 Å of vacuum above and below the water film) with different cutoffs for the LJ interaction. The
systems have been first equilibrated during 300 ps, and the production run lasted for 10 ns. The
Coulombic term is treated using a long range Ewald solver in the same way for all the different
LJ’s cutoff. The water molecule geometry has been made rigid – using the SHAKE algorithm.
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FIG. 1. Comparison between different schemes to compute the Lennard-Jones term: standard cutoff
approach with or without analytical tail correction term, and PPPM long-range solver. The experimental
surface tension is about 72 mN/m. “T” and “S” stand for TIP4P/2005 and SPC/E water model respectively.
The full lines are the raw surface tensions using the cutoff method and the dashed lines include the analytical
correction described in the main text. The dots are the raw results using the PPPM method.
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The results are presented in Fig. 1; the full lines are the averaged raw data and the dashed lines
are the tail-corrected values. It is clear that the surface tension is impacted by the used cutoff.
The surface tension seems to converge at high cutoff value but the numerical cost is becoming
very large. The analytical tail correction provides satisfying results for this system: the corrected
surface tension reaches a plateau.
C. Untruncated Lennard-Jones interactions
We used the particle-particle–particle-mesh (PPPM) method for both the Coulombic and the
LJ potential3,4. The system used is the same as for the cutoff method. In Fig. 1, one can see
that, for both the SPC/E and the TIP4P/2005 water models, using the PPPM method fixes the LJ
cutoff dependence. Moreover, the surface tensions obtained are around 2 mN/m larger than the
ones obtained using the largest cutoff. This emphasises the fact that the long range part of the LJ
potential has an important impact and even a large cutoff misses some relevant interaction for this
heterogeneous system. The results obtained between the PPPM method and the cutoff with the tail
correction match quantitatively.
II. BOX SIZE CONVERGENCE
This section presents how the simulation box dimensions have been converged in the in-plane
and out-of-plane directions.
A. In-plane direction
Due to the finite size of the system in the xy-dimensions and the periodic boundary conditions,
the height fluctuations of the interface can be perturbed for too small in-plane box extension.
Indeed, in the reciprocal space, only the large wave-vector are allowed in this case – the most
energetic ones. Hence, using periodic boundary conditions in a too small system with a highly
constrained interface – large surface tension – can lead to nonphysical behaviour5. Therefore, we
have tested several box extensions in the xy-directions. The simulation time was 5 ns for every
systems, and the box length in the z-direction was 300 Å. The results are presented in Fig. 2.
For dilute electrolytes (low surface tension), small systems can be used but not for more con-
centrated ones (high surface tension). A simulation box extension of 34 Å in the xy-direction is
4
17 34 52 62 73
Box size in xy [Å]
65
69
72
Su
rfa
ce
 te
ns
io
n 
[m
N/
m
]
C: 0.1 mol/L
C: 1.6 mol/L
C: 3.2 mol/L
C: 4.2 mol/L
FIG. 2. Box size convergence in the xy-directions. Several box extensions along the surface tangential
directions were tested for all the studied salt concentrations. The surface tension is used as the observable
to converge.
sufficient for all the studied concentrations. This value is close to others found in the literature:
22 Å (Ref. 6) or 40 Å (Ref. 7). Moreover, if the system is too small, the spatial averaging can be
less efficient and more time steps are needed. This effect can be clearly seen in Fig. 2 by compar-
ing the 17 Å system and the 34 Å system for the same run duration: the error bar is larger for the
smallest system.
B. Out-of-plane direction
Two issues may also arise along the out-of-plane direction z. First, the system we want to
describe is made of two “interfaces” areas separated by a “bulk” one. In order to have an idea of
the interface extension in the z-direction for an aqueous electrolyte, one can use the Debye length.
Hence, to describe a relevant system where the 2 interfaces are separated by a bulk phase,
the total extension of the liquid film should be much larger than the Debye length. For the less
concentrated systems (0.1 mol/L), the Debye length is around 10 Å, and for the most concentrated
one, it drops to less than 1 Å.
In Table I is shown the computed surface tension of a 5 ns production run for several concentra-
5
film thickness C: 0.1 C: 1.6 C: 3.2 C: 4.2
65 Å 67.9 (0.5) 69.7 (0.6) 69.7 (0.7) 74.5 (0.7)
90 Å 67.6 (0.2) 70.0 (0.5) 70.6 (0.5) 72.5 (0.6)
TABLE I. Surface tension [mN.m−1] for different salt concentrations C [mol.L−1] and liquid film thick-
nesses [Å]. The the surface tension error is presented between parenthesis next to its average value.
tions and two liquid extensions: approximately 65 Å and 90 Å. No significant difference is found
between the two bulk liquid extensions. We have chosen to keep this large 90 Å extension of the
liquid phase in order to have more ions at low concentration – 8 Na+ and 8 Cl− for 3500 water
molecule for the lowest concentration in this configuration. This extension is larger than the ones
used in some other works6–8 because of this low ionic concentration.
Second, the system shall not interact with its periodic images along the z-axis. Here we used a
typical rule of thumb, with a box extension in the z direction that was three times the liquid film
thickness. For instance, Ref. 9 has the same water and box simulation z-extension.
III. SURFACE TENSION CALCULATION
This section describes how the surface tension has been obtained and analysed. The surface
tension measurement is based on a mechanical description5.
A. Mechanical route
The surface tension is calculated using the difference of the normal pN(z) and tangential pT (z)
components of the local pressure:
γ =
∫ zmax
zmin
[pN(z)− pT (z)]dz.
In the liquid film configuration we considered, the surface tension can be rewritten:
γ =
Lz
2
[PN−PT ] = Lz2
[
Pz− 12(Px+Py)
]
,
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FIG. 3. The surface tension auto-correlation function for TIP4P/2005 pure water system. Each measure is
separated by 10 time steps, 20 fs. A sufficient time needed to get independent measurement can be 5000 fs.
where Pi is the averaged pressure over the system at a given time – the 12 is due to the fact that
there are 2 interfaces. The pressure is computed using an internal LAMMPS calculation, based on a
virial definition10.
B. Correlation length and error bars
Simulations have been run for several nanoseconds and the error bars shown have been cal-
culated using a temporal independent set of surface tensions. To do so, we computed the auto-
correlation function of the time evolution of the surface tension in a pure TIP4/2005 water sys-
tem, see Fig. 3. The surface tension was computed every 10 time step – 20 fs. Using this auto-
correlation function, we can conclude that surface tension measurements separated by approxi-
mately 5 ps are sufficiently independent. Therefore, during this work we have built sets of surface
tension obtained every 10 ps from an average over 500 consecutive surface tension values – each of
them separated by 10 time steps. Then, the standard deviation is computed assuming this new set
is composed of independent measurements. Finally, the error bar amplitude plotted for the surface
tension is two times this standard deviation to get a confidence interval of 95% within a gaussian
7
distribution assumption – confirmed by looking at the surface tension distribution of these kinds
of set. We have also tested that these systems were at equilibrium before the production runs, and
that 100 ns of production run lead to reproducible results – typical production run time among the
literature, for instance similar to Ref. 7.
IV. SURFACE DIVIDING ALTITUDE AND SURFACE EXCESS MEASUREMENT
In this section, we will describe how the surface excess (SE) is measured using water and ionic
density profiles.
The SE is a way to quantify how the solute density behaves at the interface edge. This quantity,
given in particle number per nm2, is defined by:
Γ=
∫ zG
−∞
[
ρ ion(z)−ρ ionb
]
dz+
∫ +∞
zG
ρ ion(z)dz
Where ρ ion(z) is the ionic density along the out-of-plane direction, ρ ionb the ionic “bulk” density
and zG the Gibbs dividing altitude. To determine the Gibbs dividing altitude, the water distribution
is used and two different definitions have been tested. The first is provided by the hyperbolic
tangent fit of the water density profile across the interface, see Eq. 1. The second is obtained
through: ∫ +∞
−∞
ρwat(z)dz=
∫ +zG
−zG
ρwatb dz,
where ρwat(z) and ρwatb the water density along the out-of-plane axis and in the bulk phase respec-
tively. As pointed by Ref. 8, we also found quantitative agreement between these two definitions.
In order to quantify the uncertainty for the SE, we have chosen to major and minor the calculated
bulk ionic concentration ρ ionb . This interval is then used to get the error bar of the SE plotted in the
Fig. 3 of the main text.
REFERENCES
1G. A. Chapela, G. Saville, S. M. Thompson, and J. S. Rowlinson, “Computer simulation of a
gas–liquid surface. Part 1,” J. Chem. Soc., Faraday Trans. 2 73, 1133–1144 (1977).
2E. Blokhuis, D. Bedeaux, C. Holcomb, and J. Zollweg, “Tail corrections to the surface tension
of a Lennard-Jones liquid-vapour interface,” Molecular Physics 85, 665–669 (1995).
8
3R. E. Isele-Holder, W. Mitchell, and A. E. Ismail, “Development and application of a particle-
particle particle-mesh ewald method for dispersion interactions,” The Journal of chemical
physics 137, 174107 (2012).
4R. E. Isele-Holder, W. Mitchell, J. R. Hammond, A. Kohlmeyer, and A. E. Ismail, “Recon-
sidering dispersion potentials: Reduced cutoffs in mesh-based ewald solvers can be faster than
truncation,” Journal of chemical theory and computation 9, 5412–5420 (2013).
5A. Ghoufi, P. Malfreyt, and D. J. Tildesley, “Computer modelling of the surface tension of the
gas-liquid and liquid-liquid interface,” Chemical Society Reviews 45, 1387–1409 (2016).
6J. Alejandre and G. A. Chapela, “The surface tension of TIP4P/2005 water model using the
Ewald sums for the dispersion interactions,” The Journal of Chemical Physics 132, 014701
(2010).
7J. C. Neyt, A. Wender, V. Lachet, A. Szymczyk, A. Ghoufi, and P. Malfreyt, “How does the
electronic continuum model perform in the prediction of the surface tension of salt solutions?”
Chemical Physics Letters 595-596, 209–213 (2014).
8R. D’Auria and D. J. Tobias, “Relation between surface tension and ion adsorption at the air-
water interface: A molecular dynamics simulation study,” Journal of Physical Chemistry A 113,
7286–7293 (2009).
9M. Vazdar, E. Pluharˇová, P. E. Mason, R. Vácha, and P. Jungwirth, “Ions at hydrophobic aque-
ous interfaces: Molecular dynamics with effective polarization,” Journal of Physical Chemistry
Letters 3, 2087–2091 (2012).
10A. P. Thompson, S. J. Plimpton, and W. Mattson, “General formulation of pressure and stress
tensor for arbitrary many-body interaction potentials under periodic boundary conditions,” The
Journal of chemical physics 131, 154107 (2009).
9
