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1 Introduction
A tropical curve is a metric graph with possibly unbounded edges, which is an
analogue of an algebraic curve or a compact Riemann surface. A Riemann{
Roch theorem for graphs was proven by Baker and Norine ([BN07]), and one
for tropical curves was established independently by Gathmann and Kerber
([GK08]) and by Mikhalkin and Zharkov ([MZ08]).
Let d be a positive integer. A compact Riemann surface X is d-gonal
if there exists a holomorphic map X ! P 1 of degree d. This condition is
equivalent to the existence of a divisor D on X with deg(D) = d and r(D) :=
dim jDj  1. There are several versions of d-gonality for tropical curves. A
tropical curve   is d-gonal if there exists a nite harmonic morphism of
degree d to a tree, and is divisorially d-gonal if there exists a divisor D on
  with deg(D) = d and r(D)  1 ([Ca14]). Every genus three tropical
curve is divisorially trigonal by the Riemann{Roch theorem, which coincides
with the case of compact Riemann surfaces. However, there exists a genus
three tropical curve which is not trigonal ([CKK15]). This tropical curve is
stably trigonal, where a tropical curve   is stably d-gonal if there exists a
tropical modication e  of   which is d-gonal ([ABBR15b] and [CD18]). The
moduli space of genus g tropical curves of stably d-gonal has the classical
dimension minf2g + 2d   5; 3g   3g ([CD18]). In general, stable d-gonality
implies divisorial d-gonality. In the case of d = 1, both of the conditions for
a tropical curve   , stable 1-gonality and divisorial 1-gonality, are equivalent
to the condition that   is a tree. When d = 2, then divisorial 2-gonality
implies stable 2-gonality ([Ch12]). However, if d = 3, the converse does not
hold ([ABBR15b]).
We dene the condition \analytical divisorial d-gonality" for tropical
curves (see Denition 3.1). Needless to say, this notion implies divisorial
d-gonality. A main theorem is the following:
Main theorem (=Theorem 3.4). Let   be a tropical curve, and let d be a
positive integer. The following are equivalent:
(1)   is stably d-gonal.
(2)   is analytically divisorially d-gonal.
It is easy to show that stable d-gonality implies analytical divisorial d-
gonality. Our proof of the converse is constructional. In fact, when   is
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analytically divisorially d-gonal, then we present a method for constructing
a nite harmonic morphism of degree d from a tropical modication of   to
a tree.
2 Preliminaries
In this section, we briey recall the theory of divisors on a tropical curve
and harmonic morphisms. We refer the reader to [ABBR15a], [ABBR15b],
[Ch12] and [GK08] for details and further references.
2.1 Tropical curves
Throughout this paper, a graph means a nite non-empty connected multi-
graph. Note that we allow the existence of loop edges. A graph G is loopless
if G has no loop edges, and a loopless graph G is simple if G has no multiple
edges. For a graph G, let V (G) denote the set of vertices, and E(G) the
set of edges. The integer jE(G)j   jV (G)j+ 1 is called the genus of G. The
degree of a vertex x of G is the number of edges emanating from x, where
every loop edge emanating from x is counted as two. We say that a vertex x
of G is a leaf end if the degree of x is one, and an edge e of G is a leaf edge
if e emanates from a leaf end. A map l : E(G) ! R>0 [ f1g is a length
function if l can take on the value 1 only leaf edges.
A pair (G; l) of a graph and a length function determines an 1-metric
space (  (G; l); d  (G;l)) as follows. If G has no edges, then we dene   (G; l)
as a singleton. If E(G) is non-empty, then   (G; l) is obtained from (G; l)
by gluing intervals [0; l(e)] for e 2 E(G) at their (non-innity) endpoints,
as prescribed by the combinatorial data of G. The distance d  (G;l)(x; y)
between two points x and y in   (G; l) is given by the length of the shortest
path between them. We say that an 1-metric space ( ; d  ) is a tropical
curve if ( ; d  ) = (  (G; l); d  (G;l)) as an 1-metric space for some pair (G; l)
of a graph and a length function. Then, a pair (G; l) is called a model of a
tropical curve   .
The rst Betti number of a tropical curve   is called the genus of   . A
tropical curve   is a tree if the genus of   is zero. Note that for any model
(G; l) of a tropical curve   , the genus of G is equal to the genus of   .
A point x of a tropical curve   is called a point at innity if for any
suciently small connected open neighborhood Ux of x is isometric to (0;1].
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A point x of   which is not a point at innity is said to be a nite point.
The valency of a point x of a tropical curve   , denoted by val(x), is
dened by the number of connected components of Uxnfxg for any suciently
small connected neighborhood Ux of x. Note that the valency of almost all
points of   are two. Let V0(  ) denote the set of all points x of   such that
the valency of x is dierent from two.
By a segment of a tropical curve   we mean a subset s of   homeomorphic
to the closed interval [0; 1] such that the valency of any point in the relative
interior of s is two. If x and y are two endpoints of s, then we write s = xy.
The distance ds(z; w) between two points z and w of s is dened to be the
length of the path between them which is contained in s. Then, a segment
s = xy is isometric to some closed interval whose length is ds(x; y). Note
that ds(z; w) is greater than or equal to d  (z; w) for any two points z and w
of s.
A given nite subset V of a tropical curve   which contains V0(  ) and
some nite points determines a model (G; l) of   . Indeed, the set of vertices
V (G) is dened to be V , and the set of edges E(G) is dened to be the set of
all the closure of connected components of   nV . Each edge is a segment, the
length of each of which determines the length function l : E(G)! R>0[f1g.
A model (G; l) of a tropical curve   is loopless if G is loopless. Note that
every tropical curve   has a loopless model. Indeed, let (G; l) be a model
of   . We dene a nite subset V of   as the union of V (G) and the set of
all midpoints of each loop edge. Then, the model determined from V is a
loopless model of   .
2.2 Divisors on tropical curves
Let   be a tropical curve. A divisor on   is an element of the free abelian
group generated by the points of   . The group of divisors on   is denoted
by Div(  ). For a divisor D =
P
x2  D(x) x on   , we dene the degree of D
by deg(D) :=
P
x2  D(x). A divisor D on   is called eective, and we write
D  0, if all the coecients D(x) are non-negative. The canonical divisor
K  on   is
K  :=
X
x2 
(val(x)  2)  x:
The support of a divisor D on   is dened to be supp(D) := fx 2   j
D(x) 6= 0 g.
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A map f :   ! R [ f1g is a rational function on a tropical curve
  if f   1 or f is a continuous piecewise integral ane function with a
nite number of pieces such that f can take on the values 1 only points
at innity. The set of rational functions on   is denoted by Rat(  ). From
now on, we mean rational functions as non-innity rational functions. For a
rational function f on a non-singleton tropical curve   and a point x of   ,
the sum of the outgoing slopes of f at x is denoted by ordx(f). If   = fxg,
then for any rational function f on   , we dene ordx(f) := 0. For a rational
function f on a tropical curve   , ordx(f) is zero except for all but nitely
many points x of   , and thus
div(f) :=
X
x2 
ordx(f)  x
is a divisor on   . A divisor D on   is called a principal divisor if D = div(f)
for some rational function f on   . The set of all principal divisors on  
becomes a subgroup of Div(  ) and is denoted by Prin(  ). It is easy to check
that the degree of every principal divisor is zero. Two divisors D and E on
  are called linearly equivalent, and we write D  E, if D E is a principal
divisor. The complete linear system of a divisor D on   , which is denoted
by jDj, is the set of all eective divisors linearly equivalent to D. The rank
of a divisor D on   is dened to be
r(D) := minf deg(E)  1 j jD   Ej = ? for some E  0 g:
Theorem 2.1 (Riemann{Roch theorem [GK08, Proposition 3.1] and [MZ08,
Theorem 7.3]). Let D be a divisor on a tropical curve of genus g. Then, we
have
r(D)  r(K   D) = deg(D) + 1  g:
For a rational function f on a tropical curve   , let M(f) (respectively
m(f)) denote the set of points of   at which f is maximized (respectively
minimized). Since   is compact, both of m(f) and M(f) are non-empty. It
is obvious that m(f) and M(f) coincide if and only if f is constant.
The following simple facts are well-known:
Proposition 2.2. Let f and g be rational functions on a tropical curve   .
Then, div(f) = div(g) if and only if f   g is constant.
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Proof. The \if" part is obvious. It is enough to show that for a rational
function f on   , if f is non-constant, then div(f) is non-zero. If f is non-
constant, then m(f) andM(f) are disjoint. Let x be a point in the boundary
of m(f). Then, ordx(f) is positive. Thus, div(f) is non-zero.
Proposition 2.3. Let T be a tree. Then, every two points x and y of T are
linearly equivalent.
Proof. Since T is a tree, there exists the simple path P  T between x and
y. Let f be an isometry from P to some closed interval [a; b]  R [ f1g.
We may assume f(x) = a and f(y) = b. There exists the continuous map
F : T ! R [ f1g such that the restriction of F to P coincides with f ,
and the restriction of F to T n P is locally constant. Then, F is a rational
function on T . It is easy to check that div(F ) = x  y holds.
2.3 Harmonic morphisms
Let (G; l) and (G0; l0) be models of tropical curves   and   0, respectively.
We say that a continuous map ' :   !   0 is a ((G; l); (G0; l0))-morphism if
'(x) is a vertex of G0 for any vertex x of G, ' 1((e0)) is a nite union of the
relative interior of edges of G for any edge e0 of G0, and the restriction of '
to any edge e of G is a dilation by some factor dege(') 2 Z0. A continuous
map ' is called a morphism if there exist a model (G; l) of   and a model
(G0; l0) of   0 such that ' is a ((G; l); (G0; l0))-morphism. A morphism ' is
said to be nite if ' 1(fx0g) is a nite set for any point x0 of   0. It is easy
to check that a ((G; l); (G0; l0))-morphism ' is a nite morphism if and only
if dege(')  1 for any edge e of G.
Let   be a non-singleton tropical curve, and let x be a point of   . If x
is a nite point, then there exists " > 0 such that the open ball B  (x; ") is
isometric to a nite union of half-open intervals [0; ") glued along 0 2 [0; ").
Each of these intervals is called a half-edge emanating from a nite point
x. For a point at innity x, an open neighborhood of x isometric to (0;1]
is called a half-edge emanating from a point at innity x. For a point x
of   , we identify two half-edges emanating from x if one is contained in
the other. It determines the equivalence relation on the set of all half-edges
emanating from x. The equivalence class of a half-edge emanating from x
is called a tangent direction at x. Let Tx(  ) denote the quotient set. For a
singleton tropical curve   = fxg, we set Tx(  ) := ?. Note that the number
of elements of Tx(  ) is equal to the valency of x.
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Let ' :   !   0 be a morphism of tropical curves, and let x be a point of
  . For a tangent direction v at x, we dene the integer degv(') as follows.
There exist a model (G; l) of   and a model (G0; l0) of   0 such that ' is a
((G; l); (G0; l0))-morphism. Then, there exists the unique edge e of G such
that e contains some half-edge which is representative of v. We set degv(') :=
dege('). One can check that it is well-dened. The morphism ' induces a
map
d'(x) : f v 2 Tx(  ) j degv(') 6= 0 g ! T'(x)(  0)
in the obvious way. We say that the morphism ' is harmonic at x if for every
tangent direction v0 2 T'(x)(  0), the integer
degx(') :=
X
v2d'(x) 1(fv0g)
degv(')
is independent of v0. If   0 is a singleton tropical curve, then we set degx(') :=
0 for every point x of   . The quantity degx(') is called the degree of ' at
x. The morphism ' is said to be harmonic if it is surjective and harmonic
at all points of   . If the morphism ' is harmonic, then for every point x0 of
  0, the number
deg(') :=
X
x2 
'(x)=x0
degx(')
is independent of x0, and is called the degree of '.
Remark 2.4. Let (G; l) and (G0; l0) be loopless models of tropical curves
  and   0, respectively, and let ' :   !   0 be a surjective ((G; l); (G0; l0))-
morphism. Then, the morphism ' is harmonic if and only if for every vertex
x of G, the integer X
e2E(G)
x2e; '(e)=e0
dege(')
is the same over all choice of edges of G0 that are incident to the vertex '(x).
Let ' :   !   0 be a harmonic morphism of tropical curves, and let f
and f 0 be rational functions on   and   0, respectively. The push-forward of
f is the function 'f :   0 ! R [ f1g dened by
'f(x0) :=
X
x2 
'(x)=x0
degx(')  f(x):
7
The pull-back of f 0 is the function 'f 0 :   ! R[f1g dened by 'f 0 :=
f 0  '. One can check that 'f and 'f 0 are again rational functions. We
dene the push-forward homomorphism on divisors ' : Div(  ) ! Div(  0)
by
'(D) :=
X
x2 
D(x)  '(x):
The pull-back homomorphism on divisors ' : Div(  0) ! Div(  ) is dened
to be
'(D0) :=
X
x2 
degx(') D0('(x))  x:
One can check that deg('(D)) = deg(D) and deg('(D0)) = deg(')deg(D0)
for any divisors D on   and D0 on   0.
Proposition 2.5 (cf. [BN09, Proposition 4.2]). Let ' :   !   0 be a har-
monic morphism of tropical curves. Then, we have
'(div(f)) = div('f) and '(div(f 0)) = div('f 0)
for any rational functions f on   and f 0 on   0.
An elementary tropical modication of a tropical curve   is a tropical
curve   0 =   [ [0;1] obtained from   by attaching the interval [0;1] to  
in such a way that 0 2 [0;1] gets identied with a nite point x 2   . Then,
there exists a natural retraction morphism  :   0 !   which is the identity
on   and contracts [0;1] to the point x. The morphism  is a non-nite
harmonic morphism of degree one. Let  :   !   0 be the natural embedding
morphism, and let f 0 2 Rat(  0). It is easy to check that f 0 = f 0   holds.
We say that a tropical curve e  is a tropical modication of a tropical curve
  if e  in the equivalent class of   under the equivalence relation generated
by elementary tropical modication.
3 Main results
Let f be a rational function on a tropical curve   . We dene the \non-
constant locus" of f , denoted by NC(f), as the set of all points x of   such
that f jUx is non-constant for any neighborhood Ux of x. For a 2 R[f1g,
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we dene rational functions fa and fa on   as
fa(x) : =
(
maxff(x); ag if a 2 R [ f 1g,
0 if a =1,
fa(x) : =
(
minff(x); ag if a 2 R [ f1g,
0 if a =  1,
for each x 2   .
Denition 3.1. Let   be a tropical curve, and let d be a positive integer.
We say that   is analytically divisorially d-gonal if there exists a divisor D on
  of degree d for which there exists a map  :   3 x 7! Dx 2 jDj satisfying
the following conditions:
(A1) for any point x of   , the divisor Dx   x is eective, and
(A2) for two points x and y of   and a rational function f on   , if Dx Dy =
div(f) holds, then f is minimized at x, and Dz Dy = div(ff(z)) holds
for any z 2 NC(f).
Remark 3.2. Let   be a tropical curve, let D be a divisor on   of degree
d, let  :   3 x 7! Dx 2 jDj be a map which satises (A1), and let x and y
be two points of   . Since the divisor Dx is linearly equivalent to the divisor
Dy, there exist a rational function f on   satisfying Dx  Dy = div(f). If f
is minimized at x, and Dz  Dy = div(ff(z)) holds for any z 2 NC(f), then
every rational function g on   satisfying Dx  Dy = div(g) also satises it.
Suppose that  also satises (A2). Since Dy   Dx = div( f) holds,  f is
minimized at y, and Dz Dx = div(( f)( f)(z)) holds for any z 2 NC( f).
Then, f is maximized at y. Since  (ff(z)) = ( f)( f)(z) and NC(f) =
NC( f) holds, we have Dx  Dz = div(ff(z)) for any z 2 NC(f).
Proposition 3.3. Let D be a divisor on a tropical curve   . Then, the rank
of D is at least one if and only if there exists a map  :   3 x 7! Dx 2 jDj
satisfying (A1).
Proof. We rst show the \if" part. For any point x of   , the divisor D   x
is linearly equivalent to the eective divisor Dx   x. This implies that the
rank of D is at least one.
Next we show the \only if" part. For any point x of   , the complete
linear system jD   xj is non-empty since the rank of D is at least one. Fix
9
an element Ex of jD   xj. Then, the divisor Dx := Ex + x is an element of
jDj. We dene (x) := Dx. Then, the divisor Dx   x = Ex is eective for
any point x of   .
Proposition 3.3 implies that if   is analytically divisorially d-gonal, then
  is divisorially d-gonal. A main theorem is the following:
Theorem 3.4. Let   be a tropical curve, and let d be a positive integer. The
following are equivalent:
(1)   is stably d-gonal.
(2)   is analytically divisorially d-gonal.
We rst show (1)) (2). It follows from the following two lemmas:
Lemma 3.5. Let   be a tropical curve, and let d be a positive integer. If
there exists a nite harmonic morphism ' from   to a tree T of degree d,
then   is analytically divisorially d-gonal.
Proof. For a point x of   , we dene a divisor Dx on   as Dx := '
('(x)).
Then,Dx is an eective divisor of degree d. Since ' is nite,Dx x is eective.
For points x and y on   , there exists a rational function F on T such that
'(x)   '(y) = div(F ) holds by Proposition 2.3. Let f be the pull-back of
F . By Proposition 2.5, we have Dx   Dy = div(f). Since F is minimized
at '(x), f is minimized at x. Let z be a point in the non-constant locus of
f . For any neighborhood U'(z) of '(z), since ' is continuous, '
 1(U'(z)) is a
neighborhood of z. Since the restriction of f to ' 1(U'(z)) is non-constant,
the restriction of F to U'(z) is non-constant. Thus, '(z) is a point in the
non-constant locus of F , which coincides with the simple path between '(x)
and '(y). Then, it holds that '(z) '(y) = div(FF ('(z))). For any point w
of   , we have
'(FF ('(z)))(w) = maxfF ('(z)); F ('(w))g = ff(z)(w):
Thus, '(FF ('(z))) = ff(z) holds. By Proposition 2.5, we have Dz  Dy =
div(ff(z)). Let D be a divisor on   dened by D := Dx0 for some xed
point x0 on   . Then, for any point x on   , the divisor Dx is an element of
jDj. We dene the map  :   ! jDj as (x) := Dx for each point x on   .
Then,  satises (A1) and (A2).
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Lemma 3.6. Let e  be a tropical modication of a tropical curve   , and let
d be a positive integer. If e  is analytically divisorially d-gonal, then   is also
analytically divisorially d-gonal.
Proof. Let   0 be an elementary modication of   . It is enough to show
that   is analytically divisorially d-gonal if and only if   0 is also analytically
divisorially d-gonal. Let  :   !   0 be the embedding morphism, and let
 :   0 !   be the retraction morphism.
Suppose that   0 is analytically divisorially d-gonal. There exist a divisor
D0 on   0 of degree d and a map  :   0 3 x0 7! D0x0 2 jD0j satisfying (A1) and
(A2). For a point x of   , we dene the divisor Dx on   as Dx := (D0(x)).
Then Dx is an eective divisor of degree d. Since
Dx(x) =
X
x02  0
(x0)=x
D0(x)(x
0)  D0(x)((x))  1;
the divisor Dx   x is eective. For any points x and y on   , there exists
a rational function f 0 on   0 such that D0(x)   D0(y) = div(f 0) holds. We
dene the rational function f on   as f := f 0 = f 0  . Then, we have
Dx   Dy = div(f) by Proposition 2.5. Since f 0 is minimized at (x), f is
minimized at x. Let z be a point in the non-constant locus of f . For any
neighborhood U(z) of (z), since  is continuous, 
 1(U(z)) is a neighborhood
of z. Since the restriction of f to  1(U(z)) is non-constant, the restriction
of f 0 to U(z) is non-constant. Thus, (z) is a point in the non-constant locus
of f 0. Then, it holds that D0(z)  D0(y) = div(f 0f 0((z))). For any point w of
  , we have
(f 0f 0((z)))(w) = maxff 0((z)); f 0((w))g = (ff(z))(w):
Thus, (f 0f 0((z))) = ff(z) holds. By Proposition 2.5, we have Dz  Dy =
div(ff(z)). Let D be a divisor on   dened by D := Dx0 for some xed
point x0 on   . Then, for any point x on   , the divisor Dx is an element of
jDj. We dene the map  :   ! jDj as (x) := Dx for each point x on   .
Then,  satises (A1) and (A2).
Suppose that   is analytically divisorially d-gonal. There exist a divisor
D on   of degree d and a map  :   3 x 7! Dx 2 jDj satisfying (A1) and
(A2). Let I be the closed interval [0;1]. We may assume that   0 is a tropical
curve obtained by gluing   and I at a nite point p of   and 0 2 I. Let p0
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denote the point (p) on   0. For a point x0 of   0, we dene the divisor D0x0
on   0 as
D0x0 :=
(
(D(x0)) if x0 2 (  ),
(D(p0))  p0 + x0 if x0 2 I.
For any point x0 of (  ), the divisor (D(x0)) is an eective divisor of degree
d. Since
(D(x0))(x0) = degx0() D(x0)((x0)) = D(x0)((x0))  1;
the divisor Dx0   x0 is eective. Since p0 is a point of (  ), for any point x0
of I, the divisors Dx0 = 
(D(p0))  p0+x0 and Dx0  x0 = (D(p0))  p0 are
also eective.
Let x0 and y0 be points of (  ). There exists a rational function f on
  such that D(x0)   D(y0) = div(f) holds. Let f 0 be the pull-back of f .
Then, we have D0x0   D0y0 = div(f 0). It is shown in a similar way that f 0
is minimized at x0. Further, f 0 is maximized at y0. For any point z0 of
NC(f 0), we have Dz0 Dy0 = div(f 0f 0(z0)) in a similar way. It also holds that
Dx0  Dz0 = div(f 0f 0(z0)).
Let a and b be points of I. We identify a and b with the numbers in the
closed interval I. We may assume a  b. We dene the rational function ga;b
on   0 as
ga;b(x
0) :=
(
 a if x0 2 (  ) [ [0; a],
 minfd  0(p0; x0); bg if x0 2 [a;1],
for each point x0 of   0. Then, we have div(ga;b) = b a = D0b D0a. Obviously,
ga;b is minimized at b and maximized at a. The non-constant locus of ga;b
coincides with the closed interval [a; b]. For any c 2 [a; b], we have
(ga;b)(ga;b)(c) = ga;c and (ga;b)(ga;b)(c) = gc;b:
Thus, we have
D0c  D0a = div((ga;b)(ga;b)(c)) and D0b  D0c = div((ga;b)(ga;b)(c)):
Let x0 be a point of (  ), and let a be a number in the I. There exists a
rational function f 0 on   0 such that D0p0  D0x0 = div(f 0) and f 0(p0) = 0 hold.
We set g0 := g0;a. We dene the rational function h0 on   0 as h0 := f 0 + g0.
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Then, we have D0a D0x0 = div(h0). The restrictions of f 0 to I and g0 to (  )
are constant. Then, h0 is minimized at a and maximized at x0 since I  m(f 0)
and (  ) M(g0). Further, we have NC(h0) = NC(f 0)[NC(g0). For a point
z0 of NC(f 0), we have h0h0(z0) = f 0f 0(z0) and h
0h0(z0) = f 0f 0(z0) + g
0. For a
point z0 of NC(g0), we have h0h0(z0) = f 0 + g0g0(z0) and h
0h0(z0) = g0g0(z0).
Therefore, for any point z0 of NC(h0), we have D0z0  D0x0 = div(h0h0(z0)) and
D0a  D0z0 = div(h0h0(z0)).
Let D0 be a divisor on   0 dened by D0 := D0x00 for some xed point x
0
0
on   0. Then, for any point x0 on   0, the divisor D0x0 is an element of jD0j.
We dene the map 0 :   0 ! jD0j as 0(x0) := D0x0 for each point x0 on   0.
Then, 0 satises (A1) and (A2).
We conclude that if   is stably d-gonal, then   is analytically divisorially
d-gonal. Let us show the converse. By Lemma 3.6, we may assume that   is
non-singleton and   has no points at innity. Let D be a divisor on   with
deg(D) = d, and let  :   3 x 7! Dx 2 jDj be a map satisfying (A1) and
(A2). For points x and x0 on   , we dene an equivalence relation by letting
x  x0 if Dx = Dx0 . Let [x] denote the equivalent class of a point x on   .
We prove lemmas needed later.
Lemma 3.7. Let f be a rational function on   satisfying Dx Dy = div(f)
for some points x and y of   . Then, the following statements hold.
(1) For z; w 2 NC(f), if f(z) = f(w), then Dz = Dw.
(2) We have Dz = Dx for any point z in the boundary of m(f).
(3) We have Dz = Dy for any point z in the boundary of M(f).
Proof. (1). We have Dz = Dy + div(ff(z)) = Dy + div(ff(w)) = Dw.
(2). The boundary ofm(f) andm(f)\NC(f) coincide. Since x; z 2 m(f),
we have f(x) = f(z). Thus, we have
Dz = Dy + div(ff(z)) = Dy + div(f) = Dx:
(3) is shown in the same way.
Lemma 3.8. Let x, y and z be points of   and let f , g and h be rational
functions on   satisfying Dx Dy = div(f), Dy Dz = div(g) and Dx Dz =
div(h). Then, the following are equivalent:
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(1) x 2 m(g).
(2) z 2M(f).
(3) Dx  Dy = div(hh(y)) and Dy  Dz = div(hh(y)).
Proof. (1) ) (3). We have div(h) = div(f) + div(g) = div(f + g). Thus,
(f +g) h is constant. Without loss of generality, we may assume f +g = h.
Further, we may assume Dx 6= Dy and Dy 6= Dz. Then, x is a point in the
interior of m(g) by Lemma 3.7.
Let us show that y0 2 NC(h) for some y0 2 [y]. Let u : [0; 1] ! m(g)
be a simple path which satises that u(0) is a point in the boundary of
m(g), u((0; 1]) is contained in the interior of m(g), and u(1) = x. We have
u(0) 2 [y] by Lemma 3.7. If u(0) 2 NC(h), then y0 := u(0) satises y0 2 [y]
and y0 2 NC(h). Suppose u(0) =2 NC(h). Then, there exists " > 0 such
that h(w) = h(u(0)) for any w 2 u([0; ")). Since f = h   g, we have
f(w) = f(u(0)) for any w 2 u([0; ")). Since div(f) = Dx Dy = Du(1) Du(0),
we have u(1) 2 m(f) and u(0) 2 M(f). Since Dy 6= Dx, f is not constant
and thus, f(u(1)) < f(u(0)). We set
t0 := inff t 2 [0; 1] j f(u(0)) > f(u(t)) g:
Then, the point y0 := u(t0) is a point in M(f) \NC(f) and thus, Dy0 = Dy.
Since t0  " > 0, the point y0 is a point in the interior of m(g). Since
h = f + g, we have y0 2 NC(h). We conclude that there exists y0 2 [y] such
that y0 2 NC(h).
Since Dy = Dy0 , we have y; y
0 2 M(f) and y; y0 2 m(g). Then, we have
f(y) = f(y0) and g(y) = g(y0) and thus, h(y0) = h(y). Then, we have
Dx  Dy = Dx  Dy0 = div(hh(y0)) = div(hh(y))
and
Dy  Dz = Dy0  Dz = div(hh(y0)) = div(hh(y)):
(3) ) (1). Since div(g) = div(hh(y)), we have m(g) = m(hh(y)). Since
x 2 m(h), we have h(x)  h(y). Thus, we have x 2 m(h)  m(hh(y)) =
m(g).
(2), (3) is shown in the same way.
Lemma 3.9. Let x, y, z and w be points of   , and let f be a rational
function satisfying Dx  Dy = div(f). If Dz = Dw, then f(z) = f(w).
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Proof. It suces to show that if f(z) < f(w), then Dz 6= Dw. Suppose
that f(z) < f(w). There exist z0; w0 2 NC(f) such that f(z0) = f(z) and
f(w0) = f(w). We set f 0 := ff(z0) and f 00 := f 0f 0(w0). Then, we have Dz0  
Dw0 = div(f
00). Since f(z0) = f(z) and f(w0) = f(w), we have z 2 m(f 00)
and w 2 M(f 00). There exist g; h 2 Rat(  ) such that Dz   Dz0 = div(g)
and Dw0  Dw = div(h). By Lemma 3.8, we have w0 2M(g) and z0 2 m(h).
Thus, we have g(z0) = g(w0) and h(z0) = h(w0). Since f 00(z0) < f 00(w0), we
have (g + f 00 + h)(z0) < (g + f 00 + h)(w0). Thus, g + f 00 + h is not constant.
Therefore, we have
Dz  Dw = div(g) + div(f 00) + div(h) = div(g + f 00 + h) 6= 0:
We dene subsets V1() and V2() of   as
V1() :=

x 2  
 m(f) \ Ux = fxg for some y 2   , f 2 Rat(  ) withDx  Dy = div(f) and neighborhood Ux of x

;
V2() := fx 2   j Dy(x)  1 and Dx 6= Dy for some y 2   g:
Let us show that both of V1() and V2() are nite sets.
Proposition 3.10. V1() is a nite set.
Proof. For any x 2   , there exists a connected neighborhood Ux of x such
that the number of connected components of Ux nfxg is equal to the valency
of x, and Ux n fxg has no points of supp(Dx)[ V0(  ). Let U be a connected
component of Ux n fxg, and let y be a point of U . Let y0 be the nearest
point of supp(Dy) \ U to x, and let s be a segment contained in Ux whose
endpoints are x and y0. It is enough to show that s has no points of V1().
Suppose that s has a point z of V1(). Then, there exist w 2   , f 2
Rat(  ) and a neighborhood Uz of z such that Dz Dw = div(f) and m(f)\
Uz = fzg hold. We may assume that Uz is contained in NC(f)\ s. Then, for
some two dierent points a and b of Uz, we have f(a) = f(b). By Lemma 3.7,
we have Da = Db. On the other hand, let g be a rational function on   which
satises Dy  Dx = div(g). For any z0 2 s, since z0 =2 supp(Dx)[ supp(Dy),
we have div(g)(z0) = 0. Thus, gjs is integral ane. Since y0 =2 supp(Dx) and
y0 2 supp(Dy), we have
div(g)(y0) = Dy(y0) Dx(y0) = Dy(y0)  1:
This implies y0 =2 M(g). Since x 2 M(g), we have g(y0) < g(x). Therefore,
gjs is a strictly monotonic function and thus, g(a) 6= g(b). By Lemma 3.9, we
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have Da 6= Db. This is a contradiction. We conclude that s has no points
of V1().
For any point x of   , we can choose a neighborhood Vx of x such that
Vxnfxg has no points of V1(). This implies that V1() is closed and discrete.
Since   is compact, V1() is a nite set.
Lemma 3.11. Let s be a segment of   which has endpoints x and y. If
Dx = Dy and s
 has no points of supp(Dx), then s has a point of V1().
Proof. We set x0 := x, y0 := y and s0 := s. Let z1 be a point of s0
, and
let f1 be a rational function on   satisfying Dz1  Dx0 = div(f1). We dene
s1 := m(f1) \ s0. Since s0 has no points of supp(Dx0), we have Dz1 6= Dx0
and f js0 is a downward-convex function. Further, f js0 is non-constant since
Dz1 6= Dx0 . Thus, s1 is contained in s0. If s1 is the singleton fz1g, then z1 is
a point of V1(). Suppose that s1 6= fz1g. Then, s1 is a segment. Let x1 and
y1 be two endpoints of s1 which satisfy that x1 is nearer to x0 than y1 is. By
Lemma 3.7, since x1 and y1 are points of relative boundary of m(f1), we have
Dx1 = Dy1 = Dz1 . Then, s1
 has no points of supp(Dx1) since ordz(f1) = 0
for any point z of m(f1)
.
Let i be a positive integer. Suppose that si is non-singleton. Let zi+1 be
a point of si
 satisfying
dsi(xi; zi+1)
dsi(zi+1; yi)
=
Dyi(yi)
Dxi(xi)
:
Let fi+1 be a rational function on   satisfying Dzi+1  Dxi = div(fi+1). We
dene si+1 := m(fi+1)\ si. Then, we have si+1  si in the same way. When
si+1 6= fzi+1g, we dene xi+1; yi+1 2 @si+1 in the same way. Then, we have
Dxi+1 = Dyi+1 = Dzi+1 and supp(Dxi+1) \ (si+1) = ?.
Let us show that sn is the singleton fzng for some n  1. Suppose that
si 6= fzig for any i  1. For i  1, we dene a rational function gi on  
as gi := fi + fi+1. Then, we have div(gi) = Dxi+1   Dxi 1 . Thus, we have
xi+1 2 m(gi) and xi 1 2M(gi). Let s0i be a segment contained in si 1 whose
endpoints are xi 1 and xi+1. Then, gjs0i is downward-convex and strictly
monotonic. Thus, we have div(gigi(xi))(xi)  div(gi)(xi+1). By Lemma 3.8,
we have Dxi  Dxi 1 = div(gigi(xi)). Since xi; xi+1 =2 supp(Dxi 1), we have
Dxi(xi) = div(gigi(xi))(xi)  div(gi)(xi+1) = Dxi+1(xi+1):
We have Dyi(yi)  Dyi+1(yi+1) in the same way. Thus, we have
Dxi(xi) +Dyi(yi)  Dxi+1(xi+1) +Dyi+1(yi+1)
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for any i  1. Since 2d  Dx1(x1) + Dy1(y1) and Dxi(xi) + Dyi(yi)  2 for
any i  1, there exists i  1 such that
Dxi(xi) +Dyi(yi) = Dxi+1(xi+1) +Dyi+1(yi+1):
Let s00i a segment whose endpoints are xi and xi+1. Then, fi+1js00i is integral
ane. Thus, we have fi+1(xi)  fi+1(xi+1) = Dxi(xi)  dsi(xi; xi+1). We have
fi+1(yi)  fi+1(yi+1) = Dyi(yi)  dsi(yi+1; yi) in the same way. By Lemma 3.9,
we have fi+1(xi) = fi+1(yi) and fi+1(xi+1) = fi+1(yi+1). Thus, we have
dsi(xi; xi+1)
dsi(yi+1; yi)
=
Dyi(yi)
Dxi(xi)
=
dsi(xi; zi+1)
dsi(zi+1; yi)
:
Since zi+1 2 supp(Dxi+1) \ si+1 and supp(Dxi+1) \ (si+1) = ?, we have
zi+1 2 @si+1 = fxi+1; yi+1g. This implies xi+1 = zi+1 = yi+1 and thus, si+1 is
the singleton fzi+1g. This is a contradiction. We conclude that there exists
n  1 such that sn = fzng. Then, zn is a point of s \ V1().
Corollary 3.12. Let (G; l) be a model of   . Let e be a loop edge of G
emanating from a vertex x of G. If e n fxg has no points of supp(Dx), then
e n fxg has a point of V1().
Proof. Let z be a point of e n fxg, and let f be a rational function on  
satisfying Dz   Dx = div(f). If m(f) \ e is the singleton fzg, then z is a
point of (enfxg)\V1(). Otherwise, m(f)\ e is a segment. Let x0 and y0 be
two endpoints of this segment. Then, we have Dx0 = Dz = Dy0 by Lemma
3.7. For any z0 2 (m(f) \ e), we have
Dx0(z
0) = Dx(z0) + div(f)(z0) = 0:
Thus, (m(f) \ e) has no points of supp(Dx0). By Lemma 3.11, (m(f) \ e)
has a points of V1().
Lemma 3.13. Let s be a segment of   which has endpoints x and y. If
Dx = Dy, then s has a point of V1().
Proof. We set x1 := x. Let y1 be the nearest point of ([x1] \ s) n fx1g to x1.
For a positive integer i, let si be a segment contained in s whose endpoints
are xi and yi. We set Ai := supp(Dxi)\si. If Ai is empty, then si has a point
of V1() by Lemma 3.11. Suppose that Ai is non-empty. Let zi be a point
of Ai, and let fi be a rational function on   satisfying Dzi  Dxi = div(fi).
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Then, fi is not constant since Dzi 6= Dxi . Let s0i be a connected component
of m(fi) which has zi. If s
0
i is the singleton fzig, then zi is a point of V1().
Suppose that s0i is a segment. Let xi+1 be an endpoint of s
0
i. Let yi+1 be the
nearest point of ([xi+1] \ s0i) n fxi+1g to xi+1.
It is enough to show that An is empty or s
0
n is a singleton for some positive
integer n. Suppose that Ai is non-empty and s
0
i is a segment for any positive
integer i. We have Dxi+1 = Dzi by Lemma 3.7. Since yi+1 is the nearest point
of ([xi+1]\ s0i) n fxi+1g to xi+1, we have zi =2 (si+1) and thus, zi =2 Ai+1. For
any point z of Ai+1, we have div(fi)(z) = 0 since Ai+1 is contained in the
relative interior of m(fi). Thus, we have
Dxi(z) = Dzi(z)  div(fi)(z) = Dxi+1(z)  1:
This implies that Ai+1 is contained in Ai. Since zi 2 Ai n Ai+1, we have
Ai+1 ( Ai for any i  1. Since A1 is a nite set, there exists a positive
integer n such that An is empty. This is a contradiction. We conclude that
An is empty or s
0
n is a singleton for some positive integer n.
Lemma 3.14. Let f be a rational function on   satisfying Dx Dy = div(f)
for some points x and y on   . Then, m(f) has a point of V1().
Proof. Let (G; l) be a loopless model of   . We set x1 := x and f1 := f .
For i  1, we dene a nite subset Ai of   as Ai := (m(fi) n [xi]) \ V (G).
Suppose that Ai has a point xi+1. Let fi+1 be a rational function on  
satisfying Dxi+1  Dy = div(fi+1).
Let us show that An is empty for some positive integer n. Let i be a
positive integer. Suppose that Ai is non-empty. By Lemma 3.8, we have
div((fi+1)(fi+1)(xi)) = div(fi) and thus, m(fi+1) is contained in m(fi). We
also have Dxi+1   Dxi = div((fi+1)(fi+1)(xi)) by Lemma 3.8. Since Dxi 6=
Dxi+1 , we have fi+1(xi+1) < fi+1(xi) and thus, m(fi+1) \ [xi] = ?. Since
xi+1 2 m(fi), we have m(fi+1) n [xi+1] ( m(fi) n [xi]. Therefore, we have
Ai+1 ( Ai. Since A1 is a nite set, there exists a positive integer n such that
An is empty.
If m(fn) n [xn] is empty, then xn is a point of m(f)\V1(). Suppose that
m(fn) n [xn] is non-empty. Let U be a connected component of m(fn) n [xn].
Then, the boundary of U is contained in [xn]. Since U \V (G) is empty, U is
isometric to an open interval. Since (G; l) is a loopless model, closure of U
is a segment. By Lemma 3.13, the closure of U has a point of V1().
Proposition 3.15. V2() is a nite set.
18
Proof. For any x 2   , there exists a connected neighborhood Ux of x such
that the number of connected components of Ux nfxg is equal to the valency
of x, and Ux n fxg has no points of supp(Dx)[ V0(  ). Let U be a connected
component of Ux n fxg, and let y0 be a point of U . Let y00 be the nearest
point of supp(Dy0) \ U to x, and let s0 be a segment contained in Ux whose
endpoints are x and y00. For i  1, suppose that (si 1) has a point yi of
V2(). Let y
0
i be the nearest point of supp(Dyi) \ U to x, and let si be a
segment contained in Ux whose endpoints are x and y
0
i. It is enough to show
that sn
 has no points of V2() for some n  0. Suppose that si has a point
of V2() for any i  0.
We rst show Dyj(yi) = Dyi(yj) = 0 for any j > i  1. Since yj =2
supp(Dyi), we have Dyi(yj) = 0. Let f be a rational function on   satisfying
Dy0   Dx = div(f). Since f js1 is a strictly monotonic function, we have
f(yi) < f(yj). Thus, we have div(ff(yj))(yi) = 0. Therefore, we have
Dyj(yi) = Dx(yi) + div(ff(yj))(yi) = 0:
For i  1, since yi 2 V2(), we have Dzi(yi)  1 and Dyi 6= Dzi for some
point zi of   . Let fi be a rational function on   satisfyingDzi Dyi = div(fi).
By Lemma 3.14, m(fi)\V1() has a point wi. Next we show Dwi(yi)  1 and
Dwi(yj) = 0 for any j > i  1. Let g be a rational function on   satisfying
Dwi  Dyi = div(g). By Lemma 3.8, we have Dwi  Dzi = div(gg(zi)). Since
Dyi 6= Dzi , we have g(zi) < g(yi). Then, we have
Dwi(yi) = Dzi(yi) + div(gg(zi))(yi) = Dzi(yi)  1:
Let h be a rational function on   satisfying Dwi  Dyj = div(h). Then, we
have
div(h)(yi) = Dwi(yi) Dyj(yi) = Dwi(yi)  1:
This implies yi 2 NC(h) and h(yi) < h(yj). Thus, we have
Dwi(yj) = Dyi(yj) + div(hh(yi))(yj) = 0:
For any j > i  1, since Dwi(yj) = 0 < 1  Dwj(yj), we have Dwi 6= Dwj
and thus, wi 6= wj. Then, V1() contains an innite set fwi j i  1 g. On the
other hand, V1() is a nite set by Proposition 3.10. This is a contradiction.
We conclude that sn
 has no points of V2() for some n  0.
For any point x of   , we can choose a neighborhood Vx of x such that
Vxnfxg has no points of V2(). This implies that V2() is closed and discrete.
Since   is compact, V2() is a nite set.
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We conclude that both of V1() and V2() are nite sets. We dene a
subset V () of   as
V () :=
[
x2V0(  )[V1()[V2()
supp(Dx):
Then, V () is a nite set which includes all points of V0(  ). Lemma 3.14
implies that V1() is non-empty and thus, V () is also non-empty. Let (G; l)
be the model of   obtained from V ().
Lemma 3.16. Let x be a vertex of G. Then, we have supp(Dx)  V (G).
Proof. If x 2 V2(), then we have supp(Dx)  V (G). If x 2 V (G) n V2(),
then there exists y 2 V 0 such that x 2 supp(Dy). Since x =2 V2(), we have
Dx = Dy. Thus, we have supp(Dx) = supp(Dy)  V (G).
Lemma 3.12 and 3.16 imply that (G; l) is a loopless model of   . Our next
goal is to construct a tree T which has a loopless model (G0; l0). We prove
lemmas.
Lemma 3.17. Let x and x0 be two points of   satisfying x  x0. If one is a
vertex of G, then the other is also a vertex of G.
Proof. Suppose that x is a vertex of G. By Lemma 3.16, we have x0 2
supp(Dx0) = supp(Dx)  V (G).
Lemma 3.18. Let e be an edge of G which has two vertices x and y. Then,
we have Dx 6= Dy.
Proof. Suppose thatDx = Dy for some such edge e of G. Lemma 3.16 implies
that the relative interior of e has no points of supp(Dx). By Lemma 3.11,
the relative interior of e has a point of V1(). This is a contradiction.
We dene the simple graph G0 as
V (G0) := V (G)=;
E(G0) := f [x][y] j x0y0 2 E(G) for some x0 2 [x] and y0 2 [y] g:
Lemma 3.19. Let e be an edge of G which has two vertices x and y, and
let f be a rational function on   satisfying Dx  Dy = div(f). Then, f je0 is
integral ane for any edge e0 of G.
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Proof. By Lemma 3.16, the relative interior of e0 has no points of supp(Dx)[
supp(Dy). Thus, f je0 is integral ane.
Lemma 3.20. Let e be an edge of G which has two vertices x and y, and let
f be a rational function on   satisfying Dx   Dy = div(f). For an edge e0
of G which has two vertices x0 and y0, the following are equivalent:
(1) f(x0) < f(y0).
(2) f(x) = f(x0) and f(y) = f(y0).
(3) Dx = Dx0 and Dy = Dy0.
Proof. (1)) (2). Suppose that f(x) 6= f(x0). Since x 2 m(f) and y 2M(f),
we have f(x) < f(x0) < f(y0)  f(y). We have f(z) = f(x0) for some point
z of the relative interior of e. Since both of f je and f je0 are ane with non-
zero slopes, we have z; x0 2 NC(f). By Lemma 3.7, we have Dz = Dx0 . By
Lemma 3.16, we have z 2 supp(Dx0)  V (G). This is a contradiction. Thus,
we have f(x) = f(x0). We have f(y) = f(y0) in the same way.
(2) ) (3). Since f(x) = f(x0), we have x0 2 m(f). Since f je0 is ane
with non-zero slope, x0 is a point of the boundary of m(f). By Lemma 3.7,
we have Dx = Dx0 . We have Dy = Dy0 in the same way.
(3) ) (1). By Lemma 3.18, we have Dx0 6= Dy0 . This implies that f is
non-constant. Since x0 2 m(f) and y0 2M(f), we have f(x0) < f(y0).
We dene the length function l0 : E(G0)! R>0 [f1g as follows. For an
edge [x][y] of G0, there exist x0 2 [x] and y0 2 [y] such that x0y0 is an edge of
G. Let f be a rational function on   satisfying Dx0  Dy0 = div(f). Lemma
3.18 implies f(y0) > f(x0). We set l0([x][y]) := f(y0)   f(x0) 2 R>0 [ f1g.
Obviously, l0 is well-dened. Let T be the tropical curve obtained from
(G0; l0). We dene the continuous map ' :   ! T as follows. For a vertex
x of G, we dene '(x) := [x] 2 V (G0)  T . Let e be an edge of G which
has to two vertices x and y, let f be a rational function on   satisfying
Dx   Dy = div(f), and let dege(') denote the slope of f je. We dene the
restriction of ' to e as the linear map from e to [x][y] whose linear slope is
dege('). Then, ' becomes a nite morphism.
Lemma 3.21. Let e be an edge of G which has two vertices x and y, and let
f be a rational function on   satisfying Dx   Dy = div(f). For an edge e0
of G which has two vertices x0 and y0, the following are equivalent:
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(1) f je0 is constant.
(2) f je0  f(x) or f je0  f(y).
(3) '(e) 6= '(e0).
Proof. (2) ) (1) is obvious. Lemma 3.20 implies (1) , (3). It suces to
show (1)) (2). Suppose that for some value c such that f(x) < c < f(y), f
takes on the value c at all points of e0. Since f is continuous, there exists an
edge e00 such that f takes on the value c at one vertex of e00 and some value
dierent from c at the other vertex of e00. By Lemma 3.20, f takes on the
value f(x) at one vertex of e00 and f(y) at the other vertex of e00. This is a
contradiction. We conclude that f je0  f(x) or f je0  f(y).
Lemma 3.22. For x; x0 2   , '(x) = '(x0) if and only if Dx = Dx0.
Proof. We may assume that x and x0 be two points of   nV (G). There exist
edges e = yz and e0 = y0z0 of G such that x 2 e and x0 2 (e0). Let f be a
rational function on   satisfying Dy   Dz = div(f). Since x 2 e, we have
f(y) < f(x) < f(z).
We rst show the \if" part. Suppose Dx = Dx0 . We have f(x) = f(x
0)
by Lemma 3.9. By Lemma 3.21, f je0 is non-constant. We may assume
f(y0) < f(z0). We have f(y) = f(y0), f(z) = f(z0), Dy = Dy0 and Dz = Dz0
by Lemma 3.20. Thus, we have '(e) = '(e0). Since 'je and 'je0 are linear
maps, we have '(x) = '(x0).
Next we show the \only if" part. Suppose '(x) = '(x0). Then, we have
'(e) = '(e0). We may assume '(y) = '(y0) and '(z) = '(z0). Then, we
have f(y) = f(y0) and f(z) = f(z0). Since 'je and 'je0 are linear maps, we
have f(x) = f(x0). Since x 2 e  NC(f) and x0 2 e0  NC(f), we have
Dx = Dx0 by Lemma 3.7.
Lemma 3.23. ' :   ! T is a quotient map.
Proof. Obviously, ' is surjective. Let U be a non-empty subset of T . It
suces to show that if ' 1(U) is an open set of   , then U is an open set
of T . Let xT be a point of U . For any point x of '
 1(fxTg), there exists
"x > 0 such that B  (x; "x) is contained in '
 1(U), and B  (x; "x) n fxg has
no vertices of G. We dene " > 0 as
" := minf "x j x 2 ' 1(fxTg) g:
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Since the restriction of ' to any edge of G is a dilation by some positive
integer factor, BT (xT ; ") n fxTg has no vertices of G0. Further, we have
BT (xT ; ") 
[
x2' 1(fxT g)
'(B  (x; "))
= '
0@ [
x2' 1(fxT g)
B  (x; ")
1A  '(' 1(U)) = U:
We conclude that U is an open set of T .
Remark 3.24. By Lemma 3.22 and 3.23, we have T =  = as a topological
space.
Proposition 3.25. T is a tree.
Proof. It is enough to show that T n e is disconnected for any edge e of G0.
Let e  be an edge of G satisfying '(e  ) = e. Let x and y be two vertices of e  ,
and let f be a rational function on   satisfyingDx Dy = div(f). For points z
and z0 of   , if '(z) = '(z0), then f(z) = f(z0) by Lemma 3.9 and 3.22. Since
' :   ! T is a quotient map, there exists the continuous map F : T ! R
such that F  ' = f . By Lemma 3.21, we have F (T n e) = ff(x); f(y)g.
Since F jTne : T n e ! ff(x); f(y)g is a surjective continuous map, T n e is
disconnected. Thus, T is a tree.
Our last goal is to construct a tropical modication e  of   which has a
loopless model ( eG;el) and a nite harmonic morphism e' : e  ! T of degree
d. We prove lemmas.
Lemma 3.26. For two points x and y of   , we have Dx(x)  Dy(x).
Proof. Let f be a rational function on   satisfying Dx   Dy = div(f).
Since x 2 m(f), we have div(f)(x)  0. Thus, we have Dx(x) = Dy(x) +
div(f)(x)  Dy(x).
Lemma 3.27. Let e be an edge of G which has two vertices x and y. For a
point p of V2() and an integer 1  n  Dp(p), if Dx 6= Dp and Dx(p)  n,
then Dy(p)  n.
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Proof. We may assumeDy 6= Dp. Let f be a rational function on   satisfying
Dx   Dp = div(f). By Lemma 3.19, f je is integral ane. Since x 2 m(f),
we have f(x)  f(y). If f(x) < f(y), then y 2 NC(f). Since Dy 6= Dp, we
have f(y) < f(p). Then, we have
Dy(p) = Dx(p)  div(ff(y))(p) = Dx(p)  n:
Suppose f(x) = f(y). Let g be a rational function on   satisfying Dy Dp =
div(g). By Lemma 3.8, we have Dx   Dp = div(gg(x)) and Dy   Dx =
div(gg(x)). Since Dx 6= Dp, we have g(x) < g(p) and thus,
Dy(p) = Dx(p) + div(gg(x))(p) = Dx(p)  n:
For a point p of V2() and an integer 1  n  Dp(p), we dene the
subgraph Gp;n of G
0 as
V (Gp;n) : = f'(x) 2 V (G0) j x 2 V (G); Dx(p)  n g;
E(Gp;n) : = f'(x)'(y) 2 E(G0) j '(x); '(y) 2 V (Gp;n) g:
Lemma 3.27 implies that Gp;n is connected. We dene the length function
lp;n : E(Gp;n)! R>0[f1g as the restriction of l0 to E(Gp;n). Let Tp;n be the
tropical curve obtained from (Gp;n; lp;n). Let p;n : Tp;n ! T be the natural
embedding morphism.
We dene the graph eG obtained from
fGg [ fGp;n j p 2 V2(); 1  n  Dp(p) g
by attaching Gp;n to G in such a way that the vertex '(p) of V (Gp;n) gets
identied with the vertex p of V (G), for all vertex p of V2() and for all integer
n of 1  n  Dp(p). We dene the length function el : E( eG) ! R>0 [ f1g
as follows. We dene the restriction of el to E(G) as l, and the restriction ofel to E(Gp;n) as lp;n. Let e  be the tropical curve obtained from ( eG;el). Then,e  is a tropical modication of   . We dene the continuous map e' : e  ! T
as follows. We dene the restriction of e' to   as ', and the restriction of e'
to Tp;n as p;n. Obviously, e' is a nite morphism.
Lemma 3.28. Let x be a vertex of G, and let e0 be an edge which has two
vertices x0 and y0. If '(x) = '(x0), thenX
e2E(G)
x2e; '(e)='(e0)
dege(') = Dx(x) Dy0(x):
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Proof. Let f be a rational function on   satisfying Dx0  Dy0 = div(f). For
an edge e of G, if '(e) = '(e0), then the slope of f je is equal to dege('). For
an edge e of G, if '(e) 6= '(e0), then, the slope of f je is zero by Lemma 3.21.
Thus,we haveX
e2E(G)
x2e; '(e)='(e0)
dege(') = ordx(f) = Dx0(x) Dy0(x) = Dx(x) Dy0(x):
Lemma 3.29. Let x be a vertex of G, and let eT be an edge of G
0 which has
the vertex '(x). Then, we haveX
e2E( eG)
x2e; e'(e)=eT
dege(e') = Dx(x):
Proof. Let e0 be an edge of G of '(e) = eT , and let x0 and y0 be two vertices
of e0. We may assume Dx = Dx0 . By Lemma 3.18, we have Dx0 6= Dy0 .
Suppose x 2 V (G) n V2(). Then, we have Dy0(x) = 0. For an edge e ofeG, if e has the vertex x, then e is an edge of G. By Lemma 3.28, we haveX
e2E( eG)
x2e; e'(e)=eT
dege(e') = X
e2E(G)
x2e; '(e)=eT
dege(') = Dx(x) Dy0(x) = Dx(x):
Suppose x 2 V2(). We have
X
e2E( eG)
x2e; e'(e)=eT
dege(e') = X
e2E(G)
x2e; '(e)=eT
dege(')+
X
1nDx(x)
0BB@ X
e2E(Gx;n)
'(x)2e; x;n(e)=eT
dege(x;n)
1CCA :
For an integer n of 1  n  Dx(x), if Dy0(x)  n, then the edge e :=
'(x0)'(y0) of Gx;n satises '(x) 2 e and x;n(e) = eT . Since x;n is injective,
such edge of Gx;n is unique. Conversely, for an integer n of 1  n  Dx(x), if
Dy0(x) < n, then for any edge e of Gx;n satises x;n(e) 6= eT . Thus, we have
X
e2E(Gx;n)
'(x)2e; x;n(e)=eT
dege(x;n) =
(
1 if Dy0(x)  n,
0 if Dy0(x) < n.
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Therefore, we have
X
1nDx(x)
0BB@ X
e2E(Gx;n)
'(x)2e; x;n(e)=eT
dege(x;n)
1CCA = Dy0(x):
By Lemma 3.28, we haveX
e2E( eG)
x2e; e'(e)=eT
dege(e') = (Dx(x) Dy0(x)) +Dy0(x) = Dx(x):
Lemma 3.30. Let x be a vertex of V ( eG) n V (G), and let eT be an edge of
G0 which has the vertex e'(x). Then, we haveX
e2E( eG)
x2e; e'(e)=eT
dege(e') = 1:
Proof. Let e0 be an edge of G of '(e) = eT , and let x0 and y0 be two vertices
of e0. We may assume e'(x) = e'(x0). Since x 2 V ( eG) n V (G), there exist the
unique vertex p of V2() and the unique integer n of 1  n  Dp(p) such
that x is a vertex of Gp;n. Since x is a vertex of V ( eG)nV (G), we have x 6= p.
Since e'(x) = e'(x0), we have Dx0(p)  n, and Dx 6= Dp. By Lemma 3.27, we
have Dy0(p)  n. Thus, the edge e := '(x0)'(y0) of Gp;n satises '(x) 2 e
and p;n(e) = eT . Since p;n is injective, such edge of Gp;n is unique. For an
edge e of eG, if e has x, then e is an edge of Gp;n since x 6= p. Thus, we haveX
e2E( eG)
x2e; e'(e)=eT
dege(e') = X
e2E(Gp;n)
'(x)2e; p;n(e)=eT
dege(p;n) = 1:
Proposition 3.31. e' : e  ! T is a nite harmonic morphism of degree d.
Proof. Lemma 3.29 and 3.30 imply that e' : e  ! T is a nite harmonic
morphism. Let us show that the degree of e' is equal to d. Let xT be a vertex
of G0, and let x be a vertex of G of e'(x) = xT . For a vertex p of V2() and
for an integer n of 1  n  Dp(p), if '(p) = xT , then
f y 2 V (Gp;n) n f'(p)g j p;n(y) = xT g = ?
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since p;n is injective. Thus, we have
deg(e') = X
y2V ( eG)e'(y)=xT
degy(e')
=
X
y2V (G)e'(y)=xT
degy(e') + X
p2V2()
'(p)6=xT
0BB@ X
1nDp(p)
0BB@ X
y2V (Gp;n)nf'(p)g
p;n(y)=xT
degy(e')
1CCA
1CCA :
Let p be a vertex of V2() with '(p) 6= xT , and let n be an integer of
1  n  Dp(p). If Dx(p)  n, then the vertex '(x) of V (Gp;n) n f'(p)g
satises p;n('(x)) = xT . Since p;n is injective, such vertex of V (Gp;n)nf'(p)g
is unique. Conversely, if Dx(p) < n, then for any vertex y of V (Gp;n)nf'(p)g
satises p;n(y) 6= xT . By Lemma 3.30, we haveX
y2V (Gp;n)nf'(p)g
p;n(y)=xT
degy(e') =
(
1 if Dx(p)  n,
0 if Dx(p) < n.
Therefore, for a vertex p of V2() with '(p) 6= xT , we have
X
1nDp(p)
0BB@ X
y2V (Gp;n)nf'(p)g
p;n(y)=xT
degy(e')
1CCA = Dx(p):
By Lemma 3.29, we have
deg(e') = X
y2V (G)
'(y)=xT
Dx(y) +
X
p2V2()
'(p)6=xT
Dx(p):
For a vertex y in V (G) nV2(), if '(y) 6= xT , then Dx(y) = 0. Thus, we haveX
y2V (G)
'(y)=xT
Dx(y) +
X
p2V2()
'(p)6=xT
Dx(p) =
X
y2V (G)
Dx(y):
By Lemma 3.16, we have supp(Dx)  V (G). Therefore, we haveX
y2V (G)
Dx(y) =
X
y2 
Dx(y) = deg(Dx) = d:
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Consequently, we have Theorem 3.4.
Example 3.32. Let   be the following tropical curve:
v3 v4 v6
v1
v5
p1
v7 v8 v9 v10
v2
p2
such that v3 and v10 are the midpoints of the loops, d  (v5; v1) = d  (v5; p1),
d  (v6; v1) = d  (v6; p1), d  (v7; v2) = d  (v7; p2), and d  (v8; v2) = d  (v8; p2)
hold. We dene the divisor D on   of degree three as D := v1 + p1 + p2.
Let s be the segment of   whose endpoints are v1 and v2. For i = 1; 2, let
 i be the connected component of   n s which has the point pi. Then,  i
is a hyperelliptic curve. Let i :  i !  i be the hyperelliptic involution (cf.
[Ch12]). For a point x of   , we dene the divisor Dx on   as
Dx :=
8><>:
x+ 1(x) + p2 if x 2  1,
x+ 2(x) + p1 if x 2  2,
x+ p1 + p2 if x 2 s.
Then, the divisor Dx is an element of jDj. We dene the map  :   ! jDj
as (x) := Dx for each point x of   . It is easy to check that  satises (A1)
and (A2). Let us construct a nite harmonic morphism e' : e  ! T of degree
three from a tropical modication e  of   to a tree T . It is easy to check that
V0(  ) = fv1; v2; v4; v5; v8; v9g;
V1() = fv3; v6; v7; v10g, and
V2() = fp1; p2g
hold. Thus, we have
V () =
[
x2V0(  )[V1()[V2()
supp(Dx)
= fv1; v2; v3; v4; v5; v6; v7; v8; v9; v10; p1; p2g:
Let (G; l) be the model of   obtained from V (). Then, (G; l) is a loopless
model. The graph G0 is given by the following:
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[v3] [v4] [v5] [v6]
[v7] [v8] [v9] [v10]
[v1]
[v2]
The length function l0 : E(G0)! R>0 [ f1g is given by
l0([vi][vj]) =
(
2  l(vivj) if fi; jg 2 ff4; 5g; f8; 9gg,
l(vivj) otherwise.
Let T be the tropical curve obtained from (G0; l0). Then, we have T =  =
as a topological space. Further, T is a tree. The morphism ' :   ! T is
given by '(x) = [x] for each point x of   . For i = 1; 2, we have Dpi(pi) = 1.
The subgraphs Gp1;1 and Gp2;1 of G
0 are given by the following:
V (Gp1;1) = f[v1]; [v2]; [v7]; [v8]; [v9]; [v10]g;
V (Gp2;1) = f[v1]; [v2]; [v3]; [v4]; [v5]; [v6]g, and
E(Gpi;1) = fxy 2 E(G0) j x; y 2 V (Gpi;1) g:
The length function lpi;1 : E(Gpi;1)! R>0[f1g is given by lpi;1 = l0jE(Gpi;1).
Let Tpi;1 be a tropical curve obtained from (Gpi;1; lpi;1). Let pi;1 : Tpi;1 ! T
be the natural embedding morphism. The graph eG is given by the following:
v3 v4 v6
v1
v5
p1
v7 v8 v9 v10
v2
p2
[v3] [v4] [v5] [v6]
[v1]
[v7]
[v2]
[v8] [v9] [v10]
The length function el : E( eG) ! R>0 [ f1g is given by eljE(G) = l andeljE(Gpi;1) = lpi;1. Let e  be the tropical curve obtained from ( eG;el). Then, e  is
a tropical modication of   . The morphism e' : e  ! T is given by e'j  := '
and e'jTpi;1 := pi;1 for i = 1; 2. Then, e' : e  ! T is a nite harmonic
morphism of degree three.
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