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Abstract. The Alqueva reservoir (southeast of Portugal) is
the largest artificial lake in western Europe and a strategic
freshwater supply in the region. The reservoir is of scien-
tific interest in terms of monitoring and maintaining the qual-
ity and quantity of water and its impact on the regional cli-
mate. To support these tasks, we conducted numerical stud-
ies of the thermal and gas regimes in the lake over the pe-
riod from May 2017 to March 2019, supplemented by the
data observed at the weather stations and floating platforms
during the field campaign of the ALentejo Observation and
Prediction (ALOP) system project. The 1D model, LAKE
2.0, was used for the numerical studies. Since it is highly
versatile and can be adjusted to the specific features of the
reservoir, this model is capable of simulating its thermody-
namic and biogeochemical characteristics. Profiles and time
series of water temperature, sensible and latent heat fluxes,
and concentrations of CO2 and O2 reproduced by the LAKE
2.0 model were validated against the observed data and were
compared to the thermodynamic simulation results obtained
with the freshwater lake (FLake) model. The results demon-
strated that both models captured the seasonal variations in
water surface temperature and the internal thermal structure
of the Alqueva reservoir well. The LAKE 2.0 model showed
slightly better results and satisfactorily captured the seasonal
gas regime.
1 Introduction
Inland water bodies are active and simultaneously sensi-
tive regulators of the weather and climate processes of the
Earth, and changing the temperature, wind, precipitation in
the surrounding areas; their thermal and gas regimes, in
turn, can serve as a response to the ecosystem status or cli-
mate change (Bonan, 1995; Adrian et al., 2009; Samuels-
son et al., 2010). In modern climate and/or weather mod-
els, lakes and reservoirs are large-scale structures and are
taken into account explicitly (Bonan, 1995); their parame-
terizations are intensively embedded in these models (Sal-
gado and Le Moigne, 2010; Dutra et al., 2010; Subin et al.,
2012). The 1D lake models, e.g. the freshwater lake (FLake)
model (Mironov et al., 2010), the Dynamics Reservoir Sim-
ulation Model (DYRESM; Imberger and Patterson, 1981),
and the generalized linear model (GLM; Hipsey et al., 2019),
play a major role in this process. Their simplicity, computa-
tional efficiency, and reliability of the simulation results al-
low them to be used not only in studies of the dynamics of
single lakes but also in the climate-related tasks of long-term
numerical simulations, where vast territories with huge num-
bers of water bodies should be taken into account. As a result,
the number of numerical studies connected with the vertical
thermodynamics and biogeochemistry of lakes and their in-
teraction with the atmosphere increases (Thiery et al., 2014;
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Heiskanen et al., 2015; Le Moigne et al., 2016; Ekhtiari et al.,
2017; Su et al., 2019).
A realistic representation of the thermal and gas regimes
of lake models is important for solving current and prog-
nostic tasks. For example, a high accuracy of the calcula-
tions of sensible and latent heat fluxes, momentum, and wa-
ter surface temperature is required for atmospheric models
in which these parameters are the boundary conditions (Bo-
nan, 1995; Mironov et al., 2010; Dutra et al., 2010; Salgado
and Le Moigne, 2010; Balsamo, 2013). On the other hand, an
adequate simulation of the water temperature profiles would
be a very interesting new output of weather prediction and
earth system models because temperature is a key factor for
lake ecosystem processes. This information might be useful
for water quality management and for better representation
of the gas emissions (CO2, O2, and CH4) from lakes to the
atmosphere, which are relevant to various atmospheric pro-
cesses (Walter et al., 2007).
Fully filled only in 2004, the Alqueva reservoir is in the
spotlight of many studies connected with its ecosystem ser-
vices and ecology (Penha et al., 2016; Tomaz et al., 2017;
Pereira et al., 2019), water quality (Potes et al., 2011, 2012,
2018; Novais et al., 2018), and lake–atmosphere interac-
tions (Lopes et al., 2016; Policarpo et al., 2017; Potes et al.,
2017; Iakunin et al., 2018). The aim of the present work is a
numerical study of the seasonal variations in the thermal and
gas regimes of the reservoir, which was held under the ALen-
tejo Observation and Prediction (ALOP) system project in
which an extensive field campaign and lake model simula-
tions were combined. For the latter, we used the 1D model,
LAKE 2.0 (Stepanenko et al., 2016), that features the bio-
geochemical block that simulates the concentrations of O2,
CO2, and CH4 in water. In addition, the FLake model, which
is well established in weather and climate studies, was used
as a reference to compare the results of the thermodynamic
characteristics of the reservoir. Before starting the numer-
ical simulations, the LAKE 2.0 model was adapted to the
features of the Alqueva reservoir, including the introduction
of the realistic values of the water pH and light extinction
coefficients and adequate value of the coefficient of the hy-
polimnion turbulent mixing rate. Both models were forced
with the observed meteorological data at the reservoir, which
contributed to increasing the reliability of the results. The
simulation covered the period from May 2017 to April 2019,
and its results and the possibility of applying the LAKE 2.0
model in the operational mode might be used in future stud-
ies of weather and climate and biochemical-related tasks.
Figure 1. Location of the Alqueva reservoir and ALentejo Obser-
vation and Prediction (ALOP) stations. The map was built using
the digital elevation model of the ASTER Global Digital Elevation
Model (GDEM) version 2 (https://asterweb.jpl.nasa.gov/gdem.asp,
last access: 1 August 2020).
2 Methods
2.1 Object of study
The Alqueva reservoir is located in the southeast of Portugal,
spreading over 83 km in the former valley of the Guadiana
River (Fig. 1).
Established in 2002 to meet the region’s water and elec-
tricity needs, its surface covers an area of 250 km2, the maxi-
mum depth is 92 m, the average depth is 16.6 m, and the stor-
age capacity of water is estimated at 4.15 km3, which makes
it the largest reservoir in western Europe.
Long periods of drought that could last for more than 1
consecutive year (Silva et al., 2014) are typical in this part
of the Iberian Peninsula. The Alqueva region is character-
ized by a hot Mediterranean summer climate (Csa type, ac-
cording to the Köppen climate classification), with a small
area that has a semi-arid climate (BSk type). In summer,
the maximum daily air temperature ranges between 31 and
35 ◦C (July and August) while the record values may reach
44 ◦C. The winter period (December–February) in the region
is relatively mild and wet, with an average air temperature
of 10.3 ◦C. Nevertheless, even in January the air tempera-
ture can reach a maximum value of 24 ◦C during long pe-
riods of stable conditions when the Azores anticyclone set-
tles into a favourable position. Seasonal rainfall normally oc-
curs between October and May. The annual average values
of the accumulated precipitation (1981–2010 normals from
http://www.ipma.pt, last access: 1 August 2020) registered
at the weather station in Beja, located 40 km away from the
reservoir, is 558 mm. Mean daily values of the incident so-
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lar radiation at the surface are about 300 Wm−2 (one of the
highest in Europe) and the daily maximum in summer often
may exceed 1000 Wm−2 (Iakunin et al., 2018).
2.2 Observed data
Geographical and climatological factors make the Alqueva
reservoir a vital source of fresh water that is needed to sup-
port the population and economy in the region, while on the
other hand, increasing anthropogenic and heat stress nega-
tively affects the lake’s ecosystem (Penha et al., 2016). Mon-
itoring the quantity and quality of water in the reservoir has
become an essential scientific task. This task is addressed
in the framework of the ALOP project that is related to the
observations and numerical experiments on the study of the
processes of the atmosphere called the Alqueva reservoir sys-
tem. Models of different spatial and timescales were used in
the ALOP numerical experiments.
The ALOP field campaign was focused on measurements
of physical, chemical, and biological parameters in the wa-
ter and air columns at the water–atmosphere interface and on
the shores of the reservoir. In the present work, the follow-
ing facilities were used and equipped to obtain the required
data for the numerical simulations during the field campaign:
four floating platforms (namely, Montante, Mourão, Alamos,
and Lucefécit) and two dedicated weather stations in the mar-
gins (namely, Barbosa and Cid Almeida); their locations are
marked with circles in Fig. 1. The principal scientific site
on the lake is the Montante floating platform, which is lo-
cated in the southern and deeper part (74 m) of the reservoir
(38.2276◦ N, 7.4708◦W). The following equipment was de-
ployed on the platform and continuously provided measure-
ments during the whole field campaign:
– an eddy-covariance system (Campbell Scientific) pro-
vides data of atmospheric pressure, air temperature,
water vapour and carbon dioxide concentrations, 3D
wind components, linear momentum, sensible heat, la-
tent heat, and carbon dioxide fluxes;
– an albedometer (model CM7B; Kipp & Zonen) and a
pyrradiometer (type 8111; Philipp Schenk GmbH) was
used in order to measure upwelling and downwelling
shortwave and total radiative fluxes;
– a set of 14 probes (107 temperature probe; Campbell
Scientific) measured the water temperature profile at the
following depths, namely 5, 25, and 50 cm, and 1, 2, 4,
6, 8, 10, 12, 15, 20, 30, and 60 m.
Two probes were installed at the platform to assess wa-
ter quality. A multiparametric probe (Aqua TROLL 600; In-
Situ Inc.) that provided information about dissolved oxygen
concentration and pH values, among other parameters, was
mounted on the platform at a 25 cm depth on 3 July 2018
and worked until the end of the campaign. It was also used to
make profiles during regular maintenance visits to the plat-
form. A Pro-Oceanus Mini CO2 analogue output probe was
also mounted on the platform at a 25 cm depth to measure
the dissolved CO2 concentration continuously and was oc-
casionally used to collect vertical profiles. Installed in the
beginning of the campaign, the probe was working until the
middle of June 2017 when it failed. It was repaired and re-
installed in October 2017, but another problem occurred in
November and probe was removed for the remainder of the
study.
Two land weather stations (namely, Barbosa and Cid
Almeida) were installed on opposite shores with the float-
ing platform in the middle, between them (38.2235◦ N,
7.4595◦W and 38.2164◦ N, 7.4545◦W, respectively; green
circles in Fig. 1). The equipment of both weather stations is
listed in Table 1. Data from the Montante floating platform,
Barbosa, and Cid Almeida weather stations were automati-
cally downloaded and transferred daily to the server in the In-
stitute of Earth Sciences (ICT) at the University of Évora. An
important part of the campaign were the regular field trips to
the reservoir for the cleaning and maintenance of the instru-
mentation on the platforms and weather stations, conducting
more detailed measurements, and collecting water samples at
several depths and bottom sediments.
For further work, the data collected during the field
campaign were treated before being used as a forcing for
atmospheric- and/or lake-modelling-related tasks. Missed
data (gaps in data smaller than 3 h) were carefully filled us-
ing linear interpolation. Longer gaps were substituted with
values from the closest weather stations.
2.3 LAKE 2.0 model
For the simulation of the thermodynamic and biogeo-
chemical processes in the Alqueva reservoir, the LAKE
2.0 (available at http://tesla.parallel.ru/Viktor/LAKE/wikis/
LAKE-model, last access: 1 August 2020) model was cho-
sen. A detailed description of the LAKE 2.0 model may
be found in Stepanenko et al. (2016); briefly, the model
equations are formulated in terms of water properties aver-
aged over a lake’s horizontal cross section, thus introducing
into the model the fluxes of momentum, heat, and dissolved
gases through a sloping bottom and water–atmosphere sur-
faces. The water temperature profile is simulated explicitly
in LAKE 2.0, and a number of biogeochemical processes are
represented, which makes it capable of reproducing the trans-
fer of CO2 and CH4 from and to the atmosphere.
Governing equations for the basic processes of the lake dy-
namics in the model are obtained using the horizontally aver-
aged Reynolds advection–diffusion equation for the quantity
f which may be one of the velocity components, such as
temperature, turbulent kinetic energy (TKE), TKE dissipa-
tion, or gas concentration as follows:
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Table 1. Weather stations equipment. n/a – not applicable
Measured Station
parameter Barbosa Cid Almeida
Albedometer n/a Philipp Schenk (8104)
Air temperature and humidity Campbell Scientific (CS 215) Thies Clima (1.1005.51.512)
Wind speed Gill Instruments WindSonic (1405-PK-021) Vector Instruments (A100R)
Wind direction Gill Instruments WindSonic (1405-PK-021) Vector Instruments (W200P)
c∂t f̄ = A




+Rf(f̄, . . .)︸ ︷︷ ︸
III
, (1)
where term I describes the turbulent diffusion, thermal con-
ductivity, or viscosity; term II is the divergence of non-
turbulent flux of f ; term III represents the horizontally aver-
aged sum of sources and sinks; F̄nz is the non-turbulent flux
of f ; and kf is the turbulent diffusion coefficient (thermal
conductivity coefficient for temperature, viscosity for mo-
mentum) for the f quantity. The LAKE 2.0 model success-
fully represents conditions in the well-mixed upper layer of
lakes (epilimnion).
In water, the k− ε parameterization for computing turbu-
lent fluxes is used. In ice and snow, a coupled transport of
heat and liquid water is reproduced (Stepanenko et al., 2019).
In bottom sediments, the vertical transport of heat is imple-
mented in a number of sediment columns originating from
different depths.
The water temperature profile in the model is driven by
Eq. (1) with substitution f → T , where c = cwρw0, cw is
water-specific heat, ρw0 is mean water density, Rf = 0 rep-
resents heat flux from the sediments, and Fnz(z)= Srad is
the downward shortwave radiation flux attenuation according
to the Beer–Lambert law in four wavebands (infrared, near-
infrared, photosynthetically active, and ultraviolet) with cor-
responding extinction coefficients. The heat conductance is
a sum of molecular and turbulent coefficients, kT = λm+λt,
where λt = cwρw0νT (νT is the turbulent coefficient of ther-
mal diffusivity, and m2 s−1 is derived from the k− ε param-
eterization).
To solve the Eq. (1) for water temperature, the top and bot-
tom boundary conditions should be defined. The top bound-
ary conditions are represented by a heat balance equation, in-
volving net radiation and a scheme for turbulent heat fluxes in
the surface atmospheric layer based on the Monin–Obukhov
similarity theory (Monin and Obukhov, 1954). The bottom
boundary condition is set at the water–sediments interface
and is based on the continuity of both heat flux and temper-
ature at the interface. Bottom sediments are represented by
the 1D multilayer model, which includes heat conductivity,
liquid moisture transport (diffusion and gravitational perco-
lation), ice content, and phase transitions of water.
Lake hydrodynamics described by Eq. (1) are applied to
horizontal momentum components, with Fnz = 0, c = 1, and
Rf representing the Coriolis force and bottom friction. The
Coriolis force has to be included in the momentum equa-
tions for lakes with a horizontal size that exceeds the internal
Rossby deformation radius (Patterson et al., 1984).
Wind stress, which is computed by the Monin–Obukhov
similarity theory, is applied as a top boundary condition for
momentum equations, bottom friction is set by logarithmic
law with a prescribed roughness length. Friction at a sloping
bottom (term Rf) is calculated with a quadratic law with a
tunable drag coefficient.
The LAKE 2.0 model uses a k− ε model (Canuto et al.,
2001) to compute turbulent viscosity, temperature conduc-
tivity, and diffusivity. It takes both the shear and buoyancy
production of turbulent kinetic energy into account; an equa-
tion for the dissipation rate is a highly parameterized one,
with several constants calibrated in idealized flows.
Biochemical oxygen demand (BOD) is caused by the
degradation of dissolved organic carbon (DOC) and dead
particulate organic carbon (POCD). The dynamics of the
latter two, together with living particulate organic carbon
(POCL) are represented by the model from Hanson et al.
(2004) adapted to the 1D framework. Photosynthesis is given
by Haldane kinetics, where the chlorophyll a concentration
in the mixed layer is computed from the photosynthetic ra-
diation extinction coefficient (Stefan and Fang, 1994) and
assumed to be zero below. The model does explicitly not
take into account the nutrients concentrations. The fluxes
of dissolved gases into the atmosphere are calculated us-
ing Henry’s law and the surface-renewal model (Stepanenko
et al., 2016) involving the subsurface turbulent kinetic energy
dissipation rate below the mixed layer of the euphotic zone,
as provided by the k− ε closure.
To calculate the dissolved carbon dioxide concentration in
water, the same type of prognostic equation is used as for
other gases. In LAKE 2.0, the sedimentary oxygen demand
and BOD, respiration, and CH4 oxidation act as CO2 produc-
ers, while photosynthesis is the only sink of carbon dioxide
in the water column. More detailed equations and comments
on the biogeochemical processes in the model are given in
the Supplement.
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2.4 Model modifications and sensitivity tests
The given version of the LAKE 2.0 model used constant val-
ues for the light extinction coefficient in water for infrared
(IR), near-infrared (NIR), photosynthetically active radiation
(PAR), and ultraviolet (UV) bands. This could lead to sig-
nificant errors, especially in long-term simulations, because
these parameters control the vertical distribution of solar en-
ergy in different water layers. The light extinction coefficient
for PAR (400–700 nm) undergoes a large annual variability
in the Alqueva reservoir, as shown in Potes et al. (2012), and
it was measured constantly during the ALOP field campaign.
From April 2017 until March 2019 it varied from a minimum
of 0.247 m−1 (August 2017) to a maximum of 1.519 m−1
(July 2018), with an average value of 0.643 m−1 (12 mea-
surements). Thus, prior to the simulation, the decision was
made to upgrade the LAKE 2.0 model and introduce a new
variable, namely the light extinction coefficient for PAR, to
the model set-up. During the initialization, the model reads
the available values of this coefficient and does a linear in-
terpolation for every model time step. Although the model
results are not very sensitive to it, the proposed modification
led to improved results in some periods by about 1◦, as ex-
emplified in the Fig. S1 in the Supplement, for a selected
period.
Water pH significantly affects the solubility of carbon
dioxide (Fig. S4 in the Supplement), but its value is a model
scalar constant. In reality, observations show that pH tends
to decrease near the bottom and has a seasonal variation,
changing from 7.8 to 8.8 during the years 2017–2019, in the
mixed layer. After averaging the measurements, the pH con-
stant inside the model code was altered from 6.0 to 8.48 for a
better representation of real processes. Another modification
has been done to the hypolimnetic diffusivity parameteriza-
tion. According to Hondzo and Stefan (1993), for lakes of
regional-scale hypolimnetic eddy diffusivity rate, Kz is re-




where c1 = 8.17× 10−4, c2 = 0.56, c3 =−0.43 are empiri-
cal constants, N2 =−(∂ρ/∂z)(g/ρ), z is depth, g is acceler-
ation of gravity, and ρ is the density of water. In the LAKE
2.0 model, Eq. (2) is presented as Kz,LAKE 2.0 = αKz, where
α is a calibration coefficient that allows one to adapt this pa-
rameterization to the specific features of a given lake. In a
series of sensitivity experiments it was found out that, for a
simulation of the thermal regime in the Alqueva reservoir,
the value of α = 0.3 provides the best representation of the
heat diffusion from the surface to the depth of the lake (see
the comparison in Fig. S5 of the Supplement).
2.5 FLake model
In addition to LAKE 2.0, the FLake model was used to sim-
ulate water temperatures for the chosen period. The FLake
model (Mironov, 2008) is based on a two-layer represen-
tation of the lake’s thermal structure. The upper layer is
assumed to be well mixed, and the structure of the deep
stratified layer is described using the concept of the self-
similarity of the temperature–depth curve. The FLake model
is widely used in climate and numerical weather prediction
studies (Salgado and Le Moigne, 2010; Samuelsson et al.,
2010; Le Moigne et al., 2016; Su et al., 2019) to simulate
the feedback of freshwater lakes on the atmospheric bound-
ary layer and in the intercomparison experiments with other
parameterizations. In particular, FLake has been applied in
studies of the Alqueva reservoir by Iakunin et al. (2018),
Potes et al. (2012), and Salgado and Le Moigne (2010).
2.6 Simulation set-up
The simulation conducted in the present study covered 23
months from 1 May 2017 to 29 March 2019, with a 1 h time
step for the input and output data. In the set-up stage, specific
features of the Alqueva reservoir were prescribed, namely the
series of the PAR extinction coefficients for the simulation
period, the morphometry of the lake bottom expressed via the
dependence of the horizontal cross section area on the depth
and the initial profiles of the water temperature, namely CO2,
O2, CH4, and salinity (the last two profiles were set to zero
due to the lack of observation data).
Both LAKE 2.0 and FLake models were initialized with
ALOP data measured at Montante, on the reservoir’s floating
platform, and ran in the stand-alone version. Atmospheric
forcing input data were taken from the Montante platform
observations. A comparison between LAKE 2.0 and FLake
models was made in terms of water temperature and heat
fluxes over the water surface.
3 Results and discussion
3.1 Water temperature
Water temperature is a crucial factor for numerical weather
prediction (NWP) applications and as a regulator of lake
ecosystem activity. It is a key parameter of the lake–
atmosphere interactions. Thus, a detailed representation of
the evolution of the water temperature at various depths is an
important task.
According to the definition given in Wetzel (1983), the
summer stratification period is characterized by a stratum
of thermal discontinuity (metalimnion) which separates an
upper layer of warm, circulating water (epilimnion) and
cold and relatively undisturbed water below (hypolimnion).
The stratum of thermal discontinuity is usually defined as a
change of > 1◦C m−1. The summer stratification periods are
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Figure 2. Time–depth Hovmöller diagram of the LAKE 2.0 sim-
ulated water temperature in the Alqueva reservoir based on hourly
data. Dashed lines indicate the end (black) and the beginning (red)
of stratification.
clearly seen in Fig. 2 (marked with dashed lines). The simu-
lation began in a stratified condition which lasted until 3 Oc-
tober 2017, while in 2018 stratification lasted from 14 April
to 19 September.
The water temperature in upper layers increases up to
30 ◦C in the warm period, and in the hottest months (July–
September) it reaches 25 ◦C at a 10 m depth. In the winter
turnover period, the water temperature becomes uniform at
depths of up to 30 m. From December, when the lake shows
no temperature stratification, it gradually cools from 19 to
12 ◦C (in late February).
The temperature of water in the mixed layer (ML) is of
a particular interest in many studies. LAKE 2.0 provides
the water temperature at different depths, as defined in the
model set-up and ML thickness, assuming that the ML tem-
perature is constant (not including the surface skin effect).
Since the vertical gradient of the measured ML temperature
is not exactly constant, measurements from the sensor at a
0.5 m depth were chosen to represent the mixed layer tem-
perature in Fig. 3. During the whole simulation period, ML
depth in the reservoir was never less than 70 cm. Figure 3a
shows the LAKE 2.0 simulated results in comparison with
the measured values and FLake results of ML temperature.
To smooth hourly fluctuations in such long-term simulation,
moving average was used with 6 h period.
Differences between the two model results and the mea-
surements (errors) are shown in Fig. 3b. In the period from
March to November in both years, when the lake is stratified,
the LAKE 2.0 model demonstrates better results, while dur-
ing the cold periods (November–March) both models show
similar error rates. The statistics of the comparison are pre-
sented in Table 2. Overall, the mean absolute errors for the
whole simulation period are 1.27 ◦C for FLake and 0.74 ◦C
for LAKE 2.0. Mean errors of the LAKE 2.0 and FLake
models for the simulation period are 0.56 and 1.18 ◦C, re-
spectively (shown as dashed lines in Fig. 3b), which means
that both models tend to slightly overestimate the ML tem-
perature. The LAKE 2.0 model results are better for warm
periods, while FLake results are better for cold. Both models
demonstrate an almost identical correlation for the selected
periods.
For a more detailed analysis of the surface water temper-
ature evolution, we chose four months, namely July 2017–
2018 and January 2018–2019, which represent the stratified
and non-stratified lake states that show the daily cycles of the
ML water temperature (Fig. 4).
It is seen that the LAKE 2.0 model shows exceptionally
good results in summer months (Fig. 4a; average mean er-
rors are −0.23 and −0.04 ◦C for 2017 and 2018, respec-
tively), while FLake provides an overestimation of 1–2◦ and
an underestimation of the daily amplitude. Correlation coef-
ficients in this case are 0.94/0.88 (LAKE 2.0) and 0.90/0.89
(FLake), respectively. Diurnal ML temperature variations
can reach 3◦ and are generally well represented by the LAKE
2.0 model. In January the water temperature profile in the
reservoir is homogeneous, the daily amplitude is not so
high (Fig. 4b), and so the FLake model shows a smaller over-
estimation (0.95 correlation for both months and mean errors
of 0.45/0.78 ◦C). The LAKE 2.0 results show a positive off-
set; the average mean error for January 2018 was 0.78 ◦C
and the correlation was 0.97. In January 2019, the LAKE 2.0
mean error was 1.22 ◦C but, in general, the shape of the curve
was similar to the measured values, and the daily variations
in temperature were represented quite well.
Temperature distribution with depth is another signifi-
cant parameter for lake thermodynamics. The LAKE 2.0
model simulates water temperature at predefined depth lev-
els. FLake outputs include ML depth temperature, shape fac-
tor for the thermocline curve, and temperature at the bottom.
Using these values it is possible to retrieve a water tempera-
ture profile. Simulation results are shown in Fig. 5 for the fol-
lowing cases: 15 July 2017, 15 January 2018, 15 July 2018,
and 15 January 2019, each at 12:00 UTC.
Summer water temperature profiles are well represented
by both models, although FLake shows an overestimation in
the ML. In winter, on the other hand, LAKE 2.0 overesti-
mates the water temperature through whole water column.
Although LAKE 2.0 reproduces the short-term (daily and
weekly scales) thermal evolution of the ML very well, the
simulated heat content of the entire water column seemed to
be higher than in reality. The errors are higher in the sec-
ond year of the simulation, with the results of winter 2018–
2019 exceeding 1◦. The modelled water column tends to heat
slightly more than the actual water column (Fig. 5c–d). This
behaviour may be due to a small misrepresentation of the en-
ergy balance at the lake surface or at the bottom and requires
additional tests that could eliminate such systematic errors
and improve the results, especially in cold periods.
The other important parameter, which is essentially con-
nected with the lake’s vertical thermal structure, is the depth
of the mixed layer. To estimate it, we assumed that the ML
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Figure 3. (a) Time series (6 h moving average) of the Alqueva water temperature in mixed layer showing measured (black curve) and
modelled results from LAKE 2.0 (red curve) and FLake (blue curve). (b) Temperature differences (6 h moving average) between observations
and LAKE 2.0 (red curve) and FLake (blue curve). Dashed lines show the corresponding mean errors for LAKE 2.0 and FLake.
Table 2. Statistical results of mixed layer (ML) water temperature intercomparison. MAE – mean absolute error.
Correlation Mean error, ◦C MAE, ◦C
Time periods LAKE 2.0 FLake LAKE 2.0 FLake LAKE 2.0 FLake
May–Oct 2017 0.95 0.96 0.52 1.57 0.79 1.63
Nov 2017–Feb 2018 0.99 0.99 0.61 0.63 0.61 0.64
Mar–Oct 2018 0.99 0.99 0.48 1.50 0.69 1.51
Nov 2018–Feb 2019 0.98 0.98 0.83 0.92 0.83 0.92
All periods 0.99 0.99 0.56 1.18 0.74 1.27
ends at a point of half of the maximum temperature gradient
(but not less than 0.5 ◦C). Such a criterion was used for ob-
served data and LAKE 2.0 results. In FLake, the ML depth is
a major diagnostic variable, updated at each time step using a
sophisticated formulation, that treats both the convective and
stable regimes (see Mironov et al., 2010). The time series
of the ML depth for the 2017 and 2018 Alqueva reservoir’s
stratification periods are shown in Fig. 6.
The curves of the ML depth calculated from measurements
and LAKE 2.0 results coincide quite well. However, since
the simulated water temperature profiles are more smooth,
the LAKE 2.0 ML depth has more “downward” peaks in the
figure. Although FLake tends to underestimate the ML depth,
the general pattern of it correlates with the measurements.
3.2 Heat fluxes
Sensible and latent heat fluxes play an important role in lake–
atmosphere interaction, determining the rates of heat accu-
mulation by water bodies or evaporation from the surface
and consequently having effects on the local climate and
on the establishment of thermal circulations (see for exam-
ple Iakunin et al., 2018). The LAKE 2.0 model (and FLake)
is capable of calculating heat fluxes, and Fig. 7 shows the
daily averaged results of the simulation of these variables.
Sensible heat flux is well represented by both models
(Fig. 7a–b), which is supported by low mean errors (see Ta-
ble 3) and a high correlation coefficient. Latent heat flux,
however, is overestimated by the LAKE 2.0 and FLake mod-
els (by 53–43 Wm−2), although both models demonstrate a
high correlation (0.92) with the measurements.
In terms of latent heat fluxes the LAKE 2.0 model’s re-
sults are worse than the FLake’s when compared to the eddy-
covariance (EC) measurements. However, it should be noted
that several studies have indicated that the EC systems tend
to underestimate the heat fluxes (e.g. Twine et al., 2000).
Recent works showed comparable differences between the
FLake and the LAKE 2.0 models and EC measurements over
lakes (Stepanenko et al., 2014; Heiskanen et al., 2015) in
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Figure 4. Time series of mixed layer water temperature for July 2017 and 2018 (a and c) and January 2018 and 2019 (b and d).
Figure 5. Water temperature profiles for 15 July 2017 (a), 15 January 2018 (b), 15 July 2018 (c), and 15 January 2019 (d), each at 12:00 UTC.
which the relative differences of about 35 % were noticed.
The differences between model and EC observations can also
come from model errors due to the fact that the Alqueva
reservoir is an open lake with a continuous inflow and out-
flow of the Guadiana River. The horizontal flows, not repre-
sented in the 1D vertical models, can add or remove energy
from the water body. Also, the water level in the Alqueva
reservoir changes significantly during the year due to drought
periods and discharges through the dam. It decreased to 7 m
in 2018, which corresponds to the loss of 35 % of total vol-
ume of water. The models cannot take into an account those
changes while they could be a major source of errors in heat
flux computations.
Table 3. Sensible and latent heat flux errors and correlation coeffi-
cients.
Sensible heat Latent heat
LAKE 2.0 FLake LAKE 2.0 FLake
Mean error, Wm−2 5.51 5.36 52.93 43.46
MAE, Wm−2 8.38 6.85 53.40 44.02
Correlation coefficient 0.88 0.87 0.92 0.92
Geosci. Model Dev., 13, 3475–3488, 2020 https://doi.org/10.5194/gmd-13-3475-2020
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Figure 6. Evolution of mixed layer (ML) depth during stratification
periods (with 6 h moving average).
3.3 Dissolved carbon dioxide
The diffusion of CO2 from the atmosphere to water and
its further dissociation are of major importance to photo-
synthetic organisms which depend on the availability of in-
organic carbon (Wetzel, 1983). Dissolved inorganic carbon
constituents also influence water quality properties such as
acidity, hardness, and related characteristics.
The solubility of CO2 in water depends on several fac-
tors such as pH, water temperature, etc. Observations indi-
cate that pH may vary from 8.8 at the surface level to 7.4
at the bottom, while in the model it is a constant parameter
value which was set to a value of 8.48, which corresponded
to the mean pH value during the simulation period. Figure 8
reveals the dynamics of CO2 concentrations in water in the
first months of the ALOP field campaign in comparison with
LAKE 2.0 simulated results.
In general, the LAKE 2.0 values are smoother than the ob-
servations as the model does not react to the changes in CO2
as fast, but the mean values are well represented. On 20–
26 May and at the beginning of June (subplots in Fig. 8a),
daily cycles are represented quite well. In the second week of
May, the CO2 probe accidentally dismounted from the plat-
form and floated in the water, attached to the connecting cord,
until the next fieldwork trip (17 May). On 12 June the probe
failed, and it was dismounted and removed from the Mon-
tante platform. Later, on 18 October, the probe was mounted
on the platform again and it was working in a test mode for
three weeks (Fig. 8b). In this period, LAKE 2.0 simulated
values of CO2 do not show much daily variation and have
an increasing trend due to autumn water cooling. Small daily
biases in simulated values coincide with peaks in measured
data.
Thus, we can conclude that in long time simulations the
LAKE 2.0 model represents CO2 trends quite well. The
model failed to reproduce the diurnal cycle of the surface
carbon dioxide concentration, which calls for inquiry of
parameterizations of photosynthesis and respiration in the
model. However, the diurnal means are well captured which
is enough with respect to using the model in climate applica-
tions.
3.4 Dissolved oxygen
Dissolved oxygen (DO) is essential to all aerobic organisms
living in lakes or reservoirs. To understand the distribution,
behaviour, and growth of these organisms, it is necessary to
know the solubility and dynamics of oxygen distribution in
water. The rates of supply of DO from the atmosphere and
from photosynthetic inputs and the hydromechanical distri-
bution of oxygen are counterbalanced by the consumptive
metabolism. The rate of oxygen utilization in relation to syn-
thesis permits an approximate evaluation of the metabolism
of the lake as a whole (Wetzel, 1983).
The concentration of DO in the Alqueva reservoir was
measured continuously on the Montante platform from
3 July 2018. A comparison of measured and model values
is shown in Fig. 9. The model represents DO concentra-
tion in a realistic way during the first 2 months, until the
middle of September, when a microalgal bloom occurred.
It caused an intensive production of O2 in the water that
cannot be represented by the LAKE 2.0, which does not
have an explicit representation of algae, and the bloom does
not affect atmospheric forcing. Then, until the end of Oc-
tober, the model showed good results, but in November the
observations demonstrated a decrease in oxygen concentra-
tion, which was not followed by the model; in fact, the
model predicted an increase until the beginning of Febru-
ary. In November, following turnover, water temperature de-
creases and does not change significantly with depth; under
these conditions the concentration of oxygen-producing or-
ganisms decreases, and so does the DO, which falls from
8–9 to 6 mgL−1. The model does not reflect this decrease
in photosynthesis but largely increases the DO concentration
following the decrease in water temperature (oxygen is more
soluble in colder water). When, in the middle of February, the
temperature returns to a stratified regime, DO concentrations
in the model and measurements coincide again.
The photosynthesis rate can be linked to chlorophyll a
measurements (Table 4) which were done during the field-
work at the Alqueva reservoir. In July 2018, when DO
measurements began, the concentration of chlorophyll a
ranged from 1.754 to 2.98 mgm−3 in water ML (0–3 m).
Furthermore, when the autumn bloom occurred in Septem-
ber, the chlorophyll concentration significantly increased and
reached 14.036 mgL−1 at the surface and came back to val-
ues of 2.309 mgm−3 in November. The ALOP field cam-
paign ended in December 2018, but the work on stations and
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Figure 7. Daily averaged sensible (a) and latent (c) heat fluxes with corresponding errors (b and d). Black curve represents the measured
values, the red curve shows LAKE 2.0 results, and the blue curve shows FLAKE results.
Table 4. Chlorophyll a measurements at the Alqueva reservoir.
Chlorophyll a concentration, mgm−3
Depth 2017 Jul Sep Nov 2018 Jan Apr Jun Jul Sep Nov 2019 Jan Feb
Surface 1.11 7.60 1.03 2.55 12.189 5.796 2.678 14.036 2.309 No pigments 1.2
1 m 0.00 6.33 0.78 2.33 12.695 4.344 1.754 6.279 1.385 – –
2 m 1.11 6.65 1.03 2.44 11.573 3.989 2.124 7.849 1.847 – –
3 m 2.77 6.65 0.96 1.99 9.973 3.022 2.980 9.603 1.385 – –
Figure 8. Time series of dissolved CO2 in water at 25 cm depth.
the Montante platform maintenance continued, so, in Jan-
uary and February 2019, samples from water surface layer
were taken. The sample from 15 January showed no traces
of chlorophyll a in water, which is related to very low DO
concentrations in this period (Fig. 9). The measurements
of chlorophyll a in the water sample taken on 2 February
showed the value of 1.3 mgm−3. It corresponds to the rela-
tive increase in oxygen producers in water and, hence, DO
concentration.
An analysis of DO profiles (Fig. 10) shows similar results.
The distribution of oxygen with depth is well represented by
the model for the July and September profiles, while in De-
cember and February, with no stratification in temperature
and oxygen, the LAKE 2.0 model overestimates DO up to
2.5 mg L−1. March profiles (1 and 29) show good similari-
ties in the measured and simulated values.
4 Conclusions
Numerical studies of the seasonal variations in the thermal
and gas regimes in the Alqueva reservoir using the LAKE 2.0
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Figure 9. Time series of dissolved O2 in water at 25 cm depth for the period 3 July 2018–29 March 2019 at the Alqueva reservoir.
Figure 10. Profiles of dissolved O2 in water measured during the field campaign (black) and model values (red).
and the FLake models are presented in this work. Simulated
profiles and time series of water temperature, sensible and la-
tent heat fluxes, and concentrations of dissolved CO2 and O2
were compared with observed data. The seasonal variations
in the ML water temperature are well represented by both
models. Mean absolute errors are 0.74 and 1.27 ◦C for LAKE
2.0 and FLake models, respectively, and the correlation co-
efficients for the relationship between simulated and mea-
sured temperatures are 0.99 for both. The LAKE 2.0 model
overestimates ML water temperature only by 0.5 ◦C during
the warm periods (March–October), while FLake shows an
overestimation of about 1.5◦. In the cold periods (November–
February) both models show the same level of overestimation
of ML temperatures (about 0.6–0.9 ◦C).
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The model errors of the seasonal variations in sensible
and latent heat fluxes are the following. Sensible heat mean
absolute errors (MAEs) are 7.71 Wm−2 (LAKE 2.0) and
6.75 Wm−2 (FLake). Latent heat flux results of both models
in terms of MAE are worse, namely 53.99 Wm−2 (LAKE
2.0) and 45.6 Wm−2 (FLake). Such errors occur mainly in
periods when the wind increases suddenly. Strong single high
hourly wind input data cause high latent heat simulated val-
ues, which are not always confirmed by the observations.
LAKE 2.0 simulated dissolved carbon CO2 time series
demonstrated a good correspondence with the observations
in mean values; however, the model significantly underesti-
mated the magnitude of the diurnal cycle. In the 18th month
of the experiment (October 2018, when the probe was re-
turned to the platform), the simulated CO2 values did not
show large residuals despite the fact that the pH value re-
mained constant during the whole simulation.
Dissolved oxygen, reproduced by the model, reveals the
need to include a more complete description of the processes
that regulate photosynthesis and respiration in the LAKE 2.0
model before operational use. Although measured oxygen
concentrations are well simulated over short time intervals,
the annual Alqueva reservoir oxygen cycle cannot be repro-
duced because the model does not respond to changes in the
algal concentration. The winter overestimation is probably
due to relatively low water temperatures. Nevertheless, the
high versatility and flexibility of the LAKE 2.0 model gives
good opportunities for improving the model performance,
with the aim of adequate modelling of seasonal variations
in the gas regime of the lake.
Performed simulations showed that the LAKE 2.0 model
accurately simulates the lake’s thermal regime and the heat
and gas fluxes from the ML. In terms of water temperature
profile, LAKE 2.0 demonstrated a better performance than
the FLake model. The results are encouraging regarding the
ability of the LAKE 2.0 model to represent the evolution of
physicochemical profiles of lakes, and it may be used opera-
tionally in the future, coupled with weather prediction mod-
els, to forecast variables that are useful in the management of
water quality and aquatic ecosystems. Similarly, the results
indicate that the LAKE 2.0 model could be used in climate
modelling to estimate the impacts of the climate change in
the thermal and gas regimes of the lake.
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