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In insurance and reinsurance, heavy-tail analysis is used to model insurance claim sizes and
frequencies in order to quantify the risk to the insurance company and to set appropriate pre-
mium rates. One of the reasons for this application comes from the fact that excess claims covered
by reinsurance companies are very large, and so a natural field for heavy-tail analysis.
In finance, the multivariate returns process often exhibits heavy-tail marginal distributions with
little or no correlation between the components of the random vector (even though it is a highly
correlated process when taking the square or the absolute values of the returns). The fact that
vectors which are considered independent by conventional standards may still exhibit dependence
of large realizations leads to the use of techniques from classical extreme-value theory, that contains
heavy-tail analysis, in estimating an extreme quantile of the profit-and-loss density called value-at-
risk (VaR).
The need of the industry to understand the dependence between random vectors for very large
values, as exemplified above, makes the concept of multivariate regular variation a current topic of
great interest. This thesis discusses multivariate regular variation, showing that, by having multiple
equivalent characterizations and and by being quite easy to handle, it is an excellent tool to address
the real-world issues raised previously.
The thesis is structured as follows. At first, some mathematical background is covered: the no-
tions of regular variation of a tail distribution in one dimension is introduced, as well as different
concepts of convergence of probability measures, namely vague convergence and M˚-convergence.
The preference in using the latter over the former is briefly discussed.
The thesis then proceeds to the main definition of this work, that of multivariate regular variation,
which involves a limit measure and a scaling function. It is shown that multivariate regular variation
can be expressed in polar coordinates, by replacing the limit measure with a product of a one-
dimensional measure with a tail index and a spectral measure.
Looking for a second source of regular variation leads to the concept of hidden regular variation, to
which a new hidden limit measure is associated.
Estimation of the tail index, the spectral measure and the support of the limit measure are next
considered. Some examples of risk vectors are next analyzed, such as risk vectors with independent
components and risk vectors with repeated components.
The support estimator presented earlier is then computed in some examples with simulated data
to display its efficiency. However, when the estimator is computed with real-life data (the value of
stocks for different companies), it does not seem to suit the sample in an adequate way.
The conclusion is drawn that, although the mathematical background for the theory is quite solid,
more research needs to be done when applying it to real-life data, namely having a reliable way to
check whether the data stems from a multivariate regular distribution, as well as identifying the
support of the limit measure.
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List of abbreviations and symbols
RVα Set of functions in R that have regular variation with parameter α.
F Tail function of a random variable X, such that F pxq “ PrX ą xs,
for appropriate x.
F
´1 Generalized inverse distribution function of a random variable X.
We have F´1pyq “ inf
x
tF pxq ě yu.
f „ g Approximation notation meaning that lim
xÑ8 fpxq{gpxq “ 1.
1A Indicator function of a set A. We have that 1Apxq “ 1 if x P A and
1Apxq “ 0 if x R A.
1r¨s Indicator function for events in a probability space. If A is an event,
then 1rAs “ 1 if A is true and 1rAs “ 0 if A is not true.
X Random indicator measure of a random variable X. We have that
XpAq “ 1 if X P A and XpAq “ 0 if X R A.
dp¨q Distance function.
f Ñ a Notation meaning that the limit of a function f equals value a as
nÑ 8 or tÑ 8.
µn ñ µ Weak convergence of the sequence of measures tµnu to a measure µ.
µn
νÝÑ µ Vague convergence of the sequence of measures tµnu to a measure µ.
µn Ý˚Ñ µ M˚-convergence of the sequence of measures tµnu to a measure µ.
@ Notation meaning "for all".
D Notation meaning "there is" or "exists".
BA Boundary of a set A with respect to some topology.
A Closure of a set A with respect to some topology.
Ac Complement of a set A (with respect to some space).
iff Abbreviation of "if and only if".
wrt Abbreviation of "with respect to".
2
1 Introduction
The study of regular variation in multiple dimensions is the main focus of
this thesis. This concept can be considered integrated in heavy-tail analysis,
which in turn is a branch of extreme-value theory.
Suppose that an insurance company handles multiple types of insurance,
with several insured clients, for instance, having car, home and some umbrella
insurance. If it happens that an extreme event, such as the passing of a
hurricane or the spread of large wildfires, strikes the residence area of those
clients, then it is very likely that there will be a great quantity of insurance
claims pertaining to different lines of business being filed. How can the
insurance company hedge against that risk? Is there a way to know what are
the chances that such a situation would occur?
The theory of multivariate regular variation attempts to answer these and
many other questions. The core idea is that the probability that a random
vector could be very large, which translates the likelihood of an extreme
event taking place, will, for an appropriate scaling function, tend to a certain
measure called the limit measure. Knowing this limit measure would allow
us to ascertain how likely it is for the value of the random vector to go above
a certain threshold, as well as to determine how does that likelihood evolve
for different thresholds.
As it is shown throughout this text, multivariate regular variation is not
a simple extension of uni-dimensional regular variation, and it requires some
additional mathematical background, namely that which relates to different
kinds of convergence of probability measures. Certain tools from Topology,
Probability Theory and Measure Theory are used, but these can generally
be found in most textbooks of those fields.
2 Mathematical background
We will need some background information on convergence of measures and
regular variation of distributions. Regular variation is the central concept of
this thesis, and in particular in the multivariate case, which will be defined
in the next chapter. We begin this chapter by presenting it in one dimension.
Definition 2.1. (Univariate Regular Variation) Let U : R` Ñ R` be a
function and α P R. We say that U has regular variation with parameter α,
or U P RVα, if, for all x ą 0,
lim
tÑ8
Uptxq
Uptq “ x
α.
3
Example 2.1. If X is a random variable that follows a Pareto distribution
with parameters 1 and α (scale and shape, respectively), then the tail function
F pxq “ PrX ą xs “ x´α has regular variation with parameter ´α.
In order to discuss the different notions of convergence of measures, it is
necessary first to introduce the concept of Radon measure.
Definition 2.2. Let µ be a measure over a locally compact, Hausdorff space
Y . Then µ is
1. Locally finite iff for all K Ă Y, K compact : µpKq ă 8
2. Inner regular iff for all V Ă Y, V open, measurable :
µpV q “ sup
Kcompact
KĂY
tµpKqu
3. Outer regular iff for all A Ă Y : µpAq “ inftµpV q|A Ă V, V openu
4. Radon measure iff it is locally finite, inner regular and outer regular
We denote by MpY q the space of locally finite measures on Y . For a
locally compact, Hausdorff space Y , M`pY q denotes the space of positive
Radon measures on Y . We say that a measure is positive if it is a function
from measurable sets of a measurable space to the non-negative real numbers.
Example 2.2. Consider the Dirac measure δx on a topological space X for
a given x P X. For any measurable set A Ă X, we have
δxpAq “ 1Apxq “
"
1, x P A
0, x R A .
The Dirac measure on any topological space is a Radon measure.
2.1 Convergence of measures
Here we define the convergence of measures. In particular, we want to clarify
the meaning of the convergence of a sequence of probability measures µn on
a locally compact Hausdorff space Y .
Given a measure µ on a topological space X and a function f : X Ñ X,
we denote by µf the L1 norm of f with respect to µ, that is,
µf “
ż
fdµ “
ż
X
fpxqdµpxq
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Definition 2.3. (Weak Convergence) Let tµnu be a sequence of positive
probability measures on a locally compact Hausdorff space Y . We say that
the sequence tµnu converges weakly to a measure µ on Y , denoted by µn wÝÑ µ
or µn ñ µ, if and only if µnf Ñ µf , for every bounded continuous function
f : Y Ñ Y .
Remark 2.1. Note that the definition of weak convergence depends on the
notion of continuity and, therefore, on the topology chosen for the space Y .
It is possible for the set of continuous functions to change in such a way that
a sequence of measures converges weakly to some measure in one topology but
not on another. Examples 2.3 and 2.4 demonstrate that possibility.
Like many notions of convergence of measures, the concept of weak con-
vergence relies on having convergence of the form
µnf Ñ µf
for some set of test functions f . The idea is that the average value of each
of these test functions with respect to the sequence of measures tµnu should
converge. The following proposition presents an alternative characterization
of weak convergence that relies on test sets, rather than test functions.
Proposition 2.1. Let tµnu be a sequence of positive probability measures on
a locally compact Hausdorff space Y . Then, if µ is a probability measure on
Y , we have that
µn ñ µ iff lim
nÑ8µnpBq “ µpBq,
for all sets B Ă Y such that µpBBq “ 0.
Proof. See ([2], Section 2, p. 16).
We now check some examples of sequences of measures exhibiting weak
convergence in R.
Example 2.3. Taking Y “ R, with the usual topology, let µn be δ 1
n
, the
Dirac measure at 1{n. Then µn ñ µ, where µ is the Dirac measure at 0.
Example 2.4. As in Example 2.3, we consider Y “ R and µn as the Dirac
measure at 1{n, δ 1
n
. However, we now equip R with the trivial topology
tH,Ru. The function f : RÑ R, defined by
fpxq “
" ´x2 ´ 2x, x ď 0
x2 ` 1, x ą 0 ,
for x P R, is continuous on this topology. We have µnf Ñ 1 ‰ 0 “ δ0f , and
so, in this topology, tδ 1
n
u does not converge weakly to δ0.
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Another concept of convergence of measures, and the one which is nor-
mally used when working with the notion of regular variation, is that of
vague convergence. The idea behind it is nearly identical to the one in weak
convergence. The difference is that the set of test functions is now smaller.
Definition 2.4. (Vague Convergence) Let tµnu be a sequence of locally
finite, positive probability measures on a locally compact, Hausdorff space Y .
We say that the sequence tµnu converges vaguely to a measure µ on MpY q,
denoted by µn
νÝÑ µ, if and only if µnf Ñ µf , for all positive continuous
functions f : Y Ñ Y with compact support.
Remark 2.2. Since all compact sets are bounded, we have that any continu-
ous function with compact support is also bounded, and so weak convergence
implies vague convergence.
A third way of handling convergence of measures is the M˚-convergence.
For that we will need a few definitions and some notation. Two sets A and
B are said to be bounded away from each other if A X B “ H, where S
denotes the closure of the set S with respect to some topology. Unless stated
otherwise, we will consider the usual topology for the spaces Rd, d ě 1, and
its subspaces. A set C Ă Rd is called a cone if x P C implies tx P C for all
t ą 0. Note that this definition allows for cones which do not include the
origin. The complement of a closed cone in C (a closed subset of C that is
also a cone) is an open cone in C (it is an open subset of C that is a cone).
Definition 2.5. (M˚-Convergence) Let C and F be two cones in r0,8qd
such that t0u Ă F Ă C. Let C be the Borel σ-algebra of C and the σ-algebra
of O “ CzF be O “ tB Ă O : B P Cu. Denote by M˚pC,Oq the class of Borel
measures on O that assign finite measure to all sets in O that are bounded
away from F.
Let tµnu be a sequence of measures in M˚pC,Oq and µ a measure also
in M˚pC,Oq. We say that the sequence tµnu M˚-converges to a measure µ,
denoted by µn Ý˚Ñ µ, if and only if µnpBq Ñ µpBq, for all B P O such that
µpBBq “ 0 and B is bounded away from F.
Example 2.5. Let d “ 2, C “ r0,8q2 and F “ t0u. Here M˚pC,Oq is the
class of finite Borel measures on p0,8q2. Consider the sequence of measures
tαnu, where, for each natural number n,
αnpAq “
"
1, Dpx1, x2q P A : x1 ` x2 ď n or A “ H
0, otherwise .
For any set A in C, we have αnpAq Ñ 1, and so αn Ý˚Ñ 1, where 1 is the
constant measure that gives value 1 to every set in C.
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We also define CF as the set of all bounded, continuous real-valued func-
tions f on C for which there is a number r ą 0 such that fpxq “ 0 for all
x P C satisfying dpx,Fq ă r, for some distance function d.
Similarly to other notions of convergence of measures, we also have the
analogous Portmanteau Theorem for the M˚-convergence.
Theorem 2.1. (Portmanteau Theorem) Let tµnu be a sequence of mea-
sures in M˚pC,Oq and µ a measure in M˚pC,Oq, as in Definition 2.5. The
following are equivalent:
1. µn Ý˚Ñ µ in M˚pC,Oq.
2. µnf Ñ µf , for every f P CF.
3. lim inf
nÑ8 µnpGq ě µpGq and lim supnÑ8 µnpAq ď µpAq, for all closed sets
A P O and open sets G P O such that GX F “ H.
Proof. See ([11], Section 3, pp. 15-17).
The following lemma is a consequence of the Portmanteau Theorem. The
lemma states that, for a sequence of measures tµnu and possible limit measure
µ, it is sufficient to check condition µnpBq Ñ µpBq for only a certain type of
sets B, in order to determine whether µn Ý˚Ñ µ.
Lemma 2.1. Let tµnu be a sequence of measures in M˚pC,Oq and µ a
measure in M˚pC,Oq, as in Definition 2.5. Define f : O Ñ R by fpxq “
µpr0,xscq. Let x P O be a continuity point of µpr0, ¨scq. Then
µn Ý˚Ñ µ iff µnpr0,xscq Ñ µpr0,xscq.
Proof. See ([14], Section 6, p. 174).
2.2 The problem with vague convergence
The usual way to define Multivariate Regular Variation uses vague conver-
gence. We will be working with a definition that uses the M˚-convergence of
measures. The reason for this switch is to avoid the issues created by vague
convergence. These issues are discussed next.
In the traditional definition, vague convergence is considered for Radon
measures on r0,8sdzt0u, that is, the set r0,8qd is compactified and the origin
is removed, so that sets bounded away from t0u are relatively compact. This
is adequate because Radon measures put finite measure on relatively compact
sets as in Definition 2.2 (to see that this is true, recall that a relatively
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compact set is a set whose closure is compact and all compact subsets of a
Hausdorff space are relatively compact). However, note that, if we consider
hidden regular variation, it may be necessary to remove more than just a
point, so that the cone F in Definition 2.5 is larger a set than just the origin.
One of the problems caused by vague convergence is that polar coordi-
nates, which prove to be quite useful in this context, are defined on r0,8qdzt0u,
and so, if we use the space r0,8sdzt0u, we need to show the equivalence be-
tween the two notions of multivariate regular variation (polar on the former
and Cartesian on the later), which is generally not as straightforward as it
might seem.
Another problem has to do with geometric properties. For instance, in
two dimensions (d “ 2), if we consider two parallel but separate lines on
p0,8q2 with the same positive and finite slope, these lines both converge
to the point p8,8q. Thus, the two lines are not bounded away from each
other, which may cause complications as some sets whose boundaries are
two parallel lines are therefore not relatively compact. M˚-convergence is
a solid alternative to vague convergence that is able to avoid the idea of
compactification and the issues generated by the procedure.
3 Multivariate regular variation
We consider non-negative random vectors X “ pX1, X2, . . . , Xdq called risk
vectors. We say that the distribution ofX has multivariate regular variation
if there exists an increasing function b : R` Ñ R` such that
lim
tÑ8 bptq “ 8
and a non-negative Radon measure µ on Rd` such that
tP
„
X
bptq P ¨

,
νÝÑ µp¨q (3.1)
where νÝÑ denotes vague convergence inM`pEq. We may extend this standard
definition to M˚-convergence as follows.
Definition 3.1. (Multivariate Regular Variation) Let C and F be closed
cones containing the origin such that F Ă C Ă r0,8qd. The distribution of
a random vector X has regular variation on O “ CzF if there exists an
increasing function b : R Ñ R with regular variation such that lim
tÑ8 bptq “ 8
and a positive measure µ on M˚pC,Oq such that
tP
„
X
bptq P ¨

Ý˚Ñ µp¨q
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in M˚pC,Oq. When the cone C is clear from the context, we may simply
write M˚pOq instead of M˚pC,Oq.
We now present an example of multivariate regular variation in two di-
mensions, that is, in the case d “ 2.
Example 3.1. Let X “ pX1, X2q be a two-dimensional random vector such
that both components X1 and X2 are independent and identically distributed
unit Pareto random variables, that is, X1 and X2 follow a Pareto distribution
with both parameters equal to 1. This means that they have a common tail
function F defined, for x ą 0, by
F pxq “ PrX1 ą xs “ PrX2 ą xs “ 1
x
.
Let C “ r0,8q2 and F “ t0u, and so O “ r0,8q2zt0u. We want to check
that X has regular variation on O with b : R Ñ R given by bptq “ t. By
Lemma 2.1, it is enough to verify the limit of tP
„
X
bptq P r0,xs
c

, as tÑ 8,
for x P O.
Let x “ px1, x2q P O. It is only relevant to consider the case where
x1ˆx2 ‰ 0 since, by Lemma 2.1, it is enough to look at the continuity points
of µpr0, ¨scq. Then, because X1 and X2 are independent, we have
tP
„
X
bptq P r0,xs
c

“ tP
„
X1
bptq ą x
1 _ X
2
bptq ą x
2

“ tP
„
X1
bptq ą x
1

` tP
„
X2
bptq ą x
2

´ tP
„
X1
bptq ą x
1

P
„
X2
bptq ą x
2

“ tF pbptqx1q ` tF pbptqx2q ´ tF pbptqx1qF pbptqx2q
“ t 1
bptqx1 ` t
1
bptqx2 ´ t
1
bptqx1
1
bptqx2
“ 1
x1
` 1
x2
´ 1
tx1x2
.
We then compute the limit
lim
tÑ8 tP
„
X
bptq P r0,xs
c

“ 1
x1
` 1
x2
,
and we thus conclude that the random vector X has multivariate regular
variation on O “ r0,8q2zt0u with scaling function bptq “ t and limit measure
µ given by µpr0,xscq “ 1
x1
` 1
x2
, for x “ px1, x2q P O such that x1 ˆ x2 ‰ 0.
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Before delving into alternative characterizations of multivariate regular
variation, we check that the previous notion of univariate regular variation
given by 2.1 is equivalent to the statement of Definition 3.1 for one dimension.
Proposition 3.1. Let X be a random variable with tail function F pxq “
PrX ą xs for x P R. Then the distribution of X has regular variation as in
Definition 3.1 if and only if F has regular variation as in Definition 2.1.
Proof. Suppose F P RVα for some α P R. Take C “ r0,8q and F “ t0u, such
that O “ p0,8q. Let µ be the Pareto measure given by µppx,8qq “ x´α, for
x ą 0. Define the function b such that, for positive t,
bptq “ F´1p1{tq.
Then, b satisfies the requisites from Definition 3.1 and
F pbptqq „ 1
t
. (3.2)
We want to prove that
tP
„
X
bptq P ¨

Ý˚Ñ µp¨q,
which, by Lemma 2.1, is equivalent to
tP
„
X
bptq ą x

Ñ µpr0, xscq, as tÑ 8,
which is the same as
tF pbptqxq Ñ x´α, as tÑ 8.
Using (3.2), we have
tF pbptqxq “ tF pbptqqF pbptqxq
F pbptqq Ñ 1ˆ x
´α “ x´α, as tÑ 8.
Suppose now that the distribution of X has regular variation as in Defi-
nition 3.1. We want to prove that the tail function F satisfies
F ptxq
F ptq Ñ x
´α, as tÑ 8.
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The function b has regular variation and so there is a real number α such
that b P RV 1
α
. Using this fact and the dominated convergence theorem, we
have
lim
tÑ8
F ptxq
F ptq “ limtÑ8
F pbptqxq
F pbptqq
“ lim
tÑ8
tP
”
X
bptq ą x
ı
tP
”
X
bptq ą 1
ı
“ lim
tÑ8
tP
”
X
bptq
bptxαq
bptxαq ą x
ı
tP
”
X
bptq ą 1
ı
“ lim
tÑ8
txαx´αP
”
X
bptxαqx ą x
ı
tP
”
X
bptq ą 1
ı
“ lim
tÑ8
txαP
”
X
bptxαq ą 1
ı
tP
”
X
bptq ą 1
ı x´α
“ 1ˆ x´α
“ x´α.
Regular variation can also be defined in terms of a sequence bn instead
of a function b. The next theorem gives us the equivalence between these
notions.
Theorem 3.1. Let X be a non-negative random vector in Rd, that is, all
the vector components X1, . . ., Xd are non-negative. Then the following
statements are equivalent:
1. X has multivariate regular variation according to Definition 3.1.
2. There exists a sequence bn such that lim
nÑ8 bn “ 8 and a positive measure
µ in M˚pC,Oq such that
nP
„
X
bn
P ¨

Ý˚Ñ µp¨q.
3. There exists a positive measure µ in M˚pC,Oq such that
lim
tÑ8
1´ F ptxq
1´ F pt1q “ limtÑ8
PrX{t P r0,xscs
PrX{t P r0,1scs “ µpr0,xs
csq
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for all x ‰ 0 which are continuity points of the function µpr0, ¨scq.
Proof. The direction (1 ñ 2) is quite easy. We just need to replace bptq with
bn in Definition 3.1.
The direction (2 ñ 3) is found in ([14], Section 6, pp. 175-176).
For the direction (3 ñ 1), we note that the univariate function t ÞÑ F pt1q
is regularly varying, that is, there is some α ą 0 such that F pt1q P RV´α.
Define the function b as
bptq “ F´1p1
t
1q,
for positive t. Then, b satisfies the requisites from Definition 3.1 and
F pbptq1q „ 1
t
. (3.3)
Thus, we have
tP
„
X
bptq P r0,xs
c

“ F pbptqxq
1{t „
F pbptqxq
F pbptq1q „
F ptxq
F pt1q „ µpr0,xs
csq.
Then, by Lemma 2.1, we conclude that the distribution of X has regular
variation as in Definition 3.1.
The limit measure in Definition 3.1 satisfies an important scaling property.
Proposition 3.2. (Scaling Property) Let X be a non-negative random
vector in Rd with regularly varying distribution according to Definition 3.1.
Then, there is a number α such that b P RV 1
α
and µ satisfies, for θ ą 0,
µpθBq “ θ´αµpBq,
for all sets B P O such that µpBBq “ 0 and B X F “ H..
Proof. Let θ ą 0 be fixed. From Definition 3.1 we have
lim
tÑ8 tP
„
X
bptq P B

“ µpBq
for all B P O such that µpBBq “ 0 and B is bounded away from F.
Definition 3.1 also states that b is a regularly varying function for some
ρ P R, b P RVλ. We can take α “ 1{λ so that b P RV 1
α
, which means that,
for x ą 0,
lim
tÑ8
bpxtq
bptq “ x
1
α .
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Morevoer, we note that
lim
tÑ8 tP
„
X
bptq P θB

“ µpθBq,
which is well-defined because O is a cone and µpBpθBqq “ 0, if µpBBq “ 0.
Then, for θ ą 0, we have
µpθBq “ lim
tÑ8 tP
„
X
bptq P θB

“ 1
θα
lim
tÑ8pθ
αtqqP
„
X
bpθαtq
bpθαtq
bptq P θB

“
1“ 1
θα
lim
pθαtqÑ8
pθαtqqP
„
X
bpθαtq P B

“ 1
θα
µpBq “ θ´αµpBq,
where in 1“ we use the fact that b P RV 1
α
(setting x “ θα) and the dominated
convergence theorem. This ends the proof.
3.1 Polar coordinates and the spectral measure
We can make use of the polar coordinates transformation
x ÞÑ
ˆ
||x||, x||x||
˙
to decompose the limit measure µ in Definition 3.1 into a product measure.
For vague convergence, assuming b P RV 1
α
, we have by the scaling property
tP
„ˆ ||X||
bptq ,
X
||X||
˙
P ¨

νÝÑ ανpαq ˆ S˚p¨q,
where νpαq is the Pareto measure given by νpαqppx,8qq “ x´α, for x ą 0, and
S˚ is a finite measure on the unit sphere
Bℵ0 “ ty P E : dpy,0q “ 1u.
We can then define a probability measure
Sp¨q “ S
˚p¨q
S˚pBℵ0q ,
which is called the spectral or angular measure.
For M˚ convergence, we consider the cones C, F and O as in Definition
2.5, as well as the sets ℵO “ tx P O : dpx,Fq ě 1u and BℵO “ tx P O :
dpx,Fq “ 1u. Definition 3.1 implies µpℵOq is positive and finite and, by the
scaling property, the function b can be chosen such that µpℵOq “ 1.
13
Example 3.2. Let C “ r0,8q2 and F “ t0u. Let the distance function be
the L2-norm dpx,Fq “ ||x||2 “
apx1q2 ` px2q2, for x “ px1, x2q P C. Then
BℵO “ tx : ||x|| “ 1u, which is the unit simplex for the L2-norm.
Before we consider the decomposition of the limit measure µ in a one-
dimensional Pareto measure and a probability measure defined on BℵO, let
us introduce a definition and some notation.
Given a set A Ă r0,8qd, we define pAq1 “ tx1 : x P Au, that is, pAq1 is
the projection of set A onto the first coordinate axis. For our limit measure
µ and a continuous bijection h : O ÞÑ p0,8q ˆ BℵO, we define the set
Ah “ tA Ă p0,8qˆBℵO measurable wrt O : µph´1pBAqq “ 0, pAq1Xt0u “ Hu.
Definition 3.2. A continuous bijection h : O ÞÑ p0,8q ˆ BℵO is called a
*-bijection if
1. For every set A P Ah, h´1pAq is bounded away from F and
2. For every measurable set B Ă O such that B is bounded away from F
we have phpBqq1 X t0u “ H.
Remark 3.1. The projection onto the first coordinate axis present in Defini-
tion 3.2 follows from the need to transform the limit measure into the product
of two components, one of them being a one-dimensional Pareto measure. It
is not necessary to consider the first axis for this one-dimensional component.
It is done here due to convention and clarity of writing.
The following topological fact will prove useful. It relates the boundary
of the inverse image of a set by a continuous bijection with the inverse image
of its boundary by the same function.
Lemma 3.1. Let f : X ÞÑ Y be a continuous bijective function between
topological spaces X and Y . Then, for all S Ă Y ,
Bpf´1pSqq Ă f´1pBSq.
Proof. Recall that, given a set A Ă Y and a point x P Y , we have
x P BA iff B X A ‰ H and B X Y zA ‰ H,
for all neighborhoods B of x, that is, for all open sets B containing x.
Let x P Bpf´1pSqq. We want to prove that x P f´1pBSq, which, since f is
a bijection, is equivalent to fpxq P BS.
Note that, because f is a continuous bijection, if A is a neighborhood of
x, then the set fpAq “ tfpaq : a P Au is a neighborhood of fpxq. Similarly,
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if B is a neighborhood of fpxq, then the set f´1pBq “ tf´1pbq : b P Bu is a
neighborhood of x.
Let B be a neighborhood of fpxq. Then f´1pBq is a neighborhood of x
and so, because x P Bpf´1pSqq, there are z1, z2 P f´1pBq such that
1. z1 P f´1pSq and
2. z2 R f´1pSq.
Then fpz1q P B and fpz1q P S, which means that B X S ‰ H. Like-
wise, fpz2q P B but fpz2q R S, and so B X Y zS ‰ H. In other words, we
have proven that any neighborhood of fpxq intersects both the set S and its
complement Y zS, which means fpxq P BS.
We can now start moving towards regular variation in polar coordinates.
Recall that O “ tB Ă O : B P Cu, where C is the Borel σ-algebra of C.
Lemma 3.2. For a *-bijection h we have
h´1pAhq “ tB P O : µpBBq “ 0, B X F “ Hu,
where h´1pAhq “ th´1pAq : A P Ahu.
Proof. (Ă)
Let B P h´1pAhq. Then there is A P Ah such that B “ h´1pAq. By
definition of h, we have B Ă O and, because A is measurable, B P C. So
B P O. Due to the continuity of h, we will use Lemma 3.1 to get
Bph´1pAqq Ă h´1pBAq.
Because A P Ah, we have
µpBBq “ µpBph´1pAqqq ď µph´1pBAqq “ 0,
and so µpBBq “ 0. Since h is a *-bijection, we have h´1pAq X F “ H.
(Ą)
Let B P O and µpBBq “ 0. Then A “ hpBq Ă p0,8q ˆ BℵO. Since B is
measurable, it follows that A is also measurable.
We will again use Lemma 3.1 due to the continuity of h´1, obtaining
BhpBq Ă hpBBq, and thus
µph´1pBhpBqqq ď µph´1phpBBqqq if and only if µph´1pBAqq ď µpBBq,
which yields µpBBq “ 0. Thus we have µph´1pBAqq “ 0 and, from the fact
that h is a *-bijection we get phpBqq1 X t0u “ H.
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The previous lemma will be used to characterize multivariate regular
variation in polar coordinates, but, in order to apply it, we must first show
that the the polar transformation is indeed a *-bijection.
Lemma 3.3. The function
h : x ÞÑ
ˆ
dpx,Fq, x
dpx,Fq
˙
,
defined in O, is a *-bijection.
Proof. We first prove that h is a continuous bijection from O to p0,8qˆBℵO.
By definition of distance, x ÞÑ dpx,Fq is a continuous function and so
is h. The definition also gives us dpx,Fq P r0,8q and, since F is closed, we
have, for all x P O “ CzF, dpx,Fq ą 0. Thus, dpx,Fq P p0,8q.
On the other hand,
d
ˆ
x
dpx,Fq ,F
˙
“ dpx,Fq
dpx,Fqd
ˆ
x
dpx,Fq ,F
˙
“ 1
dpx,Fqd px, dpx,FqFq “ 1,
where dpx,FqF “ F, since F is a cone. This means that x
dpx,Fq P BℵO.
To prove that h is a bijection, we begin by noting that, for x1,x2 P O,
hpx1q “ hpx2q ðñ
ˆ
dpx1,Fq, x1
dpx1,Fq
˙
“
ˆ
dpx2,Fq, x2
dpx2,Fq
˙
ðñ x1 “ x2,
which proves that h is injective.
For surjectivity, given y P p0,8qˆBℵO, we can consider y “ py1, yq, with
y1 P p0,8q and y P BℵO. The corresponding x is given by the product y1 ˚ y.
In fact,
dpx,Fq “ dpy1y,Fq “ dpy1y, y1Fq “ y1dpy,Fq “ y1,
where the last equality comes from the fact that y P BℵO. We also have
x
dpx,Fq “
y1y
y1
“ y,
and so h is surjective. We conclude that h is a bijection.
Let A P Ah. We have pAq1 X t0u “ H, which means that there is r ą 0
such that y1 ą r, for all y “ py1, yq P A.
Thus, given x P h´1pAq, there is, since h is a bijection, y “ py1, yq P A
such that hpxq “ y. And we have dpx,Fq “ y1 ą r ą 0. We conclude that
h´1pAq is bounded away from F. In a similar way we prove the last property
of Definition 3.2, finishing the proof.
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We are finally ready to present multivariate regular variation in polar
coordinates, which is given by the following proposition.
Proposition 3.3. Let X be a random vector. Regular variation of X in O
as defined in Definition 3.1 is equivalent to
tP
„ˆ
dpX,Fq
bptq ,
X
dpX,Fq
˙
P A

Ñ cµpαq ˆ SOpAq
for all measurable sets A P Ah, where c ą 0 is a constant, b P RV 1
α
,
h : x ÞÑ
ˆ
dpx,Fq, x
dpx,Fq
˙
,
µpαq is the Pareto measure given by µpαqppx,8qq “ x´α, for x ą 0, and
SOpΛq “
µptx P O : dpx,Fq ě 1, x
dpx,Fq P Λuq
µptx P O : dpx,Fq ě 1uq ,
for a set Λ in BℵO.
Remark 3.2. SO is a probability measure on BℵO, called the spectral or
angular measure on O. Parameter α is called the tail index of X.
Proof. By definition ofM˚-convergence in Definition 2.5, we have that regular
variation on O is equivalent to
tP
„
X
bptq P B

Ñ µpBq
for all B P O such that µpBBq “ 0 and B X F “ H.
Since h : x ÞÑ
ˆ
dpx,Fq, x
dpx,Fq
˙
is a *-bijection by Lemma 3.3, we have,
by Lemma 3.2, that regular variation on O is equivalent to
tP
„
X
bptq P h
´1pAq

Ñ µph´1pAqq
for all measurable sets A P Ah.
We notice that
h
ˆ
X
bptq
˙
“
˜
d
ˆ
X
bptq ,F
˙
,
X
dp X
bptq ,Fq
¸
“
ˆ
dpX,Fq
bptq ,
X
dpX,Fq
˙
,
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and so
X
bptq P h
´1pAq is equivalent to
ˆ
dpX,Fq
bptq ,
X
dpX,Fq
˙
P A.
It is now enough to show that µph´1pAqq “ cµpαq ˆ SOpAq, for all mea-
surable A P Ah. In fact, it suffices to show that the equality holds for any
A P Ah of the form rt,8q ˆ Λ, with t ą 0 and Λ Ă BℵO.
The scaling property in Proposition 3.2 guarantees the existence of α such
that b P RV 1
α
and µpθBq “ θ´αµpBq for any suitable set B and positive θ.
For such an A we have
µph´1pAqq “ µptX|hpXq P Auq
“ µptX|dpX,Fq ě t, X
dpX,Fq P Λuq
“ µptX|dpX{t,Fq ě 1, X{t
dpX{t,Fq P Λuq
“ µpttY |dpY ,Fq ě 1, Y
dpY ,Fq P Λuq
“ t´αµptY |dpY ,Fq ě 1, Y
dpY ,Fq P Λuq
“ cµpαqprt,8qqSOpΛq
“ pcµpαq ˆ SOqpAq.
The following corollary of Proposition 3.3 provides a characterization of
multivariate regular variation involving the random variable dpX,Fq.
Corollary 3.1. Let X be a random vector. Regular variation of X in O as
defined in Definition 3.1 is equivalent to the following two conditions:
1. The distribution of dpX,Fq is regularly varying in p0,8q and
2. The conditional distribution of X{dpX,Fq given dpX,Fq ą t converges
to the spectral measure, that is,
PrX{dpX,Fq P ¨ | dpX,Fq ą ts ñ SOp¨q.
Proof. Regular variation of X in O is equivalent to
tP
„ˆ
dpX,Fq
bptq ,
X
dpX,Fq
˙
P A

Ñ cµpαq ˆ SOpAq,
for all measurable sets A P Ah, as in Proposition 3.3.
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We note that any set A P Ah can be written as the cartesian product
B1 ˆ B2, with B1 Ă p0,8q and B2 Ă BℵO. This means that, for a set
A “ B1 ˆB2 Ă p0,8q ˆ BℵO, we have
tP
„ˆ
dpX,Fq
bptq ,
X
dpX,Fq
˙
P A

“ tP
„
dpX,Fq
bptq P B1,
X
dpX,Fq P B2

“ tP
„
dpX,Fq
bptq P B1

P
„
X
dpX,Fq P B2
ˇˇˇˇ
dpX,Fq
bptq P B1

Suppose the distribution of X has regular variation as in Definition 3.1,
with b P RV 1
α
. Then, for a set A “ B1 ˆB2 Ă p0,8q ˆ BℵO, we have
tP
„
dpX,Fq
bptq P B1

P
„
X
dpX,Fq P B2
ˇˇˇˇ
dpX,Fq
bptq P B1

Ñ cµpαqpB1qSOpB2q,
as tÑ 8.
We now prove that the one-dimensional random variable dpX,Fq has
regular variation. Let x P R. Then, for t ą 0 and a set B2 Ă BℵO, we have
P
”
dpX,Fq
bptq ą x
ı
P
”
dpX,Fq
bptq ą 1
ı
“
tP
”
dpX,Fq
bptq ą x
ı
P
„
X
dpX,Fq P B2
ˇˇˇˇ
dpX,Fq
bptq ą x

P
„
X
dpX,Fq P B2
ˇˇˇˇ
dpX,Fq
bptq ą 1

tP
”
dpX,Fq
bptq ą 1
ı
P
„
X
dpX,Fq P B2
ˇˇˇˇ
dpX,Fq
bptq ą 1

P
„
X
dpX,Fq P B2
ˇˇˇˇ
dpX,Fq
bptq ą x
 .
Note that
dpX,Fq
bptq ą x ðñ
dpX,Fq
bptq
bptxαq
bptxαq ą x ðñ
dpX,Fq
bptxαq
bptxαq
bptq ą x.
Since b P RV 1
α
, we have
lim
tÑ8
bptxαq
bptq “ x,
and so
P
„
X
dpX,Fq P B2
ˇˇˇˇ
dpX,Fq
bptq ą 1

P
„
X
dpX,Fq P B2
ˇˇˇˇ
dpX,Fq
bptq ą x
 Ñ 1 as tÑ 8.
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Then, since X has regular variation, we have
lim
tÑ8
PrdpX,Fq ą txs
PrdpX,Fq ą ts “ limtÑ8
P
”
dpX,Fq
bptq ą x
ı
P
”
dpX,Fq
bptq ą 1
ı “ cµpαqppx,8qqSOpB2q
cµpαqpp1,8qqSOpB2q “ x
´α,
which proves that dpX,Fq has regular variation. In other words, we have
tP
„
dpX,Fq
bptq P ¨

Ñ cµpαqp¨q, as tÑ 8,
and so, by Proposition 2.1, we conclude that
PrX{dpX,Fq P ¨ | dpX,Fq ą ts ñ SOp¨q.
Suppose that the distribution of dpX,Fq is regularly varying in p0,8q,
that is, there is α P R such that x ÞÑ PrdpX,Fq ą xs P RV´α, and we have
PrX{dpX,Fq P ¨ | dpX,Fq ą ts ñ SOp¨q.
Then, for a set A “ B1 ˆB2 Ă p0,8q ˆ BℵO, we have, as tÑ 8, that
tP
„
dpX,Fq
bptq P B1

P
„
X
dpX,Fq P B2
ˇˇˇˇ
dpX,Fq
bptq P B1

Ñ cµpαqpB1qSOpB2q,
which is equivalent toX having regular variation inO by Proposition 3.3.
4 Hidden regular variation
There are cases when looking solely for regular variation is not enough. It
may happen that, in the limit, the multivariate distribution may concentrate
on more than one cone, and, if we limit ourselves to the regular variation
described in the previous chapter, we are ignoring the smaller cones, since
Definition 3.1 only concerns the largest cone. These other cones, although
negligible according to that definition, might still play a role in applications
of the theory. For instance, in an insurance setting, the cone associated to
the second highest tail index might correspond to the second most likely
catastrophic scenario, which is of interest to an insurance company. Thus, it
is important to look for regular variation on a second cone, which leads us to
the concept of hidden regular variation. It corresponds to the second order
asymptotic behavior of tail functions in the setting of multivariate regular
variation.
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The idea is similar to that of regular variation: before, we had a closed
cone F Ă C containing the origin and we defined regular variation on O “
CzF; now, we take a second closed cone F1 Ă C and we define hidden regular
variation on O1 “ CzpFYF1q. For these new cones FYF1 and O1 we consider
the corresponding sets and σ-algebras as we did before for the cones F and
O. For example, we define the σ-algebra of O1 as O1 “ tB Ă O1 : B P Cu.
Definition 4.1. (Hidden Regular Variation) Let C and F be closed cones
containing the origin such that F Ă C Ă r0,8qd and let F1 Ă C be another
closed cone containing the origin and different than F. Denote O “ CzF
and O1 “ CzpF Y F1q. Let X be a random vector in Rd whose distribution
has regular variation on O as in Definition 3.1. The distribution of X has
hidden regular variation on O1 if:
1. The distribution of X has regular variation on O1 as in Definition 3.1,
with scaling function b1 and limit measure µ1, and
2. The functions b and b1 satisfy lim
tÑ8
bptq
b1ptq “ 8.
As it was the case in the previous chapter, hidden regular variation also
has a scaling property.
Proposition 4.1. (Scaling Property of Hidden Regular Variation)
Let X be a non-negative random vector in Rd whose distribution has hidden
regular variation according to Definition 4.1. Then there is a number α1 ą α
such that b1 P RV 1
α
and µ1 satisfies, for θ ą 0,
µ1pθBq “ θ´α1µ1pBq,
for all sets B P O1 such that µ1pBBq “ 0 and B X FY F1 “ H.
Proof. Let θ ą 0 be fixed. From Definition 4.1, the distribution of X has
regular variation on O1 as in Definition 3.1, with scaling function b1 and limit
measure µ1. By taking α1 such that b1 P RV 1
α
, we have, by Proposition 3.2,
µ1pθBq “ θ´α1µ1pBq,
for any set B P O1 such that µ1pBBq “ 0 and B X FY F1 “ H.
Example 4.1. We return to Example 3.1, where we had considered a two-
dimensional vector X “ pX1, X2q such that X1 and X2 are independent
and identically distributed unit Pareto random variables, that is, they have
common tail function F given by F pxq “ 1
x
, for x ą 0.
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Recall that X has multivariate regular variation on O “ CzF, where
C “ r0,8q2 and F “ t0u. Now we want to prove that X also has hidden
regular variation on a different cone O1 with scaling function b1.
Following the steps of Example 3.1, it suffices to consider the limit of
tP
„
X
b1ptq P r0,xs
c

, as t Ñ 8, for x P O1. For the scaling function b1 we
take b1ptq “
?
t, and so we have, for x “ px1, x2q P O1,
tP
„
X
b1ptq P r0,xs
c

“ tF pb1ptqx1q ` tF pb1ptqx2q ´ tF pb1ptqx1qF pb1ptqx2q
“ t
b1ptqx1 `
t
b1ptqx2 ´
t
b1ptqx1
1
b1ptqx2
“ ?t
ˆ
1
x1
` 1
x2
˙
´ 1
x1x2
.
We notice that µpr0,xscq “ 1
x1
` 1
x2
and so we exclude that part to get
µ1pr0,xscq “ 1
x1x2
. We do that since the function b1 is dominated by the
function b (in the sense that lim
tÑ8 bptq{b1ptq “ 8) and so the hidden cone
is dominated by the larger one. The reason the function b1ptq “
?
t was
appropriate is because this function satisfies t{b21ptq “ 1, which was what we
wanted in the expression of tP
„
X
b1ptq P r0,xs
c

.
We thus conclude that the random vector X has hidden regular variation
on O1 “ p0,8q2 with scaling function b1ptq “
?
t and limit measure µ1 given
by µ1pr0,xscq “ 1
x1x2
, for x “ px1, x2q P O1. More discussion of this example
and many others is to be found at ([4], Section 3, pp. 12-13, and Section 5,
pp. 18-23).
There are not many results about where to look for hidden regular vari-
ation. We should note, however, the following observation.
Proposition 4.2. Let X be a random vector whose distribution has regular
variation as in Definition 3.1. Then, the support of the limit measure µ is a
closed cone Fµ Ă C containing the origin.
Proof. Let supppµq denote the support of the limit measure µ. By definition
of support, supppµq is closed and so we only need to show that, if x P supppµq,
then tx P supppµq, for t ą 0.
For small δ ą 0, we have, due to the scaling property,
µ pptx´ δ1, tx` δ1q X Cq “ t´αµ
ˆˆ
x´ δ
t
1, tx` δ
t
1
˙
X C
˙
ą 0
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because x P supppµq.
Note that Definition 4.1 can be extended by considering another closed
cone F2 containing the origin and the open cone O2 “ CzpFYF1YF2q. This
introduces a second hidden regular variation, with a scaling function b2 and
a second hidden limit measure µ2. We can do this recursively to define as
many hidden measures as we want. However, practice shows that from the
third hidden regular variation onward, the cones where one could find some
hidden measure are negligible and add almost nothing to our knowledge of
the tail behaviour of X.
5 Parameter estimation
In the previous chapters we have defined multivariate regular variation on a
cone O Ă r0,8qd and hidden regular variation on a second cone O1 Ă O. We
now explore some ways to estimate parameters associated with multivariate
regular variation and hidden regular variation. More precisely, we will find
estimators for the tail index of a regularly varying distribution, as well as for
the support of its spectral measure.
Let X1,X2, . . . ,Xn be i.i.d. (independent and identically distributed)
random vectors in r0,8qd whose common distribution function has regular
variation as in Definition 3.1 with limit measure µ. Let X be a random
vector with the same distribution as X1.
By Corollary 3.1, the random variable dpX,Fq is regularly varying as in
Definition 3.1 with some exponent α ą 0 and scaling function b, which we
may take as bptq “ F´1d p1{tq, where Fd is the distribution function of dpX,Fq
and
P
„
X
dpX,Fq P ¨
ˇˇˇˇ
dpX,Fq ą t

ñ SOp¨q, as tÑ 8 (5.1)
in the class of all probability measures on BℵO “ tx P O : dpx,Fq “ 1u,
which we denote by P pBℵOq.
We estimate the limit measure µ by using the connection present in Propo-
sition 3.3 which states that the limit measure can be written as a product
measure. Thus we can estimate the tail index α and the spectral measure
SO separately.
Since X1,X2, . . . ,Xn are i.i.d. random vectors, we may take d1, . . . , dn
as i.i.d. samples from a regular varying distribution on p0,8q, with di “
dpX i,Fq, for 1 ď i ď n.
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In this thesis we will not discuss possible estimators for the tail index α.
There are several ways to estimate that parameter, namely through the Hill,
Pickands or QQ estimators, all of which are analyzed in ([14], Section 4).
The following proposition gives an estimator for the spectral measure SO.
Proposition 5.1. (Estimator of SO) Let X1,X2, . . . ,Xn be i.i.d. ran-
dom vectors whose common distribution function is regularly varying as in
Definition 3.1. Let tkpnqu be a sequence of natural numbers such that k “
kpnq Ñ 8 and n{k Ñ 8 as nÑ 8. Then, we have that, in P pBℵOq,
Snp¨q “
řn
i“1 p di
bpn{kq ,
Xi
di
qpp1,8q ˆ ¨qřn
i“1  di
bpn{kq
p1,8q ñ SOp¨q.
The proof of Proposition 5.1, as well as all the auxiliary results needed
to obtain it, are presented at the end of this chapter.
The problem with Proposition 5.1 is that it depends on us knowing bptq,
which is not generally true. We can, however, estimate bpn{kq by replacing
it with an estimator which can be calculated from the first n values of the
sequence d1, d2, . . . . To do that, we order the values d1, . . . , dn in a decreasing
sequence dp1q ě ¨ ¨ ¨ ě dpnq. We want to show that dpk`1q is a consistent
estimator of bpn{kq as nÑ 8, k Ñ 8 and n{k Ñ 8. We start by presenting
the definition of a consistent estimator.
Definition 5.1. (Consistent Estimator) Let θ P Rzt0u and Xpnq be a
random variable with values in R. We say that Xpnq is a consistent estimator
of parameter θ if, for all  ą 0,
P
„ˇˇˇˇ
Xpnq
θ
´ 1
ˇˇˇˇ
ą 

Ñ 0, (5.2)
as nÑ 8.
Remark 5.1. If the parameter θ is treated as a random variable in Definition
5.1, then condition (5.2) is equivalent to say that the random variable Xpnq
converges in probability to θ.
We now show that dpk`1q is a consistent estimator of bpn{kq according to
Definition 5.1.
Proposition 5.2. Under the assumptions of Proposition 5.1, dpk`1q is a
consistent estimator of bpn{kq.
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Proof. Let  ą 0. We have
P
„ˇˇˇˇ
dpk`1q
bpn{kq ´ 1
ˇˇˇˇ
ą 

“ P
„
dpk`1q
bpn{kq ą 1` 

` P
„
dpk`1q
bpn{kq ă 1´ 

ď P
«
1
k
nÿ
i“1
 di
bpn
k
q
pp1` ,8qq ě 1
ff
` P
«
1
k
nÿ
i“1
 di
bpn
k
q
pr1´ ,8qq ă 1
ff
.
By Proposition 5.6, because dpX,Fq is regularly varying, we have that
1
k
nÿ
i“1
 di
bpn
k
q
ñ µpαq,
where µpαq is the Pareto measure given by µpαqppx,8qq “ x´α, for x ą 0.
By Proposition 2.1, we have
lim
nÑ8
1
k
nÿ
i“1
 di
bpn
k
q
pp1` ,8qq “ p1` q´α
and
lim
nÑ8
1
k
nÿ
i“1
 di
bpn
k
q
pr1´ ,8qq “ p1´ q´α.
We notice that, for  ą 0, p1 ` q´α ă 1 and p1 ´ q´α ą 1. This fact,
coupled with the continuous mapping theorem, leads us to conclude that
lim
nÑ8P
«
1
k
nÿ
i“1
 di
bpn
k
q
pp1` ,8qq ě 1
ff
“ 0
and
lim
nÑ8P
«
1
k
nÿ
i“1
 di
bpn
k
q
pr1´ ,8qq ă 1
ff
“ 0.
which ends the proof.
Thus, dpk`1q a consistent estimator of bpn{kq as n Ñ 8 and so we can
replace bpn{kq by dpk`1q in Sn of Proposition 5.1 to consider Sˆn, defined as
Sˆnp¨q “
řn
i“1 p di
dpk`1q ,
Xi
di
qpp1,8q ˆ ¨qřn
i“1  di
dpk`1q
p1,8q “
1
k
nÿ
i“1
1
“
di{dpk`1q ą 1
‰
Xi{dip¨q.
Proposition 5.3 states that Sˆn can be used as an estimator of the spectral
measure SO, replacing Sn.
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Proposition 5.3. Under the assumptions of Proposition 5.1, we have that,
in P pBℵOq,
Sˆnp¨q ñ SOp¨q.
Proof. By replacing bpn{kq with dpk`1q in Proposition 5.1, we get the desired
result.
In order to do that, we need to show that dpk`1q satisfies the condition of
regular variation that is satisfied by bpn{kq, which is
n
k
P
„
dpX,Fq
bpn{kq ą x

Ñ x´α,
for x ą 0, as nÑ 8.
Thus, we need to show that, for positive x,
n
k
P
„
dpX,Fq
dpk`1q
ą x

Ñ x´α.
Let x ą 0. Then
n
k
P
„
dpX,Fq
dpk`1q
ą x

“n
k
P
„
dpX,Fq
dpk`1q
ą x, dpk`1q
bpn{kq “ 1

` n
k
P
„
dpX,Fq
dpk`1q
ą x, dpk`1q
bpn{kq ‰ 1

.
By Proposition 5.2, we have that
lim
nÑ8P
„
dpk`1q
bpn{kq “ 1

“ 1,
and so
lim
nÑ8
n
k
P
„
dpX,Fq
dpk`1q
ą x

“ lim
nÑ8
n
k
P
„
dpX,Fq
bpn{kq ą x

“ x´α.
5.1 Support estimation
In the same way as before, let X1,X2, . . . ,Xn be i.i.d. random vectors
in r0,8qd whose common distribution function has regular variation as in
Definition 3.1 with scaling function b and limit measure µ. Let X be a
random vector with the same distribution as X1.
26
If we cannot identify a cone on which to seek multivariate regular vari-
ation, it would be challenging to apply the previous results directly. Even
though the estimator from Proposition 5.3 can be used to estimate the entire
spectral measure and then be used again for the hidden spectral measures,
it is required to know what are the cones O1, F1, O2, and so on. Instead, we
turn to estimation of the support of the limit measure µ, denoted by supppµq.
Due to the fact that
supppµq “ tt ¨ supppSOq, t ě 0u,
it suffices to estimate the support of SO. The following Proposition allows
us to find an estimator of supppµq.
Proposition 5.4. Let X1,X2, . . . ,Xn be i.i.d. random vectors whose com-
mon distribution function is regularly varying as in Definition 3.1 with scaling
function b and limit measure µ. Let tkpnqu be a sequence of natural numbers
such that k “ kpnq Ñ 8 and n{k Ñ 8 as nÑ 8. Then, we have
suppk,n “
"
X i
di
: di ą dpk`1q, i “ 1, . . . , n
*
ñ supppSOq.
Proof. See ([10], Section 2, pp. 8-19).
Proposition 5.4 provides a way to estimate supppSOq and hence supppµq.
The only information we need to have to use this estimator concerns the
cones F and O. By knowing the (estimated) support of the limit measure,
we can, at least theoretically, remove it from O and look in the remaining
set for hidden regular variation. If our sample data is very large, we could
know the support of the limit measure with such a level of detail that we
could have some good notion of where to check for further hidden regular
variation.
5.2 Estimator for the spectral measure
In this section we prove Proposition 5.1, which presents an estimator for
the spectral measure SO. The main step required to that proof is making
the bridge between weak convergence and M˚-convergence (recall the con-
vergence definitions in chapter 2). In order to do that, we first establish two
lemmas, that make it easy to compare these different kinds of convergence.
We recall that CF is, following from Definition 2.5, the set of all bounded,
continuous real-valued functions f on C for which there is a r ą 0 such that
fpxq “ 0 for all x P C satisfying dpx,Fq ă r.
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Lemma 5.1. Let tµnu be a sequence of measures on M˚pC,Oq and µ a
measure also on M˚pC,Oq, as in Definition 2.5. We have
µn ñ µ iff Epe´µnpfqq Ñ Epe´µf q,
for all f P CF.
Proof. (ñ) Suppose µn ñ µ and let f be a function in CF. The map
ν ÞÑ e´νpfq defined inM˚pC,Oq ÞÑ r0,8q is continuous, and so by the contin-
uous mapping theorem we have e´µnpfq ñ e´µf . By Lebesgue’s Dominated
Convergence Theorem, we have Epe´µnpfqq Ñ Epe´µf q.
(ð) See ([14], Section 5, pp. 137-138).
Now we can connect vague convergence with M˚-convergence, as illus-
trated by Proposition 5.5.
Proposition 5.5. Suppose that, for each n ě 1, we have that tZn,j, j “
1, . . . , nu is a sequence of i.i.d. random variables. Suppose also that tan, n ě
1u is a positive sequence such that lim
nÑ8 an “ 8. Then, for a measure µ P
M˚pC,Oq, we have
1
an
nÿ
j“1
Zn,j ñ µ iff nanPrZn,1 P ¨s Ý˚Ñ µp¨q.
Proof. Using Lemma 5.1, we have that
1
an
nÿ
j“1
Zn,j ñ µ
is equivalent to
Epe´ 1an
řn
j“1 Zn,j pfqq Ñ Epe´µf q,
for all f P CF.
We then compute
Epe´ 1an
řn
j“1 Zn,j pfqq “ pEpe´ 1an fpZn,1qqqn
“
˜
1´
ş
Ep1´ e´
1
an
fpxqqnPrZn,1 P dxs
n
¸n
,
which converges to e´µf if and only ifż
E
p1´ e´ 1an fpxqqnPrZn,1 P dxs Ñ µf. (5.3)
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We now show that (5.3) being valid for all f P CF is equivalent to
n
an
PrZn,1 P ¨s Ý˚Ñ µp¨q, (5.4)
which finishes the proof.
We first note that, for positive y, we have y ´ y
2
2
ď 1´ e´y ď y, and so,
for all f P CF,
f
an
´ f
2
2a2n
ď 1´ e´f{an ď f
an
.
Thus, we also haveż
E
fpxq n
an
PrZn,1 P dxs ´
ż
E
f 2pxq
2an
n
an
PrZn,1 P dxs
ď
ż
E
p1´ e´ 1an fpxqqnPrZn,1 P dxs
ď
ż
E
fpxq n
an
PrZn,1 P dxs.
((5.4)ñ(5.3)) Suppose (5.4) holds. We have, by Theorem 2.1,ż
E
fpxq n
an
PrZn,1 P dxs Ñ µf.
and, since an Ñ 8,ż
E
f 2pxq
2an
n
an
PrZn,1 P dxs “ 1
2an
ż
E
f 2pxq n
an
PrZn,1 P dxs „ µpf
2q
2an
Ñ 0.
We conclude that
lim
nÑ8
ż
E
p1´ e´ 1an fpxqqnPrZn,1 P dxs “ µf.
((5.3)ñ(5.4)) Suppose (5.3) holds and let f P CF, such that f ď 1. We
have ż
E
p1´ e´ 1an fpxqqnPrZn,1 P dxs ď
ż
E
fpxq n
an
PrZn,1 P dxs,
which, since (5.3) holds, leads to
lim inf
nÑ8
ż
E
fpxq n
an
PrZn,1 P dxs ě µf.
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On the other hand,ż
E
fpxq n
an
PrZn,1 P dxs ´
ż
E
f 2pxq
2an
n
an
PrZn,1 P dxs
ď
ż
E
p1´ e´ 1an fpxqqnPrZn,1 P dxs,
leading to
lim sup
nÑ8
ż
E
pfpxq ´ f
2pxq
2an
q n
an
PrZn,1 P dxs ď µf.
We get (5.4) by once again using the fact thatż
E
f 2pxq
2an
n
an
PrZn,1 P dxs Ñ 0.
We may now present an equivalent definition for multivariate regular
variation.
Proposition 5.6. Under the assumptions of Definition 3.1, we have
tP
„
X
bptq P ¨

Ý˚Ñ µp¨q iff 1
k
nÿ
i“1
 Xi
bpn
k
q
ñ µ,
where tX,X1,X2, . . . u are independent and identically distributed and k “
kpnq is a sequence such that kpnq Ñ 8, n{k Ñ 8 and kpnq „ kpn` 1q.
Proof. Define Xn,j “ Xj
bp n
kpnqq
. Then, we have
tP
„
X
bptq P ¨

Ý˚Ñ µp¨q 1ðñ nP
„
X
bn
P ¨

Ý˚Ñ µp¨q
2ðñ n
kpnqP
„
X
bpn{kpnqq P ¨

Ý˚Ñ µp¨q
ðñ n
k
P rXn,1 P ¨s Ý˚Ñ µp¨q
3ðñ 1
k
nÿ
i“1
Xn,1 ñ µ
ðñ 1
k
nÿ
i“1
 Xi
bpn
k
q
ñ µ,
where
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1. 1ðñ is obtained through Proposition 3.1 (equivalent definitions of
multivariate regular variation),
2. 2ðñ is due to the fact that n{k Ñ 8,
3. 3ðñ comes from application of Proposition 5.5.
We are now ready to prove Propositions 5.1.
Proof of Proposition 5.1. We begin by noticing that, since tX,X1,X2, . . . u
are independent and identically distributed regularly varying random vari-
ables, so are the distances d1, d2, . . . (recall that di “ dpXi,Fq).
These distances d1, d2, . . . have common distribution Fd on p0,8q with
normalizing function b, which can be chosen to be bptq “ F´1d p1{tq. Thus, by
definition of regular variation, we have
tP
„
di
bptq ą x

Ñ cx´α
for all i “ 1, 2, . . . and for some constant c.
By Proposition 5.6 (in one dimension), that is equivalent to:
1
k
nÿ
i“1
 di
bptq
p1,8q ñ c
for all i “ 1, 2, . . . .
Since the denominator of the expression in Proposition 5.1 tends to a
constant, it suffices to show that the numerator tends to SO. We can rewrite
that condition as
1
k
nÿ
i“1
Xi
di
p¨q1
„
di
bpn
k
q ą 1

ñ SOp¨q.
The sum on the left counts the sets to which
Xi
di
belongs, such that
di
bpn
k
q ą 1, that is, given that
di
bpn
k
q ą 1. We can then use Proposition 5.6
again to express it as
tP
„
Xi
dibptq P ¨
ˇˇˇˇ
di
bptq ą 1

Ý˚Ñ SOp¨q.
But we know that (5.1) holds for all Xi, and also that bptq “ F´1d p1{tq.
From there we get the desired result.
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6 Simulated examples
In this chapter we analyze some examples of multivariate regular variation.
6.1 Independent components
We consider a risk vector X “ pX1, . . . , Xdq, where Xj are independent
and identically distributed with regularly varying tail F with parameter ´α.
That is,
lim
tÑ8
F ptxq
F ptq “ limtÑ8
PrXj ą txs
PrXj ą ts “ x
´α
for all j “ 1, . . . , d and x ą 0.
Then, if we define the function b as
bptq “ F´1p1{tq,
we have
tP
„
Xj
bptq P px,8q

Ñ x´α (6.1)
for all positive x.
This is true, because, due to the fact that F has regular variation, we
have
lim
tÑ8 tP
„
Xj
bptq ą x

“ lim
tÑ8 tF pbptqxq
“ lim
tÑ8 t
F pbptqxq
F pbptqq F pbptqq
“ lim
tÑ8
F pbptqxq
F pbptqq limtÑ8 tF pbptqq
“ x´α.
Then, for big enough t,
tF pbptqq “ F pbptqq
1{t „
F pbptqq
1{bptq „
F pbptqq
F ptq „ 1.
We will show that the distribution of X has multivariate regular distri-
bution with function b as before and limit measure µ given by
µpr0,xscq “
dÿ
i“1
pxiq´α (6.2)
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for x “ px1, . . . , xdq P r0,8qzt0u.
By Lemma 2.1, it is sufficient to show that, for x ą 0, we have
tP
„
X
bptq P r0,xs
c

Ñ µpr0,xscq.
We have, by the Principle of Inclusion and Exclusion,
tP
„
X
bptq P r0,xs
c

“ tP
#
dď
i“1
„
X i
bptq ą x
i
+
“
dÿ
i“1
tP
„
X i
bptq ą x
i

´
dÿ
1ďiăjďd
tP
„
X i
bptq ą x
i,
Xj
bptq ą x
j

`
dÿ
1ďiăjăkďd
tP
„
X i
bptq ą x
i,
Xj
bptq ą x
j,
Xk
bptq ą x
k

´ . . . p´1qd`1tP
#
dč
i“1
„
X i
bptq ą x
i
+
.
For the first sum, we have, by (6.1),
dÿ
i“1
tP
„
X i
bptq ą x
i

Ñ
dÿ
i“1
pxiq´α.
The other sums go to zero, because all terms there can be bounded by an
expression of the form (for i ‰ j)
tP
„
X i
bptq ą x
i,
Xj
bptq ą x
j

“ tP
„
X i
bptq ą x
i

P
„
Xj
bptq ą x
j

Ñ pxiq´α ˆ 0 “ 0.
We thus conclude that
tP
„
X
bptq P ¨

Ý˚Ñ µp¨q.
We note that the measure µ puts zero mass in the interior of the positive
quadrant. We will show that when d “ 2 (the case for higher dimensions is
similar).
Given x “ px, xq ą 0, we show that µppx,8qq “ 0. By denoting Q1 “
r0, xsˆ px,8q, Q2 “ px,8q “ px,8q2 and Q3 “ px,8qˆ r0, xs, we have that
Qi XQj “ H, whenever i ‰ j, and
r0,xsc “ pr0, xs ˆ r0, xsqc “
3ď
i“1
Qi.
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Thus
3ÿ
i“1
µpQiq “ µp
3ď
i“1
Qiq “ µpr0,xscq “ 2x´α.
On the other hand,
µpQ1q ` µpQ2q “ µpQ1 YQ2q “ µppr0,8q ˆ r0, xsqcq “ x´α,
and similarly
µpQ2q ` µpQ3q “ x´α.
We conclude that
2x´α “
3ÿ
i“1
µpQiq “ µpQ1q ` µpQ2q ` µpQ2q ` µpQ3q ´ µpQ2q “ 2xα ´ µpQ2q,
and so µpQ2q “ µppx,8qq “ 0.
Therefore, independent components are associated with a limit measure
with support concentrated on the axes. Figure 6.1 presents an example of a
two-dimensional vector with independent components.
Figure 6.1: Simulated data (N “ 105) for a two-dimensional random variable
with independent Pareto marginal distributions.
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6.2 Asymptotic independence
We consider again a risk vector X “ pX1, . . . , Xdq, but now we assume the
distribution of X has multivariate regular variation with limit measure µ as
defined in (6.2) and some increasing function b.
We say that X has asymptotic independence, even though we do not
assume that each component of X is independent of each other.
We note that, in two dimensions (d “ 2), we have
lim
tÑ8PrX
2 ą t|X1 ą ts “ lim
tÑ8
PrX2 ą t,X1 ą ts
PrX1 ą ts
“ lim
tÑ8
PrX2 ą bptq, X1 ą bptqs
PrX1 ą bptqs
“ lim
tÑ8 ctPrX
2 ą bptq, X1 ą bptqs
“ lim
tÑ8 ctPr
X
bptq ą 1s
“ cµpp1,8qq
“ 0,
for some positive constant c and µpp1,8qq “ 0 as we have shown before.
We can interpret this in the sense that, if one component of X is large,
then there is a very small probability that the other component of X is also
large.
6.3 Identical components
We consider a risk vector X “ pX1, . . . , X1q, where each component is the
same random variable X1, which has a regularly varying tail distribution F
with parameter ´α.
Then, if we define
bptq “ F´1p1{tq,
we have, as previously,
tP
„
Xj
bptq P px,8q

Ñ x´α (6.3)
for all positive x.
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We can then compute
tP
„
X
bptq P r0,xs
c

“ tP
#
dď
i“1
„
X i
bptq ą x
i
+
“ tP
„
X1
bptq ą mini“1,...,dx
i

Ñ p min
i“1,...,dx
iq´α.
Thus, for risk vectors that consist of only repeated components, we have
multivariate regular variation with limit measure µ given by
µpr0,xscq “ p min
i“1,...,dx
iq´α. (6.4)
This measure is concentrated on the line tpx1, x2, . . . , xdq : x1 “ x2 “
¨ ¨ ¨ “ xdu, that is, the line where all components of a d-dimensional vector
are the same.
To see that this is true, we consider the two-dimensional case (easily
generalized for higher dimensions) with a vector x “ px, xq, for some positive
x, and the same partition of r0,xsc as in 6.1., so that Q1 “ r0, xs ˆ px,8q,
Q2 “ px,8q “ px,8q2 and Q3 “ px,8q ˆ r0, xs.
We then have
µpr0,xscq “ µpQ1q ` µpQ2q ` µpQ3q
“ µpQ1q ` µpQ2q ` µpQ3q ` µpQ2q ´ µpQ2q
“ µppr0,8q ˆ r0, xsqcq ` µppr0, xs ˆ r0,8qqcq ´ µpQ2q.
By using the expression of the measure µ given by (6.4), we get
x´α “ x´α ` x´α ´ µpQ2q,
hence µpQ2q “ x´α.
But because µpr0,xscq “ x´α, we have that µpQ1q “ µpQ3q “ 0. Since
this works with any positive x, we conclude that any set outside the line
y “ x has measure zero. Figure 6.2 presents a graph of a two-dimensional
random vector with identical components.
In the same way for the asymptotic independence, we say that a regu-
larly varying distribution of a random vector X possesses asymptotic full
dependence if the limit measure µ is given by (6.4), even if it not all vector
components are equal.
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Figure 6.2: Simulated data (N “ 105) for a two-dimensional random variable
with a common Pareto marginal distribution.
6.4 Removal of independent components
Suppose a risk vectorX “ pX1, . . . , Xdq, where we have one component that
is independent from all the others. That is, there is j P t1, . . . , du such that
Xj is independent from X i, for all i ‰ j.
Suppose further that all components of vector X have regularly varying
tails with parameters α1, α2, . . . , αd, such that
lim
tÑ8
Fiptxq
Fiptq “ limtÑ8
PrX i ą txs
PrX i ą ts “ x
´αi
for all i “ 1, . . . , d and x ą 0.
Let b be an increasing function, with lim
tÑ8 bptq “ 8, and such that
tP
„
Xj
bptq P px,8q

Ñ x´αj
for all positive x. We have seen in section (6.1) that such function exists.
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By the Principle of Inclusion and Exclusion, we have
tP
„
X
bptq P r0,xs
c

“ tP
#
dď
i“1
„
X i
bptq ą x
i
+
“
dÿ
i“1
tP
„
X i
bptq ą x
i

´
dÿ
1ďiăkďd
tP
„
X i
bptq ą x
i,
Xk
bptq ą x
k

`
dÿ
1ďiăkălďd
tP
„
X i
bptq ą x
i,
Xk
bptq ą x
k,
X l
bptq ą x
l

´ . . . p´1qd`1tP
#
dč
i“1
„
X i
bptq ą x
i
+
.
For any term involving Xj, we have, due to independence,
lim
tÑ8 tP
„
Xj
bptq ą x
j,
X i1
bptq ą x
i1 , . . . ,
X ik
bptq ą x
ik for some i1, . . . , ik

“ lim
tÑ8 tP
„
Xj
bptq ą x
j

P
„
X i1
bptq ą x
i1 , . . . ,
X ik
bptq ą x
ik for some i1, . . . , ik

“ pxjq´αj ˆ 0 “ 0.
So, in the limit, the only term of tP
„
X
bptq P r0,xs
c

containing Xj that
does not go to zero is tP
„
Xj
bptq P px,8q

, whose limit is pxjq´αj . The terms
that remain (that do not contain Xj) are of the form tP
„
X´j
bptq P r0,x
´jsc

,
where X´j and x´j are the (d-1)-dimensional vectors formed from X and
x, respectively, with the jth component removed. Thus, we have
lim
tÑ8 tP
„
X
bptq P r0,xs
c

“ lim
tÑ8 tP
„
X´j
bptq P r0,x
´jsc

` tP
„
Xj
bptq P px,8q

“ lim
tÑ8 tP
„
X´j
bptq P r0,x
´jsc

` pxjq´αj .
We can see that we can remove an independent component (any number
of independent components, in fact, if we repeat this process) and study only
the measure from the dependent components, since there is a simple relation
between that measure and the global one.
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7 Support estimation for simulated data
In this chapter we will compute the support estimator from chapter 5 using
sets of simulated data and plot them in order to show how well the theoretical
estimators work with known distributions. We will use the programming
language R for generating and treating this data. The used programs can be
checked in the appendices.
We will start with a simple example, where we generate a two-dimensional
variable X “ pX1, X2q, from a random variable Y with Pareto distribution
Parp2, 2q and another random variable U , which is uniformly distributed on
r0.75, 0.95s. We put X1 “ Y U and X2 “ Y p1´ Uq.
Using this data, we compute the support estimator given by Proposi-
tion (5.4), suppk,n “
"
X i
di
: di ą dpk`1q, i “ 1, . . . , n
*
, setting k “ n0.75, and
obtain the following graph:
Figure 7.1: Simulated data (N “ 105) from a Pareto distribution Parp2, 2q
mingled with an uniform distribution on r0.75, 0.95s. The blue line is the
computed support estimator with L1´norm. The value of k is N0.75.
From graphical inspection, the support estimator seems to cover all the
observations and the theoretical limit measure.
39
We consider a second example, where we generate two two-dimensional
random variables: one with the same distribution from the previous example,
and another with corresponding Pareto distribution Parp2, 10q and uniform
distribution on r0.25, 0.45s. We then sum the two variables, compute the
support estimator of the resulting distribution and obtain Figure 7.2.
Figure 7.2: Simulated data (N “ 105) from a sum of two random variables:
the associated Pareto and Uniform parameters are pp2, 2q; r0.75, 0.95sq and
pp2, 10q; r0.25, 0.45sq. The blue line is the computed support estimator with
L1´norm. The value of k is N0.485.
We now see that our support estimator holds well for hidden regular
variation, where we have two cones with regular variation. The main regular
variation is completely captured by the set of points of the estimator, and
the hidden regular variation (the smaller cone) has a concentration of some
points. Even though there are some outliers, it seems reasonable to assume
one could get the correct limit measure from the support estimator.
The efficiency of the support estimator depends on the value of k: for
larger values, we have more points in the estimator, and so we lose accuracy,
since we will be considering points from the sample that do not match mul-
tivariate regular variation; on the other hand, for smaller values, we may not
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consider enough points from the sample to cover the cone where the limit
measure is. Thus a certain balance for k is required, and this usually means
some trail-and-error for each sample.
In Figure 7.3, the same sample from Figure 7.2 is reproduced with two
different values for k (dependent on the sample size N).
Figure 7.3: Simulated data from Figure 7.2 with two different values of k,
based on the sample size N “ 105.
These graphs illustrate the importance of choosing a good value for k.
The sample distribution is identical to Figure 7.2, which corresponded to an
adequate estimator, with k “ N0.485. On that graph there is a straight line
associated with the first cone of regular variation and a small set of points
linked to the hidden regular variation cone. The first graph of Figure 7.3 (on
the left side), with k “ N0.25, presents the data with an estimator generated
by a value to k that is evidently too small. The smaller the value of k is,
the fewer points are selected for the estimator, making it harder to detect
any regular variation. In this case, it detected something for the first cone
(and thus we have a small set of points in that direction) and nothing for the
second cone. On the other hand, the larger the value of k is, the more points
form the estimator, and there is a risk of having too many points, leading
the estimator to falsely identify regular variation cones. This happens on the
second graph of Figure 7.3 (on the right side), where the value of k “ N0.75
is too large. The result is a straight line connecting the directions of the two
cones, which is quite misleading.
In Figure 7.4, an exponential noise was added to both components of the
random vector.
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Figure 7.4: Simulated data (N “ 105) from a sum of two random variables:
the associated Pareto and Uniform parameters are pp2, 2q; r0.75, 0.95sq and
pp2, 10q; r0.25, 0.45sq. Exponential noise was added to both components of
the random vector. The blue line is the computed support estimator with
L1´norm. The value of k is N0.485.
The graphs presented here may lead us to conclude that the support esti-
mator suppk,n “
"
X i
di
: di ą dpk`1q, i “ 1, . . . , n
*
does fairly well in detecting
multivariate regular variation and hidden regular variation, as it suggests that
adding a distribution whose tail is not regularly-varying does not cause a sig-
nificant change in the support estimator. However, we must keep in mind
that in this chapter we have worked with estimated data, which is much more
well-behaved than real data.
8 A worked example: daily stock returns
Let us consider a real-life example: the stock returns of some companies
indexed in the Standard & Poors (S&P) 500 Index. We have obtained this
public data through Finance Yahoo! (see [16], [17]). We will work with the
log-difference of the stock prices, that is, if St denotes the (opening) stock
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price at time unit t (we generally consider daily stock prices), then we are
interested in the return process Rt, defined, for any t ą 0, by
Rt “ log St
St´1
.
The preference of the return process over the price process St is mainly
due to two factors. First, the return process is dimensionless in the sense
that it is independent from the unit associated to the price process. It also
does not depend on the initial capital or investment.
Another fact is that the return processes of different commodities are
much more likely to provide us independent and identically distributed mul-
tidimensional sample points (at least for large enough observations), unlike
the price processes, which do not satisfy this assumption.
In order to apply the Multivariate Regular Variation (MRV) model to our
observations, we have to process the data in the following way.
1. Determine a certain threshold and remove from the sample all obser-
vations that are smaller than that threshold. This is done since MRV
only concerns large enough values, and most observations (the smaller
ones) are just noise that give no information about how fast the tail
of the distribution is decaying. The threshold can be set by graphical
inspection of the sample points.
2. Normalize the remaining sample vector. This still preserves the size
relation between observations, but makes it easier to plot and check for
MRV.
When the data is processed, we need to analyze the sample marginal
distributions to check that their tails are regularly varying and, in particular,
that they have the same parameter α. Two (complementary) ways of doing
that are the Hill estimator and QQ plots. These and other methods are
discussed in ([14], Section 4).
Even if each marginal distribution is similar to a regularly varying one-
dimensional distribution, that does not mean that the joint distribution fol-
lows MRV. Furthermore, even if the joint distribution could come from a
distribution with MRV, it is possible that we do not have sufficient data to
infer it without much wishful thinking. We give here some examples.
We first consider the stock prices of Microsoft and Google, presented in
Figure 8.1. We would expect some concentration around the line y “ x,
since these two companies work in the same line of business and thus should
be highly dependent of one another. However, the graph does not show a
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clear picture of MRV. The marginal distributions approximate Pareto distri-
butions, but we would need more sample points for the largest observations.
Figure 8.1: Daily return processes for Microsoft and Google stocks. The
collected data corresponds to the period between 01/01/2005 and 01/01/2020
(N “ 5478).
What happens when we look at stocks from different industries? If we
consider stocks from Apple and General Motors, we obtain Figure 8.2.
Figure 8.2: Daily return processes for Apple and General Motors stocks. The
collected data corresponds to the period between 01/01/2005 and 01/01/2020
(N “ 5478).
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The graph does show some concentration of data points around the axis
(as is the case in MRV with independent components), but the sample size
is too small to necessarily conclude that there is MRV in this case.
9 Final Remarks
This entire work sprouts from its core concept: the definition of multivariate
regular variation (Definition 3.1). Throughout the thesis several equivalent
definitions were given. It makes sense to gather them here and present them
in a single theorem.
Theorem 9.1. (Equivalent Definitions of Multivariate Regular Vari-
ation) Let X be a random vector in O “ CzF. Then, the following state-
ments are equivalent:
1. There exist a increasing function bÕ 8 and a non-zero measure µ on
M˚pC,Oq such that
tP
„
X
bptq P ¨

Ý˚Ñ µp¨q.
2. There exist a sequence bn such that lim
nÑ8 bn “ 8 and a non-zero measure
µ on M˚pC,Oq such that
nP
„
X
bn
P ¨

Ý˚Ñ µp¨q.
3. There exists a non-zero measure µ on M˚pC,Oq such that
lim
tÑ8
1´ F ptxq
1´ F pt1q “ limtÑ8
PrX{t P r0,xscs
PrX{t P r0,1scs “ µpr0,xs
csq
for all x ‰ 0 which are continuity points of the function µpr0, ¨scq.
4. There exist a function b P RV 1
α
and a constant c ą 0 such that
tP
„ˆ
dpX,Fq
bptq ,
X
dpX,Fq
˙
P A

Ñ cµpαq ˆ SOpAq
for all measurable sets A P Ah, where h : x ÞÑ
ˆ
dpx,Fq, x
dpx,Fq
˙
, µpαq
is the Pareto measure given by µpαqppx,8qq “ x´α, for x ą 0, and
SOpΛq “
µptx P O : dpx,Fq ě 1, x
dpx,Fq P Λuq
µptx P O : dpx,Fq ě 1uq .
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5. There exist a sequence k “ kpnq such that kpnq Ñ 8, n{k Ñ 8 and
kpnq „ kpn` 1q, and a non-zero measure µ on M˚pC,Oq such that
1
k
nÿ
i“1
 Xi
bpn
k
q
ñ µ,
where tX,X1,X2, . . . u are independent and identically distributed.
Clearly multivariate regular variation theory has multiple applications
and can be a powerful tool for describing and analyzing dependence struc-
tures of large sets of multivariate data. Although the theory, in this format,
is relatively recent, there is a solid mathematical background that sustains
it, namely heavy-tail analysis and extreme-value theory in general.
However, there is still a lot to be done and researched. One area where
we can see the shortcomings of the current theory is real-life data, as shown
in the previous chapter. It is quite hard to make sure that the data we
are working with follows an actual regularly varying distribution, let alone
finding the correct limit measure. The practical uses of the theory is therefore
a field which could vastly benefit from additional research.
Despite these defects, the theory of multivariate regular variation is the
best response to the problem, that is so often faced by several industries,
of obtaining information about the dependence structure within the compo-
nents of a multivariate random vector. The main advantages of this proce-
dure are its straightforward implementation for practical purposes, its ease of
handling from a mathematical point of view, as it assimilates rather easily in
existing theory, and, related to that, the multiple equivalent ways it can be
expressed. Competing approaches, such as copula theory, are either harder to
manipulate theoretically or require knowing certain parameters, such as the
marginal cumulative distributions of the vector components, which are not
generally knowable in a real-world scenario. It would perhaps be beneficial
for both fields of research if these various approaches could be somehow used
together in a unified theory of heavy-tail dependence of random variables.
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A R codes
A.1 Section 6.1
library(extremefit)
# Fix seed that generates the random numbers
set.seed (1179)
# Number of samples
N<-10^5
# Sampling
p1<-rpareto(N,1,2)
p2<-rpareto(N,1,1)
q1<-p1
q2<-p2
# Plotting
par(mfrow=c(1,1),pty=’s’)
x1<-expression(X^1)
x2<-expression(X^2)
lim <-c(0 ,25000)
plot(q1,q1,xlim=lim ,ylim=lim ,xlab=x1,ylab=x2)
A.2 Section 6.3
library(extremefit)
# Fix seed that generates the random numbers
set.seed (1179)
# Number of samples
N<-10^5
# Sampling
p1<-rpareto(N,1,2)
q1<-p1
# Plotting
par(mfrow=c(1,1),pty=’s’)
x1<-expression(X^1)
x2<-expression(X^2)
lim <-c(0 ,25000)
plot(q1,q1,xlim=lim ,ylim=lim ,xlab=x1,ylab=x2)
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A.3 Chapter 7
A.3.1 Multivariate regular variation
library(extremefit)
#Fix seed used in generating random numbers
set.seed (1143)
# Number of samples
N<-10^5
#Uniform distribution
U1<-runif(N ,0.75 ,0.95)
#Pareto distribution
p1<-rpareto(N,2,2)
#Setting the two -dimensional distribution
q1<-p1*U1
q2<-p1*(1-U1)
x<-cbind(q1,q2)
#Estimating the support
normx <-x[,1]+x[,2]
sortnormx <-sort(normx ,decreasing=TRUE)
summary(sortnormx)
dx<-x/normx
#Setting k
k<-N^(0.75)
#Getting only the points with the fitting norm
v1<-dx[,1]
v2<-dx[,2]
w1<-v1
w2<-v2
i<-1
j<-0
while (i<N) {
if(normx[i]>sortnormx[k])
{j<-j+1;v1[j]<-w1[i];v2[j]<-w2[i]}
i<-i+1
}
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#Plotting
par(pty="s",mfrow=c(1,1))
x1<-expression(X^1)
x2<-expression(X^2)
plot(q1,q2,xlim=c(0,500), ylim=c(0,500), xlab=x1,ylab=x2)
points(v1[1:j]*500,v2[1:j]*500, col="blue",lwd =.05)
A.3.2 Hidden regular variation
#Fix seed used in generating random numbers
set.seed (7698)
# Number of samples
N<-10^5
#Uniform distribution
U1<-runif(N ,0.75 ,0.95)
U2<-runif(N ,0.25 ,0.45)
#Pareto distribution
p1<-rpareto(N,2,2)
p2<-rpareto(N,2,10)
#Setting the two -dimensional distribution
q1<-p1*U1+p2*U2
q2<-p1*(1-U1)+p2*(1-U2)
x<-cbind(q1,q2)
#Estimating the support
normx <-x[,1]+x[,2]
sortnormx <-sort(normx ,decreasing=TRUE)
dx<-x/normx
#Setting k
k<-N^(0.485)
#Getting only the points with the fitting norm
v1<-dx[,1]
v2<-dx[,2]
w1<-v1
w2<-v2
i<-1
j<-0
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while (i<N) {
if(normx[i]>sortnormx[k])
{j<-j+1;v1[j]<-w1[i];v2[j]<-w2[i]}
i<-i+1
}
#Plotting
par(pty="s",mfrow=c(1,1))
x1<-expression(X^1)
x2<-expression(X^2)
plot(q1,q2,xlim=c(0,2000), ylim=c(0,2000), xlab=x1,ylab=x2)
points(v1[1:j]*2000,v2[1:j]*2000, col="blue",lwd =.05)
A.3.3 Regular variation with exponential noise
#Fix seed that generates the random numbers
set.seed (7698)
# Number of samples
N<-10^5
# Sampling
U1<-runif(N ,0.75 ,0.95)
U2<-runif(N ,0.25 ,0.45)
p1<-rpareto(N,2,2)
p2<-rpareto(N,2,10)
exp1 <-rexp(N,5)
qa1 <-(p1)*U1
qa2 <-(p1)*(1-U1)
qb1 <-(p2)*U2
qb2 <-(p2)*(1-U2)
#Setting the two -dimensional distribution
q1<-qa1+qb1+exp1
q2<-qa2+qb2+exp1
x<-cbind(q1,q2)
#Estimating the support
normx <-x[,1]+x[,2]
sortnormx <-sort(normx ,decreasing=TRUE)
summary(sortnormx)
dx<-x/normx
#Setting k
52
k<-N^(0.485)
#Getting only the points with the fitting norm
v1<-dx[,1]
v2<-dx[,2]
w1<-v1
w2<-v2
i<-1
j<-0
while (i<N) {
if(normx[i]>sortnormx[k])
{j<-j+1;v1[j]<-w1[i];v2[j]<-w2[i]}
i<-i+1
}
#Plotting
par(pty="s",mfrow=c(1,1))
x1<-expression(X^1)
x2<-expression(X^2)
plot(q1,q2,xlim=c(0,2000), ylim=c(0,2000), xlab=x1,ylab=x2)
points(v1[1:j]*2000,v2[1:j]*2000, col="blue",lwd =0.5)
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