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Abstract 
Liestman, A.L. and J.G. Peters, Minimum broadcast digraphs, Discrete Applied Mathematics 
37138 (1992) 401-419. 
Broadcasting is an information dissemination process in which a message is to be sent from a 
single originator to all members of a r,+rwork by placing calls over the communication lines of 
the network. Numerous previou, pc’pe ; have investigated ways to construct sparse graphs (net- 
works) in which this process can t 2 ,ompleted in minimum time from any originator. In this 
paper, we consider the broadcasting Groblem in directed graphs. We show that several of the up- 
per and lower bounds which have been prouuced for the undirected problem have analogs in the 
directed case. We describe several techniques to construct sparse digraphs on n vertices in which 
broadcasting can be completed in minimum time from any originator. For several vaiues of n, 
these techniques produce the sparsest possible digraphs of this type (called minimum breadcast di- 
graphs). For other values of n, these techniques produce the sparsest known digraphs of this type. 
Keywords. Broadcasting, directed graphs, networks. 
1. Definitions 
Broadcasting refers to the process of message dissemination in a communication 
network whereby a message, originated by one member, is transmitted to all 
members of the network. Broadcasting is accomplished by placing a series of calls 
over the communication lines of the network. This is to be completed as quickly as 
possible subject to the constraints that each call involves only two vertices, each call 
requires one unit of time, a vertex can participate in only one call per unit of time, 
and a vertex can only call a vertex to which it is adjacent. 
Given a strongly connected digraph G and a message originator, vertex u, we 
define the directed broadcast ime of vertex u, g(u), to be the minimum number of 
* This research was supported by the Natural Sciences and Engineering Research Council of Canada 
under Grants No. A-1734 and A-0322. 
0166-218X/92/$05.00 0 1992-Elsevier Science Publishers B.V. All rights reserved 
402 A.L. Liestman. J.G. Peters 
time units required to complete broadcasting from vertex u. It is easy to see that 
&U)L [log2 nl for any vertex u in a strongly connected digraph G with n vertices 
since the number of informed vertices can at most double during each time unit. 
We define the broadcast ime of a digraph G, s(G), to be the maximum broad- 
cast time of any vertex u in G, i.e., s(G)=max{&u) 1 UE V(G)). For the complete 
symmetric digraph Kz with no 2 vertices, $&!) = [log2 nl, yet Kz is not minimal 
with respect o this property for any n> 2. That is, we can remove edges from Kz 
and still have a digraph G with n vertices uch that g(G) = [log2 nl. We use the 
term broadcast digraph to refer to any digraph G on n vertices with 
ii(~) = [log2 nl. 
We define the directed broadcast function, B(n), to be the minimum number 
of edges in any broadcast digraph on n vertices. A $nimum broadcast digraph 
(mbd) is a broadcast digraph on n vertices having B(n) edges. From an appli- 
cations perspective, minimum broadcast digraphs represent he cheapest possible 
communication networks (having the fewest directed communication lines) in 
which broadcasting can be accomplished, from any vertex, as fast as theoretically 
possible. 
Analogous definitions have previously been siven for (undirected) graphs [6]. 
Given a connected graph G and a message originator, vertex u, we use b(u) to denote 
the broadcast ime of vertex u, b(G) to denote the broadcast ime of a graph G, and 
B(n) to denote the broadcast function, that is, the number of edges in a minimum 
broadcast graph (m bg) . 
2. Prwious results 
Most of the previous work on broadcasting has been on the undirected problem 
and only a few values of B(n) are known. Farley, Hedetniemi, Mitchell and Pro- 
skurowski [4] determined the values of B(n) for n 5 15 and noted that B(2k) = k2k- ’ 
(the k-cube is an mbg on n =2k vertices). Mitchell and Hedetniemi [7] determined 
the value for B(17). Wang [8] gave the value of B(18) and the values of B(n) for 
n = 19, 30, and 31 were presented by Bermond, Hell, Liestman and Peters [l]. 
Since minimum broadcast graphs are very difficult to find, several authors have 
devised methods to construct broadcast graphs with small numbers of edges. Farley 
designed several techniques for constructing such graphs with n vertices and approx- 
imately (n/2) log1 n edges [3]. Chau and Liestman presented constructions based 
on Farley’s techniques which yield somewhat improved graphs, that is, graphs with 
fewer edges, for most values of n [2]. Grigni and Peleg [S] showed that 
B(n) E O(L(n - 1)n) for n> 1 where L(k) denotes the exact number of consecutive 
leading l’s in the binary representation of k. Asymptotically, Grigni and Peleg’s 
construction (which establishes their upper bound) produces the best results for 
most values of n. For a survey of results on undirected broadcasting and related 
problems, see Hedetniemi, Hedetniemi and Liestman [a]. 
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Comparatively little has been done on the directed broadcasting problem. Grigni 
and Peleg [5] showed that B(n) E @(f&z - 1)n) for nz 1. While these bounds are 
good asymptotically, they do not provide much information for small values. In 
fact, the problems of constructing minimum broadcast digraphs and determining 
exact values for B(n) have not been addressed. Our goals in this paper are to find 
better bounds for “practical” values of n and to determine xact values for b(n) 
where possible. We adapt the techniques of Bermond, Hell, Liestman and Peters [l] 
for use in directed graphs. 
3. General bounds 
The following simple lemma, noted by Grigni and Peleg [5], will serve as a useful 
starting point for our search for better bounds. 
Lemma 1. B(n) 5 g(n) 5 2B(n). 
The lower bound follows from the observation that the underlying graph of any 
minimum broadcast digraph on n vertices must be a broadcast graph on n vertices. 
Note that B(n) 1 n - 1 and B(n) I n follow trivially from the fact that every vertex 
must be able to send a message. The upper bound follows from the observation that 
replacing each edge of a minimum broadcast graph on n vertices with a symmetric 
pair of directed edges yields a broadcast digraph on n vertices. Unfortunately, as 
noted above, the value of B(n) is only known for n = 2k and for a few small values 
of n. For other values, bounds on i)(n) can be obtained from bounds on B(n) as 
noted in the following corollary. 
Corollary 2. If f (n) 5 B(n) 5 g(n), then f(n) 5 g(n) 5 2g(n). 
The techniques of Farley [3] and of Chau and Liestman [2] for constructing 
broadcast graphs can be modified to construct broadcast digraphs and give upper 
bounds on g(n). These techniques involve combining broadcast graphs on fewer 
than n vertices with some new edges to form a broadcast graph on n vertices. 
For example, to construct a broadcast graph on n vertices, Farley’s two-way split 
method is as follows. First, construct broadcast graphs G, and G2 on nl and n2 ver- 
tices, respectively, such that nl + n2 = n, nl 2 n2, and [log2 nil = [log2 n2] = 
[log2 nl - 1. Then, add n, edges between G, and G2 in such a way that each vertex 
in Gr is adjacent o a vertex in G2 and vice versa. This process yields graphs with 
fewer than +nrlog2 nl &es. To mimic this construction for directed graphs, first 
construct broadcast digraphs D, and D2 on nl and n2 vertices, respectively. Then, 
add n2 directed edges o that there is an edge from each vertex in D2 to some vertex 
in D,. Also, add n2 vertex-disjoint directed edges from n2 distinct vertices of D1 to 
the n2 vertices of D2. This gives the following lemma. 
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Lemma& &n)s&n,)+&na)+2n2 wherenl+n2=nM, n+n2, and rlog2nil= 
[log2 n21 = rlog2 nl - 1. 
‘Ii3 construct a broadcast graph on n vertices where 2Lloga ‘1<n s 3 *2r’og2nl-2, 
R&y’s three-way split method is as follows. First, construct broadcast graphs Gi, 
G2 and G3 on nl, n2 and n3 vertices, respectively, such that nl + 3t2+ n3 = n, 
nlrn21n3, and [log2 nil = [log, nl - 2 for each i. If n is even, connect each 
vertex of each component (graph) to a member of a different component using +n 
edges in total. If n is odd, do as above for n - 1 vertices and then connect he remain- 
ing vertex to a vertex of another component o which no other member of its own 
component is already connected. This uses [in1 edges in total and yields graphs 
with fewer than +nrlog2 nl -+n edges. To mimic this construction for directed 
graphs, first construct broadcast digraphs D1, D?, and D3 on nl , n2 and n3 vertices, 
respectively. Then, add n directed edges so that every vertex has an edge to a vertex 
in another component and an edge from a vertex in another component. This gives 
the following lemma. 
Lemma 4. &n)s&nl)+&n2)+S(n3)+n for nr5 in the range 21’og2nkns 
3 *2r10f32nl-2 wher. ttl +z2+n3 = n and [log2 nil = [log2 nl - 2 for each i. 
Additional bounds may be obtained by modifying the constructions of Chau and 
Liestman [2] to yield directed graphs. 
The following lemma is analogous to a result for undirected graphs which appears 
in [l]. It can be used to argue either lower or upper bounds. If an upper bound for 
B(n) is known, the lemma supplies an upper bound on &n-l). On the other 
hand, given a lower bound for &n - l), the result supplies a lower bound on g(n). 
The proof is omitted since it is similar to the proof in [ 11. 
Lemma 5. If a broadcast digmph on n vertices, 2k-1 + 1 <n I 2k, with e edges has 
a vertex of indegree a and outdegree /I, then &n - 1) I e + a@ + p 2 - a - 2#. 
Lower bounds on B(n) can be obtained by considering the outdegrees required 
of the vertices. One such bound, obtained by considering the outdegree of the 
originator of the broadcast, is the following result of Grigni and Peleg [S]. 
Lemma 5. ii(n) 2 t2(ri0g2 n) - Llog2 (2rios2 4 - (n - 1)) J). 
The above lemma establishes a lower bound on the minimum outdegree of each 
vertex. An improved lower bound on &n) can be argued for some values of n. In 
particular, if we know that each vertex must have outdegree ~4, we can consider 
the maximum number of vertices which can be informed when every vertex has 
outdegree = d. If n vertices cannot be informed in such a graph, we know that some 
vertex must have outdegree> 4, giving the following improvement in the lower 
bound. (A more detailed examination could yield even better lower bounds.) 
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Lemma 7. Zf n > dfi_ nl, where dp is an upper bound on the number of vertices 
that can be informed in time t in any digraph of maximum outdegree A, and 
A = [log2 nl - Llog, (2 rlogznl-(n-l))J, then k(n)>An. 
Proof. Let a: denote the maximum number of vertices that can be informed in 
time t in any digraph of maximum outdegree A. In any broadcasting scheme which 
achieves this maximum a: we may assume that a vertex does not remain idle if it 
has already been informed and it still has uninformed out-neighbors. Therefore, if 
there is one informed vertex at time 0, then all the vertices that were informed by 
time t have informed all of their out-neighbors and must be idle after time t + A. 
Hence, ap+d+,~Qid+d+(a~+A-a~)=2ap+A-a~ 5 It is also clear that a: 5 2’ because 
at each time a vertex can inform at most one other vertex. Thus an upper bound 
on a: is the solution to the recurrence df+ A + l = 2dt+, - dp for t 2 A, and dp = 2’ 
for t=O , 1 , . . . , A. This upper bound on a: can be translated into a lower bound on 
g(n). In particular, we know from Lemma 6 that no vertex can have degree less 
than A = rlo& nl - Ilog, (2 Pog2 ‘1 - (n - 1))j. So, if n > aflog nl, then n vertices 
cannot be informed by time [log, nl in any digraph of maximum outdegree A and 
g(n)> An. Since of rdp, the result follows. Cl 
4. Construction of broadcast digraphs 
Several techniques have proven valuable in attempting to construct sparse broad- 
cast digraphs for small n. Since :hese techniques result in highly symmetric digraphs, 
only a few broadcast schemes need to be exhibited to prove that a digraph IS a 
broadcast digraph. We have, in fat:, been able to show that many of our broadcast 
digraphs are minimum broadcast digraphs. Some of these techniques can be used 
to find broadcast digraphs for Iarger n. 
In the following sections, several figures are used to depict broadcast digraphs 
and broadcasting schemes. A pair of symmetric directed edges between apair of ver- 
tices is represented in the figures as a single edge with arrowheads at both ends. A 
broadcast scheme is depicted as a tree which consists of the edges used in the scheme 
for an originator isomorphic to the vertex indicated by “ + “. Other vertices are 
labelled with the times at which they receive the message under the scheme. 
4.1. Simple cases 
Theorem 8. g(3) = 3. 
Proof. The directed cycle on 3 vertices is a broadcast digraph with 3 edges. With 
two time units allowed for broadcasting, each originator can simply send the 
message to its only out-neighbor at time 1 who can relay it to the third vertex at time 
2. Since every vertex must have an out-neighbor, at least 3 edges are needed in any 
broadcast digraph on 3 vertices. Cl 
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63 (e) (0 
Fig. 1. (a) Broadcsst digraph on 5 vertices and (b)-(f) broadcast schemes. 
Theorem 9. &5)=7. 
Proof. The digraph in Fig. l(a) is a broadcast digraph with 7 edges. Broadcast 
schemes for the 5 vertices are shown in Fig. l(b)-(f). 
Lemma 7 shows that at least 6 edges are needed in any broadcast digraph on 5 
vertices, so suppose that G is a broadcast digraph on 5 vertices with 6 edges. G must 
have 4 vertices with outdegree 1 and 1 vertex with outdegree 2. If a vertex of 
outdegree 1 is to inform 5 vertices in 3 time units, it must call the vertex of outdegree 
2 during time unit 1. Since all of the edges from vertices of outdegree 1 must connect 
to the vertex of outdegree 2, some vertex of outdegree 1 has indegree 0 and cannot 
receive a message broadcast from any other originator. IJ 
4.2. Symmetric minimum broadcast digraphs 
As noted in the proof of Lemma 1, a broadcast digraph on n vertices can be ob- 
tained by replacing each edge of a minimum broadcast graph on n vertices with a 
symmetric pair of directed edges. We use the term symmetric minimum broadcast 
digraph (smbd) to denote such a digraph. For some values of n we can show that 
an smbd is a minimum broadcast digraph on n vertices. 
Theorem 10. &2k) = k2$ for k> 1. 
Proof. It has been shown (see [4]) that B(2k) = k2”- ’ and that the k-cube is an mbg 
on n =2k vertices. Replacing each edge of the k-cube vith a symmcryic pair of 
directed edges yields a broadcast digraph on n vertices with kZk directed edges. 
Lemma 6 provides a matching lower bound on &2k). Cl 
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a:! addition to the digraph described in the above proof, any broadcast digraph 
on n = 2k vertices constructed by the method of Lemma 3 also has k2” edges. 
Theorem 11. g(6) = 12. 
Proof. In [4] it is shown that B(6) = 6 and that the cycle of length 6 is an mbg on 
6 vertices. Replacing each edge of the cycle with a symmetric pair of directed edges 
yields a broadcast digraph on n vertices with 12 directed edges, matching the lower 
bound from Lemma 6. El 
It should be noted that any broadcast digraph on 6 vertices constructed by the 
method of Lemma 3 also has 12 edges. 
4.3. Cycles with chords 
One type of construction which yields several broadcast digraphs can be described 
as a directed cycle with appropriately chosen chords. Let ?,, be the directed cycle 
on n vertices 0, 1, . . . , n - 1 with directed edges (i, i + l), OS is n - 1. (Note that addi- 
tion is assumed to be performed modulo n throughout his section.) The figures in 
this section are drawn with vertex labels increasing clockwise with 0 at the top. 
We can construct a 2-regular digraph by choosing a and adding edges (i, i + ar) for 
all i, 0 I i I n - 1. (Note: An r-regular digraph is a digraph in which each vertex has 
indegree r and outdegree r.) With this technique, we can construct minimum broad- 
cast digraphs to determine the values of g(7) and &lo). 
Theorem 12. B(7) = 14. 
Proof. The digraph in Fig. 2(a) is a 2-regular broadcast digraph with 14 edges con- 
structed by choosing a=3. All of the vertices of the digraph are isomorphic. A 
broadcast scheme for a vertex of the digraph is shown in Fig. 2(b). (Another 
2-regular broadcast digraph with 14 edges can be constructed by choosing cx = 5.) 
Lemma 6 shows that at least 14 edges are needed in any broadcast digraph on 7 
vertices. Cl 
Theorem 13. B( 10) = 20. 
3 1 
3 @ 
3 
2 2 
(a) 0 
Fig. 2. (a) Broadcast digraph on 7 vertices ar;d (5) broadczst scheme. 
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Proof. A 2-regular broadcast digraph on 10 vertices with 20 edges can be con- 
structed by choosing cr = 4. The broadcast scheme is omitted. 
Lemma 6 shows that at least 20 edges are needed in any broadcast digraph on 10 
vertices. Cl 
This technique can be generalized by adding chords of several engths from all 
vertices of the directed cycle. For example, we can construct a 3-regular digraph by 
choosing integers CT and fl and adding chords (i, i+ ar) and (i, i - j?) to the directed 
cycle E, for all i, Olirn-I. 
Theorem 14. &14) = 42. 
Proof. The digraph in Fig. 3(a) is a 3-regular broadcast digraph with 42 edges con- 
structed by choosing u = 5 and fi = 3. 
Ail of the vertices of the digraph are isomorphic. A broadcast scheme for a vertex 
of the digraph is shown in Fig. 3(b). 
Lemma 6 shows that at least 42 edges are needed in any broadcast digraph on 14 
vertices. q 
Theorem 15. k( 15) = 45. 
Proof. A 3-regular broadcast digraph on 15 vertices with 45 edges can be con- 
structed by choosing (r=7 and j?= 3. The broadcast scheme is omitted. 
Lemma 6 shows that at least 45 edges are needed in any broadcast digraph on 15 
vertices. Cl 
This technique can also be generalized by adding chords of different lengths from 
various subsets of the vertices. This is illustrated by the following examples. 
Theorem 16. & 12) = 24. 
Fig. 3. (a) Broadcast digraph on 14 vertices and (b) broadcast scheme. 
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(cl (a) 
Fig. 4. (a) Broadcast digraph on 12 vertices and (b)-(d) broadcast schemes. 
Proof. The digraph in Fig. 4(a) is a 2-regular broadcast digraph with 24 edges. The 
digraph was constructed by adding edges (i, i + 3) where i= 0 mod 3, (i, i + 10) where 
kl mod3, and (i,i+g) where k2 mod3 to &. 
The vertices of the digraph can be partitioned into 3 isomorphism classes. Broad- 
cast schemes for originators from these classes are shown in Fig. 4(b)-(d). (Another 
2-regular broadcast digraph can be constructed by adding edges (i, i + 3) where i= 0 
mod 3, (i,i+ 7) where i= 1 mod 3, and (i,i+ 8) where k2 mod 3 to &.) 
Lemma 6 shows that at least 24 edges are needed in any broadcast digraph on 12 
vertices. 0 
Theorem 17. B( 18) = 36. 
Proof. A 2-regular broadcast digraph on 18 vertices with 36 edges can be con- 
structed by adding edges (i, i + 4) for even i and (i, i - 4) for odd i to the directed cycle 
2,s. The broadcast scheme is omitted. 
Lemma 6 shows that at least 36 edges are needed in any broadcast digraph on 18 
vertices. Cl 
Theorem 18. 45 s &22) I 55. 
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Proof. A broadcast digraph on 22 vertices with 55 edges can be constructed by ad- 
ding edges (i, i + 4) and (i, i - 4) for even i and edges (i, i - 6) for odd i to the directed 
cycle &. The details of the broadcast schemes for this digraph are omitted. 
Lemma 7 shows that at least 45 edges are needed in any broadcast digraph on 22 
vertices. El 
Theorem 19, 49s g(24) 166. 
Proof. The digraph in Fig. 5 is a broadcast digraph with 66 edges. The digraph was 
constructed by adding edges (i, i+ 4) and (i, i- 4) for even iLedges (i, i- 6) for odd 
i, and edges (i, i + 12) for i= 1 mod 4 to the directed cycle &. The details of the 
broadcast schemes for this digraph are omitted. 
Lemma 7 shows that at least 49 edges are needed in any broadcast digraph on 24 
vertices. q 
Theorem 20. &26) = 78. 
Proof. A 3-regular broadcast digraph on 26 vertices with 78 edges can be con- 
structed by adding edges (i, i+ 6) and (i, i- 6) for even i and edges (i, i + 4) and 
(i, i- 4) for odd i to the directed cycle ?&. The details of the broadcast schemes 
for this digraph are omitted. 
Lemma 6 shows that at least 78 edges are needed in any broadcast digraph on 26 
vertices. Cl 
4.4. Interconnection of cycles 
Another type of construction which yields severa new sparse broadcast digraphs 
can be described as the interconnection of cycles. In particular, when n can be 
Fig. 5. Broadcast digraph on 24 vertices. 
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factored as n = ab, we can construct a digraph on n vertices by interconnecting b
directed cycles of length a. Start by labelling the n vertices with the pairs (i,j) where 
Odla-1 and Orjrb-1 and add the edges ((i,j),((i+l) moda,j)) for all iand 
j. This creates b cycles of length a where (i, j) is the label of the vertex in position 
i of cycle j. 
The interconnections among the cycles can be described by one or more pairs of 
mappingsf:{O,l,..., a-l]+{O,l,..., a-l]andg:(O,l,..., a-l}+{O,l,..., b-l} 
so that vertex (i,j) is adjacent to vertex ((i+f(i)) mod a, (j+ g(i)) mod b). Notice 
that there are at most a isomorphism classes of vertices corresponding to the a posi- 
tions on the cycles. 
The 20-vertex digraph in Fig. 6(a) is an interconnection of 4 cycles of length 5. 
If the positions of each cycle are labelled clockwise starting with the innermost 
vertex in position 0, and the cycles are also labelled clockwise, then the interconnec- 
tion functions are f(O)=O, f(l)= 2, f(2)=4, f (3)= 1, f(4)= 3, and g(j) = 1 for 
01 jl4. Interconnection functions among cycles can also be described more suc- 
cinctly by a template with a columns corresponding to the positions on cycles and 
2 rows which list the values of the interconnection functions f and g. For example, 
the template for the digraph in Fig. 6(a) is yt;‘$ 
Theorem 21. &20) = 40. 
Proof. The digraph in Fig. 6(a) is a 2-regular broadcast digraph with 40 edges which 
was constructed as described above. Figure 6(b) describes a broadcast scheme for 
vertex 0 of cycle 0. The other vertices in position 0 of their cycles are isomorphic 
and can use the same broadcast scheme. Broadcast schemes for the other vertices 
are omitted. 
Lemma 6 shows that at least 40 edges are needed in any broadcast digraph on 20 
vertices. •I 
(a) 0 
Fig. 6. (a) Broadcast digraph on 20 vertices and (b) a broadcast gzheme. 
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Theorem 22. 5 1 I k(25) I 75. 
Proof. A 3-regular broadcast digraph on 25 vertices with 75 edges can be con- 
structed as an interconnection of 5 directed cycles of 5 vertices using the two 
templates :E and 22220 43213 l The details of the broadcast schemes for this digraph are 
omitted. 
Lemma 7 shows that at least 51 edges are needed in any broadcast digraph on 25 
vertices. El 
This method has also been used to construct additional minimum broadcast 
digraphs for n = 6 using the template g with 2 directed cycles on 3 vertices, for 
n = 10 using the template c with 2 directed cycles on 5 vertices, and for n = 15 
using the templates :E and i$& with 3 directed cycles on 5 vertices. 
4.5. Vertex addition 
Many of the broadcast schemes above leave vertices idle during the last time unit. 
These vertices could, potentially, be used to inform additional vertices. It is 
sometimes possible to add new vertices and edges such that the existing broadcast 
schemes can be extended to include the new vertices, and the new vertices can 
originate their own minimum time broadcasts. In some cases, the numbers of edges 
added are small enough to give good broadcast digraphs. 
Theorem 23. 29&(13)( 33. 
Proof. The digraph in Fig. 7(a) is a broadcast digraph which was constructed by ad- 
ding 1 vertex and 9 edges to the digraph cf Fig. 4(a). Considering the broadcast 
schemes in Fig. 4(b)-(d), we observe that regardless of the originator, at least 1 of 
the vertices 0, 1,4,6,7, and 10 is idle at time 4. (Note, for example, that the scheme 
Fig. 7. (a) Broadcast digraph on 13 vertices and (b) a broadcast scheme. 
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Fig. 8. (a) Broadcast digraph on 11 vertices and (b) a broadcast scheme. 
shown for originator 0 indicates that vertices 0 and 3 are not involved in calls at time 
4. If the originator was vertex 3 (which is isomorphic to vertex 0), vertices 3 and 
6 would be idle at time 4.) Thus, if we add edges from vertices 0, 1, 4, 6, 7, and 
10 to the new vertex, we can easily extend the broadcast schtmes of Fig. 4(b)-(d) 
to inform the new vertex by time 4. The broadcast scheme given in Fig. 7(b) com- 
pletes the proof of the upper bound. To prove the lower bound, notice that all ver- 
tices must have outdegree at least 2 and that a vertex with outdegree 2 can only 
broadcast o 12 other vertices in 4 time units if its first call is to a vertex with 
outdegree at least 3. By examining the broadcast ree for a vertex with outdegree 
2, it is easy to argue that there must be at least 3 vertices which outdegaee at least 
3. Cl 
4.6. Vertex deletion 
For some values of n, our best result has come from applying the construction 
contained in the proof of Lemma 5 (or variations of it) to digraphs constructed by 
other techniques. 
Theorem 24. & 11) = 22. 
Proof. & 11) I 26 follows from $( 12) = 24 by using Lemma 5 to replace any of 
the vertices in the digraph G of Fig. 4(a). With a more detailed examination of the 
possible broadcast schemes for this digraph, an 1 l-vertex broadcast digraph G’ with 
only 22 edges (see Fig. 8(a)) can be const, .kzted. As in the proof of Lemma 5, a 
vertex, say vertex 11, is removed along with its incident edges. Rather than adding 
the 6 edges called for in the proof, we add only the edges (10,O) and (1,7) to form G’. 
We must now verify that each vertex in G’ can broadcast in 4 time units. Vertex 
11, which was removed, is of the form 2 mod 3. Examining the broadcast schemes 
of Fig. 4(b)-(d), we note that if the originator is any vertex u&l mod 3, all vertices 
of the form 2 mod 3 are informed at time 4 with the exception of vertex u + 2. 
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Since the vertices which are informed at time 4 do not participate in any other 
calls, they may be deleted without affecting the broadcast. Thus, if the originator 
is any vertel: u- = 0 mod 3 where u #9, then the broadcast schemes for G also work 
for G’. A broadcast scheme G’ with originator 9 is shown in Fig. 8(i). Similarly, we 
can show that the schemes for G also work for some originators of the form u= 
1 mod 3 or u= 2 mod 3 in G’. Additional schemes need only be produced for 
originators 1, 2, 5, and 10 when vertex 11 is removed. The details of these schemes 
are omitted. 
Lemma 6 shows that at least 22 edges are needed in any broadcast digraph on 11 
vertices. q 
Theorem 25. 24 s & 17) s 34. 
Proof. & 17) 5 38 follows from B( 18) = 36 by using Lemma 5 to delete any of the 
vertices in a broadcast digraph on 18 vertices as described in the proof of Theorem 
17. With a more detailed examination of the possible broadcast schemes for this 
digraph, a 17-vertex broadcast digraph G’ with only 34 edges (see Fig. 9) can be con- 
structed. As in the proof of Lemma 5, a vertex, say vertex 17, is removed along with 
its incident edges. Rather than adding the 6 edges called for in the proof, we add 
only the edges (16, @: and (3,13) to form G’. 
As in the proof of Theorem 24, we observe that the broadcast schemes for G also 
work for G’ for most originators. In particular, additional schemes need only be 
produced for originators 1, 2, 3, 7, 15 and 16. The details of these schemes are 
omitted. 
Lemma 1 shows that at least 22 edges are needed in any broadcast digraph on 17 
vertices. The lower bound can be improved to 24 by noticing that any broad- 
cast originating from a vertex with outdegree I requires a vertex with outdegree 
at least 4, a vertex with outdegree at least 3, and 2 vertices with outdegree at 
least 2. cl 
Theorem 26. 38&19)r39. 
Fig. 9. Broadcast digraph on 17 vertices. 
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Proof. &19)~42 follows from &20)=40 by using Lemma 5 to replace any of 
the vertices in the digraph G of Fig. 6. With a more detailed examination of the 
possible broadcast schemes for this digraph, a 19-vertex broadcast digraph G’ with 
only 39 edges can be constructed. As in the proof of Lemma 5, a vertex, say vertex 
(4,3) (vertex 4 of cycle 3), is removed along with its incident edges. Rather than ad- 
ding the 6 edges called for in the proof, we only add edges ((3,2), (3,3)), ((3,3), (0,3)), 
and ((3,3), (2, ON. 
/*s in the proof of Theorem 24, we observe that the broadcast schemes for G also 
work for G’ for most originators. The details of the additional required schemes are 
omitted. 
Lemma 6 shows that at least 38 edges are needed in any broadcast digraph on 19 
vertices. Cl 
Theorem 27. 43 zs &21) I 53. 
Proof. go 57 follows from %(22)~ 55 by using Lemma 5 to replace any of 
the odd numbered vertices in th? broadcast digraph on 22 vertices described in the 
proof of Theorem 18. With a more detailed examrnation of the possible broadcast 
schemes for this digraph, a 21-vertex broadcast digraph G’ with only 53 edges can 
be constructed. As in the proof of Lemma 5, a vertex, say vertex 21, is removed 
along with its incident edges. Rather than adding the 6 edges called for in the proof, 
we add only the edges (240) and (5,15) to form G’. 
As in the proof of Theorem 24, we observe that the broadcast schemes for G also 
work for G’ for most originators. The details of the additional required schemes arc 
omitted. 
Lemma 7 shows that at least 43 edges are needed in any broadcast digraph on 21 
vertices. Cl 
Theorem 28. 47 I &23) I 64. 
Proof. g(23) I 68 follows from &24) I 66 by using Lemma 5 to replace any of 
the vertices of the form 3 mod 4 in the digraph G of Fig. 5. With a more detailed 
examination of the possible broadcast schemes for this digraph, a 23-vertex broad- 
cast dtgraph G’ with only 64 edges can be constructed. As in. the proof of Lemma 
5, a vc:rtex, say vertex 23, is removed along with its incident edges. Rather than ad- 
ding the 6 edges called for in the proof, we add only the edges (22,0) and (5,15) to 
form G’. 
As in the proof of Theorem 24, we observe that the broadcast schemes for G also 
work for G’ for most originators. The details of the additional required schemes 2re 
omitted. 
Lemma 7 shows that at least 47 edges are needed in any broadcast digraph on 23 
vertices. III 
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5. Additional constructions 
The methods of Lemmas 3 and 4 can be employed to establish new upper bounds 
on g(n) for several values of n. These methods use broadcast digraphs for small n 
to build broadcast digraphs for larger values of n. Thus, the discovery of additional 
values of E(n), or the improvement of the upper bound on g(n) for small values 
of n, is likely to lead to improvements in the upper bounds on g(n) for larger 
values of n. 
Theorem 29. k(30) = 120. 
Proof. A broadcast digraph on 30 vertices can be constructed by joining a pair of 
minimum broadcast digraphs on 15 vertices with 30 directed edges as described in 
the proof of Lemma 3. The resulting graph has 120 edges. (This upper bound also 
follows from Lemma 1.) Lemma 6 shows that at least 120 edges are needed in any 
broadcast digraph on 30 vertices. 0 
Theorem 30. E(9) = 16. 
Proof. To show that &9)112, note that any vertex with outdegree 1 must be ad- 
jacent to a vertex which can inform the remaining 7 vertices in 3 time units. So, a 
vertex with outdegree 1 must be adjacent o a vertex with outdegree at least 3 which 
must, in turn, be adjacent to a vertex with outdegree at least 2. The situation is 
shown in Fig. 10(a) in which vertex s has outdegree 1, t has outdegree at least 3, and 
u has outdegree at least 2. Furthermore, all of the vertices in Fig. 10(a) must be 
distinct. If w has outdegree 1, then y must have outdegree at least 3. If w has 
outdegree at least 2, then y could have outdegree 1. Similarly, either x has outdegree 
at least 2 or z has outdegree at least 3. This shows that $9)~ 14. It also shows 
that there is at least one vertex with outdegree at least 3 and at least 3 more vertices 
with outdegree at least 2. 
Suppose that g(9) = 15. It follows from the argument above that there are only 
3 possible ways to choose the outdegrees of the vertices; there can be 1 vertex with 
outdegree 4 and 3 vertices with outdegree 2, 1 vertex with outdegree 3 and 4 with 
outdegree 2, or 2 vertices with outdegree 3 and 2 with outdegree 2. 
First consider the case in which there is 1 vertex with outdegree 4 and 3 with 
outdegree 2. Then w and x both have outdegree 2, and y, v, z, and r all have 
outdegree 1 and must be adjacent o t, which must be the vertex with outdegree 4. 
The situation is shown in Fig. IO(b). The only edges that have not been fixed are 1 
edge leaving w, 1 edge leaving X, and 1 edge leaving t. Furthermore, 1 of these edges 
must enters. If w is adjacent o s, then broadcasting from w is impossible. Similarly, 
x cannot be adjacent o s, so I must be the vertex adjacent to s. 
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Fig. 10. Broadcast digraph on 9 vertices. 
Consider a broadcast originating from o. v informs t at time 1 and t then has the 
choice of informing either u or x at time 2. If t informs u at time 2, then u calls 
w at time 3, and t is forced to call x at time 3 and s at time 4. It is now impossible 
to inform all three of y, z and r because only w and x remain available to make calls 
at time 4. Suppose that I informs x at time 2 instead of u. There are now 2 time 
units remaining and 6 vertices that have not been informed, so t and x must each 
call a vertex with outdegree 2 at time 3. The only possibility is that t calls u and x 
calls w. Since t must call s at time 4, w must be adjacent o r, but this makes broad- 
casting from w impossible. This completes the proof of the case in which there is 
1 vertex with outdegree 4 and 3 with outdegree 2. 
If there is 1 vertex with outdegree 3 and 4 with outdegree 2, then the vertex with 
outdegree 3 is t, and 3 of the vertices with outdegree 2 must be U, w, and x. There 
are 4 possible choices for the remaining vertex with outdegree 2. If y, v, or z has 
outdegree 2, then r must be adjacent o t and broadcasting from r is impossible. If 
r has outdegree 2, then y, v, and z are all adjacent o f. There are now only 4 edges 
that have not been fixed. The only possible configuration is that r is adjacent o S, 
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Table 1. Upper and lower bounds on h(n) (* indicates optimality) 
n Lower Upper n Lower Upper n Lower Upper n Lower Upper 
0 0* 9 16 
2 2* 10 20 
3 3* 11 22 
8 a* 12 24 
7 7* 13 29 
12 12* 14 42 
14 14* 15 45 
24 24* 16 64 
16* 17 24 
20* 18 36 
22* 19 38 
24* 20 40 
33 21 43 
42* 22 45 
45* 23 47 
64* 24 49 
34 25 51 75 
36* 26 78 78* 
39 27 81 93 
40* 28 84 104 
53 29 88 115 
55 30 120 120* 
64 31 124 130 
66 32 160 160* 
and the other 3 unfixed edges (from w, X, and r) go to vertices with outdegree at 
least 2. However, this makes broadcasting from u impossible. 
The only remaining possibility is 2 vertices with outdegree 3 and 2 vertices with 
outdegree 2. There are 5 possible locations for the second vertex with outdegree 3 
(u, W, y, X, z) and each choice fixes the locations for the vertices with outdegree 2 
and also fixes some of the edges leaving vertices with outdegree 1. A naive enumera- 
tion by computer of the digraphs satisfying these constraints (approximately 20,000 
digraphs) was used to establish that none of them is a broadcast digraph. Therefore 
B(9) L 16. 
The upper bound is established by the digraph of Fig. 10(c) which was derived 
from the digraph of Fig. 10(b). The broadcast schemes can be summarized as 
follows. If the originator is S, v, w, y, z, or r, then the originator calls t during the 
first time unit. If the originator is u, then u calls v first and then informs w while 
v is informing t. If the originator is x, then x calls w first and then informs z while 
w is informing t. In most cases, t makes its first call to u and its second call to x. 
The exceptions are broadcasts originated by x and z when t calls r after calling u 
and broadcasts originated by u and v when t first calls x and then r. The remaining 
details of the broadcast schemes are now easy to deduce. Cl 
6. Known bounds for small n 
The current best known bounds on z(n) for 1 ZS~S 32 are shown in Table 1. 
Note that the (nontrivial) upper bounds which were not explicitly discussed above 
are derived using Lemmas 1 and 3. In particular, the upper bounds given for kl= 28 
and 3 1 are from Lemma 1 while the upper bounds for n = 27 and 29 are from Lem- 
ma 3. The smallest R fo7 which Lemma 4 gives the best upper bound is n = 33. The 
(nontrivial) lower bounds which were not explicitly discussed above are derived 
using Lemmas 6 and 7. The lower bounds given fcr n = 27,28 and 3 1 are from Lem- 
ma 6 while the lower bound for n = 29 is from Lemma 7. 
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