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CONFIGURATION POLYNOMIALS
UNDER CONTACT EQUIVALENCE
GRAHAM DENHAM, DELPHINE POL, MATHIAS SCHULZE, AND ULI WALTHER
Abstract. Configuration polynomials generalize the classical Kirch-
hoff polynomial defined by a graph and appear in the theory of Feynman
integrals. Contact equivalence provides a way to study the associated
configuration hypersurface. We show that the contact equivalence class
of any configuration polynomial contains another configuration polyno-
mial in at most
(
r+1
2
)
variables, where r is the rank of the underlying
matroid. In rank r ≤ 3 we determine normal form representatives for
the finitely many equivalence classes, but in rank r = 4 we exhibit an
infinite family of configuration polynomial equivalence classes.
Furthermore we establish strong indecomposability and log-concavity
properties of configuration polynomials.
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1. Introduction
The classical Kirchhoff polynomial of a connected undirected graph G with
edge set E is defined as the polynomial
ψG =
∑
T
∏
e∈T
xe,
where T runs through all spanning trees of G and xe is a formal variable
associated to the edge e ∈ E. This purely combinatorial quantity has re-
cently attracted considerable attention due to its connection to the theory
of Feynman graphs; see, for example, [Alu14; Bit+19; BS12; BSY14]) and
the literature trees in these works. By Kirchhoff’s matrix-tree theorem,
ψG appears as any cofactor of the weighted Laplacian of G depending on
edge variables. More intrinsically this is the determinant of a matrix of the
generic diagonal bilinear form restricted to the span WG ⊆ Z
E of all inci-
dence vectors of G. In this way one can generalize the Kirchhoff polynomial
by associating a configuration polynomial to any configuration W ⊆ KE over
a field K (see [BEK06; Pat10]). Notably any matrix representation of the
underlying configuration form on W consists of Hadamard products v ⋆ w of
vectors v,w ∈W (see Definition 2.3). This generalized point of view has re-
cently led to new insights on the affine and projective hypersurfaces defined
by Kirchhoff polynomials (see [DSW19; Den+20]).
In this article we study configurations through the lens of (linear) contact
equivalence on their configuration polynomials (see Definition 3.1). Polyno-
mials in the same equivalence class define the same affine hypersurfaces, up
to a product with an affine space. In §3, we approach the classification of
configurations with respect to contact equivalence. While this approach is
very natural from a geometrical point of view, forgetting the matroid struc-
ture makes it difficult to master.
In §3.2, we focus first on the problem of finding small configurations within
the contact equivalence class of a given configuration. This requires us to look
in detail at the structure of the Hadamard powers W ⋆s of the configuration
(see §2.2). We show in Lemmas 2.8 and 3.4 that, while such Hadamard pow-
ers do usually not form chains with increasing s, they nonetheless have some
monotonicity properties with regard to suitable restrictions to subsets of E.
We use this in Proposition 3.6 to show that every configuration contains in its
contact equivalence class another configuration for which |E| ≤
(
dimW+1
2
)
.
In §3.3, §3.4 and §3.5, we then consider the question of determining all
contact equivalence classes for configurations of a given rank. For small rank
(no more than 3), we show that finitely many contact equivalence classes con-
tain all configurations. We identify these classes and write down a canonical
configuration element in each class (see Propositions 3.12 and 3.13). For rank
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4 and higher, the configuration polynomials live in infinitely many different
equivalence classes. For rank 4, even for the smallest interesting case |E| = 6
we exhibit an infinite family of contact equivalence classes of configurations
(see Proposition 3.15). In summary, we see that, in general, the contact
equivalence class of a configuration W neither determines nor is determined
by the matroid associated to W .
The last two sections, §4 and §5, are devoted to two properties of polyno-
mials associated with matroids that have recently been at the focus of some
outstanding works of mathematics: indecomposability and log-concavity.
The matroid (basis) polynomial is the sum of all monomials whose ex-
ponents are bases of the matroid (see Definition 2.5). It is log-concave
due to deep results of Adiprasito, Huh and Katz (see [AHK18]) and even
completely log-concave as shown subsequently by Anari, Oveis Gharan and
Vinzant (see [AOV18]). As a crucial ingredient of the proof of Mason’s
ultra-log-concavity conjecture by Anari, Liu, Oveis Gharan and Vinzant (see
[Ana+18]) the homogenized generating polynomial of a matroid, the sum of
monomials whose exponents are independent sets, is another example of a
completely log-concave polynomial. Applying a criterion for complete log-
concavity from this last mentioned work, we show in Theorem 5.8 that real
configuration polynomials are completely log-concave. Following the same
approach one can recapture the result of Anari, Oveis Gharan and Vinzant
(see Remark 5.10).
The above complete log-concavity criterion involves the notion of inde-
composability of polynomials. This measure of complexity pertains to the
question whether a polynomial can be read as the sum of polynomials in
disjoint sets of variables in the given coordinate system. In Corollary 4.3 we
show that configuration polynomials are even completely indecomposable in
the sense that they remain indecomposable in every coordinate system.
Acknowledgments. We gratefully acknowledge support by the Bernoulli
Center at EPFL during a “Bernoulli Brainstorm” in February 2019, and by
the Centro de Giorgi in Pisa during a “Research in Pairs” in February 2020.
2. Preliminaries
2.1. Configuration forms and polynomials. Let K be a field. We denote
the dual of a K-vector space W by
W∨ := HomK(W,K).
Let E be a finite set. Whenever convenient, we order E and identify
E = {e1, . . . , en} = {1, . . . , n}.
We identify E with the canonical basis of the based K-vector space
KE :=
⊕
e∈E
K · e.
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We denote by E∨ = (e∨)e∈E the dual basis of
(KE)∨ = KE
∨
.
We write xe := e
∨ to emphasize that x := (xe)e∈E is a coordinate system on
KE. For F ⊆ E we denote by
xF :=
∏
f∈F
xf
the corresponding monomial. For w ∈ KE and e ∈ E, denote by we := e
∨(w)
the e-component of w.
Definition 2.1. Let E be a finite set. A configuration over K is a K-vector
space W ⊆ KE. It gives rise to an associated matroid M = MW with rank
function S 7→ dimK 〈S
∨|W 〉. Its bases, independent sets and circuits are
denoted by BM, IM and CM, respectively. We refer to
rW := rkM = dimKW
as the rank of the configuration. Equivalent configurations obtained by
rescaling E or by applying a field automorphism have the same associated
matroid.
Notation 2.2. We denote the Hadamard product of u, v ∈ KE by
u ⋆ v :=
∑
e∈E
ue · ve · e ∈ K
E.
We suppress the dependency on E in this notation. We abbreviate
u⋆s := u ⋆ · · · ⋆ u︸ ︷︷ ︸
s
.
Definition 2.3 ([DSW19, Rem. 3.21, Def. 3.20],[Oxl11, §2.2]). Denote by
µK the multiplication map of K. Let W ⊆ K
E be a configuration of rank
r = rW . The associated configuration form is
QW =
∑
e∈E
xe · µK ◦
(
e∨ × e∨
)
: W ×W → 〈x〉K.
A choice of (ordered) basis w = (w1, . . . , wr) of W ⊆ KE together with
an ordering of E is equivalent to the choice of a configuration matrix A =
(wij)i,j ∈ K
r×n with row span 〈A〉 equal toW . With respect to these choices,
QW is represented by the r × r matrix
Qw := QA := (
〈
x,wi ⋆ wj
〉
)i,j =
(∑
e∈E
xe · w
i
e · w
j
e
)
i,j
.
Different choices of bases w,w′ and orderings (or, equivalently, of configura-
tion matrices) yield conjugate matrix representatives for QW .
Judicious choices of the basis and the orderings lead to a normalized con-
figuration matrix A = (Ir|A
′), where Ir is the r × r unit matrix.
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Remark 2.4. For fixed e ∈ E, (wie · w
j
e)i≤j is the image of (w
i
e)i under the
second Veronese map Kr → K(
r
2). Thus, Qw determines the vectors (w
i
e)i up
to a common sign. In particular, QW determines the configuration W up to
equivalence.
Definition 2.5 ([DSW19, Def. 3.2, Rem. 3.3, Lem. 3.23, Rem. 3.3]). Let
W ⊆ KE be a configuration. If A is a configuration matrix for W with cor-
responding basis w, then the associated configuration polynomial is defined
by
ψW := ψw := ψA := detQA ∈ K[x].
It is determined by W up to a square factor in K∗. One has the alternative
description
ψA =
∑
B∈BM
det(KB
w
→W ։ KB)2 · xB ,
using the ordering corresponding to A on every basis B ⊆ E.
The matroid (basis) polynomial
ψM =
∑
B∈BM
xB ∈ Z[x]
of M = MW has the same monomial support as ψW but the two can be
significantly different (see [DSW19, Ex. 4.1]).
Remark 2.6. If G = (V,E) is a graph and W ⊆ KE is the row span of the
incidence matrix of G, then ψW = ψG is the Kirchhoff polynomial of G (see
[DSW19, Prop. 3.16]).
2.2. Hadamard products of configurations. Let W ⊆ KE be a config-
uration of rank
r = rW = dimKW ≤ |E|.
For s ∈ N≥1, denote by
W ⋆s := W ⋆ · · · ⋆ W︸ ︷︷ ︸
s
:=
〈
w1 ⋆ · · · ⋆ ws
∣∣ w1, . . . , ws ∈W 〉 ⊆ KE
the s-fold Hadamard product of W and by
rsW := dimKW
⋆s ≤ |E|
its dimension. Note that rW = r
1
W By multilinearity and symmetry of the
Hadamard product, we have a surjection
(2.1) SymsKW ։W
⋆s, wi1 · · ·wis 7→ wi1 ⋆ · · · ⋆ wis .
In particular, for all s, s′ ∈ N≥1, there is an estimate
(2.2) rsW ≤
(
rW + s− 1
s
)
.
and equations
(KE)⋆s = KE, W ⋆s ⋆ W ⋆s
′
= W ⋆(s+s
′).
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Example 2.7. Consider the non-isomorphic rank 2 configurations in Kn
W = 〈(1, . . . , 1), (1, 2, 3, . . . , n)〉, W ′ = 〈(1, 0, . . . , 0), (0, 1, 0, . . . , 0)〉.
Then rsW = min {s, n} as follows from properties of Vandermonde determi-
nants, whereas rsW ′ = 2.
For F ⊆ E, denote by
πF : K
E → KF
the corresponding K-linear projection map. Abbreviate
wF := πF (w), WF := πF (W ).
By definition, (w1 ⋆ · · · ⋆ ws)F = w
1
F ⋆ · · · ⋆ w
s
F and hence
(W ⋆s)F = (WF )
⋆s =: W ⋆sF .
Lemma 2.8. For every configuration W ⊆ KE there is a filtration
F1 ⊆ · · · ⊆ Ft ⊆ · · · ⊆ E
on E such that, for all s′ ≤ s in N≥1, there is a commutative diagram
(2.3)
KE KFs
W ⋆s
′
W ⋆s
′
Fs
πFs
⊆
∼=
⊆
in which the right hand containment is an equality for s′ = s. In particular,
for s′ ≤ s,
(2.4) rs
′
W ≤ r
s
W .
Proof. Note that (2.4) is a direct consequence of (2.3) and the filtration
property. We will construct the filtration inductively, starting with F1. Let
F1 be any subset of E such that dimK(WF1) = |F1| (in other words, a basis
for the matroid MW represented by W ). Then (2.3) is clear.
Suppose that F1 ⊆ · · · ⊆ Ft have been constructed, satisfying (2.3) when-
ever s′ ≤ s ≤ t. We claim first that W
⋆(t+1)
Fs
= KFs for all 1 ≤ s ≤ t. So take
a basis element e ∈ Fs. From the inductive hypothesis W
⋆s
Fs
= KFs we obtain
a v ∈W ⋆s such that vFs = e. By definition of W
⋆s, there must be a u ∈ W
such that ue = 1 as otherwiseWe = 0. But then w := u
⋆(t+1−s)⋆v ∈W ⋆(t+1)
satisfies wFs = e, so that W
⋆(t+1)
Fs
= KFs as claimed.
The just established equation W
⋆(t+1)
Ft
= KFt says that Ft is an inde-
pendent set for the matroid associated to the configuration W ⋆(t+1) ⊆ KE.
Extend it to a basis Ft+1. Then (2.3) follows for s
′ = s = t+1 (including the
equality of the right inclusion). On the other hand, for s′ ≤ t, the natural
composite surjection
W ⋆s
′
W ⋆s
′
Ft+1
W ⋆s
′
Ft
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is by the inductive hypothesis an isomorphism. Hence each of the two arrows
in the display is an isomorphism as well, proving that (2.3) holds for s′ <
s = t+ 1. 
Definition 2.9. Let W ⊆ KE be a configuration. By Proposition 2.8 there
is a minimal index tW such that r
t
W = r
tW
W for all t ≥ tW . We call tW the
Hadamard exponent and rtWW the Hadamard dimension of W .
2.3. Rank-2 matroids and parallelism.
Definition 2.10. Let M be a matroid on E. Then e, f ∈ E are parallel in M
if {e, f} ∈ CM. Parallelism is a symmetric and transitive relation, generating
an equivalence relation on E.
Lemma 2.11. Let W ⊆ KE be a realization of a rank-2 matroid M. Then
r2W = min {u, 3} where u is the number of non-loop parallelism classes of M.
Proof. We may assume that M is loopless and reorder E such that a basis of
W is given by the rows of(
w1
w2
)
=
(
∗ · · · ∗ 0 · · · 0 ∗ · · · ∗
0 · · · 0 ∗ · · · ∗ ∗ · · · ∗
)
where ∗ represents elements inK∗. Each of the first two blocks corresponds to
a parallelism class and the third block appears if and only if u ≥ 3. The latter
is equivalent to w1 ⋆ w2 6∈
〈
w1 ⋆ w1, w2 ⋆ w2
〉
while clearly w1 ⋆ w1, w2 ⋆ w2
are linearly independent. The claim follows. 
3. Classification
3.1. Linear contact equivalence.
Definition 3.1. We call φ ∈ K[x1, . . . , xm] and ψ ∈ K[x1, . . . , xn] (linearly
contact) equivalent if for some p ≥ m,n there exists an ℓ ∈ GLp(K) and a
λ ∈ K∗ such that
(3.1) φ = λ · ψ ◦ ℓ
in K[x1, . . . , xp]. We write φ ≃ ψ in this case.
Remark 3.2.
(a) If K is a perfect field, then one can assume λ = 1 in (3.1) at the cost of
scaling ℓ by λ1/deg(ψ).
(b) By definition, both adding redundant variables and permuting variables
yield equivalent polynomials. In particular enumerating E and consider-
ing E ⊆ {1, . . . , p} as a subset for any p ≥ |E| gives sense to equivalence
of configuration polynomials ψW .
Notation 3.3. For a fixed field K, we set
Ψ :=
{
ψW
∣∣ E finite set, W ⊆ KE}.
We aim to understand linear contact equivalence on Ψ.
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3.2. Reduction of variables modulo equivalence.
Lemma 3.4. Let W ⊆ KE be a configuration. Then there is a subset F ⊆ E
of size |F | = r2WF = r
2
W such that ψW ≃ ψWF .
Proof. Lemma 2.8 with t = 2 yields a subset F ⊆ E such that
(3.2) πF |W : W
∼=
−→WF and πF |W ⋆2 : W
⋆2 ∼=−→W ⋆2F = K
F .
Let ιF be the section of πF that factors through the inverse of πF |W ⋆2 ,
(3.3) ιF : K
F W ⋆2 KE .
(πF |W⋆2)
−1
Consider the K-linear isomorphism of based vector spaces
q : KE → KE
∨
, w 7→
∑
e∈E
we · xe
inducing the configuration q(W ) ⊆ KE
∨
. Set F∨ := q(F ) and ιF∨ := q ◦ ιF ◦
q−1. Then πF∨ = q ◦πF ◦ q
−1, and (3.2) and (3.3) persist if F is replaced by
F∨ and W by q(W ) throughout.
Now choose a basis w = (w1, . . . , wr) of W . Then wF = (w
1
F , . . . , w
r
F ) is
a basis of WF by (3.2) and
QW =
(
q(wi ⋆ wj)
)
i,j
=
(
q(wi) ⋆ q(wj)
)
i,j
(3.3)
=
(
ιF∨ ◦ πF∨(q(w
i) ⋆ q(wj))
)
i,j
= ιF∨
(
q(wi)F∨ ⋆ q(w
j)F∨
)
i,j
= ιF∨
(
q(wiF ) ⋆ q(w
j
F )
)
i,j
= ιF∨
(
q(wiF ⋆ w
j
F )
)
i,j
= ιF∨QWF .
Since ιF∨ is a section of πF∨, ψW ≃ ψWF by taking determinants. 
Lemma 3.5. Let W ⊆ KE be a configuration of rank dimK(W ) < ch(K).
If ψW ≃ φ ∈ K[y1, . . . , yn−1] where n := |E|, then ψW ≃ ψWE\{e} for some
e ∈ E.
Proof. Let ℓ ∈ GLp(K) and λ ∈ K
∗ realize the equivalence φ ≃ ψW , that
is, φ = λ · ψW ◦ ℓ where E ⊆ {1, . . . , p} (see Remark 3.2.(b)). Consider the
K-linearly independent K-linear derivations of K[x1, . . . , xp]
δi := ℓ∗(
∂
∂yn−1+i
) =
∂
∂yn−1+i
(− ◦ ℓ) ◦ ℓ−1, i = 1, . . . , p− n+ 1.
Since φ is independent of yn, . . . , yp, we have
(3.4) δi(ψW ) = λ
−1 ·
∂φ
∂yn−1+i
◦ ℓ−1 = 0, i = 1, . . . , p − n+ 1.
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By suitably reordering {1, . . . , p} we may assume that the matrix (δi(xj))i,j∈{1,...,p−n+1}
is invertible. After replacing the δi by suitable linear combinations, we may
further assume that δi(xj) = δi,j for all i, j ∈ {1, . . . , p− n+ 1}. Then
xi = x
′
i, i = 1, . . . , p − n+ 1,
xi = x
′
i +
p−n+1∑
j=1
δj(xi) · x
′
j, i = p− n+ 2, . . . , p,
defines a coordinate change such that
(3.5) δj =
p∑
i=1
δj(xi)
∂
∂xi
=
p∑
i=1
∂xi
∂x′j
∂
∂xi
=
∂
∂x′j
, j = 1, . . . , p− n+ 1.
By hypothesis ch(K) > dimK(W ) = deg(ψW ) and hence ψW is independent
of x′1, . . . , x
′
p−n+1 by (3.4) and (3.5). Setting xi = x
′
i = 0 for i = 1, . . . , p −
n+ 1 thus leaves ψW unchanged and makes xi = x
′
i for i = p− n+ 2, . . . , p.
It follows that
ψW ≃ ψW |x′
1
=···=x′p−n+1=0
= ψW |x1=···=xp−n+1=0 = ψWE\{1,...,p−n+1} .
Then any e ∈ E ∩ {1, . . . , p− n+ 1} satisfies the claim. 
Proposition 3.6. Let W ⊆ KE be a configuration. Then there is a subset
F ⊆ E of size |F | = r2WF ≤ r
2
W such that ψW ≃ ψWF . Suppose that
dimK(W ) < ch(K). Then any polynomial φ ≃ ψWF depends on at least |F |
variables. In other words, among the representatives of the equivalence class
[ψW ] with minimal number of variables is the configuration polynomial ψWF .
Proof. By Lemma 3.4 there is a subset G ⊆ E such that |G| = r2WG =
r2W and ψW ≃ ψWG . Note that |G| = r
2
WG
means W ⋆2G = K
G which for
any subset F ⊆ G implies that W ⋆2F = K
F and hence |F | = r2WF ≤ r
2
W .
Pick such an F with ψWF ≃ ψWG minimizing |F |. Note that dimKWF ≤
dimKW < ch(K). By Lemma 3.5 applied to the configuration WF ⊆ K
F ,
any φ ≃ ψWF depending on fewer than |F | variables yields an e ∈ F such
that ψWF ≃ ψWF\{e} contradicting the minimality of F . 
Remark 3.7. By Remark 2.4, QW determines r
2
W . By definition, (the equiva-
lence class of) ψW determines r
1
W = rW = degψW . We do not know whether
it also determines r2W .
3.3. Extremal cases.
Notation 3.8. For r, d ∈ N, set
Ψdr =
{
ψW | E finite set, W ⊆ K
E , rW = r, r
2
W = d
}
.
Lemma 3.9. LetW ⊆ KE be a configuration of rank r with basis (w1, . . . , wr).
Let G be the graph on the vertices v1, . . . , vr in which {vi, vj} is an edge if
and only if wi ⋆ wj 6= 0. Let G∗ be the cone graph over G.
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If
{
wi ⋆ wj | i ≤ j, wi ⋆ wj 6= 0
}
is linearly independent, then
ψW ≃ ψG∗
is the Kirchhoff polynomial of G∗.
Proof. See [BB03, Thm. 3.2] and its proof. 
Proposition 3.10. If d = r, then every element of Ψdr is equivalent to
x1 · · · xr.
If d =
(
r+1
2
)
, then every element of Ψdr is equivalent to the elementary
symmetric polynomial of degree r in the variables x1, . . . , xd.
Proof. Let W ⊆ KE be a configuration.
First suppose that r2W = rW . By Lemma 3.4, we may assume that |E| =
r2W . Then W = K
E and hence ψW = x
E is the matroid polynomial of the
free matroid on rW elements.
Now suppose that r2W =
(rW+1
2
)
. Then
{
wi ⋆ wj | 1 ≤ i ≤ j ≤ r
}
is lin-
early independent for any basis (w1, . . . , wr) of W . By Lemma 3.9, ψW is
then equivalent to the Kirchhoff polynomial of the complete graph on rW +1
vertices. 
3.4. Finite number classes for small rank matroids. The purpose of
this section is to give a complete classification of configuration polynomials
for matroids of rank at most 3 with respect to the equivalence relation of
Definition 3.1. Due to Proposition 3.6, we may assume that |E| = r2W .
Definition 3.11 ([Oxl11, §2.2]). A choice of basis (w1, . . . , wr) of W ⊆ KE
and order of E gives rise to a configuration matrix A = (wij)i,j ∈ K
r×n,
whose row span recovers W = 〈A〉. Up to reordering E it can be assumed
in normalized form A = (Ir|A
′) where Ir is the r × r unit matrix.
Proposition 3.12. Let W be a configuration of rank 2. If r2W = 2, then
ψW ≃ x1x2, otherwise, r
2
W = 3 and ψW ≃ x1x2 − x
2
3.
Proof. Most of this follows from the proof of Proposition 3.10. Apply x1 7→
x1 + x2 to the Kirchhoff polynomial x1x2 + x2x3 + x3x1 of K3; the result is
x21 + x1(x2 + 2x3) + x2x3.
If ch(K) = 2, then this is x21 + x2(x1 + x3). If 2 ∈ K is a unit, complete
the square and scale x2 by 2 to arrive at x
2
1 − x
2
2 + x
2
3. In both cases the
result is easily seen to be equivalent to x1x2 − x
2
3. 
Proposition 3.13. The numbers of equivalence classes for rank 3 configu-
rations W for different values of r2W are
|Ψ33/≃| = 1, |Ψ
4
3/≃| = 2, |Ψ
5
3/≃| = 2, |Ψ
6
3/≃| = 1.
Table 1 lists the equivalence classes of ψW that arise from normalized con-
figuration matrices A when rW = 3 and r
2
W = |E|.
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Table 1. Equivalence classes for rank rW = 3 configurations
|E| = r2W A conditions ψW ≃ det(−)
3
(
1 0 0
0 1 0
0 0 1
)
None
(
y1 0 0
0 y2 0
0 0 y3
)
4
(
1 0 0 a1
0 1 0 a2
0 0 1 a3
)
ai = 0 for exactly one i.
(
y1 y4 0
y4 y2 0
0 0 y3
)
(
1 0 0 a1
0 1 0 a2
0 0 1 a3
)
ai 6= 0 for all i.
( y1 y4 y4
y4 y2 y4
y4 y4 y3
)
5
(
1 0 0 a1,1 a1,2
0 1 0 a2,1 a2,2
0 0 1 a3,1 a3,2
)
Exactly one pair of
( ai,1·aj,1
ai,2·aj,2
)
,
i 6= j, is linearly dependent.
( y1 y4 y5
y4 y2 0
y5 0 y3
)
(
1 0 0 a1,1 a1,2
0 1 0 a2,1 a2,2
0 0 1 a3,1 a3,2
)
All pairs of
( ai,1·aj,1
ai,2·aj,2
)
, i 6= j,
are linearly independent.
( y1 y4 y4+y5
y4 y2 y5
y4+y5 y5 y3
)
6
(
1 0 0 a1,1 a1,2 a1,3
0 1 0 a2,1 a2,2 a2,3
0 0 1 a3,1 a3,2 a3,3
)
None
( y1 y4 y6
y4 y2 y5
y6 y5 y3
)
Proof. Let W ⊆ KE be a configuration of rank rW = 3 with normalized
configuration matrix A. By (2.2) and Lemma 3.4, we may assume that
3 = rW ≤ r
2
W = |E| ≤
(
rW + 1
2
)
= 6.
The cases where r2W ∈ {3, 6} are covered by Proposition 3.10.
Suppose now that r2W = 4. Up to reordering rows and columns, A then
has the form
A =

1 0 0 a10 1 0 a2
0 0 1 a3

 , a1, a2, a3 ∈ K, a1a2 6= 0,
and hence
QA =

x1 + a21x4 a1a2x4 a1a3x4a1a2x4 x2 + a22x4 a2a3x4
a1a3x4 a2a3x4 x3 + a
2
3x4

 .
If a3 = 0, then we can write, in terms of suitable coordinates y1, y2, y3, y4,
(3.6) QA =

y1 y4 0y4 y2 0
0 0 y3

 , ψA = det(QA) = (y1y2 − y24)y3.
On the other hand, if a3 6= 0, then we can write
Qλ,µ := QA =

 y1 y4 µy4y4 y2 λy4
µy4 λy4 y3

 , λ := a3
a1
, µ :=
a3
a2
.
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Applying the coordinate change (y1, y2, y3, y4) 7→ (
y1
λ2
, y2
µ2
, y3,
y4
λµ), yields
Q′λ,µ :=


y1
λ2
y4
λµ
y4
λ
y4
λµ
y2
µ2
y4
µ
y4
λ
y4
µ y3

 ,
and hence by extracting factors from the first and second row and column
det(Qλ,µ) ≃ λ
2µ2 det(Q′λ,µ) = det(Q1,1).
In contrast to ψA in (3.6), this cubic is irreducible since MW = U3,4 is
connected (see [DSW19, Thm. 4.16]). In particular, the cases a3 = 0 and
a3 6= 0 belong to different equivalence classes.
Suppose now that r2W = 5. Then A has the form
A =

1 0 0 a1,1 a1,20 1 0 a2,1 a2,2
0 0 1 a3,1 a3,2

 .
First suppose that, after suitably reordering the rows and columns of A,
w1 ⋆ w2 and w2 ⋆ w3 are linearly dependent, and hence w1 ⋆ w2 and w1 ⋆ w3
are linearly independent. In terms of suitable coordinates y1, . . . , y5, we can
write
Qλ := QA =

y1 y4 y5y4 y2 λy4
y5 λy4 y3

 , λ ∈ K.
By symmetric row and column operations,
det(Qλ) = det

 y1 y4 y5 − λy1y4 y2 0
y5 − λy1 0 y3 − 2λy5 + λ
2y1

 ≃ det(Q0).
One computes that the ideal of submaximal minors of Q0 equals
(3.7) I2(Q0) =
〈
y1y2 − y
2
4, y3, y5
〉
∩
〈
y1y3 − y
2
5 , y2, y4
〉
.
Suppose now that all pairs of wi ⋆wj with i < j, are linearly independent.
In terms of suitable coordinates, y1, . . . , y5, we can write
Qλ,µ =

 y1 y4 λy4 + µy5y4 y2 y5
λy4 + µy5 y5 y3

 , λ, µ ∈ K∗.
Applying the coordinate change (y1, y2, y3, y4) 7→ (µ
2y1, y2, λ
2y3, µy4, λy5),
yields
Q′λ,µ =

 µ2y1 µy4 λµ(y4 + y5)µy4 y2 λy5
λµ(y4 + y5) λy5 λ
2y3

 ,
and hence by extracting factors from the first and last row and column
det(Qλ,µ) ≃
1
λ2µ2
det(Q′λ,µ) = det(Q1,1).
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The linear independence of all pairs of wi ⋆ wj with i < j implies that
MW = U3,5 which is 3-connected (see [Oxl11, Table 8.1]). In contrast to
I2(Q0) in (3.7), I2(Q1,1) must be a prime ideal by [DSW19]. In particular,
the two cases with r2W = 5 belong to different equivalence classes. 
3.5. Infinite number of classes for rank 4 matroids. For rank 4 config-
urations there are infinitely many equivalence classes of configuration poly-
nomials. For simplicity we prove this over the rationals, so in this subsection
we assume K = Q.
Consider the family of normalized configuration matrices
A :=


1 0 0 0 1 1
0 1 0 0 a1 b1
0 0 1 0 a2 0
0 0 0 1 0 b2

 ,
depending on parameters a1, a2, b1, b2 ∈ Q where a1a2b1b2 6= 0. We will see
that it gives rise to an infinite family of polynomials
ψm := det(Qm), Qm :=


y1 y5 + y6 y5 my6
y5 + y6 y2 y5 y6
y5 y5 y3 0
my6 y6 0 y4

 , m := a1b1 ∈ Q,
which are pairwise non-equivalent for |m| > 1.
Lemma 3.14. With the above notation, we have ψA ≃ ψm.
Proof. The configuration form associated to A is given by
QA =


x1 + x5 + x6 a1x5 + b1x6 a2x5 b2x6
a1x5 + b1x6 x2 + a
2
1x5 + b
2
1x6 a1a2x5 b1b2x6
a2x5 a1a2x5 x3 + a
2
2x5 0
b2x6 b1b2x6 0 x4 + b
2
2x6

 .
The coordinate changes
(z1, . . . , z6) :=
(
x1 + x5 + x6, x2 + a
2
1x5 + b
2
1x6, x3 + a
2
2x5, x4 + b
2
2x6, a1x5, b1x6
)
,
(y1, . . . , y6) :=
(
z1,
z2
a21
,
z3
a22
,
z4
b22
,
z5
a1
,
z6
a1
)
turn QA into
QA =


z1 z5 + z6
a2
a1
z5
b2
b1
z6
z5 + z6 z2 a2z5 b2z6
a2
a1
z5 a2z5 z3 0
b2
b1
z6 b2z6 0 z4


=


y1 a1(y5 + y6) a2y5
a1b2
b1
y6
a1(y5 + y6) a
2
1y2 a1a2y5 a1b2y6
a2y5 a1a2y5 a
2
2y3 0
a1b2
b1
y6 a1b2y6 0 b
2
2y4

 ,
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so that det(QA) = a
2
1a
2
2b
2
2 det(Qm) by extracting factors from the last three
rows and columns. 
Proposition 3.15. For m,m′ ∈ Q∗, we have
ψm ≃ ψm′ ⇐⇒ mm
′ = 1.
In particular, |Ψ64/≃| =∞.
Proof. By a Singular computation, the primary decomposition of the ideal
of submaximal minors of Qm reads
I2(Qm) = Pm,1 ∩ Pm,2 ∩ Pm,3
where
Pm,1 = 〈y1 +my2 − (m+ 1)y5 − (m+ 1)y6,
y2y4 − y4y5 − y4y6 + (m− 1)y
2
6 ,my2y3 − y3y5 + (1−m)y
2
5 − y3y6〉
Pm,2 =
〈
y6, y4, y1y2y3 − y
2
5(y1 + y2 + y3 − 2y5)
〉
Pm,3 =
〈
y5, y3, y1y2y4 − y
2
6(y1 +m
2y2 + y4 − 2my6)
〉
Fix m,m′ ∈ K∗ with ψm ≃ ψm′ . Then there is an ℓ ∈ GL6(K) such that
{ℓ∗(Pm,i) | i ∈ {1, 2, 3}} =
{
ℓ∗(Pm′,i) | i ∈ {1, 2, 3}
}
.
Let us assume first that
(3.8) ℓ∗(Pm,1) = Pm′,1, ℓ
∗(Pm,2) = Pm′,2, ℓ
∗(Pm,3) = Pm′,3.
Then ℓ∗ stabilizes the vector spaces 〈y3, y5〉 and 〈y4, y6〉 and hence
ℓ∗(y3) = ℓ3,3y3 + ℓ3,5y5, ℓ
∗(y4) = ℓ4,4y4 + ℓ4,6y6,
ℓ∗(y5) = ℓ5,3y3 + ℓ5,5,y5, ℓ
∗(y6) = ℓ6,4y4 + ℓ6,6,y6.
with non-vanishing determinants
(3.9) ℓ1,1ℓ2,2 − ℓ1,2ℓ2,1 6= 0, ℓ3,3ℓ5,5 − ℓ3,5ℓ5,3 6= 0, ℓ4,4ℓ6,6 − ℓ4,6ℓ6,4 6= 0.
In degree 3 the second equality in (3.8) yields
(3.10) (ℓ3,3y3 + ℓ3,5y5)
6∑
i=1
ℓ1,iyi
6∑
j=1
ℓ2,jyj
− (ℓ5,3y3 + ℓ5,5y5)
2
(
6∑
i=1
(ℓ1,i + ℓ2,i)yi + (ℓ3,3 − 2ℓ5,3)y3 + (ℓ3,5 − 2ℓ5,5)y5
)
≡ λ(y1y2y3 − y
2
5(y1 + y2 + y3 − 2y5)) mod 〈y4, y6〉, λ ∈ K
∗.
By comparing coefficients of y1y2y5 in (3.10), we find (ℓ1,1ℓ2,2+ℓ1,2ℓ2,1)ℓ3,5 =
0 which forces ℓ3,5 = 0 by (3.9). Comparing next the coefficients of the
monomials
y21, y
2
2, y1y
2
5, y2y
2
5,
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in (3.10) we then obtain
ℓ1,1ℓ2,1 = 0, ℓ1,2ℓ2,2 = 0,(3.11)
−ℓ25,5(ℓ1,1 + ℓ2,1) = −λ, −ℓ
2
5,5(ℓ1,2 + ℓ2,2) = −λ,
which yields
(3.12) ℓ1,1 + ℓ2,1 = ℓ1,2 + ℓ2,2.
In degree 1 the first equality in (3.8) yields
(3.13)
6∑
i=1
((ℓ1,i +mℓ2,i)yi)− (m+1)(ℓ5,3y3+ ℓ5,5y5)− (m+1)(ℓ6,4y4+ ℓ6,6y6) =
µ
(
y1 +m
′y2 − (m
′ + 1)y5 − (m
′ + 1)y6
)
.
Comparing coefficients of y1 and y2 we find
ℓ1,1 +mℓ2,1 = µ, ℓ1,2 +mℓ2,2 = m
′µ.(3.14)
By equation (3.11), ℓ1,i or ℓ2,i must be zero for i = 1, 2. Thus, we consider
the following cases:
• If ℓ1,1 = ℓ1,2 = 0, then ℓ2,1 =
µ
m and ℓ2,2 =
m′µ
m by (3.14), hence
µ
m =
m′µ
m by (3.12), so m
′ = 1.
• If ℓ1,1 = ℓ2,2 = 0, then ℓ2,1 =
µ
m and ℓ1,2 = m
′µ by (3.14), hence
µ
m = m
′µ by (3.12), so m′ = 1m .
• If ℓ2,1 = ℓ1,2 = 0, then ℓ1,1 = µ and ℓ2,2 =
m′µ
m by (3.14), hence µ =
m′µ
m
by (3.12), so m′ = m.
• If ℓ2,1 = ℓ2,2 = 0, then ℓ1,1 = µ and ℓ1,2 = m
′µ by (3.14), hence µ = m′µ
by (3.12), so m′ = 1.
A similar discussion applies, with the same consequences, to the case where
ℓ(Pm,1) = Pm′,1, ℓ(Pm,2) = Pm′,3, ℓ(Pm,3) = Pm′,2.
In conclusion and by exchanging ℓ by ℓ−1, we find
m′ ∈
{
1,m,
1
m
}
, m ∈
{
1,m′,
1
m′
}
.
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Unless m′ = m, we have m′ = 1m =
b1
a1
. In terms of the coordinates from the
proof of Lemma 3.14, we can write
ψA = a
2
2b
2
2 det


z1 z5 + z6
z5
a1
z6
b1
z5 + z6 z2 z5 z6
z5
a1
z5
z3
a2
2
0
z6
b1
z6 0
z4
b2
2


≃ det


z1 z5 + z6
z5
a1
z6
b1
z5 + z6 z2 z5 z6
z5
a1
z5 z3 0
z6
b1
z6 0 z4


One can see that the morphism that leaves z1, z2 fixed, and interchanges the
pairs z3 ↔ z4, z5 ↔ z6, a1 ↔ b1 transforms this final matrix into a conjugate
matrix. However, by Lemma 3.14 the determinants of these two matrices
are equivalent to ψm and ψ1/m respectively, where m =
a1
b1
. It follows that
ψm and ψ1/m are equivalent. 
4. Indecomposability
The particular features of configuration polynomials lead to strong inde-
composability properties.
Definition 4.1. Let f ∈ K[x1, . . . , xn] be a polynomial and denote ∂i the
partial differentiation operators relative to xi.
(a) f is indecomposable if it is not a sum of non-zero polynomials in distinct
subsets of the variables x1, . . . , xn.
(b) f is completely indecomposable if f ◦ ℓ is indecomposable for all ℓ ∈
GLn(K).
(c) The Jacobian ideal Jf is the ideal Jf := 〈f, ∂1f, . . . , ∂nf〉 ofK[x1, . . . , xn].
Theorem 4.2. Let f ∈ K[x1, . . . , xn] be a homogeneous sum of reduced
monomials with ch(K) > deg(f). Suppose that height Jf ≤ 3. If deg(f) ≥ 2,
then f is indecomposable. If even deg(f) ≥ 3, then f is completely indecom-
posable.
Proof. Suppose that f ◦ ℓ is decomposable for some ℓ ∈ GLn(K). Write
f ◦ ℓ = g + h
with g and h non-zero polynomials in distinct subsets of variables. Since by
hypothesis ch(K) ∤ deg f = deg g = degh, the Euler identities for g and h
show that g, h ∈ Jf◦ℓ and hence
Jf◦ℓ = Jg + Jh.
By hypothesis, ch(K) does not divide the degree of any of the factors of g
and h. Then, if g and h are square-free, Krull’s height theorem implies that
height Jg ≥ 2, height Jh ≥ 2, height Jf = height(Jf◦ℓ) ≥ 4,
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contradicting the hypothesis. We may thus write g = p2 · g′ with p non-
constant, so that
f ◦ ℓ = p2 · g′ + h,
in disjoint variables for p2 · g′ and h. Denote by ε the Euler operator in the
variables of g = p2 · g′. Then
(ℓ∗ε)f = ε(f ◦ ℓ) ◦ ℓ
−1 = (λ · p2 · g′) ◦ ℓ−1.
for some λ ∈ K∗. Since ℓ∗ε has linear coefficients and f is a sum of reduced
monomials, each monomial of (ℓ∗ε)f contains at most one squared variable.
It follows that p ◦ ℓ−1 is linear and only uses variables distinct from those
occurring in g′ ◦ ℓ−1. By choosing ℓ suitably we may assume that p = x1 and
λ = 1.
Suppose that xα is a monomial occurring in g′ (and hence not occurring
in h) with |α| > 0. Then for some µ ∈ K∗,
(4.1) (ℓ∗∂
α
x )f = ∂
α
x (f ◦ ℓ) ◦ ℓ
−1 = µ · x21 ◦ ℓ
−1
is up to scalars the square of a linear function. However ℓ∗∂
α
x is a linear
combination of partials with constant coefficients. Since f is a sum of reduced
monomials, then the same must be true of (ℓ∗∂
α
x )f , contradicting (4.1). It
follows that g′ is a constant and f ◦ ℓ = x21 + h is of degree two. As f is
square-free, ℓ cannot be the identity, so f is indecomposable. 
If f = ψW is a configuration polynomial, then the height condition in
Theorem 4.2 is satisfied (see [DSW19, Thms. 4.16, 4.24]).
Corollary 4.3. Let W be a configuration over the field K with ch(K) >
degψW . If deg(ψW ) ≥ 2, then ψW is indecomposable, and it is completely
indecomposable if deg(ψW ) ≥ 3. 
5. Log-concavity
5.1. Log-concavity of configuration polynomials. In the following we
establish the log-concavity of real configuration polynomials. Let us sum-
marize the relevant definitions.
Notation 5.1. For v ∈ Rn, denote by
Dv =
n∑
i=1
vi∂i
the corresponding directional derivative.
Definition 5.2. Let f =
∑
α fαx
α ∈ R[x1, . . . , xn] be a real polynomial.
(a) f is log-concave (over Rn≥0) if f |Rn≥0 ≥ 0 and
f(λu+ (1− λ)v) ≥ f(u)λf(v)1−λ
for all u, v ∈ Rn≥0 and all λ ∈ [0, 1].
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(b) f is log-concave at a ∈ Rn≥0 if f(a) ≥ 0 and the Hessian of log(f),
∇2(log f) =
∇2f
f
−
∇f · (∇f)⊺
f2
,
is negative semidefinite at a.
(c) f is completely log-concave (over Rn≥0) if Dv1 · · ·Dvkf is log-concave for
all k ∈ N and all v1, . . . , vk ∈ Rn≥0.
Remark 5.3.
(a) A polynomial 0 6= f ∈ R[x1, . . . , xn] is log-concave if and only if f is
log-concave at all a ∈ Rn>0 (see [Ana+18, p. 2]).
(b) For any real configuration W ⊆ RE, ψW ∈ R≥0[x1, . . . , xn] is homoge-
neous with degψW = rkMW (see Definition 2.5).
Example 5.4. Constant nonnegative real polynomials are trivially completely
log-concave. Any linear homogeneous real polynomial 0 6= f ∈ R≥0[x1, . . . , xn]
is completely log-concave. In fact, f2 · ∇2(log f) = −∇f · (∇f)⊺ shows that
∇2(log f) is negative semidefinite, and Remark 5.3.(a) yields the claim.
Our approach relies on the following results of Anari, Gharan and Vinzant
(see [Ana+18, Lem. 2.1, Thm. 3.2]).
Lemma 5.5. Let f ∈ R≥0[x1, . . . , xn] be homogeneous of degree d ≥ 2 and
pick a ∈ Rn≥0 with f(a) 6= 0. Let H = ∇
2f |x=a denote the Hessian matrix of
f at a. Then the following are equivalent:
a) f is log-concave at a.
b) H is negative semi-definite on some codimension-1 subspace.
Theorem 5.6. Let f ∈ R≥0[x1, . . . , xn] be homogeneous of degree d ≥ 2.
Then f is completely log-concave if
(a) ∂αf is indecomposable for all α ∈ Nn with |α| ≤ d− 2, and
(b) ∂αf is log-concave for all α ∈ Nn with |α| = d− 2.
Let us first consider rank-2 matroids.
Lemma 5.7. Configuration polynomials of real rank-2 configurations are
completely log-concave.
Proof. Let W ⊆ Rn be a real configuration of rank 2. By Proposition 3.12,
ψW is equivalent to either x1x2 or x1x2 − x
2
3. The corresponding (constant)
Hessian matrix
H ∈


(
0 1
1 0
)
,

0 1 01 0 0
0 0 −2




satisfies condition (b) of Lemma 5.5. Note that this property is stable under
equivalence. Log-concavity of ψW follows with Remark 5.3. For any e ∈ E,
∂eψW ∈
{
0, ψW/e
}
(see [DSW19, Prop. 3.12]) is completely log-concave by
Example 5.4. It follows that ψW is completely log-concave. 
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Theorem 5.8. Configuration polynomials of real configurations are com-
pletely log-concave.
Proof. Let W ⊆ Rn be a real configuration of rank r. For any e ∈ E,
∂eψW ∈
{
0, ψW/e
}
(see [DSW19, Prop. 3.12]). By induction, for each α ∈
Nn with ∂αψW 6= 0 there is a configuration Wα of rank r − |α| such that
∂αψW = ψWα . Theorem 4.3 and Lemma 5.7 thus yield the conditions of
Theorem 5.6, and hence the claim. 
5.2. Comparison with the matroid polynomial. For regular matroids,
the matroid polynomial coincides with the configuration polynomial up to
scaling variables, but they are geometrically different in general (see [DSW19,
Rem. 3.6]). For rank-2 matroids both the configuration and the matroid
polynomial is a quadratic form. The following proposition distinguishes the
two by their signature.
Proposition 5.9. Let M be a rank-2 matroid with realization W ⊆ RE.
(a) ψW has signature (|E| − 2, 1, 1) if r
2
W = 2, and (1, 2) otherwise.
(b) ψM has signature (|E| − u, 1, u− 1) where u is the number of parallelism
classes.
Proof. The first statement follows from Proposition 3.12 (see proof of Lemma 5.7).
For the second statement, we may assume that M is loopless. Partition
E = E1 ⊔ · · · ⊔Eu into parallelism classes (see Definition 2.10), and order it
accordingly. The matroid polynomial satisfies
2ψM =
∑
i 6=j
∑
e∈Ei
f∈Ej
xexf .
Its Hessian matrix H has (i, j)-entry equal to 0 if i, j are in a common paral-
lelism class, and equal to 1 otherwise. The eigenvalue 0 of H has multiplicity
|E|−u. The non-zero eigenvalues coincide with those of the u×u matrix H ′
with zero diagonal and all other entries equal to 1. The matrix H ′ has −1
as eigenvalue of multiplicity u− 1, and eigenvalue u− 1 of multiplicity 1. It
follows that H has exactly one positive eigenvalue and u− 1 many negative
eigenvalues. 
Remark 5.10. The matroid polynomial was first shown to be completely
log-concave by Anari, Oveis Gharan and Vinzant (see [AOV18, Thm. 25])
based on a deep result of Adiprasito, Huh and Katz (see [AHK18]). Using
Theorem 5.6, one can give a more elementary proof along the lines of the
proof of Theorem 5.8.
Remark 5.11. Kirchhoff polynomials are matroid polynomials coming from
graphs (see [DSW19, §3.2]). As shown by Nagaoka and Yazawa (see [NY19])
they satisfy the stronger property of strict log-concavity. In the case of simple
graphs Proposition 5.9.(b) is a consequence of [NY19, Thm. 1.1].
20 G. DENHAM, D. POL, M. SCHULZE, AND U. WALTHER
References
[AHK18] Karim Adiprasito, June Huh, and Eric Katz. “Hodge theory for
combinatorial geometries”. In: Ann. of Math. (2) 188.2 (2018),
pp. 381–452.
[Alu14] Paolo Aluffi. “Generalized Euler characteristics, graph hypersur-
faces, and Feynman periods”. In: Geometric, algebraic and topo-
logical methods for quantum field theory. World Sci. Publ., Hack-
ensack, NJ, 2014, pp. 95–136.
[Ana+18] Nima Anari, Kuikui Liu, Shayan Oveis Gharan, and Cynthia Vin-
zant. Log-Concave Polynomials III: Mason’s Ultra-Log-Concavity
Conjecture for Independent Sets of Matroids. 2018. arXiv: 1811.01600.
[AOV18] Nima Anari, Shayan Oveis Gharan, and Cynthia Vinzant. “Log-
concave polynomials, entropy, and a deterministic approximation
algorithm for counting bases of matroids”. In: 59th Annual IEEE
Symposium on Foundations of Computer Science—FOCS 2018.
IEEE Computer Soc., Los Alamitos, CA, 2018, pp. 35–46.
[BB03] Prakash Belkale and Patrick Brosnan. “Matroids, motives, and
a conjecture of Kontsevich”. In: Duke Math. J. 116.1 (2003),
pp. 147–188.
[BEK06] Spencer Bloch, Hélène Esnault, and Dirk Kreimer. “On motives
associated to graph polynomials”. In: Comm. Math. Phys. 267.1
(2006), pp. 181–225.
[Bit+19] Thomas Bitoun, Christian Bogner, René Pascal Klausen, and
Erik Panzer. “Feynman integral relations from parametric anni-
hilators”. In: Lett. Math. Phys. 109.3 (2019), pp. 497–564.
[BS12] Francis Brown and Oliver Schnetz. “A K3 in φ4”. In: Duke Math.
J. 161.10 (2012), pp. 1817–1862.
[BSY14] Francis Brown, Oliver Schnetz, and Karen Yeats. “Properties of
c2 invariants of Feynman graphs”. In: Adv. Theor. Math. Phys.
18.2 (2014), pp. 323–362.
[Den+20] Graham Denham, Delphine Pol, Mathias Schulze, and Uli Walther.
Graph hypersurfaces with torus action and a conjecture of Aluffi.
2020. arXiv: 2005.02673.
[DSW19] Graham Denham, Mathias Schulze, and Uli Walther. Matroid
connectivity and singularities of configuration hypersurfaces. 2019.
arXiv: 1902.06507.
[NY19] Takahiro Nagaoka and Akiko Yazawa. Strict log-concavity of the
Kirchhoff polynomial and its applications to the strong Lefschetz
property. 2019. arXiv: 1904.01800.
[Oxl11] James Oxley. Matroid theory. Second Edition. Vol. 21. Oxford
Graduate Texts in Mathematics. Oxford University Press, Ox-
ford, 2011, pp. xiv+684.
REFERENCES 21
[Pat10] Eric Patterson. “On the singular structure of graph hypersur-
faces”. In: Commun. Number Theory Phys. 4.4 (2010), pp. 659–
708.
Graham Denham, Department of Mathematics, University of Western On-
tario, London, Ontario, Canada N6A 5B7
E-mail address: gdenham@uwo.ca
Delphine Pol, Department of Mathematics, TU Kaiserslautern, 67663 Kaiser-
slautern, Germany
E-mail address: pol@mathematik.uni-kl.de
Mathias Schulze, Department of Mathematics, TU Kaiserslautern, 67663
Kaiserslautern, Germany
E-mail address: mschulze@mathematik.uni-kl.de
Uli Walther, Department of Mathematics, Purdue University, West Lafayette,
IN 47907, USA
E-mail address: walther@math.purdue.edu
