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Resumen 
 
Actualmente, el interés en la transmisión de vídeo a través de las redes 
domésticas se ha incrementado rápidamente y los servicios como IPTV están 
recibiendo más atención. Esta tesis comienza con una descripción general de la 
tecnología Power Line Communication (PLT) y los conceptos para la transmisión 
de vídeo digital. Luego se presentan los resultados de una serie de mediciones 
prácticas del canal eléctrico para el uso de Telecomunicaciones por Líneas 
Eléctricas, la atenuación, la relación señal-ruido y la calidad de varios tipos de 
flujos de vídeo enviados sobre las líneas de potencia eléctrica en diferentes 
lugares y nodos en el laboratorio de pruebas del Centro de Investigación Científica 
en Telecomunicaciones, Tecnologías de la Información y las Comunicaciones - 
CITIC, variando además la tasa de transmisión y aplicando métricas objetivas y 
subjetivas para analizar la calidad. Por último, un análisis comparativo entre los 
resultados de las mediciones de la distribución de señales de video digital (IPTV) a 
través de las redes de potencia eléctrica internas fue realizado. 
 
Palabras clave: Tasa de Bits Constante (CBR), Factor de Retardo, Video 
Digital, Jitter, Pérdida de Paquetes, Telecomunicaciones por Líneas de 
Potencia Eléctrica (PLT), Relación Señal a Ruido (SNR). 
 
 
Abstract 
 
Nowadays the interest in transmitting video over home networks increases rapidly 
and services like IPTV are getting more attention. This thesis starts by providing an 
overview of the power line communication technology and the concepts for Digital 
Video transmission. Then it presents the results of series practical measurements 
of the Powerline Telecommunication (PLT) channel, the attenuation, the signal to 
noise ratio and the quality of different kinds of video streams, from different video 
files, over the power line network at different locations in the research lab at the 
Research Center in Telecommunications, Information and Communication 
Technologies – CITIC, varying the transmission rate and using subjective and 
objective metrics to analyze quality. Finally, a comparative analysis between the 
result of the metrics from distributing digital TV signals over home power line 
networks is showed. 
 
 
Keywords: Constant bit rate (CBR), Delay Factor, Digital Video, Jitter, Packet 
Loss, Powerline Telecommunication (PLT), Signal to Noise Ratio (SNR). 
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Introducción 
 
 
Hace un par de décadas los expertos en telecomunicaciones, pronosticaban y trataban de 
visualizar un escenario sobre el cual se podrían presentar las condiciones tecnológicas 
necesarias para el fenómeno de la convergencia y con este, el desarrollo de nuevos 
servicios. Sin embargo, hoy en día la convergencia y los servicios emergentes que la 
acompañan han dejado de ser especulaciones, para convertirse en una realidad concreta. 
El fenómeno incluso se ha vuelto evidente para los usuarios, quienes actualmente 
acceden y disfrutar de algunas de las primeras manifestaciones, herramientas y servicios 
con mayor o menor grado de acuerdo a los operadores de cada país.  
 
 
La convergencia es en mayor parte un fenómeno tecnológico, que desde este punto de 
vista se suele expresar como “la capacidad de diferentes plataformas de red de 
transportar tipos de servicios esencialmente similares o la aproximación de dispositivos de 
consumo tales como el teléfono, la televisión y el computador en uno”1 . Tiene su 
fundamento básico en la digitalización de las señales. Sin este punto, no resulta 
imaginable la convergencia y peor aún los servicios emergentes (VoIP, radio por Internet, 
IPTV). Pero junto a la digitalización, y gracias a la evolución de los componentes base de 
las Telecomunicaciones, Tecnologías de la Información y las Comunicaciones - TIC, 
aparecen componentes como: la microelectrónica, el software,  las infraestructuras de 
comunicaciones y sobre todo el protocolo IP aplicados en nuevas redes y servicios. 
 
 
Es posible que muchos servicios nuevos resulten del progreso tecnológico dentro de un 
sector y no de las actividades de ciertos sectores o que sean resultado de la labor 
cruzada entre sectores, por ello se debe ser claro que al referirse a la convergencia de 
servicios, se está mirando el fenómeno desde el punto de vista del mercado. En otras 
palabras, los servicios que antes se ofrecían separadamente a los usuarios, hoy se 
ofrecen y se prestan fuera de los nichos que cada mercado tenía reservado, como es el 
caso de las señales de video en especial televisión. 
 
 
Por esta razón los operadores fijos deben iniciar un proceso de transformación de sus 
negocios, orientado a recuperar y mantener el margen de ingreso perdido en los años 
anteriores. En este escenario la Televisión sobre Protocolo Internet (IPTV), aparece como 
una opción de salvación para los operadores fijos, generando ingresos y valor para el 
usuario final sin dejar de lado posibles nuevos operadores. 
 
 
El sector de las telecomunicaciones se encuentra en un régimen de convergencia y 
competencia, la aparición de nuevos servicios basados en el protocolo IP, como es IPTV, 
sobre las redes de telecomunicaciones obligan a que estas redes dispongan de gran 
                                            
1 Comisión Europea, Libro Verde sobre la convergencia de los sectores de Telecomunicaciones, 
Medios  Comunicación y Tecnologías de la Información y  Sobre sus consecuencias para la 
Reglamentación, Bruselas, 1997, p. 7 
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ancho de banda y gran cobertura, no solo para cumplir con las necesidades que demanda 
este servicio, sino para llegar a todos los usuarios con la calidad necesaria, si bien la 
mayoría de operadores llegan con un punto final hasta sus usuarios, aún persiste el 
problema de la distribución de la señal de Internet y de IPTV en el interior de las casas, y 
disponer de varios puntos alimentados por la señal dentro de las mismas con un buen 
ancho de banda; sin embargo hay un nuevo actor con un gran despliegue de red y ancho 
de banda directo al usuario y su hogar u oficina, este nuevo actor son las redes de 
distribución de energía eléctrica que sin dejar de lado a los principales actores existentes 
para distribuir este tipo de servicio y la estructura tecnológica a desplegar para su oferta, 
se debe analizar la posibilidad de la transmisión de TV digital usando las redes 
PLT/PLC/BPL, tanto externas como las pertenecientes a las distintas empresas eléctricas 
en ultima milla, como internas para distribución de los servicios por todo el hogar 
independientemente del operador o forma de acceso a dicho servicio. 
 
 
Durante algún tiempo ha existido gran interés en las tecnologías inalámbricas 802.11x, 
como candidatos clave para la creación de redes en el hogar, ya que estas tecnologías 
ofrecen conveniencia y movilidad a los usuarios. El ampliamente utilizado 802.11b se 
considera ahora el menos deseable para la transmisión de flujos de televisión de alta 
definición (HDTV) debido a su baja velocidad de transmisión. Sin embargo, el IEEE 
802.11g proporciona una velocidad teórica de hasta 54 Mbps, que puedan servir como 
ancho de banda suficiente al nivel de aplicación para soportar IPTV con transmisión de 
flujos HDTV.  
 
 
Por otro lado actualmente hay una tendencia a rehusar cables ya instalados, es así que 
se tienen: Telecomunicaciones por Líneas Eléctricas – PLT/PLC/BPL, MoCA (Multimedia 
over Coaxial Alliance) y HomePNA (Home Phoneline Networking). Las tecnologías de 
telecomunicaciones por líneas eléctricas utilizan la red eléctrica externa en Medio y Bajo 
Voltaje, así como la existente en casa para poder entregar datos digitales, proporcionando 
tasas de 200Mpbs y se anuncian ya equipos con capacidades superiores, es por esto que  
se las consideran como candidatas potencialmente deseables para la creación de redes 
domésticas o para la distribución de servicios digitales por toda la casa, ya que hay una 
gran cantidad de tomacorrientes localizados en los lugares más convenientes. 
El servicio de IPTV pudiera ser disfrutado tan solo usando un computador como terminal, 
sin embargo esto limitaría su alcance en la población general, para aquellos que no 
disponen de una PC, es por esto que es necesario acceder a este y otros servicios 
mediante otro elemento que pueda estar presente en la mayoría de los sitios, incluyendo 
los hogares, se tiene entonces la TV, a la cual solo sería necesario adicionarle un 
elemento externo conocido como Set To Box (STB) y un canal de retorno adecuado que 
facilite la interactividad que requiere este tipo de servicios; es aquí donde encaja el uso de 
PLT/PLC/BPL, ya que la red eléctrica posee una penetración mayor que otras redes 
alrededor del 95% y está presente necesariamente donde hay un televisor. 
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1. Estudio de las Redes de Distribución de 
Telecomunicaciones para IPTV 
En los últimos años, las siglas IPTV comienzan a mencionarse en todo el entorno de 
telecomunicaciones. El aumento de banda ancha y la aparición de nuevas tecnologías 
han permitido el despliegue de servicios, que hasta ahora estaban reservados para otros 
medios. Actualmente, el servicio de televisión es el que más llama la atención a las 
empresas de telecomunicaciones.  
 
 
IPTV responde a las siglas Internet Protocol Television. Esta definición hace referencia 
únicamente al mecanismo de transmisión del servicio de la televisión IP, el protocolo para 
la transmisión de paquetes usado en Internet.  
 
 
El propósito de las redes de distribución es transmitir bits de video entre un dispositivo de 
recepción de usuario y el servidor de contenidos; se necesita hacerlo de manera que no 
se afecte la calidad del flujo de video entregado al cliente, dependiendo de la red y 
sofisticación de la misma. Una arquitectura de red IPTV consiste en un núcleo de sistema, 
la red de banda ancha de distribución “La última milla”, y la red de distribución interna al 
usuario “Ultima pulgada” como generalmente se la llama. Una gran variedad de redes que 
incluyen sistemas de cable, redes de cobre, sistemas inalámbricos y sistemas de satélite 
pueden ser usadas para distribuir servicios de IPTV a través de la “última milla”, y cada 
uno presenta sus desafíos. Este capítulo se centrará inicialmente en la descripción breve 
de lo que es IPTV, para posteriormente analizar las plataformas de red de distribución de 
contenidos IPTV generalmente usadas. 
 
 
1.1. Definición de Televisión por Protocolo IP 
 
Para referirse a este nuevo servicio primero se tiene que distinguir que es televisión IP, ya 
que cuando se habla de televisión por Internet e IPTV se tiene la tendencia a tratarlas 
como sinónimos y aunque sean tratados como iguales, en realidad deben ser usados para 
describir dos tecnologías diferentes. Mientras IPTV responde a un entorno cerrado en el 
que el proveedor del servicio controla tanto la red de transmisión (parecido a lo que podría 
ser un entorno de TV por cable) como los contenidos o el acceso a los mismos, la 
televisión por Internet representa un entorno menos controlado, en el que tanto los 
contenidos como su acceso tienen un carácter más abierto. Sin embargo a continuación 
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se menciona el significado real de cada tecnología para obtener una mejor apreciación de 
porque estas difieren. 
 
 
1.1.1  Televisión por Internet   
El modelo de televisión por Internet se basa en muchas de las tecnologías empleadas en 
entornos IPTV (MPEG, WMV, etc.). Consiste en que el contenido de video digital es 
emitido desde el proveedor de servicios al usuario final a través de Internet. La Televisión 
por Internet se transmite desde las estaciones de televisión u otro proveedor, se utiliza 
una interfaz para Internet en sus equipos. La interfaz para Internet toma programas 
seleccionados y los convierte en secuencias de datagramas IP transportables, 
comúnmente en formato MPEG 2 o 4, para ser emitidas por Internet.[1] Para observarla 
solo hace falta un reproductor de multimedia; así el reproductor provee la interfaz 
requerida para ver la secuencia de datagramas IP en un computador, ya que los 
reproductores soportan un buffer de entrada de datagramas, es recomendada pero no 
indispensable una buena conexión a Internet.  
 
El proveedor de servicios no tiene ningún control sobre la red de transporte. Esta 
diferencia limita la libertad en cuanto al desarrollo del negocio si se trata de seguir el 
mismo camino que en el mundo IPTV y por lo tanto, el enfoque de los entornos de 
Televisión por Internet es completamente distinto.  
Televisión por Internet se basa en un modelo abierto en el que el control del contenido 
está delegado al proveedor del contenido. Cualquiera puede generar un contenido de 
video digital (película, vídeo doméstico, spot publicitario, etc.) y ponerlo a disposición de 
los usuarios bajo el modelo que desee. Es decir, la comunicación es directa entre el 
usuario y el proveedor de contenidos. El más claro ejemplo de la puesta en práctica de 
esta tecnología es Youtube que con más de un 40% de cuota de mercado, es el mayor 
exponente. Le siguen Myspace o Yahoo con cuotas inferiores al 25%. 
 
 
En principio, este modelo abierto debería permitir una mayor libertad en cuanto a entornos 
de acceso, especialmente dispositivos. Al no existir entornos de red y señalización privada 
o sistemas de acceso condicional específicos, cualquier dispositivo podría estar 
preparado para recibir contenidos de video digital. Sin embargo, la realidad es que en la 
práctica la totalidad de los sistemas de Televisión por Internet llegan a los hogares a 
través de los PC, y con el avance de las tecnologías últimamente a través de los teléfonos 
móviles celulares con lo cual se está aumentando considerablemente el abanico de 
potenciales telespectadores y por lo tanto del mercado final. 
 
 
1.1.2  IPTV 
El término intenta describir la transmisión de video digital, incluyendo películas, TV, videos 
sobre demanda, conciertos, etc.,  en redes de alta velocidad que permiten al usuario con 
un set top box (STB) por hardware o software observar eventos en equipos o dispositivos 
sin un buffer de cargado, es decir el STB decodifica el video y lo entrega directamente a 
 13 
 
un televisor o PC. Es así que el STB es un componente de software-hardware asociado 
con IPTV, tal como el reproductor multimedia es un componente integral de software 
asociado a Televisión por Internet.  
 
Sin embargo la definición oficial aprobada por el Focus Group de la Unión Internacional de 
Telecomunicaciones en IPTV (ITU-T FG IPTV) es la siguiente: “La Televisión IP - IPTV 
está definida como servicios multimedia (televisión, audio, texto, gráficos y datos) 
entregados a través de redes basadas en IP, para proveer el requerido nivel de calidad de 
servicio, experiencia, seguridad e interactividad  necesarios” [2]. 
 
Los entornos IPTV son los más parecidos a los entornos de televisión privada más 
convencionales como el cable o el satélite. El servicio es controlado por el operador de la 
red, empleada para hacer llegar la señal hasta el usuario final. Esto permite que el 
proveedor del servicio pueda controlar la calidad de la señal de video digital, la oferta de 
contenidos o el acceso a los mismos.  
 
 
El hecho de tener el control sobre la calidad de la señal de video se convierte en uno de 
los elementos más importantes que diferencian a los entornos IPTV y Televisión por 
Internet. Por un lado, esta diferencia permite al operador garantizar la calidad de señal y 
ancho de banda mínimos para ofrecer el servicio sin problemas de cortes, pixelados, etc. 
Sin embargo, para garantizar esta calidad de señal, el operador utiliza una infraestructura 
de red cerrada. Una red de estas magnitudes supone una fuerte inversión tanto de capital 
como de tiempo. Por otro lado, el uso de esta red privada entre el usuario y el operador 
permite una interacción directa y bidireccional entre ambos, la información fluye desde el 
usuario hasta el operador y este es el elemento diferencial entre las plataformas IPTV y 
otras plataformas de televisión más convencionales.  
 
 
Se puede definir entonces IPTV como “contenidos de video digital, incluido televisión, que 
es entregado mediante el uso de del Protocolo de Internet (IP)” [1]. Esta definición de 
IPTV es simple e implica que Internet no juega un rol en la entrega de televisión u otro tipo 
de contenido de video, por lo que puede ser usada sobre una red privada basada en IP 
como mecanismo de transporte.  
 
 
1.1.2.1 Arquitectura IPTV   
Existen varias alternativas disponibles para la arquitectura de red y su selección 
dependerá del área de cobertura y del conjunto específico de servicios ofrecidos por el 
proveedor de IPTV. Y aunque no existen razones teóricas que restrinjan la amplitud de 
dicha área, en la práctica el alcance del servicio está limitado por la cobertura del 
operador (que generalmente es local y, en ocasiones, nacional). Por otro lado, el alcance 
“local” de las redes IPTV facilita la inserción de contenido local al paquete de servicios, 
brindando la oportunidad de adecuar la oferta televisiva a la preferencia y costumbres del 
usuario. 
 
 
La infraestructura genérica de una red IPTV se muestra en la Figura 1-1. Como se  
observa los contenidos pueden ser obtenidos en cabeceras nacionales o regionales 
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según el alcance que se dé a la red, donde se encuentran los servidores de video, el 
software de comunicación, servidores de contenidos, etc. 
 
Figura 1-1: Infraestructura Genérica para IPTV 
 
 
Fuente: Antonio Martínez, Sobre la Expansión de IPTV y el Negocio de la Radiodifusión Satelital 
 
Un sistema de IPTV puede estar conformado por los siguientes elementos principales:  
 
La Cabecera o Head End.- es el conjunto de elementos que incluyen las funciones de 
recibir las señales en vivo o almacenadas y convertirlas al formato necesario para su 
transmisión por la red y su posterior recepción por los STB. Por ejemplo está constituido 
por: antenas para recepción (satelital, FTA), los receptores, los servidores de codificación 
/ decodificación, el sistema de ajuste de BW (Ancho de Banda) del flujo de información, y 
los equipos de encaminamiento que conforman los streams a insertar en la red de un 
operador.  
 
 
El Sistema de vídeo y audio por demanda.- es el sistema cuya función es almacenar y 
transmitir a la red vídeos y pistas de audio que podrán ser solicitados por los clientes bajo 
a demanda.  
 
 
El middleware.- Es una combinación de hardware y software que interconecta los 
componentes de la red. Se trata de un sistema operativo distribuido que se ejecuta tanto 
en los servidores de las cabeceras como en el STB. Entre otras funciones, el middleware 
realiza la configuración de extremo a extremo, alimenta el servidor de video, enlaza la 
Guía de Programación Electrónica - EPG con el contenido, actúa como servidor de 
arranque para el STB y asegura que todos los STBs trabajen con software compatible, 
también puede contar con un módulo de tasación de servicios y constituye una especie de 
 15 
 
servidor de portal que es accedido y utilizado por una aplicación “cliente” que se ejecuta 
en el STB. 
 
 
Caja Decodificadora (Set Top Box – STB).- Una característica común tanto para IPTV 
como para TV Satelital o cable es la utilización de una caja decodificadora o “set-top box” 
(STB) que cumple labores de interfaz entre el usuario, el televisor y la red de distribución 
como se había mencionado antes. El STB convierte la señal digital codificada y encriptada 
en una señal de video banda base para el televisor. Asimismo, soporta la guía de 
programación electrónica (Electronic Program Guide, EPG) que permite a los usuarios 
examinar la programación disponible. Hay que considerar que los STBs de IPTV son los 
encargados de ensamblar los paquetes IP para reconstruir el flujo de video (de hecho, un 
computador también puede realizar esta tarea). Sin embargo  la diferencia de complejidad 
en el equipo incide directamente en su costo, el cual es el factor más importante para los 
operadores de IPTV hoy en día. 
 
 
Los “módems de usuario”.- Por ejemplo los de ADSL deberían disponer de al menos 
dos puertos Ethernet para mapear diferentes calidades de servicio. Una puerta es para 
conectar la red residencial de Internet (basada en servicios de mejor esfuerzo) y la otra 
para conectar a los STB de IPTV, que requieren de calidad de servicio. Si el operador 
implementa cada servicio en una LAN virtual diferente (VLAN), cada VLAN se mapea en 
una puerta Ethernet distinta. 
 
 
1.2.  Tipos de Redes de Acceso para Distribución de IPTV 
El principal desafío afrontado por los proveedores de servicios de IPTV es proveer el 
ancho de banda necesario en el segmento de red entre el núcleo del sistema y el usuario 
final, lo que se llama “última milla”, hay varios tipos de redes de acceso de banda ancha 
que pueden cumplir los requerimientos: 
 
• Redes de Fibra Óptica 
• Redes xDSL 
• Redes de TV Cable 
• Redes Basadas en Satélite 
• Redes Inalámbricas 
• Redes PLT/BPL 
 
A continuación se realiza una visión técnica general de las tecnologías. 
 
1.2.1 Redes de Acceso de Fibra Óptica para IPTV 
 
La creciente demanda de ancho de banda combinada con bajos costos operativos e 
inmunidad a la interferencia electromagnética son algunos factores que llevan a la 
utilización de fibra óptica como red de acceso, está últimamente han venido siendo más y 
más usada debido a las recientes reducciones en los costos de equipos y despliegues; 
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por lo que el interés en el uso de redes basadas en fibra para la distribución de servicios 
emergentes basados en IP ha crecido drásticamente. Adicionalmente las conexiones 
pueden proveer enlaces dedicados, lo cual sirve para la distribución de contenido IPTV. 
La implementación de estas redes puede hacerse con las siguientes arquitecturas. 
 
• Fibra a la Oficina Regional (FTTRO).- Se refiere a la instalación de fibra desde el 
centro núcleo del sistema IPTV hasta la oficina regional más cercana del operador 
y desde ahí el cableado de cobre existente es usado para llegar al usuario final. 
• Fibra al Vecindario (FTTN).- También llamada fibra hasta el nodo, consiste en 
instalar fibra desde el centro de IPTV hasta un splitter en el vecindario, con el cual 
se llega a menos de 1500 metros de distancia del usuario, de ahí se emplean 
mecanismos como el uso de redes de cobre para alcanzar en el tramo final, 
garantizando llegar de mejor manera con los servicios. 
• Fibra a la Acera (FTTC).- Una infraestructura de este tipo involucra la instalación 
de la fibra dentro de un rango de unos cuantos cientos de metros de los usuarios, 
un cable coaxial o redes de cobre son típicamente usadas para la conexión desde 
la terminación de cables ópticos en los gabinetes de la acera hacia el usuario final. 
Esta configuración es típicamente instalada durante la construcción de nuevos 
proyectos de vivienda o edificios. 
• Fibra al Hogar (FTTH).- Con esta opción la ruta completa desde el centro de IPTV 
hasta dentro de la casa es cubierta por fibra óptica, así es capaz de la entrega de 
altas tasas de datos al usuario final, proponiendo la utilización de fibra óptica hasta 
el domicilio del usuario. La red de acceso entre el abonado y el último nodo de 
distribución puede realizarse con una o dos fibras ópticas dedicadas a cada 
usuario o una red óptica pasiva (PON) que usa una arquitectura en árbol con una 
fibra en el lado de la red y varias fibras en el lado usuario. 
 
 
El desarrollo de este tipo de arquitecturas típicamente se lo hace a través de dos 
variantes Redes Ópticas Pasivas (PON2) y Redes Ópticas Activas (AON3). 
 
Redes AON.- Las redes ópticas activas hacen uso de componentes eléctricos entre el 
centro de IPTV y el usuario final, particularmente las arquitecturas de red AON utilizan 
switches Ethernet que residen entre el centro de Datos IPTV y el punto final de la redes 
de fibra. 
 
 
Redes PON.- Las redes ópticas pasivas se refieren a una topología punto-multipunto que 
hacen extensivo el uso de cables de fibra óptica y componentes ópticos y no requieren 
componentes eléctricos entre el centro de IPTV y el punto de destino, tanto la fibra como 
los divisores ópticos son componentes “pasivos”, el uso de esta característica para guiar 
las ondas de luz a través de la red eliminan la necesidad de alimentación eléctrica remota, 
lo que baja los costos. Además pueden usar ondas de luz de diferente color para 
                                            
2 PON siglas de Red Óptica Pasiva, no contienen elementos activos externos, son más sencillas, 
para enlaces punto a multipunto. 
3 AON siglas de Red Óptica Activa, poseen elementos activos externos en la red de acceso, con 
enlaces punto a punto. 
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transportar los datos a través de la red. Existen varios tipos de tecnologías PON entre 
ellos BPON, EPON y GPON. 
 
 
BPON (Broadband PON), está basada en la especificación ITU-T G.938, soporta tasas de 
622Mbps de bajada y 155Mbps de subida, por lo tanto es un método de transmisión 
asimétrico, aunque puede ser configurado para soportar tráfico simétrico. Usa el modo 
asincrónico de transporte (ATM), que es capaz de manejar altas velocidades para 
entregar servicios como datos a gran velocidad, voz y video, sin embargo ATM es 
orientado a la conexión y una conexión entre transmisor y receptor debe ser establecida 
antes del envío de datos IP a la red. 
 
 
EPO (Ethernet PON), es una tecnología de acceso que fue desarrollada por el subgrupo 
de la IEEE llamado Ethernet en la primera Milla y adoptado como estándar en el 2004; 
usa como mecanismo de transporte Ethernet, y las tasas de transmisión dependen de las 
distancias de sus elementos, hay que notar que EPON solo soporta tráfico de redes 
Ethernet. 
 
 
GPON (Gigabit PON), es un sistema óptico de acceso, el cual está basado en la 
especificación ITU-T G 984, básicamente es una actualización a BPON que incluye 
soporte para: altas tasas de transmisión (2.5Gbits/s de bajada y 1.5Gbits/de subida) a 
distancias de 20Km, soporte para protocolos como Ethernet, ATM y red óptica sincrónica 
SONET (Red Óptica Sincrónica), además funciones de seguridad avanzadas. 
 
 
El multiprotocolo que soporta GPON es una de las ventajas para su mayor utilización, ya 
que permite a los operadores continuar proveyendo a los usuarios servicios tradicionales 
de telecomunicaciones, mientras introduce nuevos como IPTV. Aunque si bien han bajado 
el precio de instalación este tipo de infraestructura, aun no llega a los precios adecuados 
para masificación para llegar hasta la acera o al hogar, se espera que con el paso del 
tiempo esto será posible. 
 
1.2.2 Redes ADSL para IPTV   
 
En los últimos años muchas compañías telefónicas (telcos) en diferentes partes del 
mundo han entrada o están por entrar al mercado de IPTV. Su entrada se basa en tratar 
de contrarrestar la amenaza de los operadores de cable y operadores inalámbricos 
quienes empezaron a ofrecer servicios de internet y telefónicos. Se pretenden aprovechar 
la infraestructura ya desplegada para empezar a ofrecer servicios de siguiente generación 
como Internet de Banda, IPTV, etc. Esto lo hacen usando DSL, tecnología que permite a 
los operadores de telecomunicaciones ofrecer banda ancha sobre los cables bifilares, 
transformando el circuito entre la central y el terminal telefónico del usuario en una línea 
digital de alta velocidad. 
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Banda ancha es el factor principal para la entrega de servicios de IPTV, esto es 
particularmente verdadero con el lazo DSL, y la mayoría de líneas digitales están 
construidas basadas en los estándares DSL, las cuales no siempre son capaces de 
manejar el crecimiento de la demanda para soportar videos a alta velocidad, y muchas 
veces están restringidas a enviar solo un flujo IP por cada usuario. Sin embargo las 
necesidades básicas y mejor desempeño pueden ser cubiertas por ADSL, ADSL2+ y 
VDSL. 
 
 
ADSL.- El uso de las líneas digitales asimétricas de suscriptor sobre infraestructura 
telefónica son actualmente los despliegues más populares alrededor del mundo. Han 
hecho considerables incursiones en el mercado residencial, donde compite con cable 
módems por clientes que buscan conexiones de banda ancha. 
 
 
ADSL es una tecnología de conexión punto a punto, esta característica permite al 
proveedor entregar servicios de banda ancha como video IP; es llamado asimétrico 
porque la transmisión de información desde la oficina central de datos local o regional 
hacia el receptor de usuario es más rápida que la información desde de usuario a la 
central de datos. Usando técnicas especiales ADSL típicamente permite una tasa de 
bajada de hasta 8Mbps y de subida 1.5Mbps, con lo cual una conexión ADSL es 
suficiente para soporta dos canales de TV en definición estándar y conexión de alta 
velocidad. 
 
La mayor desventaja es que la disponibilidad depende de la distancia a la oficina central 
del proveedor de servicios, por lo tanto aquellos usuarios más cercanos a la central 
recibirán mejor calidad de servicio que aquellos que estén lejos, un servicio básico es 
limitado dentro de 5.5km desde la central más cercana. Desde el punto de vista técnico 
los cables fueron originalmente diseñados para transmisión a bajas frecuencias y un 
tráfico de voz, el tráfico que es enviado sobre la línea a alta frecuencia  normalmente 
experimenta distorsión e interferencia; una partición del ancho de banda de las líneas de 
telefónicas ayuda a minimizar las interferencias y aumenta las tasas, es así que la 
distribución de frecuencias para circuitos ADSL reserva las bajas frecuencias como 4Khz 
para servicio telefónico, mientras las altas para canales de subida y bajada de 26KHz a 
1.1MHz. 
 
 
El equipo ADSL provee una conexión digital sobre la red conmutada, aunque la señal 
transmitida a través de la conexión es modulada como una señal análoga, porque el bucle 
local de la red no puede manejar señales codificadas en formato digital, los equipos son 
los encargados de  convertir la señal de análogo a digital y viceversa, para ello se usan 
dos técnicas:  
 
• Portadora en Amplitud y Fase (CAP).- Fue la técnica inicial usada para modular 
una señal para la transmisión digital ADSL, con modulación de amplitud en 
cuadratura (QAM). 
• Modulación por Multitonos Discretos (DMT).- Es la alternativa preferida usada en 
tecnologías modernas ADSL, ya que separa el rango de frecuencia en varios 
subcanales o tonos de frecuencia; durante la transmisión cada uno de estos 
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subcanales llevan una porción de la tasa total de datos; dividiendo el ancho de 
banda en varios subcanales, DMT puede adaptarse a las distintas características 
de cada línea telefónica y maximizar la transmisión. 
 
 
El equipo generalmente usado para la instalación de un servicio ADSL consiste de: 
 
• Modem ADSL: Ubicado en la casa del cliente, es un transceptor, al cual se conecta 
el computador a través de un puerto RJ45 o USB  para la comunicación con la 
línea ADSL. 
• Divisores POTS.- Son los dispositivos que separan las señales de datos de la de 
voz, divide las señales entrantes en bajas frecuencias para el teléfono y altas 
frecuencias para datos a la red con el fin de evitar distorsiones. 
• Multiplexor de Acceso la Línea Digital de Abonado (DSLAM).- Estos equipos 
reciben las conexiones de los usuarios sobre el cable de cobre, los agrega y 
conecta de vuelta a la central de datos a través de un enlace de alta velocidad 
generalmente basado en fibra. Para servicios IPTV el DSLAM soporta 
transmisiones multicast, y es el encargado en la distribución de los contenidos en 
la última milla. 
 
Si bien es cierto ADSL es ideal para un gran rango de servicios no es lo más óptimo para 
IPTV debido a que la tasa máxima que se puede lograr es 8Mbps con lo cual se tienen 
dos canales de calidad estándar (SD) y algo de remanente para Internet, sin embargo no 
puede proveer alta definición, es por ello que se ha comenzado a instalar tecnologías de 
ADSL avanzadas como ADSL2 que se presenta en la figura 1-2. 
  
Figura 1-2. Tasas de datos en función de la distancia DSLAM - Variantes de DSL [3] 
 
 
ADSL2.- Esta familia de estándares fue creada para soportar la creciente solicitud de 
banda ancha para aplicaciones demandantes como IPTV, teniendo tres versiones: 
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• ADSL2.- La versión inicial, que incluye varias mejoras al estándar original, como 
mayor tasa de datos de bajada, así como un mayor alcance desde la oficina 
central al usuario. 
 
• ADSL2+.- Basada y lanzada poco después de la anterior, permite a los 
proveedores de servicio ofrecer velocidades de hasta 20Mbps para usuarios que 
se encuentren a una distancia menos a 1.5Km de la Oficina Central. Además 
opera dentro del ancho de banda de 138kHz a 2.208MHz. 
 
• ADSL Alcance Extendido.- Ya que ADSL2+ no es posible para usuarios más allá 
de 1.5Km de la oficina central, la tecnología RE-ADSL2 fue una solución para que 
los proveedores puedan ofrecen un mayor rango de cerca de 6Km mostrando un 
buen desempeño en velocidad según distancia. 
 
 
VDSL.- Líneas de Suscriptos Digitales de muy alta velocidad, están basadas en el mismo 
fundamento de ADSL2+, actualmente es la más nueva y sofisticada tecnología ADSL 
desarrollada para superar las deficiencias de las tecnologías ADSL anteriores, elimina los 
cuellos de botella en la “última milla” soportando altas capacidades de tasa de datos lo 
que permite a los proveedores tranquilamente ofrecer todos los servicios de IPTV en 
definición estándar y alta. Hay varios tipos dentro de la familia VDSL y son: 
 
• VDSL1.- Opera en tasas de bajada máxima de 55Mbps y 15Mbps en subida, 
usando un espectro de frecuencia de 12MHz, sin embargo tiene un muy corto 
rango de cubrimiento y es generalmente usada al interior de  edificios o conjuntos. 
• VDSL2.- Es una mejora de la anterior, definida dentro de la recomendación de la 
UIT G.993.2, y puede sub clasificarse en dos: 
o Largo Alcance, debido a que DSL depende de la distancia del bucle de 
abonado, esta versión fue creada para entregar servicios a la mayor 
cantidad de usuarios con VDSL, lo que puede proveer capacidades de 
30Mbps a distancia de 1.2 a 1.5Km de distancia de la Oficina Central, esto 
lo logra usando niveles de potencia más altos en la transmisión a un rango 
de frecuencia de 30MHz. 
o Bajo Alcance, basado en modulación de multitonos discretos (DMT) usa 
4096 tonos separados por bandas de 4 a 8Khz, además usa técnicas de 
unión de canales para operar a altas velocidades de alrededor de 100Mbps 
de bajada en distancia cortas de 350m, asumiendo que no hay 
interferencias y la calidad del cable es la mejor. 
 
 
Finalmente un beneficio de VDSL que solidifica su posición es que esta última versión es 
compatible con las anteriores, así que los operadores pueden ir migrando sin problemas a 
VDSL para tener redes de siguiente generación. 
 
 
1.2.3 Redes de TV Cable para IPTV 
 
Muchos operadores de TV por Cable han hecho significativas inversiones para actualizar 
sus redes y poder soportar servicios avanzados de telecomunicaciones como IPTV. Si 
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una red de televisión por cable está disponible en un área en particular, los usuarios 
podrían acceden a IPTV por una red basada en una tecnología híbrida de fibra y coaxial 
(HFC), que permite redistribuir una variedad de servicios digitales de TV. Estas redes 
tienen como ventajas la capacidad de enviar simultáneamente servicios de transmisión 
digital y análoga, algo importante para un operador que quiera ofrecer de forma 
escalonada servicios digitales e IPTV es poder tener capacidades de fácil expansión, 
además que las características del cable coaxial y fibra soportan operaciones a varios 
giga bits por segundo. En la figura 1-3 se presenta la arquitectura típica de IPTV sobre 
HFC. 
 
 
Aunque para lograr el cambio se requiere la instalación de varios equipos que van desde 
enrutadores a IP STB en el usuario. Esto trae ventajas como: que el ancho de banda se 
despeja, ya que para IPTV solo se necesita enviar un canal al usuario y no todos a la vez 
como se hace actualmente, en que los canales no utilizados aun ocupan ancho de banda; 
ofrece interactividad total, también la oportunidad de hacer mediciones de audiencia en 
tiempo real, factor importante para mejorar las ganancias del negocio [2]. 
 
Figura 1-3. Arquitectura de Ejemplo de IPTV sobre HFC 
 
 
Fuente: Next Generation IPTV Services and Technologies 
 
Otra tecnología diseñada para transportar tráfico de Internet a alta velocidad sobre redes 
de grandes áreas es la especificación de la interface de datos sobre servicios de cable 
(DOCSIS) y su hermana europea EuroDOCSIS, las cuales  han evolucionado durante los 
años y la última versión provee suficiente capacidad para soportar la entrega de servicios 
IPTV a través de redes HFC.Es importante recalcar que para redes HFC, el estándar 
MPEG-2 es el más usado como mecanismo de compresión del contenido, sin embargo 
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para ello se necesita hardware adicional instalado en la cabecera para facilitar la 
transportación a través de la red IP de cable. 
 
 
1.2.4 Redes Satelitales para IPTV.   
 
P está emergiendo como método preferido para la distribución de contendido de video vía 
conexiones satelitales, debido a  que estas conexiones pueden proveer un alto ancho de 
banda en comparación a las terrestres, para ofrecer muy pronto servicios tripleplay. 
Muchos proveedores de redes satelitales han empezado a ofrecer contenidos de video IP 
a las cabeceras de operadores de cable y centros de datos IPTV de empresas de 
telecomunicaciones.  
 
 
El contenido digital es recibido, agregado, codificado en MPEG 2 o 4 y encriptado en el 
centro de operaciones de video del operador satelital, posteriormente los contenidos son 
enviados y enlazados al satélite, y retransmitidos de vuelta a los receptores de compañías 
de cable o telecomunicaciones que usarán su propia infraestructura para entregar los 
servicios IPTV.  
 
Para entregar servicios directo a los usuarios hay varias opciones: 
 
• El despliegue de IP Set top Boxes híbridos con satélite, lo que permite al usuario 
acceder a los servicios tradicionales vía satélite y a los servicios IPTV mediante 
una conexión de banda ancha normal. 
 
• Usando IP STB estándar, para ello el modelo propone llevar los contenidos de 
satélite a grandes despliegues de casas y allí convertir los canales a IP para ser 
transmitidos hacia los IP STB.  
 
• Usando módems de banda ancha satelital también se podría entregar servicios 
IPTV, estos módems generalmente cumplen con alguna de los tres estándares 
internacionales: 1) IP sobre Satélite (IPoS) soporta tasas de 120Mbps utiliza 
tecnología DVB-S2. 2) DVB con canal de retorno satelital (DVB-RCS) con tasa de 
40Mbps y 2mbps de retorno. 3) DOCSIS sobre satélite, usando una versión 
adaptada de DOCSIS la cual se diferencia por el uso de otro esquema de 
modulación. 
 
 
1.2.5 Redes Inalámbricas para IPTV 
 
Las nuevas redes inalámbricas proveen a los operadores de telecomunicaciones otra 
alternativa para una plataforma de distribución de contenidos IPTV hacia los usuarios; 
entre estas redes se tienen las siguientes: 
 
 
WIMAX, La demanda por parte de los usuarios y el sector de las telecomunicaciones para 
usar WiMAX como plataforma para transportar contenido IPTV está creciendo a un ritmo 
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constante, dado que WiMAX conocido por IEEE 802.16, es una tecnología de banda 
ancha de alta capacidad que opera con rangos de frecuencia licenciados y no licenciados, 
la más óptima para aplicaciones como IPTV es con bandas licenciadas bajo modelo de 
concesión, ya que existe menor oportunidad de interferencias, estas operan en la las 
frecuencias de 3400 a 3600MHz; generalmente los equipos usan una de las tres opciones 
de capa física: 1) una portadora, 2) Modulación OFDM que es la más popular por su 
habilidad de trabajar con los problemas de multitrayectorias, usadas para IPTV, 3) Acceso 
Múltiple por División de Frecuencia Ortogonal (OFDMA - Orthogonal Frecuency Division 
Multiple Acces) que es la más sofisticada.  
 
 
Si se habla de distancia, la topología geográfica combinada con otros factores como 
equipos y clima pueden tener un impacto debido a la distancia entre el dispositivo IPTV y 
la estación base de WiMAX; teóricamente posee una velocidad de 60Mbps cubriendo 
áreas de 6 a 10 Km, sin embargo esto puede variar entre implementaciones, pero los 
usuarios dentro del área de cobertura deberían acceder a servicios IPTV. 
 
 
WiMAX móvil, desarrollado como IEEE 802.16e, aprobado en 2005 y desde el 2006 
productos certificados han sido puestos en el mercado, trabaja en varias bandas 
licenciadas 2.5, 3.3, 3.4 y 3.8 GHz, además incorpora varios puntos claves necesarios 
para transportar servicios y aplicaciones IPTV: 
 
 
La tecnología soporta picos de velocidad de datos de 32 a 46Mbps, este tipo de 
velocidades pueden permitir la entrega de contenidos de alta definición comprimidos a un 
dispositivo móvil; utiliza OFDMA y handoffs optimizados para permitir que los usuarios 
accedan a los contenidos multicast de TV en área geográficas que son susceptibles a los 
efectos de multitrayectorias; provee soporte para mecanismos avanzados de calidad de 
servicio los cuales son fundamentales para aplicaciones en tiempo real como IPTV. 
 
 
Cabe recalcar que el Foro WiMAX sigue trabajando para mejorar las técnicas multicast y 
handoffs con el fin de mejorar la habilidad del WiMAX móvil. 
 
 
Redes Municipales Mesh, conocidas como redes mumi son otra plataforma wireless que 
promete soportar servicios de entrega de IPTV al usuario final, muchas de este tipo son 
ubicadas en ciudades y pueblos alrededor del mundo. Estas redes operan en un ambiente 
externo en el rango no licenciado de 2.4 a 5GHz [2]. La tecnología usada para construir 
este tipo de redes Mesh es WiFi, ya que la mayoría de los dispositivos como 
computadores y celulares actualmente viene con una interfaz WiFi; para crear este tipo de 
redes se requiere el uso de un cierto número de puntos de acceso interconectados entre 
ellos y hacia la conexión principal que va al proveedor de banda ancha. 
 
 
Los puntos de acceso (AP) usados para este tipo de aplicaciones cubren una mayor área 
que el tipo de AP interior (indoor), y se los coloca en estructuras físicas fijas que provean 
una buena línea de vista y acceso a energía, como postes de energía, edificios, torres. 
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Los AP en si usan una arquitectura dinámica de conexión wireless entre si y el AP 
Gateway formando un cluster o grupo, el número de AP dentro del grupo puede variar 
según las implementaciones que se realicen, además pueden haber dos tipos de 
configuraciones de radio, múltiples y simples. 
 
• Simples.- Los AP usan un canal para soportar el acceso de varios dispositivos de 
clientes además de llevar el tráfico de interconexión desde y hacia la red mesh. 
Para minimizar problemas y mejorar el desempeño este tipo de AP son 
típicamente configurados en grupos que operan a frecuencias distintas a las de 
sus grupos vecinos. 
 
• Duales.- Los AP usan canales separados para llevar el tráfico mesh y proveer 
acceso a los dispositivos WiFi clientes en una banda de frecuencia de 2.4GHz, el 
uso de los dos canales separados mejora los niveles de desempeño, reduce la 
latencia, lo cual los hace mejor para el manejo de aplicaciones de IPTV. 
 
Generalmente en promedio la velocidad de bajada es de 1Mbps  lo cual es adecuado para 
Internet, pero para aplicaciones de IPTV no, por lo q las aplicaciones en este tipo de redes 
es más enfocado a streaming de video IP obtenido de las cámaras WiFi. 
 
 
Tecnologías 3G, usadas en redes móviles celulares, con estándares como EV-DO y 
HSPDA que son capaces de entregar aplicaciones de IPTV móvil. EVDO es un estándar 
que puede manejar tasas de 4.9Mbits/s, mientras HSPDA soporta tasa de alrededor de 
14Mbps de bajada, con mayores velocidades para el futuro. Pudiendo considerarse estas 
tecnologías para llevar servicios de IPTV a clientes que no son bien servidos por otro tipo 
de redes 
 
 
1.2.6 Redes Eléctricas PLT/BPL para IPTV  
 
El uso de las redes eléctricas como redes de Telecomunicaciones, se considera como 
una opción de última milla para servicios de banda ancha, voz e IPTV, conocida como 
Powerline Telecommunication (PLT), PLC (Power Line Communication), o BPL 
(Broadband Power Line) es una tecnología que permite ofrecer servicios de 
telecomunicación a través de la red de suministro de energía eléctrica. Se trata por lo 
tanto de transmisión por cables paralelos de cobre usando como línea de transmisión el 
conocido “cable eléctrico” que ha sido pensado para transportar energía en lugar de 
información [4][5].  
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Figura 1-4. Topología típica red PLT [5] 
 
 
 
En la figura 1-4 se puede observar la topología típica de esta tecnología que posibilita la 
transmisión de voz, video y datos a través de una infraestructura de cobre ya desplegada, 
permitiendo convertir los tomacorrientes convencionales en conexiones a los servicios de 
telecomunicaciones más avanzados, con el uso de la tecnología PLT y la aplicación de 
multiplexación por división de frecuencia ortogonal (OFDM) en capa física por su habilidad 
de trabajar con los problemas de los canales mulititrayectorias, se llega a velocidades de 
200Mbps al transformador de baja tensión que generalmente alimenta de 20 a 30 
usuarios (en la mayoría de países de Latinoamérica), y como es un medio compartido, se 
tiene en el peor de los casos tasas de 10 a 7 Mbps por usuario respectivamente, si todos 
ocupan al mismo tiempo; estas son velocidades mínimas para servicios de IPTV, aunque 
los últimos equipos anunciados trabajarían a velocidades de 400Mbps o más, lo que 
convierte a PLT en una opción interesante.  
 
 
Esta tecnología se la considera como solución para “última milla”, ya sea sola a través de 
la red de Medio y Bajo Voltaje para llegar al usuario, así como de manera híbrida siendo 
la más común con fibra óptica. En la figura 1-4 se muestra la topología típica PLT, como 
se conectan a la red de datos (típica fibra óptica) los anillos de Medio Voltaje, los mismos 
que se conectan a través de gateways o pasarelas PLT a la red de distribución de Bajo 
Voltaje, donde se encuentran los módems de usuario. 
 
 
Para el manejo del Control de Acceso al Medio (MAC) que se encarga de distribuir el 
acceso entre los diferentes usuarios, trabaja tanto con acceso múltiple por detección de 
portadora con anulación de colisiones (CSMA/CA) y acceso múltiple por división del 
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tiempo (TDMA), permite además una aproximación maestro-esclavo, donde hay conexión 
de datos entre la cabecera final (HE) y el equipo terminal del usuario (CPE) de manera 
jerárquica. El uso de División de Frecuencia o División de Tiempo depende del tipo de 
despliegue que se realice así como si es necesario repetidores, o evitar interferencias con 
otras redes PLT. Sin embargo para servicios sensibles al tiempo como IPTV es 
recomendable realizar un buen diseño de la red analizando la posible cantidad de saltos.  
 
 
Los equipos de Redes PLT actuales, son dispositivos tipo bridge, que dejan pasar las 
señales en transmisiones digital que se encuentran en un rango de frecuencias de 1 a 
30Mhz, y separan la señal eléctrica de baja frecuencias (50 - 60Hz). Entre estos se tiene: 
 
• Modem PLT.- Es el dispositivo final que provee la interfaz hacia el computador del 
usuario u otras terminales, vía interfaz Ethernet o USB, está diseñado para una 
rápida y fácil instalación en el hogar del usuario “plug and play”, en otras palabras 
es el dispositivo que es conectado al tomacorriente en el lado del usuario. 
Refiriéndonos a una definición más normal es el equipo CPE (Customer Premises 
Equipment). 
• Repetidor (RP o REP).- Es un equipo que realiza funciones de repetición y 
establece la conexión entre la cabecera de bajo voltaje y el módem en la red de 
distribución de bajo voltaje. Usualmente se instala en postes, sótanos, cuartos de 
contadores, etc. Además es compacto y robusto, para soportar polvo, suciedad y 
humedad, y si es instalado al aire libre incluso el sol, lluvia y variaciones de 
temperatura. También existen repetidores para aplicaciones internas especiales, 
cabe mencionar que la mayoría de repetidores usan división de tiempo. 
• Cabecera de Bajo Voltaje (LVHE-Low Voltage Head End).- Es el paso entre la red 
de acceso y la red de distribución. Estos pueden ser instalados en cada nodo de la 
red de bajo voltaje por ejemplo: subestaciones, gabinetes en la calle, o cajas de 
servicio, pero usualmente se instalan en la subestación transformadora. 
• Nodo MV.- El nodo de medio voltaje es instalado en las estaciones 
transformadoras. El nodo de medio voltaje es un dispositivo que establece la 
comunicación sobre las líneas de medio voltaje y su función es la de comunicar la 
red de datos (Fibra Óptica, vía radio, wireless) con la red PLC/PLT/BPL. 
 
Existen equipos que pueden ser cabeceras y repetidores a la vez, así como equipos que 
vienen preparados para conectarse con redes GPON, con el fin de llegar con la mejor 
velocidad posible lo más cerca del usuario final, todos estos quipos son capaces de 
manejar multicast, y configuraciones de IGMP para garantizar una buena distribución de 
servicios IPTV. 
 
 
1.3. IPTV en Instalaciones Internas de Casas y Oficinas 
(in-home) 
 
Uno de los mayores retos para los proveedores de servicio de IPTV es distribuir la señal 
desde un gateway residencial de un cliente hacia otro equipo localizado en diferentes 
habitaciones en los hogares u oficinas. Adicionalmente las demandas de ancho de banda 
al interior de la casa para redes de datos han crecido exponencialmente esto debido a 
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aplicaciones como videos de alta definición, contenidos generados por usuarios, juegos 
en línea, etc; sin embargo esto es posible solo mediante el uso de tecnologías de 
siguiente generación para crear redes in-home. Las tecnologías de interconexión más 
comunes asociadas con la industria de IPTV serán descritas a continuación [2]. 
 
 
1.3.1 Fast Ethernet and Gigabit Ethernet – GIGE 
 
Es una de las variantes más populares de Ethernet para soportar aplicaciones de grandes 
anchos de banda. Algunas de sus características especifican, que se pueden transmitir 
datos a altas tasas cerca de 1Gbps, lo cual soportaría varios canales de transmisión IPTV 
al mismo tiempo, además es compatible con otros estándares de protocolo Ethernet, se 
usa cableado categoría 5e, 6 y 6a, usando sus 4 pares de cables para la operación con 
un alcance máximo de 100metros. 
 
La introducción constante de nuevos estándares como el 10Gigabit Ethernet (10GbE) 
definido como 802.3ae, nos da a entender el enorme rol que Ethernet juega como 
solución in home, sin embargo requiere del despliegue e instalación de sistemas de 
cableado de alta categoría como 5e o 6, y ya que es una instalación posterior a la 
construcción  de las edificaciones, los costos se elevan y soluciones que usen el cableado 
existente ofrecen mejores prospectivas para una rápida adopción en masa. 
 
 
1.3.2 802.11N   
 
Un sistema Wireless LAN (WLAN), minimiza la necesidad  de cables, puede ser usadas 
como extensión de una red o como una alternativa de uso y aunque al inicio estaba 
dedicada a la conexión inalámbrica de computadores actualmente la tecnología está 
siendo incorporada en varios dispositivos multimedia como media servers y STBs IP, sin 
embargo para esta exigencia  la IEEE tiene el estándar 802.11n con el fin de soportar la 
alta demanda para redes inhome. A diferencia de los otros estándar 802.11a, b y g que 
tienen limitaciones de transmisión de datos y distancias al transportar contenido de alta 
calidad sobre redes inhome, la 802.11n incorpora nueva tecnología que aumenta la 
máxima tasa de transmisión a 600Mbps en redes WLAN, aunque más que obligar a los 
fabricantes a construir dispositivos con estas capacidades de tasas de transmisión, deja 
que los fabricantes desarrollen productos para diferentes mercados, por ejemplo los 
primeros equipos 802.11n soportan tasas de 300Mbps, que sería suficiente para 
aplicaciones de IPTV, con una distancia mayor y compatibilidad con equipos de otras 
tecnologías 802.11, aunque la eficiencia disminuye cuando se comunica con redes 
inhome con las tecnologías 802.11 anteriores, por lo tanto un ambiente mixto puede 
afectar la entrega de servicios como IPTV.  
 
Sin embargo en cuestión de instalación todo lo que se necesita es un punto de acceso 
802.11n en el punto donde la señal de banda ancha entre y un  IP STB que incorpore la 
tecnología cerca del televisor al cual se conectará, esto elimina la instalación de cables. 
Finalmente esta tecnología será compatible con el próximo estándar 802.1s para servicios 
extendidos.  
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1.3.3  Home PNA (Alianza para Redes Telefónicas Domésticas) 
 
Conocida también como HPNA, nace del enorme interés del rehuso de cables ya 
instalados como el coaxial y telefónico, y su uso para distribuir servicios “triple play” a los 
usuarios. Para su instalación es necesario el uso de adaptadores HPNA a Ethernet para 
conectar los equipos a las tomas RJ-11 (telefónicas) o coaxiales (tipo F) y con esto crear 
una red con tecnología que pueda entregar servicios multimedia de alta velocidad sobre 
los cables coaxiales y pares telefónicos convencionales.  
 
La Alianza HomePNA ha sido la encargada de esta tarea desde 1990, aunque en el 2004 
fue cuando llegó con capacidades de altas tasas transmisión de datos con la versión 
HomePNA 3.0 ofreciendo 128Mbps como tasa máxima, que comparada con sus 
predecesoras mejoraba no solo la tasa de transmisión sino además garantizaba calidad 
de servicio (QoS), aspectos requeridos para servicios de VoIP e IPTV [2][4].  
 
La versión más reciente la HomePNA 3.1 aumenta nuevamente la tasa de transmisión y 
estandariza la operación sobre los cables usados, llegando a tasa máximas de 320Mbps. 
Y aunque nos ofrece buenas velocidades persiste el problema de que para ciertos lugares 
se debe volver a cablear ya que generalmente o no siempre las tomas telefónicas o 
coaxiales se encuentran cerca de los televisores 
 
 
1.3.4  MOCA (Alianza de Multimedia sobre Coaxial) 
 
Es una iniciativa abierta para promover la distribución de video digital a través de los 
cables coaxiales existentes. El punto fuerte de MoCA es la creación de especificaciones y 
certificaciones de productos que trabajen en los anchos de banda no usados en los cables 
sin la necesidad de nuevas conexiones, cable. 
 
Su operación se la realiza a través del uso de de divisores múltiples (splitters), donde la 
tasa de transmisión alcanza los 270Mbps, mientras va “saltando” entre los divisores se 
logra una distancia máxima de 100 metros, la misma que depende de la atenuación del 
cable así como del número de divisores usados debido a que cada uno inserta atenuación 
en la señal. 
 
 
1.3.5 Power Line Telecommunication  
 
Las Telecomunicaciones por líneas eléctricas eran hasta hace poco una tecnología 
emergente, pronta a solidificarse gracias a los avances en estandarización, que permite el 
uso de las redes eléctricas existentes para conectar dispositivos en red y hacia Internet 
[4][5]. Las redes de casas que usan la tecnología de telecomunicaciones por líneas de 
potencia eléctrica de alta velocidad pueden controlar casi todo lo que se conecta en un 
tomacorriente, es decir puede incluir luces, televisiones, PCs, alarmas, STBs, etc.  
Además envían y reciben datos dentro de los hogares, edificios u oficinas de los usuarios 
y permiten extenderlos por todos sus tomacorrientes. Es decir el mismo punto de 
alimentación eléctrica puede servir como un punto de red para dispositivos de red, dentro 
de sus ventajas de uso están: 
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• El uso del cableado eléctrico ya instalado en los hogares. 
• La disposición de varios tomacorrientes en toda la casa elimina la necesidad de 
volver a cablear. 
• Es de fácil instalación y a un precio competitivo. 
• La velocidad de datos en conexión es alta y pueden soportar aplicaciones y 
servicios avanzados.   
 
Sin embargo hay un par de obstáculos técnicos a tomar en cuenta con el uso de estas 
redes, a diferencia del cableado estructurado usando cable UTP, estas redes no fueron 
diseñadas para enviar datos, sino energía; en el ambiente residencial del medio eléctrico 
la cantidad de atenuación que la señal experimenta está en función de la frecuencia de la 
señal y de la distancia que la señal debe viajar por el cable, por lo cual los equipos son 
muy robustos en el manejo de ruidos e interferencias sobre el canal. Actualmente hay dos 
especificaciones muy fuertes, y un estándar dado por la Unión Internacional de 
Telecomunicaciones – UIT. 
 
HomePlug.- La alianza HomePlug fue creada en Marzo del 2000. Su primera tarea fue el 
HomePlug 1.0 en junio del 2001 para redes internas (14Mbps), la MAC es una variación 
del conocido protocolo CSMA/CA, en el rango de  4,5 a 20,7 MHz; posteriormente se 
lanzó al mercado HomePlug Turbo (85Mbps) para aplicaciones que requerían mayor 
velocidad. En agosto del 2005 se lanzó una nueva especificación, HomePlug AV 
(200Mbps), para aplicaciones de audio y video, que permite la entrega de servicios de 
nueva generación como: VoIP, contenidos de video digital en definición estándar y alta 
sobre los cables eléctricos, soportando gran ancho de banda y baja latencia muy 
importante para este tipo de aplicaciones, además está diseñado para soportar tanto 
acceso TDMA como CSMA [5][8]. 
 
 
UPA.-  Universal Powerline Association fue creada en diciembre del 2004, con el de 
objetivo promover, una especificación tanto para acceso como para sistemas in-home, así 
como coexistencia entre las mismas, además de una etiqueta de certificación. Para ello 
firmó una carta de entendimiento con la Alianza Europea Abierta para la Investigación de 
PLC - OPERA (la cual ya ha terminado sus dos etapas de trabajo cumpliendo la meta de 
llegar a los 200Mbps), con lo cual ha finalizado una especificación para sistemas in-home 
y acceso, así como una especificación de coexistencia de sistemas, la que está basada 
en un protocolo simple para poder ser implementado a bajo costo por cualquier tecnología 
PLT/ PLC/BPL, el objetivo es hacer más fácil la aceptación por la industria en poco tiempo 
[5][7]. 
 
UPA definió la especificación DHS (Digital Home Estándar) basada en los avances de 
OPERA terminada en el 2006, con ella se obtienen tasas de transferencia de 200Mbps en 
la infraestructura de cableado eléctrico. Con lo cual la distribución de aplicaciones con 
gran demanda de ancho de banda son posibles, además esta especificación fue diseñada 
tanto para líneas eléctricas como para redes de cable coaxial; para acceso al medio utiliza 
acceso múltiple por detección de portadora (Carrier Sense Multiple Access) CSMA y 
también un mecanismo de multiplexación por división de tiempo avanzada (Advanced 
Dynamic Time Division Multiplexing) ADTDM, en el caso de aplicaciones IPTV bajo este 
mecanismo se provee acceso libre de colisiones a los canales. 
 30 
 
 
 
ITU G.hn.- Nombre del estándar dado para la tecnología de redes domésticas de 
siguiente generación, estándar que ha sido desarrollado por la Unión Internacional de 
Telecomunicaciones – UIT y promovida por el Foro HomeGrid y otras organizaciones. 
Este estándar soportará la creación de redes sobre líneas de potencia eléctrica, cables 
telefónicos y coaxiales, con tasas de transmisión de alrededor 1Gbps, en lo que será un 
estándar universal para las redes domésticas. La primera recomendación de G.hn es la 
G.9960 que recibió aprobación el 9 de octubre de 2009, la cual especifica la capa física y 
arquitectura de G.hn, la recomendación para la capa de enlace de datos (G.9961) fue 
aprobada el 11 de junio de 2010; G.hn está siendo avanzado y trabajado por la UIT-T, con 
el grupo de estudio 15, y más de otras 20 compañías están participando regularmente 
representando a un gran cantidad de sectores de la industria de telecomunicaciones, 
incluyendo grandes compañías de telefonía, de equipos y las principales compañías en 
tecnologías de redes domésticas. Ya que la mayoría de los dispositivos en los cuales 
G.hn serán embebidos (como televisores, Set-top-boxes, gateways residenciales, 
computadores personales u otros dispositivos de red), necesitan de electricidad para su 
funcionamiento, se prevé que al menos se necesitará una interface PLT y por lo tanto será 
la más común, esto además contribuirá a facilitar la integración en control y gestión de 
aplicaciones en dispositivos conectados a la red eléctrica [7][9][10][11]. 
 
Como resultado de las tecnologías Powerline se han alcanzando tasas de transmisión de  
200Mbps sobre cableado eléctrico suficientes para el manejo de contenidos IPTV en 
instalaciones internas, los próximos equipos anunciados trabajarán a 500Mbps, y 
posteriormente con la estandarización provista por la UIT y la IEEE, se podrá llegar hasta 
tasas de alrededor de 1Gbps en capa física, por lo que se ha pensado dejar que los 
fabricantes desarrollen y masifiquen productos para diferentes mercados, puesto que los 
equipos necesitan de electricidad para su funcionamiento lo más óptimo sería agregar una 
interfaz PLT.  
 
Resumen 
Como se ha visto a lo largo del capítulo por el modo de uso de las redes de distribución, 
las redes para IPTV son más parecidas a las redes para televisión más convencionales 
que utilizan cables o el satélite. El servicio es controlado por el operador de la red, 
empleado, para hacer llegar la señal hasta el usuario final, a través de cualquier medio de 
acceso. Esto permite que el proveedor del servicio pueda controlar la calidad de la señal 
de video digital, la oferta de contenidos o el acceso a los mismos.  
 
El hecho de tener el control sobre la calidad de la señal de video se convierte en uno de 
los elementos más importantes que diferencian de IPTV y Televisión por Internet. Por un 
lado, esta diferencia permite al operador garantizar la calidad de señal y ancho de banda 
mínimos para ofrecer el servicio sin problemas de cortes, pixelados, etc. Sin embargo, 
para garantizar esta calidad de señal, el operador utiliza una infraestructura de red 
cerrada. La preparación de una red de estas magnitudes supone una fuerte inversión 
tanto de capital como de tiempo, por lo que elegir la red de distribución adecuada es de 
gran importancia. Por otro lado, el uso de una red privada entre el usuario y el operador 
permite una interacción directa y bidireccional entre ambos, la información fluye desde el 
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usuario hasta el operador y este es el elemento diferencial entre las plataformas IPTV y 
otras plataformas de televisión más convencionales. 
  
Sin embargo, si bien se puede llegar hasta el módem de usuario final con alguna de las 
redes analizadas, el nuevo problema es cómo distribuir la señal de contenidos IPTV a lo 
largo de las casas u oficinas. Cablear la casa u oficina de un usuario ya sea con cableado 
estructurado o con cable coaxial, genera aumento de costos sobre todo si la adición del 
cableado es posterior a la construcción de la misma, costo que el operador esta forzado a 
incluir en la cuenta del usuario, además la necesidad de instaladores entrenados, la 
logística para una rápida instalación también es un problema para el operador y el 
usuario. 
 
Esto pudo ser comprobado en un estudio realizado en el 2004 por Envivio Inc, acerca del 
costo de implementación de IPTV por suscriptor el cual arrojó que, muchos operadores 
pierden clientes que no se suscriben al servicio debido a los problemas de instalación de 
nuevos cables, que tiene que ver con la parte estética, además un significativo porcentaje 
del costo de servicios Triple Play están en el hecho de la instalación en los hogares, ya 
que el operador debe recuperar lo invertido en esa red y el precio es cargado al usuario 
[12]. 
 
Figura 1-5. Costo de Implementación de IPTV (costo por usuario) 2004[7][12] 
 
 
 
En el estudio según la figura 1-5 se obtuvo que del precio final cargado al usuario, el 36% 
del costo, es de instalación en el hogar u oficina. El mismo estudio menciona que la 
tecnología PLT es una buena solución para la distribución de contenidos, ya que se usa 
cableado ya instalado y es una tecnología prácticamente “plug and play”, sin la 
complejidad de configuración de otros dispositivos como los inalámbricos, cuyo 
cubrimiento es limitado y no apropiado para aplicaciones de video y audio de buena 
calidad, abriendo la posibilidad incluso de una auto instalación por el usuario, lo que 
elimina ciertos valores cargados al mismo, le es más conveniente, e incluso reduce 
tiempo operativo en instalaciones al operador. 
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2. TELECOMUNICACIONES POR LÍNEAS DE 
POTENCIA ELÉCTRICA 
 
Las compañías eléctricas han usado a través de tiempo sus redes eléctricas, tanto de 
transmisión y distribución, como medio para transmitir en forma simultánea energía 
eléctrica y señales de telecomunicaciones. Generalmente estas redes han sido utilizadas 
en estas empresas a fin de poder transmitir y recibir señales de supervisión a distancia de 
los distintos equipos que son utilizados para el transporte y la distribución eléctrica 
(medidores, interruptores, detectores de fallas, etc.). Mediante estos sistemas las 
empresas eléctricas poseen un medio extremadamente económico de transmitir este tipo 
de señales. 
 
 
La metodología utilizada para implementar este tipo de comunicaciones, ha sido basada 
en el uso de señales de frecuencias distintas a las de la red eléctrica, a fin de poder 
separar claramente una de otra y evitar posibles interferencias entre ellas. 
Tradicionalmente se han utilizado frecuencias de 10 a 450 Khz para comunicaciones por 
la llamada “Onda Portadora”, mientras que las señales eléctricas trabajan a 50 o 60 Hz. 
 
 
El acierto de la tecnología actual respecto a la utilizada por años, reside en el hecho de 
utilizar frecuencias mucho mayores que las utilizadas anteriormente, las cuales varían 
típicamente entre 1,7 a 30 MHz, aunque se planea utilizar para la próxima generación de 
equipos hasta el rango de 100 MHz Este uso de mayores frecuencias se realiza de modo 
de obtener mayores velocidades de transmisión. 
 
 
La tecnología PLT utiliza el cableado eléctrico del hogar como medio físico de 
comunicaciones en el caso de los sistemas indoor4, o el cableado de la red de distribución 
eléctrica en el caso de los sistemas outdoor5, a fin de transportar por este mismo medio 
señales de comunicaciones formando una red de datos sobre el mismo medio físico 
existente. 
 
 
                                            
4 Denominado también último metro o última pulgada. 
5 Denominado última milla. 
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Para permitir operar de manera simultánea ambos tipos de sistemas (indoor y  outdoor) 
sobre el mismo medio físico, se utilizan diferentes frecuencias de portadora en ambos 
sistemas. En general, para la última milla se utilizan frecuencias menores debido a la 
menor atenuación que sufre en el conductor, mientras que en el caso del interior de 
edificios, casas u oficinas es posible utilizar frecuencias mayores debido a que la mayor 
atenuación es compensada por las menores distancias a recorrer por la señal. 
 
 
PLT se basa en el concepto de “no uso de nuevos cableados” para la implementación de 
la red. Dado que todos los hogares (y todos los puntos dentro del hogar) poseen tomas de 
corriente eléctrica, las ventajas de esta tecnología resultan notables desde el punto de 
vista de “accesibilidad” de la red. Al existir previamente la red, resulta ser el método de 
conexión más barato dentro de una edificación que puede utilizarse para interconectar 
equipos de datos. 
 
 
Esta tesis se encuentra focalizada principalmente en las redes de distribución internas en 
casas y edificios, donde se tiene una estructura topológica de tipo árbol y ramas. Es 
utilizado como un medio compartido cuando se aplica para telecomunicaciones. 
 
 
2.1. Propiedades y Características de las Redes In-home 
usando Líneas Eléctricas 
 
Debido a que las líneas eléctricas se pueden considerar como un medio hostil para la 
transmisión de datos, entre otras cosas por sus características y propiedades, así como 
variaciones de impedancia, ruidos y atenuación de la señal es necesario tener en cuenta 
estos conceptos que ayudarán a entender el comportamiento de la red una vez 
implementada. A diferencia del cableado estructurado usando cable UTP, estas redes no 
fueron diseñadas para enviar datos, sino energía. Sin embargo al ser un cable de cobre, 
se tiene un conductor y se puede enviar señales con información por él. Ya que las líneas 
transmisión eléctrica en especial las de edificios y casas, son en esencia cable bifilar (o 
multifilar si es que el suministro es bifásico o trifásico). 
 
 
A diferencia de las redes físicas de telecomunicaciones comunes, no existe una unión 
física entre las línea de distribución eléctrica [5][26][40], ya que estas se venden e incluso 
se instalan por separado, lo cual trae ciertos parámetros extras con ello, es decir esto 
permite que la separación varié desde el contacto físico entre aislantes hasta la distancia 
que permite el diámetro de los conductos donde son instalados. 
 
 
Otro parámetro es, la longitud física de los conductores eléctricos, que no son iguales 
siempre; a diferencia de las diseñadas para transmisión de telecomunicaciones (como los 
cables UTP de Ethernet, en donde se asegura que permanezcan paralelos y de longitud 
igual); también se puede mencionar la no uniformidad de los conductores que se instalan 
en las edificaciones, no se tiene garantía que estas instalaciones sigan alguna norma 
eléctrica, y aunque generalmente si se lo hace según un análisis de distribución de 
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corriente, se encontrarán cables de diferente calibre; se usan para su distribución tuberías 
de PVC o canaletas si hace luego de la construcción, finalmente, la instalación a tierra 
puede o no puede estar presente [5][27][41].  
 
 
También se debe tener en cuenta las cargas conectadas al sistema de distribución, estas 
pueden variar desde no existir alguna carga, hasta cargas grandes como motores. Se 
puede mencionar que, en sí, el sistema de distribución eléctrico es un medio muy ruidoso, 
y más con las cargas, es decir los electrodomésticos, ya que estos son fuentes de ruidos 
con variadas características como intensidad, duración, armónicos,  frecuencia, etc. Los 
parámetros mencionados aunque son los más generales no son todos,  y con base en 
estos se analizarán algunos efectos que causan en las características de una línea de 
transmisión de potencia eléctrica. 
 
 
El comportamiento de las líneas de distribución de energía eléctrica es variado ya que no 
presentan características y propiedades constantes, pueden estar presentes en cualquier 
punto de la red y su duración y efectos pueden ser diversos debido a que dependen de la 
cantidad y equipo conectado a ella. Así que estas características como ruido, impedancia 
del canal y atenuación varían no solo de lugar en lugar sino también del tiempo, y periodo 
del día. [29] 
 
 
2.1.1  Impedancia   
 
Si bien todos los tomacorrientes tienen un mismo camino cableado, en el caso de los 
equipos PLT la velocidad de conexión entregada puede variar mejorando o empeorando 
incluso entre nodos (tomacorrientes) cercanos, la razón principal es que la línea eléctrica 
se “ve” diferente en cada tomacorriente, en una habitación o lo largo de la casa u oficina, 
esto se debe a la impedancia de la red eléctrica. 
 
 
La impedancia característica de una línea de transmisión es un parámetro que representa 
la impedancia en cualquier punto de la línea cuando ésta se considera lo suficientemente 
larga y sus características de inductancia y capacitancia constituyen parámetros 
distribuidos a lo largo de la línea [5][30][40]. Pero dado que una línea de distribución 
eléctrica está constituida por tramos de diferentes diámetros, separación entre 
conductores y otros parámetros que definen el valor de la impedancia de cada sección de 
la línea, no se puede hablar de una impedancia característica para una línea de 
distribución eléctrica [26]. 
 
 
Es sabido que las dimensiones de los cables eléctricos usados en las instalaciones, se 
encuentran en un rango de valores concretos y definidos, lo que lleva a tener un rango de 
impedancias características para las diferentes secciones de una red de distribución 
eléctrica y como no se conoce las características puntuales no se puede definir una 
impedancia característica, pero con el rango de variaciones se puede definir unos valores 
máximos y mínimos de esta impedancia, llamada rango de impedancia de la línea de 
potencia eléctrica. 
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Entonces en resumen, la impedancia en una línea de distribución de potencia eléctrica, 
modifica el canal en sí, y varía no solo con la distancia entre nodos causada por la 
inductancia acumulada y la capacitancia entre cables, sino también por la presencia de 
otros dispositivos eléctricos, los cuales causan variación en la carga mientras son 
conectados y desconectados a lo largo del día. 
 
 
2.1.2 Atenuación y Pérdidas.   
 
La comprensión de la atenuación, sus causas y como reconocerlas durante las fases de 
diseño o implementación es un factor crítico. Para la tecnología PLT, la atenuación de las 
líneas eléctricas es de gran interés, ya que está directamente relacionada con las 
pérdidas de señal, debido a que siguiendo la ley de conservación de la energía, toda 
señal que entre al medio de transmisión PLT, no desaparecerá sino que se transformará 
en otro tipo de energía, lo que conlleva a que la señal se atenué y se pierda, la pérdida 
será igual a la suma de todas las pérdida o atenuaciones que hayan ocurrido a lo largo del 
trayecto, representándola en decibeles (dB) [39][41]. Cuando una señal PLT decrece a 
potencias relativamente bajas, el equipo receptor encontrará errores de bits en la 
decodificación o aún peor si los niveles son muy bajos se perderá la conexión. 
 
 
Tabla 2-1. Tipos de Pérdidas de Señal en Redes Eléctricas 
Perdidas Información 
 
 
 
 
 
En los Conductores 
1) Tiene que ver la resistencia óhmica del conductor y resulta en una 
conversión de la señal a calentamiento del conductor, que cumple la ley 
de ohm6  (W= I
2
/ Ω).                                                                                      
 
2) Es el fenómeno conocido como “Efecto piel”, que establece que a 
mayor frecuencia la corriente fluye más fácil por la superficie exterior del 
conductor, por la auto inductancia que genera al centro del conductor.  
Esto genera alto valor resistivo, ya que toda señal de alta frecuencia 
circulará únicamente por la superficie elevando las pérdidas, así la 
resistencia es proporcional a la raíz cuadrada de la frecuencia.[30] Ω→√ f 
(Hz)                                                           
 
 
 
Por Radiación 
Son despreciadas a bajas frecuencias pues están relacionadas con la 
separación entre los conductores y su relación con la longitud de onda 
(λ). Es decir a medida que aumente la frecuencia los campos 
electrostáticos y electromagnéticos que rodean al conductor hacen que la 
línea actué como una antena y transfiera energía a materiales 
conductores cercanos o incluso al medio aéreo. 
 
 
Por Calentamiento del 
Dieléctrico 
Causadas por una diferencia de potencial entre dos conductores de la 
línea de transmisión, el calor  es una forma de energía y tiene que 
tomarse de la energía que se propaga a lo largo de la línea. Para líneas 
sólidas se incrementa las pérdidas por calentamiento del dieléctrico con la 
frecuencia. 
                                            
6  Ley de Ohm, relaciona el Voltaje, corriente y resistencia en un circuito eléctrico, I=V/R. 
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Por Acoplamiento 
Ocurren cuando una conexión se hace de o hacia una línea de 
transmisión o cuando se conectan dos partes separadas de una línea de 
transmisión, las conexiones son discontinuas (lugares con materiales 
diferentes). Las discontinuidades tienden a calentarse, radiar energía y 
disipar potencia. 
 
 
2.1.3 Ruido y Efectos  
 
El ruido es el principal factor generador de errores en transmisión de información por PLT 
o cualquier otro modo. En lo que tiene que ver con el ruido se deben tener en cuenta sus 
características, para este análisis se consideran dos clasificaciones: ruidos OutDoor 
[5][26][31] y los que se enfoca hacia los ruidos Indoor [5][26][28][32] que es la que 
concierne al análisis en las redes eléctricas de casas y oficinas. Los ruidos outdoor son 
aquellos que se presentan en las redes eléctricas de baja tensión al exterior de los 
domicilios, que aunque son producidos por aspectos diferentes a los de tipo Indoor si 
influyen o contribuyen al ruido que se puede encontrar en redes Indoor; las líneas de 
potencia eléctrica al contrario que otros canales de comunicaciones no contienen Ruido 
Blanco Gausiano Aditivo (AWGN) cuya densidad espectral de potencia es constante a lo 
largo de todo el espectro utilizado para la transmisión.  
 
Tabla 2-2. Tipos de Ruidos 
 
Tipo de Ruido Información 
Ruido de Fondo Coloreado Se caracteriza porque la densidad espectral de frecuencia (PSD) 
disminuye mientras aumenta la frecuencia; es causado por 
superposición de numerosas fuentes de ruido de baja intensidad, 
contrario al ruido blanco que se conforma por ruido aleatorio con 
una densidad espectral uniforme y continúo. Este ruido es 
causado por electrodomésticos comunes, como computadores, 
interruptores, secadores de cabello que pueden causar 
alteraciones en el rango de frecuencias por encima de 30Mhz [26]. 
Ruido de banda angosta Se comporta como una señal sinusoidal modulada en amplitud, 
ocupa muchas subbandas de frecuencias relativamente angostas 
y continuas sobre el espectro de frecuencia, es causado 
principalmente por estaciones de difusión o por las interferencias 
de servicios de radio y su modulación sinusoidal en el rango de 
frecuencias entre 1 y 22Mhz.  
Ruido periódico impulsivo no 
sincronizado con la frecuencia 
portadora 
Tiene forma de impulsos con una tasa de repetición entre 50 y 
200 KHz y se manifiesta como un espectro de líneas discretas con 
una frecuencia de espaciamiento acorde con la tasa de repetición, 
es causado por encendido y apagado (switches) de cargas en las 
líneas de potencia. Este ruido es ocasionado también 
principalmente por la ocurrencia espontánea de fenómenos como 
relámpagos y descargas eléctricas. 
Ruido periódico impulsivo 
sincronizado con la frecuencia 
portadora 
Tiene forma de impulsos con una tasa de repetición de 50 a 100 
Hz y está sincronizado con la frecuencia principal de las líneas de 
potencia (60 Hz), estos impulsos tienen una duración corta del 
orden de los microsegundos y una densidad espectral de potencia 
que decrece con la frecuencia. La fuente usual de este ruido son 
los triacs o rectificadores controlados de silicio (SCR) encontrados 
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en algunos aparatos utilizados en el hogar y en las pequeñas 
empresas, por ejemplo: en fotocopiadoras. 
Ruido impulsivo asincrónico Causado por switcheos en la red tienen una duración del orden de 
los microsegundos, puede tener valores muy altos de pérdidas 
cercanos a los 50 dB, las principales fuentes de este ruido 
incluyen a los televisores y monitores de computador, otra causa 
son los motores,  es el resultado del proceso de conmutación en 
los motores presentes en aparatos como brilladoras y aspiradoras,  
una característica de muchos de estos aparatos es que son 
utilizados por un periodo de tiempo corto. 
 
En la caracterización el ruido, este se representa como la superposición de cinco tipos de 
ruido que se diferencian por su origen, su duración en el tiempo, el ancho espectral que 
alcanzan y su intensidad. 
 
Figura 2-1. Caracterización del Ruido [43] 
 
 
 
 
La mayoría de dispositivos en el hogar u oficinas generan alguna cantidad de ruidos en la 
línea eléctrica, algunos más que otros.  Sin embargo las principales y más comunes 
fuentes de ruido en la línea son: Algunos tipos de dimmers y control de velocidad de 
luces, los calentadores y dispositivos que poseen motores como secadores de cabello, 
herramientas como taladros; mezcladores de comidas, cuchillos eléctricos, algunos 
cargadores de celular y sobre todo equipos con fuentes de poder de baja calidad. 
Ejemplos de estos ruidos pueden ser observados en la figura 2-2. 
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Figura 2-2 Tipos de Ruido en el Dominio de la Frecuencia [5] 
 
 
 
 
Figura 2-3 Ejemplo de Fuentes de Ruidos Comunes [58] 
 
La guía obvia que se puede dar para al momento de tener que lidiar con estas fuentes de 
ruido es tratar de evitar conectar los equipos PLT en el mismo circuito mientras sea 
posible o el uso de filtros conectados a las fuentes de ruido, sin embargo hay que tener en 
cuenta que el ruido pude viajar a través del cableado de una fase en particular, es de tipo 
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aditivo y no puede ser totalmente evitado. Cuando un dispositivo es sospechoso de ser la 
fuente de ruido, simplemente se desconecta para probar si la velocidad de conexión 
mejora, si mejora es necesario mover el dispositivo y conectarlo en otro lugar o también 
conectarlo a un filtro supresor de ruido. Dependiendo del tipo de red que se tenga es 
necesario identificar y seleccionar la mejor tecnología PLT, ya que no todas las 
tecnologías tienen las mismas características en su diseño y manejo del canal con ruido. 
 
 
2.1.4 Distorsión en la Señal Transmitida  
 
Este aspecto es otra fuente de errores en la transmisión de telecomunicaciones por líneas 
de potencia eléctrica, consiste en la alteración de la señal transmitida debido a los 
factores naturales del medio que se usa. 
 
Tabla 2-3. Tipos de Distorsión 
 
Tipo de Distorsión Información 
 
 
Por Atenuación 
Se presenta cuando en la transmisión, las frecuencias altas 
pierden potencia con mayor rapidez que las bajas, esta 
atenuación depende del método y del medio de transmisión, 
aumenta directamente con la frecuencia e inversamente con el 
diámetro del alambre. Una solución a este problema es el uso de 
repetidores para reforzar la señal. 
 
Por Retraso 
Se presenta cuando una señal se retrasa más a ciertas 
frecuencias que a otras, ya que los datos se pueden transmitir  a 
diferentes frecuencias y por ende unos pueden viajar más rápido 
que otros, una solución es el uso de un ecualizador que 
compense la atenuación como la distorsión por retraso 
 
El efecto 
multireflectivo 
Actúa cuando la señal cambia de impedancia mientras viaja por el 
medio, puntos de red abiertos, cambios en el tipo de cable, saltos 
de fase en el circuito representan discontinuidades de impedancia 
comunes en las redes eléctricas. Todos los dispositivos eléctricos 
en un hogar como televisiones lámparas, lavadoras, y otros 
electrodomésticos, combinados cambian la impedancia de la red 
en varios puntos.  
El ECO Son repeticiones de un mismo mensaje que regresan al 
transmisor y si poseen la intensidad suficiente como para ser 
detectadas por el equipo puede provocar errores. 
 
 
Puede haber otros factores que presenten problemas en las transmisiones, así se tiene 
las líneas cruzadas que ocurren cuando una línea toma parte de la señal que va por otra, 
este fenómeno se puede presentar en sistemas multiseñales a través de los ductos de 
instalaciones PLT, por ejemplo en especial en edificios donde se tienen varias fases y por 
lo tanto varias señales por cada fase, sin embargo, los cables están superpuestos o muy 
unidos, esto se resuelve con un adecuado manejo de las líneas durante el proceso de 
instalación [40][41].  
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2.2. Comportamiento del canal PLT Inhome 
 
 
El comportamiento del canal PLT, depende de aspectos como la impedancia, la respuesta 
del canal a las distintas frecuencias entre otras. En estudios realizados en redes 
domiciliarias [58], se analizó el comportamiento del canal PLT, se exploró desde 500 KHz 
hasta 50 Mhz utilizando el acoplamiento de la señal entre una fase (L) y el neutro (N), 
obteniéndose varias mediciones del mismo, en la figura 2-4 se muestran el estado y 
variación correspondientes a los niveles de señal transmitido – recibido y su función de 
transferencia. 
 
 
Figura 2-4 Estado del Canal 
 
 
 
En la figura anterior se puede observar que la señal transmitida exhibe fluctuaciones 
debido principalmente a la variación de la impedancia de entrada en el tomacorriente de la 
red, además la función de transferencia muestra el estado del canal con valores arriba de 
50 dB y profundas caídas en determinadas frecuencias, pudiendo presumirse que las 
fluctuaciones y caídas profundas son debido a  conexiones y fines de línea no terminadas, 
así como la respuesta del canal a dichas frecuencias. 
 
 
En la parte izquierda de la figura 2-5, se puede observar la curva de la señal transmitida y 
el ruido presente en el canal, donde es visible que la separación entre ellas es de 
aproximadamente 20 dB, sobre casi la totalidad del rango de frecuencia; esto es 
mayormente visible en la parte derecha de la figura, con la curva de la relación señal a 
ruido (SNR); con lo cual finalmente se confirma la factibilidad de transmisiones de datos 
seguros con cierto nivel de SNR. 
 
 
 
 
 
 41 
 
 
 
Figura 2-5 Relación de Señal y Ruido 
 
 
 
 
2.3. Modelo de Desempeño de la Red PLT  
 
 
El grupo OPERA (Open PLC European Research Alliance) presentó el informe de un 
estudio que tenía como objetivo determinar el comportamiento de una red PLT en función 
de la frecuencia, distancia y topología de red [56]. Este estudio expuso algunos modelos 
de factores que pueden influenciar en el comportamiento de la red. 
 
 
2.3.1  Atenuación  
 
La Atenuación (en dB) teóricamente se incrementa linealmente con respecto a la 
frecuencia y a la distancia. OPERA sugiere en su estudio  el siguiente modelo para 
determinar el valor promedio de la atenuación µA como una función de la frecuencia y la 
distancia manteniendo al mínimo la desviación estándar σAO: 
 
    µA (f,D) = a(D) × f + b(D)     2.1 
Con a y b igual a: 
    a (D) = c × D + d                
         b (D) = e × D + g      2.2 
Con lo cual queda: 
    µA (f,D) = c × f × D + d × f + e × D +g          2.3 
Donde: 
f: frecuencia 
D: distancia 
µA (f,D): Se interpreta como la medida de la atenuación para una frecuencia dada (MHz), 
a una distancia (m) a la fuente. 
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Para determinar los valores de c, d, e y g se utiliza la condición que σAO debe ser 
minimizado. 
 
    σAO =     2.4 
 
A diferencia de la atenuación en exteriores, la atenuación en interiores es menos 
dependiente de la distancia y más dependiente de la estructura de la red interna, además 
que es muy difícil determinar la longitud de las ramificaciones del cableado dentro de 
casas o edificios, porque el camino del cableado desde el panel de distribución a los 
tomacorrientes frecuentemente es inesperado, por esta razón un modelo simple en 
función de la frecuencia fue creado para la atenuación en interiores [56], la ecuación 
general es: 
 
     µA (f) = b1× f + b2            2.5 
 
Donde b1 y b2 son coeficientes con unidades en dB/mMHz y dB respectivamente. 
 
 
2.3.2 Ruido  
 
Estudios previos para PLT [56] en la banda de 2 a 30 MHz revelaron que el nivel del ruido 
es superior para frecuencias bajas, es decir mientras la frecuencia aumenta, el ruido se 
reduce. Para describir matemáticamente el nivel de “piso de ruido” se sugieren los 
siguientes modelos: 
 
Modelo Exponencial: 
    µN = a1 × e
(-k×f) +a2              2.6 
Modelo Lineal: 
    µN = a1×f
 +a2               2.7 
 
Donde µN es un valor de ruido promedio en dBm, f es la frecuencia en MHz y k, a1 y a2 
son los coeficientes hallados utilizando mínimos cuadrados. 
 
 
Los análisis revelaron que el modelo exponencial se ajustaba con el ruido log-normal 
mejor que el lineal; además el modelo mejoró cuando se suprimieron selectivamente 
frecuencias de emisoras de onda corta. 
 
 
2.3.3 Relación Señal a Ruido (SNR)  
 
Conociendo la potencia transmitida, la atenuación del canal y el nivel del ruido en el 
receptor es posible determinar el SNR. En general: 
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     Ptx – A = Prx      
     SNR = Prx – Nrx                        
     SNR = Ptx – A – Nrx                                   2.8 
 
Donde Ptx es la potencia de la señal transmitida en dBm/Hz en un ancho de banda 
específico, A es la atenuación del canal en dB y N es la potencia de ruido en dB en el 
receptor para el ancho de banda especificado. 
 
Se debe tener en cuenta que: 
 
• Los diferentes niveles de ruido en cada punto de un enlace, significan que el SNR 
no es una medida simétrica. Por lo tanto dos valores de SNR (A-B y B-A) son 
necesarios para cada enlace. 
 
• El SNR debe ser definido en un determinado ancho de banda (se utiliza la 
resolución del ancho de banda del aparato de medición). 
 
• La última ecuación 2.8 indica que el SNR depende de la potencia transmitida, por 
lo cual un valor de Ptx que represente una aplicación de PLT, debe ser escogido. 
El valor comúnmente aceptado para la densidad espectral de potencia para una 
señal PLT para un sistema PLT OFDM es (-50dBm/Hz) y para equipos internos ( -
57dBm/Hz). 
 
El valor medio de SNR para un escenario es calculado a partir de la potencia transmitida, 
el ruido promedio y la atenuación promedia 
 
    µSNR = Ptx - µA - µN             2.9 
 
La expresión para la SNR promedio depende del tipo de escenario ya sea interno o 
externo. Para escenarios internos que es el caso de análisis para el desarrollo de la tesis 
se considera que solo es función de la frecuencia, así usando las ecuaciones 3.5 y 3.6 se 
obtiene la siguiente ecuación: 
 
µSNR = Ptx – [b1× f + b2] – [a1 × e
(-k×f) +a2]    2.10 
 
Para escenarios externos la atenuación está en función de la distancia (D) y la frecuencia 
(f), reemplazando los cálculos de atenuación y ruido anteriores queda: 
 
µSNR = Ptx – [c × f × D + d × f + e × D +g] – [a1 × e
(-k×f) +a2 ]   2.11 
 
Independientemente de cual sea el escenario interno o externo, la expresión para el 
cálculo del valor de la desviación estándar es: 
 
σSNR =     2.12 
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Con base en ( 3.8), los equipos PLT consiguen realizar un cálculo automático del 
desempeño del canal de comunicación entre dos dispositivos y usando un estimado de 
los valores en dB para la pérdida de señal se determina el desempeño esperado de una 
red PLT7, y se tiene que: 
 
     SNR (dB) = Prx – Nrx                         2.13 
 
Donde Prx  es la Potencia que recibe el módem, siendo Prx = Ptx - (TL + IL+ SL) y Nrx es el 
valor del piso de ruido que depende del tipo de medio. TL es Pérdida de Transmisión, IL 
es Pérdida de Inserción y SL es la Perdida por División. Del Análisis se concluye que: 
 
SNR = Ptx – (TL + IL+ SL)  – Nrx                2.14 
 
2.4. Tecnologías De Telecomunicaciones Por Líneas De 
Potencia Eléctrica 
 
 
2.4.1 HomePlug  
 
La alianza HomePlug fue creada en Marzo del 2000. Su primera tarea fue el HomePlug 
1.0 en junio del 2001 para in-home networking. En agosto del 2005 se lanzó una nueva 
especificación, HomePlug AV, para aplicaciones de audio y video en el hogar.  
 
2.4.1.1 HomePlug 1.0. Esta enfocada a in-home networking. Basada en la modulación 
OFDM lo que provee un throughput máximo de 14Mbps en la capa física. El HomePlug 
1.0 MAC es una variación del conocido protocolo CSMA/CA, proveyendo acceso 
priorizando al canal. Para HomePlug 1.0, 128 portadoras OFDM son especificadas dentro 
de un rango (0-25MHz), una máscara de tonos programables es usada para identificar las 
84 portadoras en el rango de  4.5 a 20,7 MHz, de entre las cuales 8 son enmascaradas 
para evitar conflictos con los radioaficionados. Cada símbolo OFDM tarda 8.4 useg de los 
cuales 5.12useg (256 muestras) corresponden al símbolo OFDM y 3.28useg son los 
prefijos cíclicos obtenidos de las 172 últimas muestras. 
 
 
Aunque esta especificación no es apropiada para soportar emisión de audio y video, estas 
aplicaciones justifican el desarrollo de una nueva especificación. 
 
 
2.4.1.2 HomePlug AV. Esta especificación está enfocada a aplicaciones de audio y video 
para el hogar, está basada en la modulación OFDM proveyendo un throughput máximo de 
200Mbps en la capa física, además está diseñada para soportar tanto acceso TDMA 
como CSMA con una sincronización en el ciclo de la línea de AC. Estos chips fueron 
presentados por Intellon en Enero del 2006. 
                                            
7 MDU Technical Note 01-03-09, Corinex Corp. 
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Ratificada por la Alianza HomePlug Powerline en 2005, el HomePlug AV (Audio y Video) 
es una especificación (pre estándar) global que permite la entrega de los contenidos, 
aplicaciones y servicios de siguiente generación como videos digitales en calidad 
estándar y en alta definición, VoIP, audio, etc. AV es el sucesor de HomePlug 1.0  
 
 
Algunas de las características de la especificación HomePlug AV son: 
 
• Soporte en Calidad de Servicio Avanzada.- HomePlug AV soporta aplicaciones de 
QoS avanzadas que ayudan a mejorar el acceso a los contenidos que se deseen 
enviar. 802.1q etiquetas VLAN son usadas para dar prioridad a los distintos tipos 
de tráfico con el fin de garantizar los niveles de QoS. 
• Habilidades de Seguridad Mejoradas.- Usa un mecanismo de seguridad muy fuerte 
para garantizar la seguridad de los contenidos y datos enviados sobre la red 
eléctrica.  
• Alta tasas de Datos.- HomePlug AV provee una mejora, aumenta el ancho de 
banda debido a más portadoras, opera con 1155 portadoras en un rango de (1.8 a 
30MHz) y las portadoras activas que usa son 917, alcanzando así velocidades en 
capa física de 200Mbps, que es un incremento notable en comparación con las 
versiones anteriores. 
 
Tabla 2-4. Versiones de HomePlug 
 
 HomePlug 1.0 HomePlug Turbo HomePlug AV 
Máxima Velocidad 
de Transmisión 14Mbps 85Mbps 200Mbps 
 
HomePlug 1.0 usa modulación diferencial con esquemas DBPSK y DQPSK. Cabe 
recalcar que cada símbolo FDM tiene la misma modulación. En cambio HomePlug AV se 
modula con BPSK, QPSK, 8-16-64-256-1024 QAM, y se puede hacer una mezcla de 
modulaciones en cada portadora. 
 
 
La capa MAC de HomePlug es una variante del CSMA/CA (Acceso múltiple por detección 
de portadora evitando colisiones), a la cual se le han añadido algunas características que  
permiten la priorización según clases, la igualdad y el control de retardos. La utilización 
CSMA/CA implica que la capa física debe soportar la transmisión y recepción a ráfagas, 
es decir cada cliente activa la transmisión sólo en los momentos en los que tiene datos 
que enviar, y al terminar apaga el transmisor y vuelve al modo de recepción.8 
 
 
2.4.1.3 HomePlug Green. Esta especificación de capa física es una derivación de 
HomePlug AV, que será usada para aplicaciones smartgrid; con velocidades de 10 Mbps 
                                            
8
  Tecnologías y actividades de estandarización para la interconexión de Home Networks, Alcatel para Fundación AUNA. 
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y diseñada para ser incorporada en medidores eléctricos inteligentes, termostatos, 
aplicaciones de control de hogares y vehículos eléctricos, con el fin de compartir datos 
entre los hogares y las empresas eléctricas, lo más importante de de esta especificación 
es un bajo consumo de energía, bajo costo, comunicación, confiable y tamaño compacto. 
Esta especificación usa menos del 75% de energía que AV, soporte 802.2 e IPv6, además 
serán interoperables con dispositivos basados en HomePlug AV, IEEE 1901 o la futura 
especificación HomePlug AV2 que se espera para el primer semestre de 2012. 
 
 
2.4.2  IEEE 1901  
 
El proyecto fue autorizado en junio de 2005 y para octubre de 2007 el grupo de trabajo 
completó el proceso de selección, en donde la propuesta final elegida fue una 
combinación de la propuesta de HomePlug y Panasonic (HD-PLC). Así el 24 de julio de 
2009, el grupo de trabajo aprobó el borrador del estándar y para enero de 2010 el primer 
borrador final fue publicado. Luego del proceso de revisión, el 30 de septiembre la norma 
fue aprobada, y la  norma IEEE 1901-2010 finalmente fue publicada el 30 de diciembre de 
2010. 
 
 
El estándar IEEE 1901 incluye dos capas físicas diferentes, una basada en la modulación 
OFDM y la otra basada en modulación Wavelet. Cada capa física es opcional, y los 
implementadores de la especificación pueden, pero no están obligados a incluir a ambas. 
 
 
La primera opción (FFT PHY) se basa en la modulación OFDM FFT, con un sistema de 
corrección de errores tipo FEC, esquema basado en el código turbo convolucional (CTC). 
 
 
La segunda opción ("Wavelet PHY") se basa en la modulación OFDM Wavelet, con un 
sistema obligatorio de FEC sobre la base concatenada de Reed-Solomon (RS) y una 
opción para utilizar el código LDPC.   
 
Sobre estas dos capas físicas, se definieron dos diferentes capas MAC, uno para la 
creación de redes inhome y otra para redes de acceso. Dos MACs fueron necesarias 
porque cada aplicación posee sus únicos y diferentes requerimientos.  
 
 
2.4.3 Especificación UPA  
 
UPA (Universal Powerline Association) fue creada en diciembre del 2004, entre sus 
miembros se encuentran: Ascom, Corinex, DS2, Duke Power, Ambient, Tecnocom, 
Toshiba, Ilevo (Grupo Schneideer), etc. 
 
 
Se objetivo era promover, una especificación tanto para acceso, como para sistemas in-
home, así como coexistencia entre las mismas, además de una etiqueta de certificación. 
Para ello firmó una carta de entendimiento con la Alianza Europea Abierta para la 
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Investigación de PLC - OPERA (la cual ya ha terminado sus dos etapas de trabajo 
cumpliendo la meta de llegar a los 200Mbps), con lo cual ha finalizado una especificación 
para sistemas in-home y acceso, así como una especificación de coexistencia de 
sistemas, su especificación de coexistencia está basada en un protocolo simple para 
poder ser implementado a bajo costo por cualquier tecnología PLT/ PLC/BPL, el objetivo 
es hacer más fácil la aceptación por la industria en poco tiempo. 
 
 
UPA posee lo que llaman la especificación DHS (Digital Home Estándar) basada en los 
avances de OPERA terminada en el 2006, con ella se obtienen tasas de transferencia de 
200Mbps en la infraestructura de cableado eléctrico. Con lo cual la distribución de 
aplicaciones con gran demanda de ancho de banda son posibles, además esta 
especificación fue diseñada tanto para líneas eléctricas como para redes de cable coaxial, 
UPA-DHS utiliza para capa física un sistema especializado llamado High Ultra Realible 
Transmission for OFDM (HURTO), para garantizar en envío de datos y contenido a través 
de la red eléctrica. Ahora si hablamos de la capa de acceso al medio (MAC) usa un 
mecanismo llamado Advanced Dynamic Time División MAC (ADTDM), en el caso de 
aplicaciones IPTV bajo este mecanismo se provee acceso libre de colisiones a los 
canales. El proceso de controlar y colocar canales está determinado por el dispositivo 
llamado “punto de acceso”, además esta especificación indica los roles de otros 
dispositivos como repetidores por ejemplo. 
 
 
Una capa de convergencia también es definida, su función principal es mapear los 
paquetes Ethernet en las capas bajas de la pila (stack) de protocolo DHS, esto lo 
consigue encapsulando las tramas dentro de los paquetes powerline. Además también 
esta capa soporta la implementación de VLAN´s en la red digital, esto sirve mucho ya que 
permite a los proveedores de servicios IPTV separar el tráfico en diferentes subredes 
lógicas. 
 
 
Asegurar altos niveles de calidad de servicio (QoS) es una sección muy importante de 
UPA-DHS, técnicas de clasificación de tráfico y centralización del ancho de banda son 
usadas para garantizar el envío de la información aún en las peores circunstancias.  
 
 
Finalmente se debe mencionar la seguridad, se usan sistemas de identificación y 
encriptación. El sistema de identificación solo permite la comunicación entre dispositivos 
que poseen el mismo identificador; respecto a la encriptación UPA ha decidido usar un 
algoritmo DES 128bits para garantizar seguridad en las comunicaciones. 
 
 
La Asociación Universal de Empresas de Energía Eléctrica (UPA) y el consorcio de la 
Unión Europea OPERA  adoptaron en apoyo de un producto certificado con estándar de 
multivendedores la tecnología de DS2 (mayor proveedor mundial en tecnología PLT, 
adquirido por la empresa estadounidense Marvell en agosto de 2010). 
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2.4.4  ITU-T G.hn  
 
Es el nombre para la tecnología de home networking de siguiente generación, estándar 
que ha sido desarrollado por la Unión Internacional de Telecomunicaciones – UIT y 
promovida por el Foro HomeGrid y otras organizaciones. Este estándar soportará 
networking sobre, líneas de potencia eléctrica, cables telefónicos y coaxiales, con tasas 
de transmisión de alrededor 1Gbps, en lo que es un estándar universal para home 
networking.  
 
 
Los proponentes de G.hn están trabajando para hacer que este estándar se posicione a 
nivel mundial para redes cableadas en casa y oficinas, es así que este estándar hará que 
todas las tecnologías incompatibles sobre cables en las casas como son la Alianza 
Multimedia sobre coaxial, HomePNA 3.1 sobre coaxial, cables telefónicos (G.9954), 
HomePlug AV, UPA y HD-PLC sobre redes eléctricas, sean al fin una sola.  
 
 
En un breve análisis, G.hn será muy rápido como ya se había mencionado, está previsto 
alcanzar velocidades por encima de 843.75Mbps9 en coaxial por ejemplo, además incluye 
optimizaciones que pueden soportar tasas de 1.02 Gbps, sin embargo esto no significa 
que todos los dispositivos G.hn operarán a 1Gbps, de hecho es más probable que los 
primeros productos soporten tasas actuales, y se incrementarán las mismas con futuros 
productos, todo sin cambiar el estándar y sin tener que romper la interoperabilidad. 
 
 
Además G.hn maneja o soporta el concepto de “perfiles” lo que permite a los vendedores 
diseñar dispositivos con baja complejidad y bajas tasas para aplicaciones específicas, así 
tendremos por ejemplo dispositivos para aplicaciones como gestión de Energía, 
monitoreo, automatización, que operan a bajas tasas y que serán compatibles con 
productos de alta velocidad G.hn. 
 
 
A diferencia de otras especificaciones que solo soportan un tipo  de cables (líneas de 
potencia eléctrica o coaxial), la especificación G.hn 9960 posee una capa física unificada 
y una tasa de datos que puede trabajar en distintos tipos de cables (líneas eléctricas, 
líneas telefónica y cable coaxial). También G.hn incluye parámetros que son 
específicamente optimizados para cada medio, por ejemplo elementos clave para capa 
física (PHY/DLL), como el espaciamiento entre subportadoras OFDM, la corrección de 
errores (FEC), y mecanismos de retransmisión (ARQ). 
 
 
G.hn  se diferencia por su simplicidad (una capa física y un control de acceso al medio 
que sirva para todos los medios). Sin embargo esto no significa que los dispositivos 
anteriores deben ser reemplazados, los diseñadores y vendedores de dispositivos han 
anunciado que poseen planes de desarrollar chips “modo doble” que serán compatibles 
                                            
9  DS2 blog Enjoy Connectivity, How fast G.hn can be, http://blog.ds2.es/ds2blog/2009/04/how-
fast.html, abril de 2009 
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con G.hn y la tecnología anterior (HomePlug, UPA, HomePNA 3.1), dentro de ellos DS2 
fue el primero en anunciarlo para sus productos PLT, esto quiere decir que sus productos 
basados en UPA interoperarán con productos DS2 (actualmente Marvell) con G.hn. 
 
 
Usa AES-128 como algoritmo de encriptación, y la recomendación X.1035 como el 
protocolo de autentificación y clave de intercambio, es decir la seguridad será muy fuerte 
(mayor a las dadas por DES o 3DES), lo que le dará mayor ventaja sobre otras dado que 
tener pocas opciones significa mejor seguridad, ya que hay menos posibilidades de 
introducir errores en las implementaciones G.hn. 
 
 
El estándar Incluye una característica diseñada específicamente para ampliar el alcance 
de la red: repetidores. Aunque los productos DS2 basados en la especificación de UPA 
han soportado esta función durante muchos años, la mayoría de las tecnologías de cable 
no. El uso de sistemas de repetición es una ventaja para despliegues largos como es con 
las redes de energía eléctrica usadas para dar servicios banda ancha. Así usando un 
nodo G-hn, se puede usar un nodo repetidor para enviar datos a otro nodo destino, aún si 
el destino no se ve directamente con el no inicial; esta característica mejora el alcance de 
las redes basadas en G.hn y son perfectas para instalaciones grandes. 
 
 
G.hn incluye además mecanismos que permiten a los dispositivos entrar en un modo 
“stand by” o de “dormido” con el objetivo de reducir el consumo de energía y rápidamente 
regresar al estado activo tan pronto como el dispositivo necesite enviar o recibir datos. 
 
 
Se incluyen también varios mecanismos para mejorar la fiabilidad de cualquier tipo de 
cable, de los tres tipos de cables que serán soportados por G.hn probablemente las redes 
de potencia eléctrica son las difíciles de manejar, así que el grupo G.hn ha pasado mucho 
tiempo mejorando el manejo para ese caso, es así que para las redes eléctricas se usa 
Corrección  de Errores (Fordward Error Correction -FEC), también usa un código en 
estado del arte LDPC para proteger los datos. Antes de la transmisión el código LDPC 
adiciona una redundancia a los datos, la cual es usada por el receptor para recuperar el 
contenido aun si algunos de los bits han sido dañados por el ruido, se eligió LDPC (sobre 
otras opciones) debido a que provee la más baja tasa de bloques de error sobre el rango 
de operación, además que los decodificadores LDPC son los más fáciles de implementar 
a altas tasas de transmisión con respecto a otros, esta es una de las razones por lo que 
LDPC es usado en otros estándares para altas tasas como 10GBase-T Ethernet. 
 
 
ARQ selectivo es implementado como un mecanismo de Solicitud de Respuesta 
Automática (ARQ) para retransmitir frames de datos que han sido afectados por 
demasiados errores. Adiciona una sincronización con el ciclo AC, ya que el ruido en las 
redes de potencia eléctrica es frecuentemente sincrónico con el ciclo de AC, esto significa 
que si el ciclo AC posee una frecuencia de 60Hz, los ruidos generados por los dispositivos 
eléctricos también poseen frecuencia de 60Hz, o algunas veces el doble 120Hz. Si un 
dispositivo detecta picos altos y fuertes, es muy probable que el mismo pico de ruido 
aparezca 1/60 = 16.6ms después. Un dispositivo G.hn puede tomar ventaja de esto y 
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plantear su transmisión para evitar este ruido “predictible”. Finalmente, muchos sistemas 
de networking existentes usan Control de Acceso al Medio basados en variaciones de 
CSMA/CA, una de las ventajas de este es su simplicidad, lo que se traduce en un costo, 
debido a que CSMA/CA se basa en colisiones, el desempeño de los sistemas basados en 
este son muy dependientes de la carga de red y la QoS en general no puede ser 
garantizada. Sistemas como CSMA/CARP10 pueden mejorar esto introduciendo prioridad 
de acceso, pero el problema persiste cuando sistemas múltiples con la misma prioridad 
quieren usar el canal al mismo tiempo. 
 
 
La MAC de G.hn está basada en una arquitectura maestro-esclavo, en la cual un 
dispositivo central (maestro) asigna el canal de acceso a otros nodos “esclavos” en un 
manera predictiva, los nodos esclavos pueden pedir una asignación específica de ancho 
de banda al maestro, el cual puede implementarlas mediante asignación exclusiva de 
franjas de tiempo de “libre de contención” a cada esclavo. 
 
 
2.5. Perspectivas para la Próxima Generación de 
Módems PLT 
 
 
Las perspectivas para los equipos PLT, tienden a mejorar su desempeño usando, 
constelaciones más altas que QAM 1024, más eficientes códigos FEC como LDPC, 
rangos de frecuencias sobre los 30 MHz, adoptando tecnologías MIMO, nuevas 
especificaciones como HomePlug AV2 y además de la posibilidad de adaptarse para la 
transición de IPv4 a IP v6. 
 
 
2.5.1 Rango de Frecuencias sobre 30 MHz.  
 
Los equipos PLT actuales usan un rango de frecuencias de 1 hasta 30 MHz, y aunque no 
existe una barrera física para el uso de mayores frecuencias, existen otros factores que la 
determinan, como el precio de los conversores de análogo a digital que aumenta para 
aplicaciones de alta frecuencia, otra es la barrera regulatoria. Sin embargo  actualmente 
varios cuerpos de estandarización como IEEE P1901 o ITU-T G.Hn han especificado 
sistemas con rangos de frecuencias más altos, aunque la mayoría de equipos PLT en el 
mercado apenas empiezan a implementarlos. 
 
El uso de este nuevo rango trae algunas consideraciones a ser tomadas en cuenta, como 
que la atenuación es mucho mayor en los rangos más altos de frecuencia, aumentando 
en promedio 5 dB; el aislamiento con respecto a un vecino en otro apartamento o casa es 
mucho mejor que a las frecuencias actuales con un promedio de 12 dB adicionales, que 
significativamente reducirán el riesgo de interferencia con sistemas PLT instalados en las 
                                            
10  Acceso múltiple por detección de portadora con prevención de colisiones y resolución por 
prioridades (CSMA/CARP), procura evitar colisiones usando un sistema de prioridades en la 
transmisión. 
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redes vecinas. También los niveles de ruido decrecen en 7 dB, ya que si la interferencias 
de redes vecinas se reducen la acumulación de ruidos también son reducidas [59]. 
 
 
Entonces si la atenuación a altas frecuencias por encima de 30 MHz es mayor (en 
desventaja para PLT), pero el ruido es menor  que a frecuencias más bajas (en beneficio 
para PLT), una comparación en valores de relación señal a ruido (SNR), demuestran la 
motivación para el uso de frecuencias sobre 30 MHz 
 
 
Entonces las nuevas frecuencias adicionales deberán ser usadas eficientemente, por 
ejemplo: 
 
• Las frecuencias más altas al ser mayormente atenuadas en largas distancias, 
como se ha observado en análisis teóricos [59], y por lo tanto en orden optimizar 
los recursos estas frecuencias deberían ser usadas para distancias cortas como 
comunicación entre dispositivos cercanos en una misma fase (Sistemas de sonido, 
STB, DVD, TV). 
• La transmisión de datos en distancias medias por ejemplo entre habitaciones o en 
un mismo circuito deberían usar las frecuencias medias del rango; 
• Así finalmente las frecuencias más bajas deberían ser reservadas y usadas para 
transmitir a mayores distancias como por ejemplo envío de flujos de video digital 
desde un punto a otros ubicados en diferentes pisos y habitaciones.  
 
Esto debería ser respetado por los estándares de interoperabilidad, como un mecanismo 
que seleccione automáticamente el rango de frecuencias óptima para la aplicación 
deseada. 
 
 
2.5.2 MIMO PLT 
 
La codificación MIMO – Múltiples Entradas Múltiples Salidas (Multiple Input-Multiple 
Output) es el estado del arte en muchos de los sistemas de comunicaciones actuales, 
como 802.16, 3GPP, etc. Los sistemas MIMO utilizan múltiples transmisores/receptores 
(transceivers). Como ejemplo de aplicación tenemos que los equipos 802.11n, utilizaron 
MIMO incluso antes que el estándar se apruebe, otra aplicación es en LTE y sistemas de 
emisión como DVB-T2, dentro sistemas alámbricos se tiene en propuestas para su uso en 
DSL, para mejorar la cancelación de la diafonía (near end crosstalk); como conclusión 
donde MIMO es usado, supera el desempeño de sistemas SISO – Una entrada Una 
Salida (single Input – Single Output).  
 
 
MIMO aprovecha fenómenos físicos como la propagación multicamino para incrementar la 
tasa de transmisión y reducir la tasa de error. En breves palabras MIMO aumenta la 
eficiencia espectral de un sistema de comunicación por medio de la utilización del dominio 
espacial. 
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En el caso de Telecomunicaciones por líneas de potencia eléctrica, la propuesta realizada 
por Sartenaer y Delogne [60] fue la primera para el uso de MIMO en PLT, pero esta idea 
usa el cableado de tres fases para establecer múltiples canales; otra idea para inyectar la 
señal a la red eléctrica vía dos puertos es descrita por Khadour [61, la cual usa señales en 
modo común para ser inyectadas en la red y cancelar señales no deseadas que puedan 
causar interferencias a estaciones de radio, así Khadour describe un sistema PLT MIMO, 
sin embargo los tomacorrientes en edificios solo usan una fase, y aun si el edificio posee 
instalaciones de tres fases, estos son solo usados para alimentar eléctricamente hornos o 
estufas. 
 
 
El punto en cuestión es saber si realmente MIMO podría también mejorar las tasas de 
transmisión de datos sobre PLT, si solo se tiene tomacorrientes de una fase, sin embargo 
para nuevas instalaciones eléctricas en países de Europa y en USA se están usando 3 
cables para conectar un solo tomacorriente, debido a que todas las tomas eléctricas 
deben estar protegidas contra RCD (corrientes residuales), se necesita de un cable de 
protección a tierra instalado. 
 
 
Los equipos PLT actuales se conectan  a la red eléctrica vía los cables de fase y neutro, 
esto provee un canal de comunicación donde las señales son inyectadas simétricamente 
entre estos cables, como un sistema SISO, el tercer cable, la protección a tierra, está 
disponible en la mayoría de los tomacorrientes, pero los equipos PLT no lo usan. La 
propuesta para equipos PLT MIMO es usar el cable de protección a tierra, esto permitiría 
inyectar un diferencial entre fase y neutro, fase y tierra, y neutro y tierra [59], que acorde a 
la ley de Kirchhoff la suma de la inyección de las tres señales tiene que ser cero. Solo dos 
de las tres formas de inyección posibles pueden ser usadas independientemente, las dos 
opciones de canal de los tres posibles pueden ser seleccionados para inyección, así el 
tercer canal ha contribuido con un rendimiento adicional en todas las medidas del canal 
realizadas. 
 
 
2.5.3 IPV6 y PLT  
 
Los protocolos de comunicación definidos para PLT están basados en protocolos 
estándar junto con el protocolo de internet (IP) para proveer control, conectividad y calidad 
de servicio para las aplicaciones. Es así que aplicaciones y servicios basadas en el 
protocolo de control de transmisión (TCP) y el protocolo de datagramas de usuarios 
(UDP) usan IP para conectividad terminal y entrega de paquetes [64]. 
 
 
Aunque PLT es una parte importante de las redes de telecomunicaciones, desde el punto 
de vista de aplicaciones, PLT debería ser un canal transparente para los paquetes IP. 
 
 
IPv6 especifica un nuevo formato de paquete, diseñado para minimizar el procesamiento 
del encabezado de paquetes. Debido a que las cabeceras de los paquetes IPv4 e IPv6 
son significativamente distintas, los dos protocolos no son interoperables, los cambio 
principales en IPv6 comparado con IPv4 son: 
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• La extensión de espacio para direcciones, usando 128 bits para ello, en lugar de 
32 bits que usa IPv4, es decir posee la capacidad extendida de direccionamiento. 
• Autoconfiguración de direcciones libres de estado, así los nodos IPv6 pueden 
configurarse a sí mismos automáticamente cuando son conectados a una red 
ruteada en IPv6 usando los mensajes de descubrimiento de enrutadores de 
ICMPv6. 
• Multicast, la habilidad de enviar un paquete único a destinos múltiples es parte de 
la especificación base de IPv6. Esto es diferente a IPv4, donde es opcional. 
• Internet Protocol Security (IPsec), el protocolo para cifrado y autenticación IP 
forma parte integral del protocolo base en IPv6. El soporte IPsec es obligatorio en 
IPv6; a diferencia de IPv4, donde es opcional (pero usualmente implementado). 
 
 
Aunque esto es realmente beneficioso para las aplicaciones y servicios, debido a que 
proporciona una estructura jerárquica, seguridad, asignación única dirección de red a 
cada dispositivo sin que se agoten las direcciones o tener que utilizar otras soluciones 
para ello, como  traducción de direcciones de red (NAT) [65]. Esto también implica mayor 
demanda del medio de comunicación en términos de de ancho de banda y complejidad 
para el caso de PLT, ya que IPv6 ofrece espacio de direccionamiento mucho mayor que 
IPv4, esto incide significativamente para las aplicaciones y servicios sobre PLT, ya que la 
cabecera IP se vuelve mucho más larga que el típico tamaño de paquete en los sistemas 
PLT actuales. 
 
 
Diferentes enfoques para el manejo eficiente de IPv6 en redes PLT en las llamadas capas 
de convergencia están siendo investigados, estas diferentes capas de convergencia 
adaptan los diferentes tamaños de paquetes y direcciones entre PLT e IP, además aplican 
técnicas de compresión para reducir las cabeceras y si es posible el tamaño de la carga. 
Con estas medidas aplicadas automáticamente, la transmisión sobre redes PLT pueden 
ser  optimizadas con respecto a los cambios de topología, calidad de servicio e inclusive 
respecto a la disponibilidad de los nodos PLT [65]. 
 
 
Ofrecer servicios de seguridad independientes de las aplicaciones y comportarse 
transparente al tráfico de las mismas ofrece la ventaja de una administración más ligera y 
un uso universal de muchas aplicaciones, estas investigaciones tienen como objetivo 
incrementar esta transparencia más allá de la red PLT y proveer una solución que ofrezca 
la posibilidad de una integración al nivel de seguridad en la red, de esta manera cualquier 
equipo IPv6 podría conectarse e integrar la red.  
 
 
Basado en ello, en lugar de proveer servicios de seguridad a nivel de capa dos que solo 
protege la transmisión sobre redes PLT y adicionalmente teniendo el problema de una 
posible debilidad salto a salto, el protocolo IPsec fue escogido como protocolo de 
seguridad ofreciendo un enfoque estandarizado y una seguridad real de fin a fin, este 
protocolo al ser nativo de IPv6 ofrece servicios de seguridad para confidencialidad, 
integridad y autenticación directamente dentro de la capa IP. Para utilizar completamente 
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las funcionalidades de IPsec, el cual se convertirá en un factor de medida de la seguridad 
en las redes, se deben tomar medidas para evitar problemas por el rendimiento a nivel de 
ancho de banda que se puede tener, así se plantea como solución para alcanzar un alto 
punto en la reducción de los datos transmitidos por la cabecera IPsec, el uso de 
algoritmos compresor como el ROHC (RObust Header Compressión) y compresión de 
carga antes de la encriptación, con ello se comprimirá las cabeceras y minimizará el 
control del flujo de información dentro de la red PLT sin comprometer la confiabilidad y la 
QoS [64][65]. 
 
 
Respecto a los equipos, siguiendo la tendencia hacia el uso de una infraestructura de red 
basada en IP, con diversos equipos finales, siempre encendidos y conectados, con QoS y 
seguridad de fin a fin, existen muchos que están basados en IPv4, sin embargo se 
comenzará una migración gradual hacia equipos basados en IPv6, para ello se necesitará 
una adecuada señalización entre las dos versiones, desde el punto de vista de 
implementación, en donde hay tres etapas en escenarios de evolución: 
 
• Primera Etapa: océano IPv4 y una isla IPv6. 
• Segunda Etapa: océano IPv6 y una isla Ipv4. 
• Tercera Etapa: océano IPv6 e isla IPv6. 
 
Además existen diferentes mecanismos de migración entre versiones IP, entre las más 
discutidas están: 
 
Figura 2-6 Ejemplo de Pila Dual (Dual Stack) 
 
Fuente: LANIC 
 
 
• Pila Dual (Dual Stack): Se trata de mantener en simultáneo en un dispositivo, tanto 
al stack (pila) del protocolo IPv4, como al de IPv6. De esta manera, dependiendo 
de la pila que tenga implementada11 el nodo al cual queremos comunicarnos, es la 
pila IPv4 o IPv6 que se utilizará. 
                                            
11LANIC, Mecanismos de Transición, Portalipv6, 2012 
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• Tunelización (tunnelling): Cuando un paquete IPv6 tiene que atravesar una red que 
sólo es IPv4, pueden utilizarse "túneles" para lograrlo. Un túnel trabaja 
"encapsulando" un paquete IPv6 dentro de un paquete IPv4 para que el mismo 
pueda viajar por estas redes. El paquete es "desencapsulado" al llegar al destino, 
que deberá ser un nodo IPv6 o dual stack. 
 
• Traducción (translation): Este mecanismo de transición realiza una "traducción" 
similar a la que efectúa el NAT, donde es modificada la cabecera IPv4 a una 
cabecera IPv6. 
 
La mayoría de estos servicios pueden ser combinados en la migración de escenarios para 
permitir una mejor transición de IPv4 a IPv6 [28]. 
 
 
En el caso de redes PLT se está proponiendo la implementación del mecanismo de Pila 
Dual, el cual implica la implementación de los dos protocolos en el mismo dispositivo, así 
la pila IP usada para cada comunicación entre dispositivos dependerá del equipo al otro 
lado del link. 
 
 
Análisis de Transición 
 
 
Existen alrededor de 25 millones de dispositivos PLT con la especificación UPA, mientras 
que HomePlug en sus diferentes versiones, ha puesto en el mercado alrededor de 80 
millones de dispositivos, junto con diferentes fabricantes de productos para 
telecomunicaciones, teniendo alrededor de 270 equipos12 certificados hasta el momento;  
estos dispositivos PLT tienen en promedio una vida útil de 3 a 5 años, con garantías de 
fábrica por defectos de fabricación de entre 1 a dos años.  
 
 
Basados en este escenario, aunque técnicamente es posible, no se debería reemplazar 
simplemente los equipos actuales por equipos IPv6 nativos, ya que económicamente 
causaría un gran impacto por la pérdida de inversión realizada en equipos PLT IPv4, se 
hace entonces evidente la necesidad de la actualización a pila dual, para una adecuada 
adopción de IPv6 y lograr  la interoperabilidad con los nuevos equipos IPv6 nativos 
mientras los IPv4 cumplen su tiempo de vida.  
 
 
Por ello las diferentes especificaciones están trabajando en opciones de interoperabilidad, 
por ejemplo: 
 
• HomePlug.- Ha desplegado una actualización de equipos PLT de reciente 
aparición en el mercado, identificados comercialmente como AV 500, estos han 
aumentado la tasa de transmisión hasta un máximo de 500 Mbps, garantizando 
                                            
12  HomePlug Certified Products, https://www.HomePlug.org/certified_products 
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interoperabilidad con las versiones anteriores, compatibilidad con el estándar IEEE 
190113 y anunciando además compatibilidad IPv6, alistándose de este modo para 
la migración 
 
 
Además los equipos con especificación HomePlug AV 2 anunciados para el 2012, 
interoperarán con las versiones Home Plug AV y Green, además se ha pensado más allá 
ya que HomePlug fue la línea base tecnológica para el desarrollo del estándar IEEE 1901, 
y por lo tanto interoperará con los dispositivos basados en este estándar, que soporta 
IPv6 de forma nativa, ofreciendo pila dual.  
 
• UPA.- Por otro lado los diseñadores y vendedores de dispositivos planean 
desarrollar circuitos integrados “modo doble” que serán compatibles con el 
estándar ITU G.hn y la tecnología anterior, dentro de ellos DS2 (ahora Marvell) fue 
el primero en anunciarlo para sus productos PLT, con el objetivo que sus 
productos basados en UPA interoperen con los nuevos G.hn que nativamente 
soportan IPv6. 
 
Este escenario sugiere una actualización de dispositivos PLT en un periodo corto, de IPv4 
a  pila dual, luego la pila IPv4 en estos equipos duales debe ser “apagada”, y 
gradualmente serán reemplazados por equipos IPv6 nativos. Sin embargo muy 
posiblemente el tiempo de vida de un dispositivo PLT sea menor que el tiempo de 
transición total a IPv6 puro, por lo cual el impacto económico será mitigado y no se 
necesitará una inversión extra. 
 
 
2.5.4 HomePlug AV2  
 
La nueva especificación se llama HomePlug AV2 y está disponible desde enero de 2012, 
aunque los primeros dispositivos se verán poco tiempo después, esta especificación 
permitirá velocidades en el rango de gigabits sobre líneas de potencia eléctrica y será 
compatible con productos de la especificación anterior HomePlug AV y con el estándar 
IEEE 1901. En cuanto a las mejoras previstas, destaca la incorporación de la tecnología 
MIMO para mejorar el rendimiento que podría llegar a ser cinco veces el actual, pudiendo 
transmitir sin problemas contenido a resolución de 1080p, VoIP; se plantea además una 
cobertura total con las funcionalidades de repetidor, la interoperabilidad con otros 
dispositivos HomePlug, manejo de consumo eléctrico con opciones de activo, en espera y 
sin utilizar [62], además un rango de frecuencias adicionales de 30 a 86 MHz, modulación 
QAM 4096, soporte para IPV6, puerto Gigabit Ethernet entre otras [63]. 
 
 
                                            
13 Modelos: Dlink DHP 540, 501, 500; Netgear XAV5101, XAV5501; TRENDnet TPL-402E2K, 
GigaFast , etc 
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RESUMEN  
 
 
Durante este capítulo se presentó un análisis de la tecnología que permite las 
telecomunicaciones por líneas de potencia eléctrica, se realizó una breve descripción de 
las características generales de las redes eléctricas y sus propiedades al momento del 
envió de información a través de ellas, como el canal, la atenuación y el efecto de los 
ruidos e interferencias, que pueden influir directamente sobre la transmisión de datos, se 
revisó también el comportamiento del canal PLT y el desarrollo de un modelo de 
desempeño de la red PLT en función de los parámetros descritos anteriormente, 
finalmente se describieron las tecnologías actuales, los estándares desarrollados y las 
perspectivas para la próxima generación módems PLT. 
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3. FUNDAMENTOS TÉCNICOS DE VIDEO 
DIGITAL SOBRE REDES IP 
 
 
En los últimos años, la transmisión digital, presenta una serie de ventajas frente a la 
transmisión analógica. Al verse la información reducida a un flujo de bits, se consigue una 
mayor protección contra posibles fallos, ya que se pueden introducir mecanismos de 
detección de errores, se elimina el problema de las interferencias, disminuye el efecto del 
ruido en los canales de comunicación, se consiguen codificaciones más óptimas y 
encriptado, permite mezclar distintos tipos de información a través de un mismo canal y se 
puede manipular los datos con computadores para comprimirlos. El desarrollo del 
presente capítulo describirá aspectos técnicos importantes del Video Digital IPTV, ya que 
trabaja usando una representación digital de la señal video, se analiza también la 
distribución de servicios de video digital para entornos IPTV sobre redes IP, la misma que 
tiene ciertos conceptos y parámetros a ser tomados en consideración, porque con base 
en estos se define la calidad del video digital percibido por el usuario final.  
 
 
3.1. Sistemas de Transmisión de Video Digital 
 
Un sistema básico de transmisión de video digital presenta las siguientes etapas:  
 
• Una etapa de captura, codificación y compresión del audio/video.  
• Una etapa de almacenamiento con un servidor capaz de guardar y proveer los 
contenidos multimedia digitales.  
• Una etapa de distribución con un canal que conecte al cliente con el servidor, 
como por ejemplo una red IP.  
• Finalmente la etapa de reproducción multimedia por el cliente, el cual decodifica el 
audio/video. 
 
 
En la etapa de captura y codificación existen tres diferentes procesos, el primero se 
refiere al paso de la transmisión de analógica a digital (captura), el segundo elimina la 
redundancia presente en la información de audio/video (codificación y compresión), 
mientras que el tercer realiza la paquetización de los datos anteriormente comprimidos. 
Para estos procesos existen una numerosa cantidad de estándares y recomendaciones 
los cuales se mencionarán pero no serán  profundizados. 
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Posteriormente el servidor debe almacenar el contenido y presentarlo en forma de 
streaming para que pueda ser consumido por los clientes. El streaming es una forma de 
transmitir información (generalmente multimedia) que permite al cliente ir consumiendo la 
información mientras que se está descargando. Existen también varios estándares para 
almacenar y transmitir el contenido. Por ejemplo el estándar MPEG-2 presentan un 
definición de como almacenar contenido utilizado por los DVDs, también presenta un 
mecanismo de streaming MPEG-TS utilizado en redes de cable digital y en transmisión 
satelital [6]. 
 
Figura 3-1. Muestra de los distintos componentes 
 
 
 
 
El canal de distribución, que para esta aplicación es la red IP (usando una red PLT), 
permite el envío del streaming desde el servidor al cliente. En redes dedicadas de IPTV 
habitualmente la red cumple con propiedades de calidad de servicio (QoS) con el objetivo 
de asegurar una buena experiencia al usuario. Pero la transmisión de video digital 
también es posible en redes no dedicadas como Internet, como ya se había mencionado, 
donde no se asegura calidad de servicio y la capa de aplicación se encarga de protegerse 
frente a fallas de la red. Finalmente el cliente es un reproductor multimedia capaz de 
recibir el streaming de la red, decodificarlo y presentarlo en forma analógica para ser 
consumido por el usuario. En las redes IPTV el cliente puedes ser un computador o un 
llamado Set Top Box (STB), que cumplen labores de interfaces entre el usuario, el 
televisor y la red de distribución. 
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3.1.1 Codificación y Compresión de Video Digital   
 
Por Codificación de Video debe entenderse el proceso de compresión y descompresión 
de una señal de video digital [13]. La Compresión de Video se refiere a la reducción de la 
cantidad de información necesaria para representar un contenido de video sin disminuir 
excesivamente la calidad de imagen. Debe entenderse entonces que toda codificación 
digital implica una compresión del video original. Los sistemas de video digital presentan 
una primera etapa de conversión analógica a digital, es decir la captura del video. 
Generalmente existen dos tipos de equipamiento capaz de realizar la captura: los que 
además de capturar comprimen el video (habitualmente usando el estándar MPEG-2) y 
los que no la comprimen.  
 
 
Los equipos profesionales no comprimen el video luego de la captura, guardando la 
información en un formato digital crudo para su posterior compresión por software o 
hardware específico. Existen varios formatos estandarizados usados para asemejarse lo 
más posible al video analógico original, se les conoce como codificaciones crudas 
(Common Intermediate Format - CIF).  
 
 
El proceso de captura realiza dos muestreos: 
 
• Muestreo espacial.- Se captura un snapshot, frame o imagen, y se muestrea 
generando una imagen digital, generalmente un rectángulo de píxeles. Aquí es 
importante el tamaño de la imagen y la definición de color de cada píxel 
• Muestreo temporal.- Para representar el movimiento, se captura una sucesión de 
imágenes a intervalos regulares de tiempo. La cantidad de imágenes o frames por 
segundo determina la calidad del muestreo espacial. Para lograr continuidad en 
general se requieren más de 25 frames por segundo. 
 
 
La forma natural de realizar las muestras de la señal de video es conocida como Muestreo 
Progresivo, y como se dijo anteriormente el video es muestreado como una serie temporal 
de frames completos. Una mejora comúnmente utilizada es el Muestreo Interlaceado, en 
este caso la mitad de un frame es muestreado en cada intervalo de tiempo de la siguiente 
forma: en un intervalo se muestrean solo las líneas horizontales pares de un frame, en el 
siguiente las impares y así sucesivamente. 
 
 
La ventaja del método interlaceado es poder enviar el doble de secuencias comparándolo 
con un método progresivo equivalente con la misma tasa de información. El muestreo 
interlaceado funciona porque los cambios entre dos frames consecutivos son suaves y por 
tanto el interlaceado se hace imperceptible. Por ejemplo la norma PAL utiliza un muestreo 
interlaceado de 50 secuencias por segundo, esto genera un video percibido de una forma 
mucho más continua que su equivalente muestreo progresivo de 25 frames por segundo.  
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Un formato muy utilizado en el ambiente de televisión se encuentra especificado en la 
recomendación ITU-R BT.601-5, y presenta dos variantes: NTSC y PAL. 
 
Figura 3-2. Parámetros de ITU-R BT.601-5 
 
 
 
 
Se requieren 216 Mbits por segundo para almacenar un video codificado en este estándar 
o un canal de 216 Mbps para transmitirlo. Esto supera disponibilidad actual de las redes 
de IPTV e Internet y por tanto es imprescindible aplicar algún mecanismo de compresión 
de video. 
 
 
Basado en lo anterior, la cantidad de información utilizada en una codificación cruda del 
video puede sobrepasar la capacidad de almacenamiento y transmisión del sistema de 
video digital, es por ese motivo que se han desarrollado y perfeccionado en los últimos 
años varias técnicas de compresión, especificada por un par de sistemas: el encoder y el 
decoder.  
 
• El encoder convierte la señal de video en formato intermedio CIF previamente 
capturada, a un formato comprimido.  
• El decoder conoce este formato comprimido, y se encarga de regenerar la señal 
de video intermedia para luego ser presentada en un televisor o monitor.  
 
Generalmente al encoder/decoder se le denomina CODEC [13][14], idealmente esta 
codificación debe ser: eficiente, utilizando la menor cantidad de información posible y 
eficaz, al representar de la forma más fiel posible el video original. Lógicamente estos dos 
objetivos se encuentran en conflicto y es necesario un equilibrio entre ambos. 
Habitualmente un estándar de CODEC presenta varios perfiles con distintos valores de 
compromiso entre eficacia y eficiencia con el fin de adaptarse a una mayor cantidad de 
sistemas de video digital. El resultado del proceso de compresión es un video en una 
codificación compacta capaz de ser interpretado por el decoder, el cual realiza 
exactamente el proceso inverso al mencionado 
 
 
Dependiendo de las particularidades de cada sistema de video digital se han desarrollado 
distintos estándares de CODEC, habitualmente se especifica completamente el decoder 
dejando a la habilidad de la industria en construir mejores y más eficientes encoders. En 
los sistemas de IPTV el encoder es un hardware de propósito específico, de alta 
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disponibilidad y calidad. Mientras que el decoder se encuentra implementado 
generalmente por software en el Set Top Box (STB).  
 
Tabla 3-1. Formatos de codificación/compresión de videos más usados 
 
Formato Uso 
H.261 Se utilizó para videoconferencia y video telefonía y sirve como base 
para otros 
MPEG1 Logra calidad similar a VHS  (compatible con PC´s y casi todos los 
DVD). 
MPEG2 Es el usado en DVD´s, permite imagen a pantalla completa con buena 
calidad 
H.263 Tasa bajas y calidad aceptable. Usado para videoconferencia y 
videotelefonía 
MPEG4 parte 
2 
Mejorada respecto a MPEG-2                            
MPEG4 parte 
10 
Es el más usado actualmente por una gran variedad de aplicaciones. 
WMV9 video de poca calidad a en Internet, como de alta definición.( mejora del 
MPEG-4) 
 
 
El formato MPEG-2 implementado por los sistemas de TV por satélite ha mostrado ser 
exitoso en su uso hasta hoy. Sin embargo, para reducir las tasas de datos, actualmente 
se está produciendo una transición al formato MPEG-4 Advanced Video Coding (AVC) ó 
H.264, denominación de la recomendación publicada por la Unión Internacional de 
Telecomunicaciones (UIT). Utilizando H.264/AVC las velocidades de transmición de 
información típicas para la señal de televisión digital de alta calidad en definición estándar 
(Standard Definition Television, SDTV) oscilan entre 1.5 y 2.5 Mbps, y de 4 a 8 Mbps en 
formato de alta definición (High Definition Television, HDTV). 
 
 
Otro estándar que se está utilizando actualmente para la entrega de IPTV es el Windows 
Media Video 9 (WMV9). Originalmente desarrollado como un codificador/decodificador 
(codec) propietario, WMV 9 fue introducido a la Society of Motion Picture and Television 
Engineers (SMPTE) donde fue aceptado como estándar y denominado como “VC-1”. Su 
desempeño es muy similar al de H.264/AVC y ha sido considerado por grandes 
compañías de telecomunicaciones para la implantación de IPTV. Lo cierto es que, para 
lidiar con las restricciones de ancho de banda que ofrece la red de acceso, IPTV exige la 
utilización de H.264/AVC ó VC-1 desde el inicio del proyecto. 
 
 
3.1.1.1 El Estándar MPEG (Moving Pictures Experts Group),  de la ISO (International 
Standards Organisation) es el grupo más destacado y aceptado por la industria en lo que 
respecta a estandarización de video digital. Luego del éxito obtenido con el estándar 
MPEG-1 en 1993, el grupo decide realizar un estándar más completo y mejorado de un 
sistema de video digital. El mercado potencial del estándar era la difusión de televisión 
digital, un mercado atractivo y de gran escala. Finalizado en 1995.  
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El Estándar MPEG 2.- Presenta mejoras en la compresión, codificación interlaceada 
(además de progresiva) y gran flexibilidad debido a la utilización de perfiles y niveles. Los 
perfiles y niveles son variaciones de calidad de compresión que permiten adaptar el 
estándar a las diferentes exigencias de los sistemas particulares, además de ofrecer a los 
fabricantes reglas más claras respecto a la conformidad de sus productos con el estándar. 
El estándar MPEG-2 se encuentra completamente definido en la ISO/IEC 13818. Esta 
norma se encuentra dividida en partes según el tema. Cada parte se considera un 
estándar  en sí mismo por tanto de forma más correcta: MPEG-2 es un conjunto de 
estándares. Actualmente es muy utilizado, lentamente remplazado por MPEG-4 Part 
10/H.264/AVC, y sigue siendo el estándar para la mayoría de los sistemas de difusión de 
Televisión digital, tanto por cable, satélite o terrestre. También es utilizado en el formato 
de almacenamiento DVD.  
 
 
La parte más importante del estándar es la definición del formato de los flujos multimedia.  
 
• Flujos Elementales (Elementary Streams - ES).- Es básicamente la salida del 
codificador, y este contiene toda la información necesaria para que un 
decodificador puede crear una aproximación lo más certera posible. Existen 2 tipos 
diferentes de ES: 
 
o Audio (Audio Elementary Streams o AES), es la salida del codificador de 
audio, diferente a la compresión de video, todos los fotogramas son 
codificados de la misma manera. 
o Video (Video Elementary Streams o VES), que es una secuencia de video, 
habitualmente la salida del codificador, pueden existir varios tipos de 
fotogramas por lo tanto de tamaño. 
 
• Flujos Elementales Paquetizados (Packetized Elementary Streams - PES).-  
Para manejar los diferentes ESs, estos son divididos en paquetes de diferente 
tamaño, según las características de la aplicación y del decodificador. Al proceso 
de partición en paquetes del ES se le llama Paquetización y un ES paquetizado es 
un PES.  El PES presenta toda la información temporal para poder decodificar una 
señal de audio o de video. Habitualmente es necesario transmitir al menos dos 
señales “en conjunto” una de audio y una de video; para poder presentar de forma 
sincronizada de un PES de audio con un PES de video es necesario agregar 
información adicional de sincronismo, por ejemplo MPEG-TS tiene la posibilidad 
de transmitir varios PES y mandar información de sincronismo de forma que no 
ocurra desfase entre audio y video. 
 
 
Estándar MPEG 4 y H.264/AVC 
 
Luego de MPEG-2, finalizado en 1995, el grupo MPEG continuó su trabajo de 
estandarización, la parte 2 del estándar MPEG-4 (ISO/IEC 14496-2) conocida como 
MPEG-4 Visual específica la codificación y descodificación de video digital finalizada en 
1999. El estándar H.264 fue comenzado por el grupo de trabajo Video Coding Experts 
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Group (VCEG) de la Unión Internacional de Telecuminicaciones (ITU-T). Las últimas 
etapas del trabajo se realizaron por la Joint Video Team (JVT) un grupo conformado por 
los grupos VCEG y el MPEG. El estándar final fue publicado en conjunto en 2003, por 
MPEG como la parte 10 del estándar MPEG-4 (ISO/IEC 14496-10) y por ITU-T como 
H.264. Por tanto debe entenderse que MPEG-4 y H.264 no son sinónimos, H.264 es una 
parte del estándar MPEG-4. H.264 también es llamado H.264 Advanced Video Coding 
(AVC), por tanto las formas correctas de llamar a este estándar son: MPEG-4 Part 10 o 
H.264 o AVC.  
 
 
• H.264 o MPEG-4 Part 10 Básicamente la codificación H.264 no difiere mucho de 
MPEG-2, se especifica el formato de codificación y como decodificarlo y se ha 
dejado nuevamente libre a la industria diseñar codificadores eficientes; utiliza 
también perfiles y niveles para definir variantes de resolución y calidad de video. El 
formato de salida del codificador que se entendería como la primera capa se llama 
VCL - Video Coding Layer que se ocupa de representar eficazmente el contenido 
de vídeo. El formato VCL es mapeado a unidades de la capa NAL (Network 
Abstraction Layer) que es la capa de adaptación a la red del formato de video 
[13][15], previo a su almacenaje o transferencia por la red.  
 
 
3.1.2  Almacenamiento y Transmisión  
 
Una vez que es codificado un stream elemental ES, este se paquetiza formando un PES, 
generalmente es necesario combinar varios PES (al menos un audio y un video) para 
crear el contenido que posteriormente será reproducido. Dos posibilidades de tratamiento 
surgen entonces: almacenar el contenido para su posterior reproducción o transmitirlo (en 
nuestro caso por una red IP).  
 
 
3.1.2.1 Almacenamiento de Video Digital.- Los flujos de video o streams son 
almacenados en contenedores, que son formatos de archivo de computadora que puede 
contener determinado tipo de información codificada con uno o varios CODEC 
estándares. Por ejemplo el contenedor para el CODEC MPEG-1 Audio Layer 3, es 
comúnmente conocido por MP3 y la extensión de los archivos es “.mp3”. 
 
Tabla 3-2. Formatos de Contenedores de Video Digital [20] 
 
  
Propietario 
Soporta 
fotogramas 
B 
 
Capítulos 
 
Subtitulos 
Formatos de 
Video 
soportados 
Formatos de 
Audio 
Soportados 
3GP 3GPP Yes ? Timed Text MPEG-4, H.262, 
H.264 
AMR-NB/WB, 
(HE)-AAC 
ASF Microsoft Si Si Si Casi Todos Casi Todos 
 
AVI 
 
Microsoft 
 
Si con 
hackeo 
 
Si con 
hackeo 
 
Si con 
hackeo 
Casi Todos, 
H.264 tiene 
problemas 
Casi Todos 
Vorbis tiene 
problemas 
Div X DivX Si Si Si DivX MP3, PCM, AC-
3 
Matroska Dominio Si Si Cualquiera Cualquiera Cualquiera 
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Público 
 
MPEG-
PS 
 
MPEG 
 
Si 
Solo en 
VOB de 
archivos 
en DVDs 
Solo en 
VOB de 
archivos 
en DVDs 
 
MPEG-1,  
MPEG-2 
MP3, PCM, AC-
3, LPCM, DTS 
 
MPEG-
TS 
 
MPEG 
 
Si 
 
No 
 
Posible vía 
ETSI 
 
MPEG-1, 
MPEG-2, 
MPEG4 
MP3, PCM, AC-
3, LPCM, DTS, 
AAC 
 
MOV 
 
Apple 
 
Si 
 
Si 
 
Si 
Cualquiera con 
códec 
QuickTime 
Cualquiera con 
CoreAudio 
 
MP4 
 
MPEG 
 
Si 
Descriptor 
de 
Segmento
s 
Descriptor 
de 
Segmentos 
MPEG-1, 
MPEG-2, 
MPEG4 
MP3, MPEG-2/4, 
AC-3, (HE)-AAC 
VOB MPEG Si Si VobSub MPEG-2, Part 2 AC-3,, linear 
PCM, DTS, 
MPEG-2 Part 3 
 
 
Los contenedores más complejos son capaces de soportar distintos CODECs de audio y 
video, manejar subtítulos, capítulos y meta-data (o tags). Uno de los roles más 
importantes del contenedor es propiciar información temporal para poder sincronizar la 
reproducción de más de un stream en simultaneo. 
 
 
El estándar de MPEG-2 no especifica ningún formato de contenedor de archivo, sin 
embargo el estándar MPEG-4 sí realiza una especificación de contenedor en su parte 14 
(ISO/IEC 14496-14:2003). Este contenedor se encuentra basado en el estándar ISO 
Media File Format, el cual se encuentra inspirado en el formato QuickTime de Apple 
Computers. La extensión de los archivos MPEG-4 es .mp4 y las de QuickTime es .mov. 
 
 
La mayoría de los contenedores presentan la posibilidad de tasa de bits variables tanto 
para audio y video. Actualmente cuando un contenedor no cuenta con alguna 
característica deseada los distintos softwars realizan extensiones para poder soportarlas, 
muchas veces estas extensiones son incompatibles entre sí complicando el escenario. La 
Tabla 3-2 resume las características de los principales contenedores. 
 
 
3.1.2.2 Transmisión.- Las técnicas para la transmisión de video en las redes IP 
habitualmente son conocidas como mecanismos de streaming. El Streaming se podría 
definir como la transmisión en vivo de audio y video sobre una red, utilizando streaming, 
es posible ir visualizando un contenido multimedia a medida que éste es transferido. 
Existen múltiples técnicas de streaming según la realidad particular del sistema de video 
digital.  
 
 
En el caso del sistema de MPEG-2 (ISO/IEC 13818-1) define dos métodos de 
mutiplexación de audio, video y contenido asociado para la transmisión: 
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• Program Streams (conocido como MPEG-2 PS o simplemente MPEG-PS) 
• Transport Streams (conocido como MPEG-2 TS o simplemente MPEG-TS) 
 
Un canal (como uno de televisión) se encuentra formado al menos por un PES de video y 
un PES de audio14. El proceso de juntar varios PES que serán reproducidos en forma 
conjunta se denomina multiplexación. Para lograr una reproducción conjunta sincronizada 
es necesario enviar información de reloj en la multiplexación. Mientras que MPEG-PS 
permite transportar un único canal, el MPEG-TS permite enviar varios simultáneamente 
(cada uno con una sincronización de reloj independiente). MPEG-TS incorpora además 
mecanismos de detección y corrección de fallas en la transmisión (los mecanismos 
usados son Control de Errores Convulocionales y Reed-Solomon). 
 
 
Además la IETF15 define su propio conjunto de protocolos para la transmisión de 
contenido multimedia por una red IP. Para sistemas de video digital de tiempo real, 
habitualmente se utiliza el protocolo RTP (Protocolo en Tiempo Real). Este protocolo es 
habitualmente montado sobre el protocolo UDP (Protocolo de datagramas de usuario), el 
cual a su vez se monta sobre paquetes IP (Protocolo de Internet. 
 
 
El transporte RTP sobre TCP (Protocolo de Control de Transmisión) también se encuentra 
definido sin embargo es menos utilizado por presentar una mayor latencia UDP (lo que es 
una desventaja para aplicaciones de tiempo real). Lamentablemente RTP no cuenta con 
información de sincronización, ni con mecanismos para la recuperación de fallas nativos. 
Una serie de CODECs se encuentran estandarizados para poder ser enviados sobre RTP, 
varios dentro de la línea MPEG-2. 
 
 
MPEG-4 o H.264, no definen un sistema obligatorio de transporte para la transmisión. Con 
la enmienda 3 del sistema MPEG-2 (ISO/IEC 13818-1) es posible transportar MPEG-4 y 
en particular H.264 con los transportes definidos ahí como son: Flujos de Programa 
(Program Streams conocido como MPEG-2 PS o simplemente MPEG-PS) y Flujos de 
Transporte (Transport Streams conocido como MPEG-2 TS o simplemente MPEG-TS). 
 
 
La IETF también ha actualizado su estándar para Protocolo de Tiempo Real (RTP) para la 
transmisión de MPEG-4 y H.264. H.264 realiza una mejor abstracción que MPEG-2 y 
separa completamente el transporte de la codificación en lo que se denomina Capa de 
Abstración de Red (Network Abstraction Layer - NAL). La estructura del NAL fue pensada 
para una paquetización más eficiente dentro de paquetes RTP. El sistema MPEG-4 
(ISO/IEC 14496-1) define una herramienta FlexMux capaz de multiplexar varios ESs de 
forma intercalada previo a la paquetización en un PES (el PES utilizado para MPEG-4 es 
                                            
14 En muchos países donde existe televisión digital los canales presentan más de un lenguaje de 
audio y subtitulado, esto se logra enviando otros PES en el canal. 
15 Internet Engineering Task Force (IETF) (Grupo de Trabajo en Ingeniería de Internet) es una 
organización internacional abierta de normalización, que tiene como objetivos el contribuir a la 
ingeniería de Internet, actuando en diversas áreas, como transporte, encaminamiento, seguridad. 
Fue creada en EE. UU. en 1986. 
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el definido en MPEG-2 ISO/IEC 13818-1). La parte 6 de MPEG-4 (ISO/IEC 14496-6) 
define un protocolo opcional, estructura de integración de entrega multimedia (Delivery 
Multimedia Integration Framework - DMIF), capaz de manejar sesiones para una gran 
variedad de protocolos de transporte.  
 
 
3.1.2.3 Utilización de MPEG en la Industria.- MPEG-2 es muy utilizado en la actualidad 
tanto en almacenamiento como en transmisión de audio y video. Algunos de los sistemas 
que utilizan MPEG-2 son SVCD, DVD, DVB y ATSC. En cada caso se implementa solo la 
porción necesaria del estándar. H.264 comienza a ser utilizado en sistemas de video 
digital de alta resolución, es de esperar que con el paso del tiempo los distintos sistemas 
de transmisión de video migren a este formato reemplazando los tradicionales 
H.262/MPEG-2. 
 
 
Algunos de los sistemas que utilizan o plantean utilizar H.264 son: 
 
Para almacenamiento: 
 
• HD-DVD del DVD Forum (resolución de perfil High Profile). 
• Blu-ray Disc del Blu-ray Disc Association (resolución de perfil High Profile). 
 
Para la difusión de televisión terrestre: 
 
• El consorcio europeo DVB aprobó su uso a mediados de 2004 para difusión de 
televisión 
• El comité estadounidense ATSC aprobaron H.264 y VC-1 como estándares para la 
transmisión terrestre de televisión en 2008. 
• La asociación ARIB japonesa incorpora H.264/AVC en ISDB-T. 
 
Para broadcasting de televisión satelital: 
 
• (Estados Unidos) DirecTV, Dish Network. 
• (Europa) BBC HD, Euro1080, Premiere, ProSieben HD, Sat1 HD, SkyHD, Sky 
• Italia 
 
Para red móvil celular: 
 
• The 3rd Generation Partnership Project (3GPP) incluye H.264/AVC como opcional. 
 
 
3.2. Transmisión de Video en una red IP 
 
Para una mejor explicación sobre la transmisión de video se hará referencia al modelo 
OSI, mencionando la capa de red y la capa de transporte en redes IP, con el fin de 
entender los mecanismos de streaming que se tratará. 
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3.2.1 Protocolo de Internet (IP Internet Protocol)  
 
Es un protocolo de la capa de red del modelo OSI no orientado a conexión usado tanto 
por el origen como por el destino para la comunicación a través de redes de conmutación 
de paquetes [16]. IP provee un servicio de datagramas no fiable (también llamado del 
mejor esfuerzo) [18][20], por lo tanto no provee ningún mecanismo para determinar si un 
paquete alcanza o no su destino y únicamente proporciona seguridad (mediante 
checksums o sumas de comprobación) de sus cabeceras y no de los datos transmitidos, 
por lo tanto no proporciona ningún tipo de seguridad para que los datos realmente lleguen 
al destino (de esto se deben encargar los protocolos de capas superiores).  
 
 
Los datos en una red basada en IP son enviados en bloques conocidos como paquetes o 
datagramas. En particular, en IP no se necesita ninguna configuración antes de que un 
equipo intente enviar paquetes a otro con el que no se había comunicado antes. El 
formato de la cabecera IP se muestra en la figura siguiente: 
 
Figura 3-3. Cabecera de IP [19] 
 
 
 
3.2.2 Protocolos de Transportes (UDP, TCP, SCTP)   
 
La capa de transporte es la encargada de la transferencia de paquetes libres de errores 
entre el emisor y el receptor; a continuación se mencionan los protocolos usados para 
IPTV de esta capa. 
 
 
Protocolo UDP (User Datagram Protocol).- Es un protocolo del nivel de transporte 
basado en el intercambio de datagramas, que provee un servicio “best-effort”. Permite el 
envío de datagramas a través de la red sin que se haya establecido previamente una 
conexión, ya que el propio datagrama incorpora suficiente información de 
direccionamiento en su cabecera. Tampoco se tiene confirmación ni control de flujo, por lo 
que los paquetes pueden adelantarse unos a otros; y tampoco se sabe si ha llegado 
correctamente, ya que no hay confirmación de entrega o recepción, es decir no provee 
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garantía sobre pérdida de paquetes ni paquetes duplicados. Los manejos de errores en la 
transmisión se deben realizar por parte de las aplicaciones que usan el mismo [18][20].   
 
 
UDP es tradicionalmente usado para el streaming de video en vivo y sistemas de 
videoconferencia o interactivos, esto se debe a que es un protocolo de menor sobrecarga 
y de rápida inicialización (en comparación con TCP). En los sistemas de transmisión en 
vivo tradicionalmente se considera inútil una retransmisión de la información pedida 
puesto que esta llegaría a destiempo. 
 
Figura 3-4. Cabecera UDP [20]. 
 
 
Protocolo TCP (Transmission Control Protocol).- El protocolo garantiza que los datos 
serán entregados en su destino sin errores y en el mismo orden en que se transmitieron, 
esto es conseguido mediante un mecanismo en el cual, cuando no se recibe por parte del 
destinatario la confirmación del paquete durante cierto tiempo se reenvía. Los paquetes 
de este protocolo van dentro de los de los paquetes del protocolo de red (IP) y contienen 
la siguiente información 
 
Figura 3-5. Cabecera TCP. [19] 
 
 
 
 
Debido a este comportamiento es posible detectar paquetes perdidos y pedir retrasmisión 
de los mismos. En el caso de transmisión de stream, cuando se pierden paquetes la 
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retransmisión aumenta el retardo y el consumo del ancho de banda lo que puede provocar 
que se vacíe el buffer de reproductor (por consiguiente la interrupción de la reproducción).  
 
 
En redes donde no existen mecanismos para asegurar la calidad de servicio, como 
Internet, en la actualidad se opta por realizar el streaming sobre TCP debido a que la 
existencia de pérdidas esporádicas de paquetes repercute en la calidad percibida de 
forma mucho menos sensible en TCP que en UDP. Por el contrario en redes de IPTV, 
donde existe calidad de servicio y no hay congestión, el mecanismo de streaming sigue 
siendo el tradicional basado en UDP [16][19][20]. También proporciona un mecanismo 
para distinguir distintas aplicaciones dentro de una misma máquina, a través del concepto 
de puerto. 
 
 
Protocolo SCTP (Stream Control Transmission Protocol).- Un nuevo protocolo de 
transporte ha sido desarrollado como solución de compromiso entre los tradicionales UDP 
y TCP. SCTP es una alternativa a los protocolos de transporte TCP y UDP pues provee 
confiabilidad, control de flujo y secuenciación como TCP. Sin embargo, SCTP 
opcionalmente permite el envío de mensajes fuera de orden y a diferencia de TCP, SCTP 
es un protocolo orientado al mensaje (similar al envío de datagramas UDP) [20][21]. A 
pesar de estar completamente estandarizado a tenido una escasa difusión. Se lo 
menciona por su potencial utilidad en el streaming de video (potencialmente puede ser 
utilizado en contextos de grandes pérdidas como redes inalámbricas).  
 
Figura 3-6. Cabecera SCTP [20] 
 
 
 
Este protocolo es basado en datagramas pero a diferencia de UDP tiene registro de 
números de secuencia con los que realiza controles de paquetes fuera de orden y 
pérdidas las cuales serán retransmitidas. A diferencia de TCP este protocolo permite 
dentro de una misma conexión (origen SCTP – destino SCTP) diferentes direcciones IP. 
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O sea que cada uno de los extremos de conexión puede tener diferentes IP (manteniendo 
el puerto de conexión) y los paquetes serán enviados indistintamente por cualquier IP y a 
cualquier IP correspondiente en cada extremo SCTP. También soporta el tráfico sobre la 
misma conexión de diferentes tipos de paquetes manteniendo número de secuencia para 
cada uno de ellos. El formato de Paquete de este protocolo contiene un encabezado y 
luego espacios para los diferentes tipos de paquetes.  
 
 
3.2.3 Técnicas de Multidifusión   
 
En las redes IP existen distintas técnicas para la difusión de la información: 
 
• Unidifusión (Unicast): El envío de un punto a otro en una red. El mecanismo 
habitualmente utilizado por todas las aplicaciones. 
• Multidifusión (Multicast): El envío de la información a múltiples destinos 
simultáneamente. 
• Amplia Difusión (Broadcast): El envío a todos los nodos en una red. Lógicamente 
aplicable en contextos reducidos, por ejemplo para el descubrimiento de recursos 
en una red LAN. 
 
 
Dependiendo de la información se elige el mecanismo ideal para su difusión. En IPTV, la 
transmisión de canales en vivo habitualmente se realiza mediante multicast, puesto que 
se espera sean observados por una numerosa audiencia (su envío individual a cada 
espectador (unicast) redundaría en un dimensionamiento inadmisible de la red). La 
técnica de multicast es de fácil descripción y de complicada implementación. El multicast 
debe usar la estrategia más eficiente para el envío de los mensajes sobre cada enlace de 
la red (con el fin de disminuir el consumo de ancho de banda), utilizando cada enlace a lo 
sumo una vez para cada paquete a ser difundido y creando copias cuando los enlaces en 
los destinos se dividen. Habitualmente esto se logra mediante la utilización de árboles de 
cubrimiento, surgiendo un protocolo para mantener dicho árbol. Desde el punto de vista 
del emisor y los receptores el proceso es sencillo: el emisor envía la información una sola 
vez a una dirección IP especial (de forma idéntica a una difusión unicast); los receptores 
se suscriben al grupo de multicast asociado a esa IP especial y reciben una copia de todo 
lo enviado por el emisor. Por tanto antes del envío de la información en multidifusión, 
deben establecerse una serie de parámetros. 
 
 
Para poder recibirla, es necesario establecer lo que se denomina "grupo multicast". En 
IPv4 las IPs especiales pertenecen al rango 224.0.0.0 a 239.255.255.255 y el protocolo 
utilizado para manejar y asociare a los grupos de multicast se llama Internet Group 
Management Protocol (IGMP) [17], es decir una estación que desee convertirse en un 
receptor envía un mensaje IGMP “unirse al grupo” al transmisor del grupo. Cada 
dispositivo capa 3 que reenvía un mensaje IGMP de unirse a un grupo, graba la 
identificación del grupo y de la fuente, es por eso que los enrutadores deben ser capaces 
de manejar los mensajes IGMP/CGMP. En cambio el video bajo demanda VoD, por 
naturaleza es punto a punto y por tanto se suele utilizar unicast.  
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3.2.4 Protocolos de Streamings (RTP, RTCP, RTSP y MPEG TS)   
 
Como se mencionó anteriormente, existen variadas técnicas para transmitir multimedia en 
una red IP. En las redes de IPTV habitualmente se utiliza el conjunto de protocolos de 
tiempo real estandarizados por la IETF. Otros protocolos son nombrados en esta sección 
también. 
 
Protocolos en Tiempo Real:  
 
Protocolo RTP (Real-time Transport Protocol).- Es un protocolo de transporte 
desarrollado para streaming. Este incluye datos extras no presentes en TCP, como 
timestamp y número de secuencia lo que contribuye a transporte en forma continua. 
También hay datos de control que permite al servidor realizar el streaming a una tasa 
correcta. Inicialmente se publicó como protocolo multicast, aunque se ha usado en varias 
aplicaciones unicast. Se usa frecuentemente en sistemas de streaming, junto a RTSP, 
videoconferencia y sistemas push to talk (en conjunción con H.323 o SIP). Representa 
también la base de la industria de VoIP [22]. 
 
Figura 3-7. Cabecera de RTP [20] 
 
 
 
 
Protocolo RTCP (Real Time Transport Control Protocol).- Es un protocolo de 
comunicación que proporciona información de control que está asociado con un flujo de 
datos para una aplicación multimedia (flujo RTP). Trabaja junto con RTP en el transporte y 
empaquetado de datos multimedia, pero no transporta ningún dato por sí mismo. Se usa 
habitualmente para transmitir paquetes de control a los participantes de una sesión 
multimedia de streaming. La función principal de RTCP es informar de la calidad de 
servicio proporcionada por RTP. Este protocolo recoge estadísticas de la conexión y 
también información como por ejemplo bytes enviados, paquetes enviados, paquetes 
perdidos o jitter entre otros. Una aplicación puede usar esta información para incrementar 
la calidad de servicio (QoS), ya sea limitando el flujo o usando un códec de compresión 
más baja. En resumen. RTCP se usa para informar de la QoS (Quality of Service) [20][23]. 
 
 
Una característica particular que tiene este protocolo es que para amortizar la sobrecarga 
de la cabecera se pueden reunir varios mensajes RTCP y ser enviados en un mensaje 
RTCP compuesto. Los paquetes deben estar compuestos al menos por un mensaje de 
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receptor o emisor y el nombre canónico del participante (CNAME) y deben ser enviados 
periódicamente sin llegar a consumir el 5% del ancho de banda de la sesión. Los 
paquetes RTCP se transportan sobre datagramas UDP, o sea que el paquete quedaría 
conformado como se muestra en la Figura 3-8. RTCP no permite encriptación, 
autenticación y autorización. Una actualización con estas funcionalidades es el estándar 
Secure Real-time Transport Protocol (SRTCP). 
 
Figura 3-8. Conformación Paquete RTCP [20] 
 
 
 
 
Protocolo RTSP (Real-Time Streaming Protocol).- Es un protocolo no orientado a la 
conexión, en lugar de esto el servidor mantiene una sesión asociada a un identificador, en 
la mayoría de los casos RTSP usa TCP para datos de control del reproductor y UDP para 
los datos de audio y vídeo aunque también puede usar TCP en caso de que sea 
necesario. En el transcurso de una sesión RTSP, un cliente puede abrir y cerrar varías 
conexiones de transporte hacia el servidor con tal de satisfacer las necesidades del 
protocolo. Además Realiza control sobre datos multimedia de tiempo real, brinda la 
posibilidad de interactividad con el reproductor, de forma similar a un video reproductor 
domestico el RTSP permite: reproducir, pausar, adelantar y más. También puede 
reaccionar a congestiones en la red y reducir el ancho de banda. Los comandos 
estandarizados en RTSP son: Describe, Setup, Play, Pause, Record, Teardown [20][24]. 
 
 
RTSP fue inspirado en HTTP 1.1 pero con la mejora de que se puede mantener el estado 
de la conexión (HTTP no mantiene estado) y que ambos (cliente y servidor) pueden 
realizar pedidos. RTSP soporta RTP como protocolo de transporte. Una de sus utilidades 
es brindar una forma inicial de escoger el canal de distribución óptimo hacia el cliente. Por 
ejemplo algunos clientes pueden tener filtrados en su firewall los paquetes UDP por lo que 
el servidor de streaming debería proveer la posibilidad de escoger entre diferentes 
protocolos de transporte como UDP o TCP o UDP multicast. Habitualmente las 
posibilidades de conexión ofrecida por el servidor son devueltas en formato Session 
Description Protocol (SDP). 
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Figura 3-9. Funcionamiento RTSP [20] 
 
Protocolo MPEG-2 Transport Stream.- MPEG TS es un protocolo que brinda un 
mecanismo para multiplexar (combinar) los streams de audio y video, y así transmitirlos 
por la red. Es muy utilizado en los sistemas de video digital de televisión cable. Cuando se 
utiliza MPEG-TS varios PES pueden ser transmitidos de forma conjunta en un mismo 
stream TS, a este proceso se le llama multiplexión16. Los PES transmitidos dentro de un 
TS son agrupados en programas, habitualmente un stream TS transmite varios canales 
de televisión en simultaneo, cada uno es un programa formado por al menos un PES de 
video y un PES de audio. Además de los PES un stream TS transmite información de 
control en formato de tablas, por ejemplo en estas tablas se puede enviar información de 
la programación presente en el stream. El MPEG-TS no brinda simplemente una forma 
adecuada de realizar la multiplexión de los diferentes ES, sino que también ataca el 
problema de recrear el reloj de la fuente en cada uno de los receptores, para lograr así 
una correcta decodificación y sincronismo del audio y del video. 
 
Figura 3-10. Cabecera TS [14] 
 
 
 
                                            
16  Se debe notar que la mayoría de las aplicaciones se necesita audio y video, por tanto se 
requiere la multiplexación de al menos un ES de audio y un PES de video. 
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Entonces uno de los aspectos que el protocolo TS permite, es dentro de un mismo flujo 
enviar ESs de diferentes programas, es decir por ejemplo en IPTV, TS brinda la 
posibilidad de enviar diferentes canales dentro de un mismo flujo. Esto se llama transporte 
múltiple de flujos de Programa. En la Figura 3-11, se muestra una posible situación en 
donde dentro de en un mismo flujo TS, se están transmitiendo 2 programas 
simultáneamente. Como se puede observar en la figura se suele intercalar paquetes de 
audio con los de video dentro de la secuencia de paquetes TS enviada al receptor. Para 
este punto no existe ninguna consideración especial, la cantidad de paquetes enviados de 
cada uno de los ES y el orden en que estos son enviados, es dispuesto por quien genera 
los paquetes TS. 
 
Figura 3-11. Ejemplo de Armado Cabecera TS [14] 
 
 
 
3.3. IPTV sobre las redes IP 
 
 
Una vez definidos los aspectos importantes del video digital, se debe analizar la 
distribución de servicios de video digital para entornos IPTV sobre redes IP, la misma que 
tiene ciertos conceptos y parámetros preliminares a ser tomados en consideración, 
porque en base a estos se define la calidad del video digital percibido por el usuario final. 
 
 
3.3.1 Conceptos importantes para la entrega de IPTV   
 
Dentro del análisis de video digital y orientado hacia la aplicación de IPTV  se debe tener 
en cuenta que durante los procesos de transporte y trasmisión se debe tener presentes 
ciertos conceptos importantes que van de la mano. 
 
 
Calidad de Servicio (QoS).-  Es una medida del funcionamiento del sistema a nivel del 
transporte de los paquetes y desde el punto de vista de la red. También se conoce como 
calidad de servicio a un conjunto de tecnologías y mecanismos que permiten al 
administrador de la red, proveer servicios diferenciados a ciertos usuarios, otorgando 
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prioridad a determinados flujos de tráfico, de manera que se pueda manejar los efectos de 
la congestión [25]. La QoS para una red IPTV define los recursos y parámetros requeridos 
para asegurar que los flujos de video IPTV viajen desde la fuente de streaming al destino 
del cliente de la mejor manera; en otras palabras la calidad del flujo de video no debe 
degradarse mientras pasa a través de la red. 
 
 
Calidad de experiencia (QoE).- Es una medida del funcionamiento del sistema a nivel 
del servicio extremo a extremo y desde la perspectiva del usuario. Brinda un indicativo de 
cuán bien el sistema satisface las expectativas y necesidades del cliente respecto al 
servicio. En el caso de IPTV la QoE analiza desde la perspectiva del usuario la calidad del 
video y el audio percibido. 
 
 
Latencia.- Es el tiempo que le lleva a un paquete ir de un extremo al otro de la red. El 
retardo tiene varias componentes, el retardo de codificación (depende del estándar 
utilizado), el retardo de señalización (depende de las interfaces de los equipos, siendo 
menor este retardo cuanto mayor sea la velocidad de la interface), el retardo de 
propagación (depende del medio físico que se utilice y la distancia recorrida), el retardo de 
encolamiento (tiempo que un paquete está en una cola esperando a ser trasmitido) y 
retardos de conmutación (tiempo que demora un switch (conmutador) o un router 
(enrutador) en poner los paquetes en una cola y decidir por cual interface los va a 
trasmitir). 
 
 
El valor de latencia cambia de red a red. Niveles bajos de latencia son necesarios para la 
entrega de contenido de video de buena calidad al usuario final. Si el Valor de latencia es 
muy alto, el usuario empezará a ver imágenes corrompidas, bloques discontinuos y 
congelamiento de la imagen en su receptor. Las causas de la latencia pueden variar 
desde no disponer de suficiente ancho de banda para entregar los flujos de video IPTV a 
servicios IP que demanden alto porcentaje de ancho de banda para su funcionamiento. 
Generalmente adicionar ancho de banda para el tráfico de video es una de las más 
comunes y efectivas formas de resolver problemas como pérdida de paquetes y retrasos 
de transmisión. 
 
 
Jitter.- Es la medida de tiempo entre el momento en que se espera que un paquete llegue 
y efectivamente llega, o dicho de otra forma es la variación o diferencia de retardo entre 
paquetes. Como consecuencia que cada paquete, se almacena en buffers en la red y 
durante diferente tiempo (debido por ejemplo, a la carga de la red en los diferentes 
nodos), algunos paquetes se atrasan más que otros. En general el jitter es compensado a 
nivel de los elementos de la red. 
 
 
Como los servicios de IPTV son particularmente sensibles a retrasos causados por, 
servidores sobrecargados, enrutamiento, congestión de red y encolamiento mientras los 
paquetes de video IP a traviesan la red, la calidad de la señal depende mucho de la 
entrega sin pérdidas de los streams de video a tasas constantes, ya que el receptor 
requiere de un flujo estable de paquetes IP. Por lo tanto cualquier variación asociado con 
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paquetes llegando muy rápido o muy tarde resulta en jitter, el cual es generalmente 
medido en milisegundos. 
 
Figura 3-12. Diferentes Modelos de Jitter a través de una red IPTV 
 
 
Fuente: Adaptado de Next Generation IPTV Services and Technologies [2] 
 
 
3.3.2 Requerimientos de QoS para IPTV en redes IP-PLT   
 
Entregar una señal de video que sea comparable o mejor que la señal de video entregada 
por los proveedores existentes es uno de los prerequisitos que se deben cumplir al ofrecer 
servicios IPTV. Para un proveedor de este tipo de servicios es necesario garantizar que 
su distribución para acceso al servicio de IPTV en toda la casa por medio del uso de PLT 
se logre, garantizando que la red soporte un sistema de QoS no solo hasta el módem, 
sino de ahí en adelante en la distribución in-home usando los equipos PLT hasta el STB; 
lo cual proporciona al cliente una experiencia de alta calidad, la QoS en una red IP-PLT 
define los recursos y parámetros requeridos para garantizar que el flujo de video viajará 
desde el servidor fuente a través de la red de transporte, la red de acceso, la red de 
distribución PLT al destino final el STB del cliente con la más alta calidad. 
 
 
3.3.2.1 Ruteo y Línea de Espera de los paquetes de video IPTV.- Cuando un paquete 
IP ha sido transmitido a la red de distribución de IPTV, necesita pasar a través de un 
número de componentes de red como enrutadores, switches, bridges PLT, etc. El paso de 
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un paquete típicamente significa que el paquete entra a un dispositivo en una interfaz 
específica, se almacena en un buffer de memoria, es copiado fuera del buffer, procesado 
por el dispositivo y vuelto a enviar al siguiente dispositivo de red. En esta actividad el 
orden en el cual el paquete es procesado a veces se refiere como “cola”. El encolamiento 
de los datos paquetizados es un hecho que tiene un impacto directo en los niveles de 
pérdidas de paquetes y jitter.  
 
 
Siendo que el tráfico de una red IPTV es particularmente sensible a la pérdida de 
paquetes y jitter, el hecho del encolamiento debe ser examinado cuidadosamente. En el 
más simple nivel el encolamiento de paquetes involucra a un router, un switch o en para 
este estudio un quipo PLT, guardando paquetes de datos IP por muy corto periodo de 
tiempo; el número de colas soportado por un equipo varía de acuerdo al número de 
servicios que soporta en la red. La forma en que se selecciona el siguiente paquete en la 
cola depende de la prioridad de QoS, donde ciertos paquetes son seleccionados para un 
procesado inmediato mientras otros deben esperar; en un ambiente IP los paquetes que 
tengan una marca de video o voz frecuentemente reciben una mayor prioridad en la cola y 
por lo tanto son procesados antes que otros que son menos sensibles a los retrasos como 
paquetes de Web o e-mail [2][42]. 
 
Figura 3-13. Modelos Potenciales de Tráfico IPTV y encolamiento 
 
Fuente: Adaptado de Next Generation IPTV Services and Technologies [2] 
 
En la figura 3-13 se ilustra el proceso de encolamiento de paquetes;  
 
• El primer escenario ilustra la situación cuando las condiciones de red son ideales y 
los paquetes están separados una diferencia de tiempo de 1.5ms. El espacio entre 
paquetes permanece constante mientras atraviesa cada uno de los saltos en la red 
hasta llegar al STB del usuario. 
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• En el segundo escenario, dos paquetes IPTV han sido introducidos en la red de 
distribución sin separación de tiempo y el tercer paquete está 3.5ms atrás del par 
de paquetes IPTV, Aunque está ocurriendo filas, la inserción de otro par de 
paquetes resultará en la formación de una mini fila. 
• En el tercer escenario es más representativo y real del comportamiento de una red 
de servicios triple play; servidores de VoIP, IPTV e Internet están inyectando 
simultáneamente paquetes IP en la red. Una vez en la red los retrasos entre 
paquetes de los tres envíos son más o menos los mismos mientras llegan  al 
router; este no es capaz de procesar tres ráfagas de envíos de datos al mismo 
tiempo, así que en consecuencia una fila de proceso se forma y los paquetes 
necesitan esperar un periodo finito de tiempo en memoria antes de ser reenviados 
por el puerto correcto.  
  
 
Como se ve en el ejemplo del tercer escenario, la fila, se desborda lo que provoca que 
existan pérdidas de paquetes de contenido Internet, mientras el tráfico de VoIP y IPTV 
tienen un tratamiento preferencial en la fila. Por lo tanto es necesario aplicar un sistema 
de QoS a la red para asegurar que las filas de paquetes sean manejadas 
adecuadamente. Hay varios métodos que son muy comunes y permiten mejorar el 
desempeño de entrega de los flujos sensibles al tiempo como unicast o multicast, así se 
tiene MPLS-DiffServ o una arquitectura de diferenciación de servicios (DSA). 
 
 
3.3.2.2 Arquitectura de Diferenciación de Servicios.- Las redes IP fueron diseñadas 
originalmente para un trabajo bajo la idea de mejor esfuerzo para el transporte de datos, y 
esta misma idea es aplicada en las redes PLT, lo que nos lleva a concluir que en una 
correcta secuencia de transporte de paquetes IP no se garantiza su entrega, para 
complicar la entrega de tráfico IPTV, el mecanismo usado para el control de tráfico en las 
redes IP durante la congestión consiste en descartar paquetes, además IP trata a todo el 
tráfico de red de la misma manera, es así que se le da igual prioridad a tráfico en tiempo 
real como a tráfico tolerante al retraso, lo que puede resultar en pérdidas o retrasos en la 
entrega de paquetes IPTV al STB.  
 
 
Para sobreponerse a los retrasos de paquetes la mayoría de los despliegues de redes de 
IPTV actualmente proveen una capacidad de ancho de banda suficiente para asegurarse 
que el máximo nivel de QoS sea alcanzado y que el encolamiento sea raro en ocurrir, sin 
embargo existen redes que no poseen suficientes recursos de red para sumar el servicio 
adicional de IPTV, a los tradicionales productos de VoIP e Internet de alta velocidad. Por 
lo tanto para el uso de las redes eléctricas como redes de distribución de contenido IPTV, 
estas deben brindar la capacidad de ancho de banda necesaria y además un remanente 
para otros productos o servicios.  
 
 
Como resultado de ello un mecanismo de QoS es necesario, para dar prioridad a 
paquetes de IPTV sobre otros que se encuentren en la red, mientras se transmita en la 
red. Esto se da a través de la clasificación del tráfico IP en diferentes grupos, la provisión 
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de QoS para redes de IPTV se lo hace a través de un estándar IETF17 llamado 
Arquitectura de Diferenciación de Servicios (DSA), este estándar también conocido como 
DiffServ18, es usado por los proveedores de IPTV para administrar y garantizar un 
particular nivel de QoS para los usuarios, en otras palabras la implementación de DSA 
básicamente significa que al tráfico IPTV se le es dado una alta prioridad sobre otros tipos 
de tráfico. 
 
Figura 3-14. Explicativa que ilustra el beneficio de usar DiffServ  
 
Fuente: Adaptado de Next Generation IPTV Services and Technologies [2] 
 
 
Para que un DSA funcionen es necesario que todos los dispositivos configurados con 
políticas de QoS similares estén combinados dentro de una unidad lógica llamada 
dominio, y por lo tanto los dispositivos conectados al link físico que puedan experimentar 
congestión deben poder implementar funcionalidades de DiffServ, es así que routers, 
switches, equiposs PLT, STBs, etc., manejen la implementación de funcionalidades de 
DiffServ en una red IPTV. En un ambiente Triple Play, el tráfico multicast en tiempo real 
requiere un ininterrumpido flujo de datos el cual puede tener procedencia sobre otro tipo 
de tráficos que puedan manejar tasas de datos interrumpidos, este proceso de prioridad 
solo puede ser activado generalmente cuando haya congestión de red. 
 
 
DiffServ ayuda a los equipos por ejemplo en una red IP a clasificar los paquetes IPTV 
marcándolos con un campo de 6 bits, conocido como Código de Punto de Diferenciación 
de Servicios (Differentiated Services Code Point – DSCP). El DSCP reemplaza el campo 
de Tipo de Servicio (ToS) del encabezado estándar IP. El propósito de este campo es 
                                            
17  IETF: The Internet Engineering Task Force 
18 La especificación para DiffServ fue publicada en 1998 por la IETF y puede ser encontrada en la 
RFC2475 
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instruir a los routers, switches y módems PLT a lo largo del camino de transmisión en 
cómo lidiar con el paquete mientras este se encuentra en espera en la cola para ser 
reenviado; en otras palabras define el comportamiento de ese paquete en el dispositivo 
desde el punto de vista de QoS.  
 
 
Usando los seis bits las opciones de “tratos para reenvío”,  que se puede aplicar son 
varias, esas opciones son también llamadas comportamiento por salto (per-hop behavior  
o PHBs), cada PHB provee un particular nivel de servicio, de los 64 posibles la IETF ha 
definido un conjunto de 14 valores PHB, los más importantes son: 
 
Tabla 3-3. Conjunto de PHBs definidos por la IETF [2] 
 
Tipo de PHB Número 
Asignado 
Descripción 
Mejor Esfuerzo 
Best Effort (BE) 
 
1 
El tráfico IP recibe ningún trato especial en el los dispositivos. Este 
PHB es típicamente aplicado al tráfico de acceso a Internet. La 
implementación de este PHB ocurre en el router  y garantiza una 
mínima cantidad de capacidad para asegurar que el tráfico de 
acceso a Internet atraviese la red.  
Reenvio Acelerado/ 
Expedited Forwading (EF) 
 
1 
Las etiquetas de paquetes IP que se asignan este PHB 
experimenta mínimos retrasos cuando han sido procesados por un 
dispositivo como router. Provee al STB una conexión con el 
servidor con bajos niveles de latencia y jitter, que en el caso de 
servicios de Voz por ejemplo son críticos. 
Reenvio Asegurado / 
Assured Forwading (AF) 
 
 
12 
Latencia y jitter son un aspecto no tan importante para el tráfico 
IPTV sin embargo, IPTV tiene unos fuertes requerimientos sobre 
pérdidas de paquetes, esto tiene que ver con el hecho que los 
algoritmos de compresión tienen la habilidad de “empaquetar” una 
gran cantidad de información de video, es así que la pérdida o 
modificación de un paquete tiene alta incidencia e impacto en la 
imagen de la calidad mostrada al usuario final. Un PHB AF es 
usado para garantizar cierta cantidad de ancho de banda para 
determinados flujos de video, garantizar el ancho de banda reduce 
la posibilidad de pérdidas de paquetes, lo que reduce la 
probabilidad de degradación en la calidad de la señal de video y es 
usado habitualmente por servicios de tipo IPTV y VoD. 
Otra característica del AF es que incluye una combinación de 4 
niveles de aseguramiento del reenvío con tres niveles de 
probabilidad de pérdidas de paquetes. 
 
En resumen la arquitectura DiffServ es un mecanismo muy útil para los proveedores de 
servicio para mejorar el desempeño de sus redes IPTV, y típicamente opera en conjunto 
con otra tecnología como es MPLS. 
 
 
3.3.2.3 MPLS-Diffserv QoS.- MPLS es un sistema de ingeniería de tráfico que mejora la 
eficiencia del ruteo IP en las redes, que combinando muchos de los beneficios de MPLS 
con QoS se garantiza DiffServ (diferenciación de servicio), los operadores de las redes 
son capaces de desarrollar servicios que requieren garantías para un estricto desempeño, 
como IPTV. Los mecanismos usados por los sistemas MPLS-DiffServ QoS están 
definidos en la norma RFC 3270. Para resumir lo que se pretende es dar una idea de 
cómo reforzar QoS dentro de una red, lo que se traduce en definitiva a mejorar la QoE 
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para los usuarios finales. Sin embargo el uso de las redes eléctricas como redes de 
distribución in-home para servicios de IPTV no goza por completo de una ingeniería de 
tráfico desde el operador, porque estos desarrollan garantías para sus servicios hasta el 
módem de usuario como es el caso de redes telefónicas o de cable en planta externa, 
mientras en ambientes in-home el uso de de redes PLT actualmente es aplicado a 
resolver el problema de extender los servicios por toda la casa, razón por la cual en base 
los mismos parámetros de calidad de servicio sobre estos extremos debe ser aplicando 
independiente del proveedor de servicio, y se lo consigue habilitando las opciones de 
manejo de tráfico en los equipos PLT. 
 
 
3.3.3 Factores que afectan la entrega de servicios IPTV   
 
La calidad de video y audio de los servicios de IPTV deben ser tan buenos o mejores que 
los servicios proporcionados por la televisión RF tradicional. Hay varios puntos 
importantes que pueden impactar la calidad de IPTV como: baja calidad de la fuente del 
contenido, codificación usada en el centro de IPTV, Paquetes corrompidos, paquetes que 
llegan fuera de orden, paquetes IP perdidos, latencia y video jitter, competencia con otros 
servicios triple play, incorrecta configuración y congestión del servidor. 
 
 
3.3.3.1 Baja calidad de la fuente de contenido.- La baja calidad de la fuente del 
contenido reduce la eficiencia del proceso de codificación y tiene un impacto negativo en 
la calidad del contenido entregado al usuario final. 
 
 
3.3.3.2 Codificación.- Los mecanismos para la codificación del material de video pueden 
tener un gran impacto en la calidad de la señal entregada al usuario de IPTV. Los 
proveedores de servicios de IPTV usualmente usan MPEG-2, H.264/AVC o VC-1 como 
sistemas de codificación para los videos antes de ser enviados por la red IP. Todos estos 
sistemas pueden comprimir la información a varias tasas de transmisión, ya que las 
señales de video comprimidas reducen la cantidad de ancho de banda necesaria para su 
transmisión a través de la red, sin embargo la calidad de la imagen percibida puede que 
no sea de alta calidad, los tipos de distorsión de imagen por codificación están 
especificados en la tabla siguiente:  
 
Tabla 3-4. Tipos de Distorsión de Imagen 
 
Tipo Características 
 
Tiling (Embaldosado) 
Se refiere a la renderización de una imagen de video que incluye 
secciones de la imagen que están en lugares equivocados 
cuando se comparan con la fuente original. 
 
 
 
Distorsión de Bloques de Video 
Un bloque es una porción de video MPEG que consiste de una 
matriz de pixeles. Durante la codificación un algoritmo es 
aplicado a esta matriz que en algunos casos puede distorsionar 
la calidad del bloque de video y cuando esto ocurre el bloque no 
puede presentar el contenido de la fuente. Debido a que un 
cierto número de bloques son requeridos para construir una 
imagen completa el efecto visual de la distorsión de un bloque 
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de video es limitada si el número de bloques es pequeño, sin 
embargo es un problema si durante la codificación distorsiona 
bloques constantemente. 
 
Ruido de Cuantización 
Durante la digitalización del video algunos errores de ruido 
pueden ser introducidos como parte del proceso. Una larga 
cantidad de ruido de cuantización es evidenciada como el efecto 
de “Nieve” que puede ser visualizada cuando se reproduce el 
video en el STB. 
 
 
 
 
 
Saltos de Imagen (jerkiness) 
Un flujo de video IPTV consiste de una secuencia de imágenes 
que son mostradas en una TV o Monitor a una alta velocidad, 
para el usuario el rápido cambio de imágenes pasa 
desapercibido y se lo nota como movimiento, sin embargo si la 
tasa a la cual se presenta las imágenes baja a una tasa en 
particular el flujo es percibido como imágenes estáticas o que 
saltan, antes que como una secuencia continua. El salto de 
imagen es introducido por codificadores que no comprimen el 
contenido a una tasa de imágenes lo suficientemente alta, 
aunque en ciertos casos puede ser necesario cuando el ancho 
de banda es un problema y el contenido necesita ser codificado 
a una baja tasa de transmisión. 
 
Retención de Objetos en la 
pantalla 
Esta distorsión ocurre cuando un objeto en particular o una 
sección de la pantalla persisten cuando la secuencia de video ya 
ha cambiado y ha continuado.  
 
 
Teniendo en cuenta ya los varios tipos de distorsiones que ocurren en la fase de 
codificación se hace obvio que para algunos casos los administradores de la red IPTV 
tiene que trabajar con los niveles de compresión y los recursos de red disponibles para 
ellos. 
 
 
3.3.3.3 Paquetes Corrompidos.- La corrupción de un paquete es otro factor que 
contribuye con la distorsión de la señal de IPTV, esta corrupción generalmente ocurre 
durante el proceso de transmisión, y es donde entra el análisis en la red PLT que servirá 
para transmitir la señal; este efecto produce la modificación de la carga o del encabezado 
del dato contenido dentro del empaquetamiento. Ruidos por impulsos electromagnéticos 
son de las principales causas para la corrupción de paquetes en un ambiente IPTV y de 
vital importancia a analizar para el estudio ya que la red eléctrica es un medio donde 
constantemente se puede ver que afectan este tipo de impulso por la conexión o 
desconexión de equipos, el encendido y apagado de iluminarias o el switcheo de ciertos 
dispositivos electrónicos. Para tratar de solucionar este problema son usadas técnicas de 
manejo de errores en las capas más bajas de los dispositivos es así que la probabilidad 
de paquetes corruptos alcancen el STB es típicamente baja.   
 
 
3.3.3.4 Paquetes que llegan fuera de orden.- Paquetes que arriban en el orden 
equivocado y paquetes IP mal encaminados en el router se deben a las deficiencias de la 
red. El uso de buffers de paquetes es una técnica que es usualmente usada para manejar 
y mitigar el efecto de los paquetes que arriban fuera de la secuencia. El uso de buffers 
representa la reserva de una cierta cantidad de la memoria del STB, usualmente la 
DRAM, para guardar temporalmente los paquetes que lleguen. Si la dificultad con los 
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paquetes está ocurriendo en la red de acceso, el buffer guardará cierta cantidad de datos. 
La capacidad de guardar datos en el búfer puede variar en el rango de microsegundos a 
decimas de segundo y es específica para cada despliegue. Es útil tener en mente que los 
buffer son también usados en STB de cable, satélites; sin embargo el tamaño de estos 
buffer es más pequeño ya que la llegada de paquetes MPEG es de alguna manera más 
predictible que los paquetes de datos IP. Una vez que los paquetes que se han retrasado 
en la ruta o están fuera de sincronismo llegan, son reinsertados en el flujo de bits IPTV en 
el orden correcto. Los protocolos de Red como UDP también pueden aumentar el 
problema de paquetes arribando sin orden porque no soportan un mecanismo de 
detección de paquetes fuera de orden. Sin embargo protocolos de control como RTP y 
RTCP pueden ser usados para identificar problemas asociados con paquetes de video IP 
arribando sin orden. 
 
 
3.3.3.5 Paquetes IP perdidos y descartados.- Algo de pérdida de paquetes está bien 
para buscadores web y aplicaciones de e-mail que generalmente pasan desapercibidos 
para los usuarios. Sin embargo paquetes descartados en una red IPTV pueden degradar 
toda la experiencia de visualización debido a la alta naturaleza de la compresión del 
contenido de video. Donde tecnologías de compresión como VC-1 y H.264/AVC son 
extremadamente sensibles a las pérdidas de paquetes. Por ejemplo paquetes perdidos 
durante la transmisión de un canal IP puede resultar en un granulado en la pantalla de la 
TV, cuadros congelados, y en algunos casos el espectador verá momentáneamente una 
pantalla blanco por un segundo o más. El porcentaje de la imagen afectada por la pérdida 
de paquetes será mayor dependiendo del número de pixeles y el tipo de información 
contenida dentro del paquete. En general una pequeña cantidad de paquetes perdidos 
pueden afectar largas secciones del flujo de audio o video de IPTV. 
 
En casos muy severos la conexión entre el servidor de video y el STB terminará. Esto es 
particularmente verdadero para contenido IPTV, que es transportado por UDP, porque el 
paquete nunca es reenviado y el contenido se pierde. TCP no es de mayor beneficio 
porque el tiempo que toma en solicitar una copia del paquete podría resultar en un 
desbordamiento del búfer y un congelamiento de la imagen asociada con este.  
 
Este tipo de desempeño no es tolerado por los consumidores y las repercusiones de esto 
son obvias. Las razones detrás de la pérdida de paquetes en una red pueden ir desde que 
el búfer del STB sea abrumado por el tráfico, a problemas de señal en la red debido a 
redes largas y dispersas que contienen muchos componentes que pueden introducir 
errores. En la tabla 5 se puede ver un resumen de los factores que pueden causar pérdida 
de paquetes a través de una red IPTV 
 
 
Tabla 3-5. Típicas fuentes de Pérdidas de Paquetes 
Fuente para la pérdida de 
Paquete 
Explicación 
 
Interferencia Eléctrica 
La pérdida de paquetes puede ocurrir debido a la interferencia 
eléctrica que ha sido introducida en varios puntos de la 
infraestructura de la red IPTV. Por ejemplo STBs conectados a 
los toma corrientes de la red interna de las casas, debido a que 
estos tomacorrientes están sujetos a diversas alteraciones como 
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bajas de tensión y picos en los niveles de potencia, esto puede 
ocasionar problemas con errores de bit, que resultan en 
pérdidas de paquetes mientras en dispositivo está en operación. 
 
 
 
Relación Señal Ruido (SNR) 
La SNR es otro factor que influye y tiene un efecto sobre el 
número de paquetes de IPTV que son perdidos o descartados 
durante la transmisión de un flujo unicast o multicast IPTV. Así 
que entre mayor sea la relación señal a ruido de la red eléctrica 
menores serán las pérdidas de paquetes. La variación de SNR 
depende de muchas cosas como la corrosión del cable, la 
distancia, los empalmes, etc. 
 
Congestión en la red 
La congestión de la red es una de las obvias fuentes de 
pérdidas de paquetes. Es normal para la mayoría de 
infraestructura de red de IPTV experimentar algo de congestión 
durante ciertos periodos de tiempo. Mientras el periodo de 
congestión sea lo más corto posible y no se extienda, la pérdida 
de paquetes son típicamente pequeñas. 
 
Generalmente para mantener el servicio  se utilizan técnicas de gestión de red para 
reducir los efectos de la pérdida de paquetes, entre ellas se puede mencionar: 
 
1.- Uso de retransmisiones.- Dentro de las principales funciones del modelo de 
comunicación en la capa de transporte de IPTV, es asegurar que el contenido de video 
sea entregado a su destino. Una entrega asegurada del contenido a través de la red en 
algunos casos requiere el uso de algunos mecanismos de retroalimentación que detecten 
paquetes que no han arribado a su destino. Hay tres variantes de retroalimentación que 
son relevantes para redes IPTV y son las técnicas de retransmisión TCP, RTP, y RUTP, 
aunque no todas eficientes al momento de manejo de contenidos en tiempo real. 
 
2 .- Diseñar los Requerimientos de Ancho de Banda adecuadamente.- Una red que posea 
suficiente ancho de banda para transportar tráfico IPTV durante tiempos picos de 
demanda puede reducir la probabilidad de congestión que ocurra en la red. Es así que 
una red PLT debe poseer un ancho de banda adecuado para IPTV con el fin de reducir la 
pérdida de paquetes; ya que la congestión en la red por falta de ancho de banda produce 
pérdida de paquetes y redunda en una reducción de la QoE percibida por el usuario. 
 
 
3.3.3.6 Otros factores.- A parte de la latencia y el jitter mencionados anteriormente, la 
competencia con otros servicios triple play demandados simultáneamente pueden 
ocasionar problemas, una manera adecuada de mitigar este factor es priorizando la 
entrega de tráfico de video. La incorrecta configuración de parámetros como la reducción 
de la tasa de contenido de video dentro del flujo transmitido si bien reduce los 
requerimientos de ancho de banda, esta configuración puede resultar en una degradación 
de la señal de video, en particular en imágenes que cambia rápidamente. 
 
 
3.3.4 Sistemas de Medición de QoE para IPTV  
 
Uno de los objetivos de QoE es asegurar que las características principales de la señal 
original sean recreadas en el receptor del usuario final. Para lograr este objetivo se 
requiere un buen entendimiento de cómo detectar y prevenir problemas que puedan 
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ocurrir en la entrega de servicios IPTV. Para ello los modelos de medidas y las métricas 
de QoE frecuentemente son usados para identificar factores que podrían impactar 
directamente en la experiencia visualizada por el usuario final. Existen tres modelos 
primarios usados por los sistemas de medición de calidad de IPTV, y son: Referencia 
Completa, Cero Referencia y Referencia Parcial. 
 
Tabla 3-6. Tipos de Modelos de sistemas de medida de Calidad 
 
Tipo Descripción 
Referencia Completa 
El sistema FR hace una copia del flujo de video en el receptor y lo 
compara con una señal de referencia obtenida de la fuente del contenido 
de video. Esta medida determinará el nivel de distorsión y degradación 
que ocurrió durante la codificación y transmisión del video original a 
través de la red, mediante el uso de un algoritmo, brindando una medida 
exacta de la calidad de video recibida por el usuario final. 
Cero Referencia 
Los sistemas ZR no necesitan de una señal de video de referencia para 
calificar la calidad de video de un flujo IPTV, solo con la señal recibida 
por el usuario final. Son muy usados para analizar flujos IPTV en tiempo 
real porque analizan unos pocos factores, ya que focalizan en analizar 
los encabezados de los frames de video y monitorear una amplia 
variedad de métricas incluidas el número de errores PCR, frames tipo I, 
MDI contenidos en el flujo IPTV. 
Referencia Parcial 
Los sistemas PR tiene mucha similitud con los FR, pero están diseñados 
para tomar una muestra de la fuente y el destino, las compara y da una 
métrica, necesitan de menos complejidad computacional al compararlos. 
 
 
3.3.5  Métricas de QoE y QoS para IPTV  
 
Las métricas de QoS y QoE se dividen en dos categorías: métricas subjetivas y objetivas. 
 
 
3.3.5.1 Métricas Subjetivas.- Usan participantes o grupos de participantes para calificar y 
evaluar la calidad de la imagen. El tipo de gente usada para pruebas subjetivas varía 
dependiendo de los proveedores de servicio, algunos pueden usar ingenieros 
experimentados, otros expertos en análisis de calidad de video, y otros usuarios 
segmentados por edad, sexo, estrato, etc. Los pasos típicos asociados con la 
identificación de métricas subjetivas para IPTV incluyen [2][52][51]: 
 
• Identificar una serie de secuencias de video como prueba. 
• Seleccionar un número de parámetros de configuración. 
• Establecer un ambiente de pruebas de acuerdo con los parámetros a analizar. 
• Reunir a un grupo de gente para que formen parte del test.  
• Realizar el test y analizar los resultados. 
 
Los ambientes de prueba formales, generalmente, un sistema basado en la opinión 
definido por la Unión Internacional de Telecomunicaciones como Puntuación Media de 
Opinión (MOS) es usado, ya que un sistema de QoE necesita también del factor humano, 
el sistema MOS permite a un número de personas asignar un valor numeral entre 1 y 5 a 
la calidad percibida del video observado. 
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Tabla 3-7. Puntuación MOS usada para niveles de calidad IPTV 
 
Percepción del canal IPTV Puntuación MOS 
Excelente 5 
Bueno 4 
Medio 3 
Malo 2 
Pésimo 1 
 
La clasificación MOS es subsecuentemente calculada por el promedio de los resultados, 
hay cuatro variantes del MOS 
 
• MOS V.- Califica la calidad visualizada en un flujo IPTV. 
• MOA-A.- Es la versión en audio del MOS es usada para calificar la porción de 
audio del flujo IPTV entrante. 
• MOS-AV.- Es usada para evaluar la calidad de Audio y Video en un flujo IPTV. 
• MOS-C.- Está métrica es usada para calificar la experiencia asociada a interactuar 
con los flujos IPTV, como cambio de canal y uso del EPG. 
 
Varias iniciativas industriales como la TR-126 del foro DSL recomienda el uso de MOS 
como mecanismo para determinar la QoE de servicios de video. 
 
 
2.3.5.2 Métricas Objetivas.- Para este tipo de métricas son usados equipos de pruebas 
para medir la calidad de la señal de video en términos de comparar los flujos de imágenes 
y medir la calidad de la señal degrada. Comúnmente las métricas objetivas usadas para 
QoS y QoE en IPTV incluyen PSNR, MPQM, VQEG y MDI [2][51][52]. 
 
 
Pico de la relación señal a ruido (PSNR).- Adicionalmente a identificar problemas de 
entrega de paquetes, es también necesario analizar y medir la calidad actual del 
contenido dentro de los paquetes después de decodificar y transmitir a través de una red.  
Una métrica llamada Pico de la Relación Señal a Ruido (PSNR) es algunas veces usada 
para examinar y calificar la calidad de este contenido como es percibido por el usuario 
final. Expresa la relación entre la potencia de una señal de video y la potencia generada 
por ruido electromagnético en termino de decibeles.  
 
 
Métrica de calidad de movimiento (MPQM).- La métrica de calidad de movimiento de 
imágenes es usada para analizar la calidad de los videos comprimidos MPEG, esto 
incluye tecnologías que replican la experiencia de un observador humano y califican el 
flujo IPTV en la escala de 1 a 5, donde 1 es excelente y 5 pésimo. 
 
 
Índice en entrega medio (MDI).- El Índice de Entrega Medio es un estándar industrial 
definido en RFC 4445, es usado para medir los niveles de calidad en varios puntos de una 
red. MDI es un mecanismo de puntuación que indica niveles de calidad de video y 
también identifica componentes de la red que están afectando la QoE del usuario final. 
Esto se logra midiendo niveles de jitter y pérdida de paquetes que ocurren en diferentes 
 88 
 
puntos de la red IPTV, además se usa para diagnosticar problemas; este parámetro se 
muestra como dos valores separados por dos puntos el Factor de Retardo (DF) y la Tasa 
Media de Perdidas (MLR). MDI = DF:MLR 
 
 
El Factor de Retraso (DF), mide la cantidad de tiempo de búfer requerido para alojar la 
cantidad jitter presente en la red. El valor del jitter es obtenido de la medida de la latencia 
respecto a la tasa del flujo, en otras palabras si la tasa de salida del servidor de streaming 
es 2.4Mbps y el flujo está llegando con STB a la misma tasa de 2.4Mbps, entonces el 
valor del jitter en este caso ideal es cero, cuando el jitter es cero el STB está procesando 
los paquetes a una tasa constante. Un valor de jitter de cero es raro o no se da  debido a 
que cada componente en el camino del flujo contribuirá de alguna manera con algo de 
jitter. Y se lo puede calcular de la siguiente manera:  
 
X (Mb)= |bytes recibidos – bytes mostrados| 
Luego DF= [max(X) – min (X)]/ la tasa media en Mbps 
Donde X es el nivel de un búfer virtual en el que DF es medido, usualmente DF viene 
dado en milisegundos. 
 
Por ejemplo si un flujo tiene un  DF de 40ms, el flujo necesitará de un búfer en el receptor  
de al menos 40ms para guardar. Además un valor alto de DF es un muy buen indicador 
de la congestión que ocurre en ciertas partes de la red. 
 
 
Los valores de DF que están siendo desarrollados por el foro DSL como parte de WT-126 
recomienda 50ms, sin embargo de algunas pruebas en ciertos STB se ha obtenido el 
valor de 9ms, por lo que se recomienda el un máximo valor aceptable de DF de entre 9 y 
50ms ya que esta recomendación es para diferentes tipos de STB disponibles [53][54].  
 
 
La Tasa Media de Pérdidas (MLR), define el número de paquetes IP perdidos o caídos 
por segundo, es por esto que cualquier valor que se encuentre sobre cero puede tener un 
efecto en la QoE percibida por el cliente. Se la obtiene de la resta del número promedio 
de paquetes recibidos durante un intervalo de tiempo y el promedio de paquetes 
esperados durante ese intervalo y se escala a un segundo. 
MLR = (paquetes esperados – paquetes recibidos)/ un intervalo de tiempo en segundos. 
 
 
Debido a que la MLR es un tasa, información importante es perdida, un estudio del foro 
DSL WT-126 ha demostrado que casi todas las más simples pérdidas de paquetes 
producen un error visible, a un usuario típico prefiere menos frecuentes pero significativos 
errores a más frecuentes pero menos significativos errores, aunque aún están en debate 
se recomienda como estándares de QoE para IPTV una pérdida máxima de 5 paquetes IP 
consecutivos por cada 30 min para SDTV y VoD, y de 4 horas para HDTV, si lo se 
traslada a términos MLR: 
 
 
 
 
 89 
 
Tabla 3-8. Puntuación MOS usada para niveles de calidad IPTV [54] 
 
Servicio MLR Máximo aceptable 
SDTV 0.004 
VoD 0.004 
HDTV 0.0005 
 
Como se ha visto a lo largo de este capítulo para la transmisión de IPTV a través de las 
líneas de potencia eléctrica se debe analizar los parámetros de calidad de servicio en la 
red PLT implementada, verificar los aspectos de pérdida de paquetes que son muy 
importantes para el manejo de IPTV ya que la mínima pérdida influye sobre la calidad de 
la imagen percibida, además se debe tener en cuenta la latencia y el jitter que puede ser 
introducido por la red PLT así como por los dispositivos, y de ser posible activar las 
funciones para manejo de servicios y calidad con el fin de darle una mayor robustez a la 
red PLT frente al manejo de flujos IPTV. 
 
 
3.4. Perspectivas para IPTV 
 
 
3.4.1 Resolución, Aplicaciones y Demanda de Ancho de Banda  
 
La complejidad de los sistemas IPTV recae en la gran cantidad de información que llevan 
los flujos de video, de hecho IPTV es conocido como una de las aplicaciones asesinas en 
Internet debido a su gran demanda de ancho de banda. 
 
 
El incremento constante de la demanda de mayor calidad de imágenes, implica mayor 
resolución y por ende mayor ancho de banda, a ello se le debe sumar la tendencia a 
requerimientos extra de ancho de banda con el fin de proveer servicios de video 3D, que 
en la mayoría de versiones más populares consiste de unir dos imágenes en un sola, 
aumentando la necesidad de recursos. 
 
 
Otro  aspecto es la aparición de nuevas aplicaciones relacionadas con televisión IP, como 
por ejemplo televisión interactiva. La interactividad mejora a IPTV ofreciendo al usuario la 
posibilidad de interactuar con el proveedor de servicios con el propósito de compra por 
tarjeta, reserva de lugares o servicios, encuestas de opinión, etc., sin embargo demanda 
nuevos requerimientos de la red, que en este caso son más similares a los juegos 
interactivos que a la televisión clásica [68]. 
 
 
Para un manejo adecuado de los flujos de IPTV y aplicaciones, existen numerosos 
proyectos19 dedicados al desarrollo y mejoramiento de nuevas soluciones 
constantemente, en áreas relacionadas con tecnologías de almacenamiento, codificación 
                                            
19 EU 7FP de la unión Europea, P2P – Next Project, Mobile3DT, CANTATA, entre otros. 
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de audio y video, encriptación de datos, distribución de flujos de datos y transmisión sobre 
la red. 
 
 
3.4.2 IPTV e IPV6 
 
A más de que IPv6 nos permite soportar un número mucho mayor de dispositivos en 
Internet, también introduce importantes opciones incluyendo nuevos y mejores 
mecanismos de seguridad, mejor calidad de servicio (QoS), más eficientes formas de 
ruteo, y el beneficio más importante para IPTV se tiene en transmisión de video, ya que 
IPv6 nativamente soporta transmisión multicast [70]. 
 
 
Sin embargo al pasar hacia redes IPv6 se tiene otras dificultadas a ser analizadas, debido 
a que IP se relaciona con todos los sistemas y dispositivos (desde un punto de horizontal), 
es decir se tendría que adoptar IPv6 para los sistemas multimedia, bases de datos 
distribuidas y aun las plataformas de pruebas; además se debe tener en cuenta que el 
tráfico IPv6 se incrementaría en la red, por ejemplo Google activó IPv6 en las 
comunicaciones internas de Youtube incrementando el tráfico IPv6 en el Internet cerca de 
un 3000%, otras empresas como Yahoo y Facebook ya han comenzado también con 
implementaciones IPv6 [68] [69]. 
 
 
El impacto de IPv6 desde el punto de vista de infraestructura en servicios de video IP en 
especial IPTV, posee varios escenarios posibles, por ejemplo: 
 
• Si la red de acceso cambia de IPv4 a pila dual (dual stack) y finalmente a solo 
IPv6, que es el camino preferente por muchas empresas de telecomunicaciones. 
 
• Si la red de acceso se despliega desde su comienzo como una red IPv6. 
 
El primer escenario.- Es el más probable debido a la inversión realizada en equipos para 
brindar servicios IPTV, y el tiempo de vida útil que estos poseen, sin embargo para lograr 
ello se tendrán varias etapas para lograr la transición [71]: 
 
• Etapa 1 Red IPv4.- Los servicios de video unicast y multicast están basados solo 
en la red IPv4 y se diseña el plan de migración a IPv6. 
 
• Etapa 2 Primera Actualización.- Los equipos terminales IPTV son solo IPv4 o 
han sido actualizados a pila dual, la red de la misma manera es pila dual, sin 
embargo las fuentes multicast de video continúan siendo IPv4.Eso quiere decir 
que el núcleo de la red cambia a modo de pila dual para soportar más y más solo 
servicios de video unicast, pero aún no multicast; los nuevos equipos terminales 
IPTV serán pila dual, siendo instalados gradualmente solo para compatibilidad con 
la futura red IPv6. Esta etapa podría durar unos 10 años, y al final el tráfico de 
video IPv4 unicast sería alrededor del 10% del ancho banda utilizado, lo 
importante en ese momento es que los servidores de video IPv4 deben ser 
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actualizados a pila dual, teniendo en cuenta que la pila IPv6 opere solo para 
pruebas con el fin de asegurar su funcionalidad en la siguiente etapa [71].  
 
• Etapa 3 Segunda Actualización – Dejar de lado IPv4.- En esta etapa los equipos 
terminales IPTV serán pila dual o entrarán los nuevos equipos IPv6 nativos; la red 
y las fuentes de video IPTV serán solo IPv6.Esta etapa comienza cuando las 
empresas de telecomunicaciones encuentran que el tráfico IPv4 unicast en su red 
es insignificante, y se decide “apagar” la pila IPv4 de los equipos, para este 
momento los terminales IPTV IPv4 ya no estarán en uso o han sido reemplazados 
por los duales. 
 
• Etapa 4 Una red IPv6 multicast pura.- En la etapa final los equipos terminales 
IPTV pila dual habrán desaparecido, y la red será pura IPv6. 
 
Segundo Escenario.-  En el cual la red de acceso se despliega desde su comienzo como 
una red IPv6, donde la red, los servidores y los equipos terminales son nativos IPv6 desde 
el inicio del despliegue, lo cual no es muy común, pero no imposible  Actualmente, el 
primer sistema IPTV completamente implementado en IPv6 se encuentra en Japón, ya 
que este país optó por desarrollar su red solo IPv6 como política de estado. NTT Plala 
Hikari TV20 resulta en una aplicación exitosa de IPTV IPv6 con cientos de miles de 
clientes, y soportado por empresas como Toshiba que fue la primera compañía en 
comercializar STB que trabajen con IPv6. 
 
 
Análisis de la transición 
 
 
Servidores de video IPTV.- Los servidores de video IPTV IPv4 podrían operar por un 
periodo de 15 años, así que con el escenario planteado antes la inversión de estos 
equipos estaría protegida, solo al final de la segunda etapa se debería agregar el stack 
IPv6 para pruebas. 
 
 
Ancho de banda consumido por video multicast.- Debido a que los servidores de 
video están siempre operativos con solo una versión de IP, el consumo de ancho de 
banda por emisiones multicast no es afectado por la transición, la única excepción es al 
final de la segunda etapa donde los servidores son actualizados a pila dual, donde 
posiblemente ya hayan cumplido su vida útil. 
 
Equipos terminales.- El escenario visto sugiere una actualización de equipos IPTV 
terminales (STB) en un periodo de 10 a 15 años [71], de IPv4 a pila dual, luego la pila 
IPv4 en estos equipos duales debe ser apagada, y gradualmente serán reemplazados por 
equipos IPv6 nativos. Sin embargo muy posiblemente el tiempo de vida de un equipo 
terminal IPTV sea menor que el tiempo de transición total a IPv6 puro, por lo cual no se 
necesitará una inversión extra. 
 
                                            
20 Www.hikaritv.net 
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RESUMEN 
 
 
Con la información de video digital presentada a lo largo de este capítulo se puede definir 
los parámetros básicos que en resumen se deben considerar para el almacenamiento y 
transmisión de flujo de video digital a través de redes IP, para simular un servicio IPTV. 
Partiendo de lo definido por la IETF y tomando otros conceptos para la transmisión de 
contenido multimedia por una red IP, para sistemas de video digital de tiempo real, para 
enviar los contenidos habitualmente se utiliza el protocolo de transmisión de streaming 
RTP o el MPEG-TS que tiene como ventaja permitir enviar varios canales 
simultáneamente, estos son habitualmente montados sobre el protocolo de transporte 
UDP, el cual a su vez se monta sobre paquetes IP, en lugar de TCP debido a que TCP 
presenta mayor latencia y sobrecarga (lo que es una desventaja para aplicaciones de 
tiempo real). Además del uso de multidifusión (multicast) como técnica de difusión con el 
fin de disminuir el consumo de ancho de banda, el emisor envía la información una sola 
vez a una dirección IP especial, los receptores se suscriben al grupo de multicast 
asociado a una IP especial y reciben una copia de todo lo enviado por el emisor; para 
poder recibirla entonces es necesario establecer lo que se denomina "grupo multicast", en 
IPv4 las IPs especiales pertenecen al rango 224.0.0.0 a 239.255.255.255 y el protocolo 
utilizado para manejar y asociare a los grupos de multicast se llama Internet Group 
Management Protocol (IGMP). 
 
 
Respecto a calidad se han desarrollado varios aspectos sobre calidad de servicio (QoS) a 
tomar en cuenta al enviar flujos IPTV sobre una red IP con el fin de asegurarla, además 
para calidad de la experiencia (QoE) se han mostrado varios tipos de sistemas y métricas 
óptimas para el análisis de la calidad de la experiencia percibida por el usuario final, 
debiendo tomar en cuenta el uso de métricas subjetivas con sistemas basados en la 
opinión tipo MOS, y complementadas con métricas objetivas y software de análisis con 
MDI. 
 
 
Finalmente una breve revisión de  las perspectivas de IPTV es mencionada en función de 
las demandas por mayor resolución, ancho de banda y nuevos servicios; siendo 
complementado con un análisis básico del impacto de la implementación de IPv6, en 
estas redes. 
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4. Desarrollo de Una metodología de 
Implementación de Una red PLT INTERNA 
para distribución de video digital IPTV 
 
 
Uno de los mayores retos para los proveedores de servicio de IPTV es la distribución de 
señales de video desde un punto de acceso residencial de un cliente hacia otro equipo 
localizado en diferentes espacios en los hogares u oficinas, adicionalmente la demanda 
de ancho de banda para redes de datos al interior de casas ha crecido exponencialmente 
debido a aplicaciones como: videos de alta definición, contenidos generados por usuarios, 
juegos en línea, etc.; sin embargo esto es posible de solventar mediante el uso de 
tecnologías de nueva generación para crear redes internas (in-home), donde las 
tradicionales como Ethernet y 802.11 no proveen una buena o completa solución para la 
conexión de un punto de acceso por cada STB.  
 
 
La realidad es que la mayoría de casas actualmente no están cableadas con Ethernet en 
cada habitación, y la instalación de nuevos cables Ethernet es costosa para los 
operadores así como indeseable para los usuarios; las tecnologías Inalámbricas como 
802.11 (WiFi), no son buenas para aplicaciones de video y aunque han sido optimizadas 
para esta transmisión de datos (802.11n), usualmente no proveen la Calidad de Servicio 
(QoS) requerida para aplicaciones IPTV.  
 
 
Así las tecnologías que están tratando de tomar ventaja para resolver el problema están 
usando el cable ya desplegado y existente en casas y oficinas como redes eléctricas, 
redes telefónicas o coaxiales; y se han vuelto una mejor solución para el problema, 
aunque con limitaciones en el crecimiento del mercado. Sin embargo ha empezado a 
despuntar el uso de las redes de distribución de energía eléctrica que han tenido notables 
avances en velocidad de transmisión superior a las otras tecnologías, y su uso para IPTV 
se impulsa en el hecho que esta red está presente en todas las habitaciones y asociada a 
un televisor que es el objetivo donde llegar con los contenidos de IPTV. 
 
 
Durante el presente capítulo se muestra entonces el desarrollo de una metodología para 
la implementación de una red de datos interna basada en PLT, partiendo del modelo para 
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el análisis, instalación y pruebas de la misma, donde se ha usado como escenario las 
redes eléctricas del Centro Internacional de Investigación Científica en 
Telecomunicaciones – CITIC. 
 
 
4.1. Metodología de Implementación de la Red Interna 
PLT  
 
La metodología para la implementación de la red PLT interna toma en cuenta varios 
aspectos importantes de las redes eléctricas a analizar cuando estas son usadas para 
telecomunicaciones y se presenta de la siguiente manera: 
 
 
1 Determinación de Aspectos Generales de las Propiedades y Características de las 
Redes Eléctricas internas (In Home). 
 
• Impedancia  
• Atenuación y Pérdidas.  
• Ruidos e Interferencias. 
• Modelo de la Red PLT. 
 
2 Realizar un Inspección general del lugar de la implementación. 
 
• Información Básica de las Instalaciones.- Cantidad de Pisos, Número de oficinas, 
Levantamiento de Planos, Ubicación, etc. 
• Características de la Red Eléctrica.- Fases, ubicación Panel Eléctrico, 
Identificación de Tomacorrientes, Identificación de Tomas Reguladas, Puesta a 
Tierra, etc. 
 
3 Diseño e Implementación de la Red PLT 
 
• Escenarios y Topologías de Redes Internas (In Home). 
• Identificar Recursos de Hardware.- Ubicación de nodos, asignación de códigos de 
identificación a los tomacorrientes, definición de cantidad de Equipos PLT 
necesarios,. 
• Planificación de Red.- Topología, configuración LAN, asignación de direcciones IP 
(estáticas o dinámicas), Tipo de Red (Sola o Híbrida), etc. 
 
4 Determinación de las Condiciones de la Red 
 
• Instalación y Pruebas.- Pruebas de Comunicación entre equipos, envío de datos 
(cantidad de paquetes perdidos, tiempos de respuesta), análisis de velocidad de 
conexión, atenuaciones, relación señal ruido, etc. 
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4.2. Implementación de la Ted (Inhome) PLT para 
Servicios de IPTV en CITIC  
 
4.2.1 Determinación de Aspectos Generales de las Propiedades y 
Características para la implementación de la red en CITIC 
 
 
Impedancia 
 
 
Es la resistencia total del cableado eléctrico, este no es un valor fijo ya que los 
dispositivos que se conectan a la red, y la forma como ellos funcionan modifican este 
valor, estudios realizados en [57] han mostrado que la impedancia de una red interna en 
casas u oficinas varía entre los 10 Ω a 1 KΩ. 
 
 
4.2.1.1 Modelo de la Red PLT 
Los equipos PLT consiguen realizar un cálculo del desempeño del canal de comunicación 
entre dos dispositivos usando la fórmula 3.13, junto con un estimado de los valores en dB 
para la pérdida de señal  
 
    SNR = Ptx – (TL + IL+ SL)  – Nrx         3.13  
 
Donde Ptx es la Potencia de transmisión del equipo PLT; TL es la Pérdida de Transmisión, 
IL es Pérdida de Inserción, SL es la Perdida por División y Nrx es el valor del piso de ruido 
que depende del tipo de medio, el cual debe ser medido.  
 
Cabe mencionar que la Pérdida de Transmisión (TL) es igual a . 
Donde CL es la longitud del circuito a analizarse y PD es la Pérdida por cada 30.48 
metros de cableado. De donde se tiene: 
 
Ptx – (  + IL+ SL) – Nrx    3.14 
 
Tabla 4-1. Valores Potencia de Transmisión Equipos PLT [38] [39] 
Descripción Nivel dB / valor 
Potencia de Transmisión (Gateway Bajo Voltaje) [Ptx] - 53 dB 
Potencia de Transmisión (modem PLT - CPE) [Ptx] - 57 dB 
 
 
Atenuación y Pérdidas 
 
Los valores estimados para la perdida de señal aplicados para los cálculos se pueden 
observar en la tabla 14: 
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Tabla 4-2. Valores estimados para perdidas de seña por atenuación [38] [39] 
 
Descripción Nivel dB / valor 
Pérdida en dB por 30metros [PD]  2 a 4 dB 
Splitter (11+1 Acoplador de fase) [SL] 11.5 dB 
Señal a través de In Medidor Eléctrico 5 a 45 dB 
Panel de Switches (2 cables) [IL] 3 dB 
Panel de Switches (3 cables) [IL] 5 dB 
Panel de Switches (5 cables) [IL] 7 dB 
Panel de Switches (9 cables) [IL] 10 dB 
Panel de Switches (17 cables) [IL] 12 dB 
Panel de Switches (23 cables) [IL] 15 dB 
 
Ruido 
 
Tabla 4-3. Valor estimado para Ruido de Fondo [38] [39] 
 
Descripción Nivel dB / valor 
Piso de Ruido (Nrx)  -110 dB 
 
De las mediciones realizas en el cableado eléctrico para el piso de ruido, el valor 
encontrado fue de -70dBm, es decir que el piso de ruido  para la red implementada es de -
100 dB. 
 
Relación señal Ruido SNR 
 
Con los valores estimados de ruido de fondo, atenuaciones y potencia de transmisión 
descritos se puede definir los valores estimados para calcular la relación seña ruido en la 
red interna PLT implementada en CITIC. 
 
Si,  SNR = Ptx – (  + IL+ SL) – Nrx  
 
Entonces reemplazando los valores estimados: 
 
Ptx = - 57 dB que es la Potencia de Transmisión de un equipo PLT In-Home 
IL =  2dB, es la Pérdida de Inserción, varia si luego la señal pasa por una caja de 
switches. 
SL =  0 dB, es la Perdida por División, cambia solo en el caso de uso de splitters. 
CL = Distancia entre el punto de inyección y el nodo a analizar (en metros) 
PD = 2 a 4 dB por cada 30.48 metros de cableado   
Nrx  = -100 dB de valor de piso de ruido medido. 
 
Se obtiene la tabla 16, con los valores estimados de SNR. 
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Tabla 4-4. Valores de SNR Calculados 
dB m dB  (dBm/Hz) dB db dB  dB 
PD CL  TL= (CL*PD)  Ptx IL SL Nrx  SNR 
4 1 0,13  -57 2 0 -100  40,9 
4 2 0,26  -57 2 0 -100  40,7 
4 5 0,66  -57 2 0 -100  40,3 
4 10 1,31  -57 2 0 -100  39,7 
4 15 1,97  -57 2 0 -100  39,0 
4 20 2,62  -57 2 0 -100  38,4 
4 25 3,28  -57 10 0 -100  29,7 
4 30 3,94  -57 10 0 -100  29,1 
4 40 5,25  -57 10 0 -100  27,8 
4 50 6,56  -57 10 0 -100  26,4 
4 60 7,87  -57 10 0 -100  25,1 
4 80 10,50  -57 10 0 -100  22,5 
4 100 13,12  -57 10 0 -100  19,9 
4 120 15,75  -57 10 0 -100  17,3 
4 150 19,69  -57 10 0 -100  13,3 
4 180 23,62  -57 10 0 -100  9,4 
4 220 28,87  -57 10 0 -100  4,1 
4 250 32,81  -57 10 0 -100  0,2 
4 300 39,37  -57 10 0 -100  -6,4 
 
Figura 4-1. SNR vs Distancia (Calculado) 
 
 
 
Nota: Los valores de IL aumentan de 2 a 10 dB debido al paso de la señal por la caja de 
breakers (a partir de la planta 2). 
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4.2.2 Inspección general del lugar de la implementación (CITIC)  
 
La inspección ha sido desarrollada en las instalaciones del Centro Internacional de 
Investigación Científica en Telecomunicaciones, Tecnologías de la Información y las 
Comunicaciones – CITIC, lugar de la implementación de la red PLT inhome en la cual se 
hará todos los análisis posteriores.  
 
 
4.2.2.1 Características Generales y Eléctricas de las Instalaciones de CITIC.  El 
Centro de Investigación se encuentra funcionando en una edificación que consta de tres 
plantas y un mezzanine. En la primera planta se encuentran las oficinas del Área 
Administrativa y Técnica, una sala de reuniones y baño. En la segunda Planta se 
encuentran distribuidos la sala general de video así como oficinas y un apartamento para 
los investigadores visitantes en la parte externa de las oficinas. En la tercera planta está el 
área de capacitación y reuniones, así como el salón principal. Finalmente el mezzanine 
con una pequeña sala de juegos y descanso. 
 
 
Las instalaciones de CITIC cuentan con una red de suministro eléctrico monofásico de 
120V utilizando cables rígidos de cobre 10 AWG para los tomacorrientes, estas 
instalaciones se han instalado siguiendo el reglamento eléctrico para edificaciones, sin 
embargo no corresponde a ninguna norma vigente, tal como sucede en la mayoría de las 
edificaciones de la ciudad, el circuito eléctrico usado por el centro es el original desde la 
construcción de la edificación, es decir no se tiene modificaciones o canaletas para 
circuitos adicionales. 
 
 
Tabla 4-5. Información Básica Instalaciones de CITIC 
 
Ítem Información 
Cantidad de Pisos de la Edificación 3 Plantas + 1 Mezzanine 
Backbone Disponible Red Eléctrica 
Distribución Eléctrica Monofásica 
Panel Eléctrico Único en Planta 2 
Tomas Reguladas No existen 
Sistema a Tierra No disponible 
Contador Eléctrico Único en el exterior 
Número de Tomacorrientes 46 (10-P1, 19-P2, 13-P3, 4-M)  
Tipos de Redes Existentes Wireless 
Coexistencia con otros segmentos de Red Posiblemente con Wireless 
Ubicación de la WAN Modem ADSL Planta 1 
Existencia de Planos Técnicos y Arquitectónicos No existen Planos  
Espacio Físico (Cuartos, Rack, etc) Planta 1, Dep. Técnico 
 
El detalle del levantamiento de planos de las plantas de CITIC, así como la identificación 
de los tomacorrientes y su respectiva codificación, de utilidad para el análisis posterior de 
la red PLT, se pueden visualizar en las siguientes figuras: 
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Figura 4-2. Planta 1 CITIC 
 
 
 
 
Figura 4-3. Planta 2 CITIC 
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Figura 4-4. Planta 3 CITIC 
 
 
 
 
Figura 4-5. Planta 4 CITIC 
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4.2.3 Diseño e Implementación de la red PLT 
 
En todas las redes de distribución de energía eléctrica para ambientes internos se puede 
encontrar diferentes escenarios y topologías, ya que ninguna red es similar entre sí, de 
ahí nace el hecho de que cada red debe ser parametrizada con el fin de ayudar en el 
análisis y la posterior implementación de la tecnología PLT y los servicios sobre ella; sin 
embargo se puede generalizar los escenarios más probables así como las topologías 
típicas a encontrarse, con el fin tener un punto de inicio para el diseño e implementación 
de la red PLT de CITIC, teniendo en cuenta maximizar lo mejor posible esta red para la 
transmisión de video digital IPTV. 
 
 
4.2.3.1 Escenarios.- Si el objetivo es llevar servicios de video digital IPTV por redes PLT 
al interior de las edificaciones, en lo que se llama ambientes internos a la casa “In-home”. 
Un escenario ideal es un hogar de un planta, apartamento u oficina individual y aislada, 
donde existen un único usuario utilizando una red PLT sin problemas para la transmisión 
de datos y videos de un punto a solo otro punto, sin embargo este escenario es ideal, en 
el caso de la red de CITIC sus instalaciones poseen tres plantas y un mezzanine, además 
para servicios IPTV se debe tener en cuenta el hecho de que puede existir más de un 
receptor IPTV en la misma red, por lo tanto la transmisión de datos se hará a más puntos 
consumiendo y compartiendo el canal PLT.  
 
  
En el mundo práctico existen otros escenarios In-home donde la red PLT puede cubrir una 
mayor área, y no este del todo aislada, como: 
 
• Casa de dos o tres Plantas y/o que comparten varios residentes. 
• Edificio de Apartamentos 
• Oficinas donde los empleados y el empleador comparten la red. 
• Hoteles que ofrecen estos servicios. 
 
En cualquiera de los escenarios lo que se debe garantizar siempre es, un adecuado 
ancho de banda para la transmisión de servicios de video digital IPTV por la 
infraestructura eléctrica existente, lo cual garantizará una buena QoS y QoE del flujo de 
video entregado. 
 
 
En este tipo de escenario se deja de lado el uso de las redes PLT como redes de acceso 
y se concentra en PLT como redes de distribución-extensión; ya que el usuario pudo 
haber contratado un servicio de telecomunicaciones y utiliza PLT como una red de 
distribución-extensión al interior de las redes domésticas o de oficina; o bien puede 
usarlas para ofrecer servicios compartidos de video o audio, y distribuirlos a los 
receptores que desee dentro de un Edificio de Apartamentos u Hoteles. 
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Figura 4-6. Escenarios Probables 
 
 
 
4.2.3.2 Escenarios de Difusión de Paquetes.  La difusión de paquetes es muy 
importante a la hora de ofrecer servicios de transmisión de datos así como de video 
digital, ya que dependiendo del modo utilizado el consumo de ancho de banda es mayor o 
menor, y para la implementación en CITIC se busca la mayor efectivad en el manejo del 
ancho de banda. Los canales de transmisión IPTV pueden ser: enviados exclusivamente 
a un usuario específico en una red (unicast), donde se tiene típicamente una conexión 
directa de un servidor a un único cliente, a cada usuario se le da la misma dirección para 
que se conecten cuando desee acceder a ese medio (como un canal IPTV), sin embargo 
el uso de transmisión unicast no es eficiente cuando muchos usuarios están recibiendo la 
misma información al mismo tiempo pues se debe mantener una conexión separada para 
cada usuario, entre más usuarios acceden a la fuente el ancho de banda requerido 
aumenta, lo cual no es aplicable a la red en CITIC puesto que se busca eficiencia en el 
manejo del ancho de banda por la red PLT.  
 
 
Sin embargo se tiene otro escenario donde los flujos pueden ser copiados y enviados a 
múltiples usuarios a la vez (multicast). En el proceso se envía información que contiene 
una dirección (código), que es asignado a través de una múltiple distribución en una red, 
para recibir y retransmitir la misma señal a múltiples usuarios; esta señal multicast viaja a 
través de una red y es copiada en diferentes nodos, lo que permite a otros nodos acceder 
a esta señal. El uso de transmisión Multicast puede ser más eficiente para el manejo del 
ancho de banda muy importante en IPTV, y es la escogida para la transmisión sobre la 
red PLT desplegada en CITIC. 
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Figura 4-7. Difusión Unicast y Multicast 
 
 
 
4.2.3.3 Topologías.- La red eléctrica de bajo voltaje en ambientes internos (In-Home) es 
el segmento de conexión y distribución hacia el usuario, hay varios factores que influyen 
la arquitectura PLT de baja tensión, como son: localización de la red, densidad de 
usuarios, longitud, diseño y estado de la red. Sin embargo hay que hacer la diferenciación 
entre la topología física y la lógica. Existen varias topologías físicas como: 
 
 
• Topología Tipo Bus.- En la topología en bus, los equipos que forman la red se 
disponen linealmente, es decir, en serie y conectados por medio de un cable, en 
este caso el eléctrico. Las tramas de información emitidas por un nodo se 
propagan por todo el bus (en ambas direcciones), alcanzado a todos los demás 
nodos. Es la topología más representativa para departamentos y oficinas. 
 
• Topología Mixta.- Como su nombre lo indica es un topología en las que se aplica 
una mezcla entre alguna de las otras topologías existentes como: bus, estrella o 
anillo. En el caso de las redes eléctricas es representativa de las casas y 
edificaciones menores, con una mezcla de tipo bus con tipo árbol, debido a las 
ramificaciones que posee a través de varios pisos. 
 
• Topología Jerárquica.- También conocida como topología tipo árbol es común en 
edificios de varios pisos, donde se forma la jerarquía por la necesidad de conectar 
puntos donde la señal no es lo suficientemente buena, mediante el uso de 
repetidores, a los cuales se conectarán los nodos que no logren hacerlo 
directamente al nodo principal, de ahí que nace la jerarquía Nodo Principal, 
Repetidor, Nodo. 
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Figura 4-8. Topologías Probables 
 
 
 
Mientras si se habla de una topología lógica en redes PLT, las transmisiones son 
consideradas del tipo bus lógico, ya que todos los dispositivos comparten el mismo medio. 
Si bien todos los nodos detectan que existe información viajando desde el nodo 
transmisor, esta será aceptada sólo por el nodo (o los nodos) hacia el cual vaya dirigido. 
En el caso en que un nodo deje de funcionar, simplemente no podrá comunicarse, lo cual 
no interrumpe la operación.  
 
 
Para la implementación, se dispone de una topología Mixta, entre bus y árbol, común de 
las edificaciones medias como el caso de las instalaciones de CITIC. 
 
 
4.2.3.4 Importancia de la Elección de las Tecnologías PLT.  Una de las más 
importantes barreras para ofrecer servicios triple play es que los puntos de acceso de 
xDSL o Cable, rara vez están cerca de la televisión, generalmente alrededor de 30m entre 
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el punto de acceso y el set top box, dejando al proveedor y al cliente con el problema de 
la conexión por la distancia. Además otro problema para el operador es que el cliente no 
está dispuesto a instalar nuevo cableado en sus hogares u oficinas, lo cual representa un 
costo agregado; y si a esto le se suma que la mayoría de las casas tienen más de un 
televisor el problema se magnifica. 
 
 
El uso de redes ya existentes como la eléctrica es una opción importante a la hora de 
cumplir los requisitos de los operadores y clientes, bajando costos, ampliando el 
cubrimiento de red interna y sin instalar nuevo cableado; sin embargo no solo se trata de 
instalar equipos para tener servicios con óptimas calidades; dependiendo de la aplicación 
y el lugar, se debe escoger que versión o equipo se ajusta más a las necesidades, tanto 
por velocidad, distancia, calidad de servicio ofrecido e incluso en el futuro por protocolo IP 
utilizado.  
 
 
Para la implementación de este tipo de redes se necesita de tantas interfaces PLT por 
cada nodo o tomacorriente que se desee usar o por usuario que desee conectarse a la 
red en cualquier punto de la infraestructura eléctrica habilitada. Generalmente la conexión 
se realiza como de tipo maestro-esclavo, punto-multipunto, donde todo se reporta a un 
equipo central: 
 
• Equipo Cabecera (Head End - HE), es el equipo central, que actúa como ruteador, 
siendo el puente entre la red PLT y las otras redes, además inyecta la señal y 
actúa como maestro para otros equipos. 
• El equipo de usuario (Customer Premise Equipment - CPE), es la interfaz cliente, 
que actúa como esclavo. 
• Repetidores, son equipos usados para regenerar y retransmitir la señal en la red 
PLT, estos funcionan como esclavos del HE y al mismo tiempo como equipos 
maestros para otros CPE conectados a ellos. 
 
Al ser una conexión de tipo maestro-esclavo, se produce una topología jerárquica, 
aspecto importante al realizar nuestro diseño puesto que si hay muchos niveles 
jerárquicos en nuestra red aumentará la latencia debido al paso de la información por 
cada uno de estos niveles, y el tiempo de proceso de cada equipo, lo cual  afecta a 
aplicaciones sensibles al tiempo como es el caso de VoIP o video digital IPTV. 
 
 
Además en el caso de las redes internas (in home), para los diferentes escenarios 
mencionados antes existen equipos que pueden trabajar como equipos centrales, 
repetidores o CPE, así como otros que solo serán CPEs, la elección de qué equipo usar 
depende de la red, teniendo redes con visibilidad completa o incompleta. 
 
 
En la figura 4-9 se muestra una red con visibilidad completa, es decir los nodos A, B y C 
pueden comunicarse directamente. Si las características de la Red PLT son buenas y las 
distancia no son largas, el uso de equipos esclavos que actúen solo como CPEs es lo 
adecuado [34][39]. 
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Figura 4-9. Red Con Visibilidad Completa 
 
Fuente: D51. White Paper: Opera Technology 2007 
 
Si existen grandes pérdidas de señal debido a la distancia, gran cantidad de fuentes de 
ruido que produzcan que la comunicación de datos baje su velocidad o se pierda se habla 
de una red con visibilidad incompleta, por lo tanto el uso de equipos que puedan actuar 
como repetidores es lo más recomendado.  
 
Figura 4-10. Red Con Visibilidad Incompleta 
 
Fuente: D51. White Paper: Opera Technology 2007 
 
Para la implementación planteada en la red desplegada en CITIC se tiene una topología 
mixta dentro de una edificación de tres plantas como escenario, donde las distancias 
desde el equipo central no son muy grandes, en consecuencia se podrá tener una red con 
visibilidad completa para lo cual el uso de equipos esclavos que funcionen solo como CPE 
será lo adecuado, evitando así que existan demasiados niveles jerárquicos que pueden 
afectar la calidad del servicio de video. 
 
 
4.2.3.5 Importancia de la Calidad de Servicio en redes PLT.  Por definición cualquier 
tecnología de telecomunicaciones por líneas de potencia eléctrica diseñada para distribuir 
servicios triple play dentro de las casas u oficinas deben ser capaces de transmitir varios 
servicios y aplicaciones simultáneamente (Voz, video y datos). Este requerimiento 
principal puede ser traducido en varios requerimientos detallados. 
 
• Los equipos PLT deben ser capaces de proveer diferenciación de servicios para 
cada flujo de tráfico, por ejemplo paquetes de video deben ser transmitidos antes 
que los paquetes de datos de tal manera que las ráfagas de datos no afecten la 
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calidad de video.  El principal objetivo de la calidad de servicio es garantizar un 
nivel de ancho de banda y latencia para diferentes usuarios, dependiendo de los 
servicios transmitidos. Los equipos PLT poseen varios tipos de servicios con 4 
diferentes latencias, asignadas por su módulo clasificador de tráfico, el cual 
prioriza los paquetes basándose en simples reglas [34]. 
 
Tabla 4-6. Tipos de Servicios 
 
ToS Prioridad Recursos Reservados Latencia (ms) 
7 7 Mejor Esfuerzo 80 
6 5 CBR 10 
5 4 VBR 20 
4 4 VBR 40 
3 4 VBR 40 
2 2 VBR 40 
1 1 Mejor Esfuerzo 80 
0 0 Mejor Esfuerzo 80 
 
 
• El control de Acceso al Medio (MAC) debe proveer determinados tiempos de 
acceso, aun cuando varios dispositivos estén compartiendo la red. Se usa tanto 
TDM como CSMA trabajando en paralelo; la multiplexación por división de tiempo 
TDM optimiza la distribución de información en especial Audio/Video, haciéndolo 
con un alto rendimiento, reservando ancho de banda, priorizando tráfico y la 
calidad de servicio; trabajando con CSMA se puede proveer un mecanismo para 
evitar colisiones y ganar el acceso al medio, lo cual ayuda a la incorporación con 
redes Ethernet. Además la MAC incluye un conjunto de mecanismos auxiliares 
que garantizan la correcta operación del mismo con subprotocolos para manejar 
nuevo nodos que se añaden, descubrimiento de la topología de red para la 
visualización y comunicación de dispositivos, etc. [5][33][34][45]. 
 
 
• Los servicios de video no deben verse afectados por las redes vecinas 
impugnando por ancho de banda para otros servicios. El control de este parámetro 
que asegura el rendimiento de los nodos sea de cierto valor todo el tiempo, es 
llevado a cabo por el transmisor con el fin de maximizar la eficiencia 
 
 
Si durante el diseño no se tiene en cuenta este conjunto básico de características de QoS 
se corre el riesgo de encontrar los siguientes problemas cuando se despliegue la red. 
 
 
• Cuando un cliente este viendo un canal de video digital y repentinamente su 
computador empieza a bajar una actualización de software de internet, causa que 
la red PLT se congestione, si los dispositivos PLT no pueden asignarle una 
prioridad mayor al flujo IPTV de video, algunos paquetes de IPTV serán perdidos, 
causando un deterioro en la calidad de la imagen por la aparición de bloques 
discontinuos en las imágenes visualizadas. 
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• Cuando un cliente este viendo un canal de video IPTV y repentinamente en la 
misma red PLT en otro nodo un equipo empieza a transferir un archivo hacia otro 
computador, la red también se congestionará, provocando la pérdida de algunos 
paquetes IPTV causando una pixelación en las imágenes o posiblemente 
interrupción total del video. 
 
 
Los escenarios mencionados son muy posibles y terminan con un usuario muy molesto 
con el servicio.  En el primer caso el usuario puede darse cuenta que no puede usar la red 
PLT para varias aplicaciones al mismo tiempo, mientras observa video digital, así que en 
el futuro lo sabrá y evitará hacerlo. En el segundo caso el usuario final no se dará cuenta 
que está causando el problema, por lo que puede haber quejas al proveedor de servicios 
y eventualmente cancelar el servicio. 
 
 
Basado en los aspectos mencionados se sabe que los productos para usar las redes 
eléctricas como redes de telecomunicaciones han trabajado en incorporar características 
de QoS para resolver el problema. Sin embargo otra forma de mejorar el manejo en la 
calidad de servicio en especial para el caso de flujos de video IPTV han sido incorporados 
a los equipos como el uso del protocolo IGMP, la IETF (Fuerza de Tareas para Ingeniería 
en Internet) lo define como una manera de asociación de grupos de transmisores y 
receptores de Muliticast IP. Cada host miembro de multicast IP es tanto un transmisor o 
un receptor. Una estación que desea convertirse en receptor envía un mensaje de 
“solicitud de unión” IGMP al transmisor del grupo. Cada dispositivo capa 3 que reenvía un 
mensaje IGMP de unión graba la identificación del grupo y la fuente [2][17]. Existen tres 
versiones: 
 
• IGMP V1.-  Define la versión original de IGM en la norma RFC 1112 de la IETF. 
Que básicamente define el mensaje de unión que los hosts usan para vincularse a 
un grupo multicast. Con IGMP V1 los routers deben usar un temporizador para 
determinar cuáles hosts son todavía miembros de un grupo. 
 
• IGMP V2.- Definida como RFC 2236, define un mensaje de “Abandono del grupo” 
que permite a los equipos consientes de multicast IP mantener una información 
actualizada de los grupos. 
 
• IGMP V3.- Definida como RFC 3376, representa una mayor revisión de IGMP. En 
lugar del modelo un transmisor y varios receptores, los host que usan IGMPV3 
especifican la lista de transmisores a los cuales “escuchar”. IGMP snooping, es un 
método por el cual los dispositivos capa 2 pueden curiosear y escucha la 
conversación IGMP entre hosts y routers. Entonces IGMP snooping proporciona 
un método para un reenvío inteligente de los paquetes multicast dentro del 
dominio broadcast de capa 2 [37].  
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Así los equipos PLT a usarse deben ser capaces de proveer diferenciación de servicios 
para cada flujo de tráfico, Tipos de Servicio (TOS), además con la posibilidad de activar 
las características IGMP para un mejor manejo de los flujos y el ancho de banda.  
 
 
Tanto los equipos UPA (in-home y Acceso) como HomePlug cumplen estos requisitos, sin 
embargo en el caso de HomePlug se debe escoger equipos con la versión HomePlug AV 
para aplicaciones de video, a diferencia de sus versiones anteriores que manejaban 
menores velocidades e ineficientes para manejo de servicios con grandes anchos de 
banda. Otra variación está en que mientras HomePlug se centra en la distribución de 
datos, video y audio por líneas eléctricas de casas y oficinas, UPA además de equipos 
inhome posee versiones para proveedores de servicios denominados equipos Enterprice 
donde se puede configurar parámetros adicionales para mejorar su funcionamiento, 
administración de la red y entrega de servicios.  
 
 
Para la red PLT de CITIC se tomaron en cuenta equipos con estándar UPA y HomePlug 
AV; donde equipos UPA se han utilizado para pruebas de canal por sus herramientas de 
monitoreo y análisis que permiten visualizar estos aspectos de la red PLT; mientras los 
equipos HomePlug fueron utilizados como nodos PLT para envió y recepción de los flujos 
de video digital IPTV sobre líneas de potencia eléctrica debido, por su características 
“Plug and Play”, cabe recalcar que ambos equipos proporcionan velocidad a capa física 
de 200Mbps. En el Anexo A se presentan los catálogos de los equipos utilizados. 
 
Tabla 4-7. Características de Equipos PLT usados 
 
Especificaciones HomePlug AV UPA AV 
Interfaz Ethernet 10/100Base TX Ethernet 10/100Base T Fast 
Estándar 802.3, 802.3u, 802.3u, 802.1P, 802.1Q 
Rango de frecuencia 2-28MHz 2-30 MHz 
Velocidad  200 Mbps Capa Física 200 Mbps Capa Física 
Seguridad y EMI FCC Part 15 Class B, CE 
Class B, UL60950-1, IC 
FCC Part 15, EN 55022 
EMC 
Encriptación 3DES, 128bits AES DES/3DES 56bits 
Acceso al Canal CSMA/CA y TDMA CSMA/CARP y TDMA 
Métodos de QoS Si Si 
Soporta IGMP 
snooping 
SI Si 
Fuente de Energía 110/240 V AC, 50-60Hz 85 a 265 V AC, 50/60 Hz 
 
Nota: Se debe mencionar que los equipos con la especificación UPA y HomePlug, están 
diseñados para redes basadas en IPv4, y son 100% compatibles con la red de datos 
actual de CITIC, sin embargo si en el futuro la red de CITIC migra hacia una red basada 
en IPv6, es recomendable que los futuros equipos PLT a usarse tengan pila dual, para 
mantener la interoperabilidad con los equipos actuales, mientras dure la migración de 
versión IP o hasta que cumplan su vida útil, con el fin de no afectar la inversión actual de 
equipos. 
 
 110 
 
La implementación de la red PLT se realizó según el esquema de la figura 4-11, teniendo 
en cuenta:  
 
1.- Los equipos para la implementación y determinación del desempeño de la red 
(pruebas) usados son las interfaces PLT con especificación HomePlug y UPA que 
proporciona una velocidad de transmisión de 200Mbps, se han escogido estos equipos 
debido a las ventajas para el análisis de la red a partir de la información mostrada. 
2.- El equipo central o cabecera está ubicado en la Planta 1, en la oficina de la Dirección 
Técnica, desde donde se inyecta la señal y es el punto referencial para el desarrollo de 
las pruebas. 
3.- Se debe configurar las opciones para la priorización y manejo del tipo de tráfico para 
ofrecer QoS. 
4.- La red PLT está implementada sobre la red eléctrica en condiciones de uso normal.  
5.- A partir de la codificación de los tomacorrientes se denominarán nodos de conexión los 
cuales serán analizados con relación a la transmisión de datos desde el equipo central. 
6.- Las direcciones de red para ser configuradas en los modem PLT UPA están dentro de 
la subred 192.168.1.1 a 192.168.1.255, con máscara de 24 bits, configuradas en IPV4. 
7.- Las direcciones de red configuradas en los computadores son IPv4, y están definidas 
dentro de la subred 192.168.0.1 a 192.168.0.255, con máscara de 24 bits. 
 
Figura 4-11. Esquema de la Topología de Red 
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4.2.4 Determinación del Desempeño de la Red PLT Interna 
implementada en CITIC  
 
Para la determinación del desempeño de la Red PLT in home implementada, se debe 
considerar que al usar la línea de distribución de energía eléctrica, un medio que no está 
diseñado para el envió de datos, el desempeño de la Red PLT puede variar de nodo a 
nodo, así como en diferentes plantas.  
 
 
Como se había mencionado antes, las propiedades y características de las líneas 
eléctricas entran en juego, las cuales son constantes y están presentes en cualquier lugar 
de la red, así como su duración y efectos pueden ser variados dependiendo del tiempo y 
el equipo conectado. Es así que las pruebas que se detallan a continuación tienen el fin 
de determinar la respuesta que la red PLT implementada trabajando en condiciones 
normales. 
 
 
4.2.4.1 Determinación de la Respuesta de los Nodos de la Red PLT a la Conexión y 
Envío de paquetes.  Antes del proceso de puesta en marcha del diseño de un sistema de 
transmisión de información o servicios por cualquier medio, particularmente las líneas de 
potencia eléctrica, es necesario y fundamental conocer su comportamiento y las 
respuesta al envió de datos que este pueda presentar. Se puede plantear entonces una 
forma de prueba para identificar y verificar la respuesta que cada tomacorriente de la red 
eléctrica tiene al envío de paquetes de datos. La pérdida de paquetes mide la 
confiabilidad de una conexión, mediante el envío de una cantidad de datos a un 
dispositivo en una red, esperando de vuelta el paquete inalterado (eco) en cierto 
tiempo[5][35][36], esto se lo puede lograr mediante el uso del protocolo  de Mensajes de 
Control de Internet (ICMP) y la herramienta PING que envían mensajes de petición Echo 
ICMP (y recibe mensajes de respuesta Echo) para determinar si un host está disponible y 
el tiempo que le toma a los paquetes en ir y regresar a ese host.   
 
 
En el caso de usar una herramienta como PING varios paquetes son enviados en cierto 
tiempo, por ejemplo si 10 paquetes fueron enviados, pero solo 8 fueron devueltos, 
entonces habría un porcentaje de pérdida de 20%; entre más paquetes sean enviados 
mejor será la apreciación de la perdida actual existente. Generalmente 0% de paquetes 
perdidos es lo que se desea en las redes, sin embargo la probabilidad de que algunos 
paquetes se pierdan es alta, pero mientras los valores estén debajo de un 10 a 5% 
(dependiendo de la aplicación) o que no se note es un buen síntoma, sin embargo no hay 
que olvidar que entre más alto sea el porcentaje de pérdida de paquetes, la conexión 
trabajará más lentamente porque estará intentando enviar la misma información perdida, 
varias veces. Pero si bien es cierto esta prueba con los equipos PLT indica un buen 
comportamiento, no certifica un correcto funcionamiento de la red para garantizar los 
servicios en todo momento y en todo lugar, sino hasta completar las pruebas. 
 
 
 112 
 
Luego de realizar las pruebas de conexión y respuesta de los nodos al envío de datos y 
pérdida de paquetes, se debe proceder a graficar los resultados con el fin de obtener una 
idea mejor fundamentada del estado de los Nodos (tomacorrientes) y su respuesta a la 
conexión y envío de datos.  
 
 
Procedimiento. 
 
Figura 4-12. Esquema de Pruebas con dispositivos PLT comerciales [5] 
 
 
 
 
Para realizar esta prueba con los dispositivos PLT primero se configura una red con dos o 
más computadores y los dispositivos [5][36]. 
 
 
I. Se identifican los nodos a ser analizados con una nomenclatura que indique que 
piso, fase, y número de nodo está analizando. 
 
II. Se configura una red entre los computadores, asignándoles direcciones IP en la 
misma subred. 
 
III. Se prueba la conexión entre los equipos PLT por medio de hardware, ya que el 
equipo informa de conexión al encender los LEDs de conexión PLT y LAN. 
 
IV. Se prueba la conexión entre los PCs conectados a los equipos PLT usando las 
líneas de distribución eléctrica, una buena forma es con la herramienta PING y se 
registra los datos. 
 
V. Se realizan pruebas de sobrecarga de Red, primero enviando un paquete pequeño 
de 32 bytes, durante un tiempo adecuado, se para y se registra el porcentaje de 
paquetes perdidos durante ese periodo de tiempo. 
 
VI. Se vuelve a realizar el envío pero con paquetes mediano de 10000 bytes, y luego 
grande de 65000 bytes durante el mismo tiempo anterior, se para y se registra el 
porcentaje de paquetes perdidos durante ese periodo de tiempo. 
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VII. Se realiza un “Mix de paquetes”, entre pequeños, medianos y grandes, es decir se 
envían al mismo tiempo con el objeto de simular saturar la red, se detiene el envío 
y se registra el porcentaje de paquetes perdidos durante ese periodo de tiempo. 
 
VIII. Una vez terminado el proceso y el registro de los datos, se elabora una tabla y se 
grafica la respuesta de los nodos a la conexión y envío de paquetes. 
 
 
En base a las datos y gráficas obtenidas de las pruebas de envío de paquetes desde el 
nodo principal P1F1-1 hacia los otros nodos y la pérdida en cada nodo, se obtiene una 
clara idea de los nodos con problemas de conexión y susceptibles a tener problemas en la 
comunicación de datos o entrega de servicios. Lo cual sirve para proponer soluciones con 
el fin de mejorar la respuesta de ese nodo o se convierten en puntos de mayor análisis 
para un servicio en particular, que puede tener problemas de fuentes de ruido, acoples 
mal realizados, cables pelados, circuitos abiertos, etc. 
 
 
Resultados 
 
 
Luego de realizar las pruebas de conexión y respuesta de los nodos al envío de paquetes 
de datos desde el nodo principal ubicado en la Dirección Técnica en la Primera Planta de 
las instalaciones de CITIC según el procedimiento, se procedió a graficar los resultados 
para obtener una idea mejor fundamentada del estado de los Nodos (tomacorrientes) a 
los parámetros evaluados, como se puede observar en las figuras a continuación:  
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Figura 4-13. Representación Pruebas Planta 1 
 
 
 
 
Figura 4-14. Respuesta Nodos Planta 1 
 
 
 
 
 
 
 115 
 
Figura 4-15. Representación Pruebas Planta 2 
 
 
 
Figura 4-16. Respuesta Nodos Planta 2 
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Figura 4-17. Representación Pruebas Planta 3 
 
 
Figura 4-18. Ejemplo Nodos Planta 3 
 
 117 
 
 
 
Figura 4-19. Respuesta de Nodos Mezannine 
 
 
 
 
Figura 4-20. Respuesta de Nodos de CITIC 
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Las gráficas muestran la comparativa de todos los nodos analizados en las instalaciones 
de CITIC, y se observa que la gran mayoría de los nodos presentan un porcentaje de cero 
pérdidas, por lo tanto se podría pensar que no hay inconvenientes en los nodos al 
momento del envío de paquetes de datos. 
 
 
Sin embargo en las mismas gráficas se observa que algunos nodos pertenecientes a la 
Planta 2, presentan pérdidas de 5 a 10% de los paquetes, mientras en la Planta 3, se 
puede tener hasta un 20% de paquetes perdidos, datos que sirven para identificar nodos 
problemáticos y observar su respuesta durante las pruebas de video. Además ya que los 
nodos que presentan porcentajes de pérdidas son plenamente identificados, sirven para 
poder realizar una revisión de las instalaciones con el fin de identificar el problema y tratar 
de mitigar estás perdidas, las mismas que pueden ser provocadas por cables pelados, 
tomas cortocircuitadas, alambres expuestos, empalmes mal hechos o fuentes de ruido. 
 
 
4.2.4.2 Análisis del Canal PLT, Atenuación y Relación Señal Ruido de la Red Interna.  
Para el análisis del canal PLT y las distintas características importantes del mismo, se 
usaron los ya mencionados equipos PLT, con velocidad de transmisión de 200Mbps, 
estos ofrecen muchas opciones para monitoreo y análisis de la red implementada, 
adicionalmente se usó una herramienta de software desarrollada por la empresa 
proveedora de los equipos PLT para el monitoreo de ciertos parámetros específicos como 
estado del canal, atenuación y relación Señal Ruido (SNR), que es conocida como SNR 
Viewer, con la cual se visualiza el desempeño de red entre dos módems PLT, con la 
información de conexión brindada entre ellos se presentan como resultado las 
características del canal PLT en ese momento. Para la realización de estas pruebas se 
utilizaron equipos AV200 UPA configurados de tal manera que usan todo el rango del 
espectro en el que funcionan (2 a 34Mhz), con el cual alcanzan la mayor velocidad de 
transmisión.  
 
 
En base a valores estimados, en la tabla 4-8 se muestran los datos teóricos de atenuación 
y SNR con los cuales se compararon las mediciones obtenidas.  
 
Tabla 4-8. Valores teóricos de Atenuación y SNR con AV200 [38] 
 
Atenuación (dB) SNR (dB) UDP (Mbps) PHY (Mbps) 
40 40 153 205 
50 30 137 177 
60 20 105 143 
70 10 56 76 
80 5 24 33 
85 0 3 2 
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Figura 4-21. Vista SNR Viewer [38] 
 
 
 
Procedimiento 
 
I. Identificar el Par de Módems a Analizar (Por su IP asignada). 
 
II. Iniciar el SNR Scope 1.7.0.exe. 
 
III. Introducir las direcciones IP del par de módems PLT a analizar. 
 
IV. Dar click en Start, esperar unos segundos y observar los resultados desplegados. 
 
V. Con los resultados realice el registro de los datos en una tabla y grafique, se realiza 
el mismo procedimiento con todos los nodos que se desean analizar durante un 
periodo de tiempo. 
 
Los nodos que se han tenido en cuenta para el análisis son el Nodo P1F1-1 donde está el 
HEl o maestro, el nodo P1F1-2 de la estación de monitoreo ubicada en la primera planta, 
el nodo P2F1-7 ubicado en la segundo planta, así como el nodo P3F1-7, situado en la 
tercera planta de las instalaciones de CITIC escogidos según el análisis anterior por su 
respuesta a envió de datos.   
 
Resultados  
 
Una vez seguido el procedimiento para las pruebas en los nodos elegidos, se expondrán 
los resultados del análisis de las tomas realizadas. 
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Estado del Canal 
 
La ventana principal de SNR viewer muestra el estado del canal PLT y ayuda a 
comprobar la variación presente en el, así como la modificación del mismo a lo largo del 
tiempo y dependiendo de las frecuencias los desvanecimientos selectivos; así se tiene las 
siguientes figuras: 
 
 
Figura 4-22. Canal PLT visto por equipo P1F1-2 
 
 
 
 
Figura 4-23. Canal PLT visto por equipo P2F1-7 
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Figura 4-24. Canal PLT visto por equipo P3F1-7 
 
 
Figura 4-25. Canal PLT visto por equipo P3F1-7 Multitoma 
 
 
 
 
En las figuras se puede observar que el canal PLT no es constante, este varia con el 
tiempo, y dependiendo de la distancia al inyector de la señal (Maestro P1F1-1), este canal 
va perdiendo la forma lineal que es la que debería poseer para garantizar la mayor 
velocidad de transmisión posible, debido a los factores de atenuación, distancia y ruidos 
encontrados, es así que entre más deforme encontremos el canal PLT la velocidad de 
transmisión será menor.  
 
Atenuación y Relación Señal Ruido 
 
La información de atenuación se presenta como la reducción de la señal durante la 
transmisión mientras se propaga en el medio, representada en decibeles (dB), los valores 
de atenuación son importantes porque cuando los valores de potencia de la señal se 
reducen drásticamente debido a ella, los equipos PLT pueden encontrar errores en los 
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bits cuando se decodifica la señal, para poder tratar de seguir trasmitiendo los equipos 
reducen la tasa de datos con el fin de realizar transmisiones completas. Entonces una 
excesiva atenuación causa una reducción en el throughput de la red debido a la operación 
a bajas tasas de datos necesaria para transmitir paquetes, en el peor de los casos afecta 
al punto que los usuarios pierden conexión con la red [39].  
 
Figura 4-26. Atenuación de los Nodos del Canal PLT de CITIC 
 
 
 
Tabla 4-9. Resumen de Valores de Atenuación en dB 
 
Días P1F1-1 P1F1-2 P2F1-7 P3F1-7 P3F1-7M 
1 8,49 24,1 25,18 46,25 70,06 
2 16,08 24,17 23,34 46,21 69,47 
3 16,25 24,08 34,04 45,77 69,72 
4 16,33 24,2 34,09 48,66 69,78 
5 8,6 24,21 33,47 45,47 71,87 
6 16,13 24,19 21,45 45,38 72,14 
7 8,49 24,09 21,98 45,35 68,01 
8 8,53 24,05 23,58 46,21 71,97 
9 8,48 23,99 27,23 52,28 74,88 
10 12,71 24,53 22,9 46,25 65,11 
11 8,66 23,96 23,31 44,1 67,9 
12 8,61 24,01 24,49 39,95 68,32 
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13 8,62 24,71 23,66 48,16 66,2 
14 8,65 24,17 18,94 50,06 72,73 
15 8,7 24,13 21,08 40,38 70,24 
16 8,6 24,18 22,89 43,9 70,25 
17 8,59 24,22 18,51 45,77 70,06 
18 9,2 24,68 21,64 49,95 72,37 
 
 
Además los valores de atenuación, inciden directamente sobre los valores de la relación 
señal a ruido (SNR) del canal PLT, valores importantes debido a que el mínimo valor de la 
relación señal a ruido que recibe un dispositivo PLT para que se pueda comunicar sin 
problemas es de 10 dB, valores inferiores a 5 dB pueden ocasionar pérdida de la 
comunicación. 
 
 
Tabla 4-10. Resumen de Valores de SNR en dB 
 
Días P1F1-1 P1F1-2 P2F1-7 P3F1-7 P3F1-7M 
1 29,02 29,34 28,31 20,82 7,43 
2 27,29 30,59 24,34 23,02 8,1 
3 30 30,09 29,1 24,29 7,82 
4 29,49 29,68 20 24,31 7,8 
5 34,98 30,5 23,35 25,53 6,58 
6 30,87 29,28 34,91 23,76 6,92 
7 34,44 30,41 29,38 25,09 6,67 
8 35,55 29,81 27,9 23,02 6,1 
9 35,71 29,59 26,03 16,94 6,65 
10 34,3 30,09 31,27 21,82 6,21 
11 34,67 30,03 32,65 21,1 7,29 
12 35,38 29,81 28,3 22,88 8,72 
13 35,13 30,74 28,02 18,8 6,53 
14 34,81 30,04 29,72 24,54 7,13 
15 36,12 29,95 28,24 29,07 7,97 
16 34,36 30,63 28,43 20,61 8,13 
17 35,99 28,83 30,9 24,29 7,43 
18 32,02 28,97 29,3 21,52 5,54 
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Figura 4-27. SNR de los Nodos del Canal PLT de CITIC 
 
 
 
 
 
Si se revisa la tabla 4-4 que posee los valores teóricos calculados de SNR vs Distancia, y 
también la tabla 4-8, la cual posee valores teóricos aproximados de la atenuación y 
relación señal ruido de un enlace PLT según el fabricante de  los equipos PLT en 
condiciones ideales, se puede comparar con los datos obtenidos de las pruebas (ver tabla 
23), encontrando que los valores medidos en la red PLT implementada tienen una 
diferencia aproximada de 8,4 dB con la calculada teórica y según los valores medidos por 
el fabricante de los equipos se observa que, están dentro de los rangos mostrados con 
una variación promedio de 6 dB. 
 
Tabla 4-11. Valores prácticos de Atenuación y SNR con AV200 
 
Nodo Atenuación (dB) SNR (dB) PHY (Mbps) 
P1F1-1 10,54 33,34 114,2 
P1F1-2 24,20 29.91 109,2 
P2F1-7 24,54 28,34 87,54 
P3F1-7 46,11 22,85 83,4 
P3F1-7M 70,06 7,16 19,18 
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Estos datos brindan la información necesaria para corroborar las ecuaciones teóricas con 
valores estimados, como una buena aproximación para calcular los valores de una red 
real como la implementada, ya que en la red implementada los valores de SNR difieren 
por factores inherentes a la propia red como la separación entre conductores durante los 
trayectos, el tipo de cable, los tipos de acople usados, entre otros, los cuales producen 
pérdidas extra de potencia de la señal  que no se pueden predecir ya que cada red es 
diferente. 
 
 
Se confirmó también que en una misma planta pueden variar estos valores debido a  
distancias o calidad de instalación del cableado eléctrico, así mismo, más de un punto en 
la misma planta puede presentar valores de velocidad semejantes como el caso de la 
planta uno donde se analizaron los nodos presentes en la tabla 4-12: 
 
Tabla 4-12. Ejemplo de Comparación de Velocidades en la Planta Uno 
 
Nodo P1F1-1 P1F1-2 P1F1-8 P1F1-5 
Velocidad (Mbps) 114,2 109,2 89,77 87,54 
 
Encontrando valores semejantes entre nodos separados, así como disminución de la 
velocidad según la distancia. 
 
 
Sin embargo no siempre se encuentra una red simple, la mayoría de instalaciones 
eléctricas tienen derivaciones extras con el uso de extensiones o si es necesario 
aumentar el número de tomacorrientes mediante el uso de multitomas; que si bien 
eléctricamente extienden las redes de distribución y su funcionamiento es el mismo, 
alimentar eléctricamente los dispositivos conectados a ellas; en el caso de usar las redes 
eléctricas como redes de datos este tipo de extensiones y multitomas cambian el 
escenario, y sus características se ven modificadas debido a que crean discontinuidades 
en la red por la diferencia en el cable usado, el diámetro, la distancia, entre otras; 
produciendo caídas leves o drásticas en la velocidad por la modificación del canal.  
 
 
En el caso de las multitomas se puede mencionar que algunas poseen pequeños circuitos 
o filtros para señales de alta frecuencia como las producidas por los armónicos creados 
por la caída de rayos, y evitan que pasen, pero al hacerlo también evitan o merman el 
paso de las señales PLT que usan frecuencias en el rango de los Megahertz; otro factor 
es que al usar multitomas, de un mismo punto se pretende sacar múltiples tomacorrientes, 
para conectar un sin número de dispositivos, los cuales introducen ruidos a la red 
eléctrica, y sabiendo que el ruido es aditivo, se puede llegar a encontrar un alto índice de 
ruido concentrado en ese punto, que de ser usado como nodo PLT, encontrará bajas en la 
velocidad de transmisión. 
 
 
Un ejemplo de esto se puede observar en la figura 4-28 y 4-29, donde en un mismo 
tomacorriente (nodo), se conectaron dos dispositivos PLT, uno directamente al 
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tomacorriente y otro por medio de una extensión terminada en multitoma. Donde la gráfica 
del punto con Multitoma se denomina P3F1-7M y P3F1-7 el directo.  
 
 
Figura 4-28. Atenuación Comparación efecto uso de Extensión 
 
 
 
Figura 4-29. SNR Comparación uso de Extensión en un mismo punto 
 
 
 
 
De los resultados en las gráficas se aprecia la diferencia entre el uso del tomacorriente 
directo y el uso con una extensión eléctrica con multitoma en un mismo punto; durante las 
13 primeras tomas se observa la diferencia marcada entre los datos obtenidos 
representados en las curvas, para luego conectar los dos dispositivos directo al 
tomacorriente, encontrando una mejora en la atenuación y SNR del equipo anteriormente 
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conectado a la multitoma. Es así que en promedio el uso de una extensión eléctrica con 
multitoma produce un aumento de la atenuación en alrededor de 23,4dB, así como una 
caída de la relación señal ruido aproximadamente de 15,27dB, factores críticos para 
mantener conexión entre equipos. 
 
 
Las pruebas realizadas permiten caracterizar el canal PLT de la red interna  
implementada en CITIC, determinar con qué calidad y velocidad se puede contar, incluso 
identificar factores que deterioren esa calidad o velocidad de transmisión. Esta 
información es importante al momento de pensar en el uso de las redes de potencia 
eléctrica como medio para transmitir flujos de video digital, ya que el tráfico de video en 
especial IPTV rompe con los modelos tradicionales de utilización de ancho de banda toda 
vez que el servicio de IPTV presenta picos de uso durante lapsos en los que gran 
cantidad de usuarios disfrutan de la misma programación de manera simultánea. El tráfico 
IPTV es un flujo de datos continuo de larga duración que no puede manejarse bajo la 
tradicional premisa de “mejor esfuerzo”, sino más bien a tasas de bit constantes (Constant 
Bit Rate, CBR) o tasas de bit variable (Variable Bit Rate, VBR) en tiempo real. Como 
resultado, la utilización del ancho de banda en la red de acceso y distribución debe ser lo 
más apta posible [35][44].  
 
 
RESUMEN  
 
 
Durante este capítulo se presentó y desarrolló una metodología para la implementación 
de una red de datos in home basada en PLT, partiendo de un modelo general de análisis, 
instalación y pruebas de dicha red, donde se ha usado como escenario las redes 
eléctricas del Centro Internacional de Investigación Científica en Telecomunicaciones – 
CITIC; se mencionó además las características generales de las redes eléctricas y sus 
propiedades al momento del envió de información a través de ellas, como el canal, la 
atenuación y el efecto de los ruidos e interferencias; se hizo un breve análisis de diseño 
previo a la implementación sobre el tipo de topologías así como escenarios que se 
pueden encontrar, la importancia de una elección adecuada en la tecnología y la 
importancia de la calidad de servicio que puede ser ofrecida por la red en especial para 
servicios de video digital IPTV. 
 
 
Junto con la implementación de la red PLT, se procedió a hacer la caracterización de la 
misma mediante pruebas de conexión y envió de datos, estado del canal, atenuación y 
relación señal ruido con el fin de analizar los nodos de la red.  
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5. Desarrollo de la Metodología para la 
Ejecución de las Pruebas para la Transmisión 
de TV Digital sobre la red PLT Interna 
implementada en CITIC  
 
 
En este capítulo se describe el modelo para la transmisión de señales de video digital 
teniendo en cuenta la revisión de las actuales recomendaciones para el manejo de flujos 
de video sobre la plataforma IP, también se definen los procesos para realizar las pruebas 
de evaluación la calidad de transmisión de señales de video digital (IPTV) por las líneas 
de potencia eléctrica. Las mismas que han sido desarrolladas en las instalaciones del 
Centro Internacional de Investigación Científica en Telecomunicaciones, Tecnologías de 
la Información y las Comunicaciones – CITIC. Estas pruebas están basadas en los 
resultados de la implementación de la red PLT, y en la trasmisión del flujo de video digital, 
junto con el análisis de la calidad de la señal de video digital (IPTV) recibida durante las 
pruebas transmisión a través de las redes de potencia eléctrica. 
 
 
5.1. Metodología de Implementación Sistema de 
Distribución de Video Digital.   
 
 
La Metodología para la implementación del sistema de distribución de contenidos de video 
digital IPTV se detalla a continuación: 
 
 
1 Diseño e Implementación de Servidor de Video Digital y Streaming 
 
• Software.- Tipo, Propiedades, Configuración Inicial. 
• Obtención de Contenidos.- Asignación de espacio de disco duro para archivos de 
contenidos.  
• Planificación de Propiedades de Red.- Configuración LAN, elección de tipo de 
transmisión (UDP preferible), Tipos de Difusión (Multicast), elección de direcciones 
tipo D multicast, elección de puertos de salidas, etc. 
 
2 Realización de Pruebas Iniciales  
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• Armado de flujo de video  
• Prueba diferentes contenidos  
• Prueba de direcciones multicast y puertos, tipo de flujo. 
 
3 Realización de las Pruebas del Sistema de Transmisión de video Digital IPTV sobre 
líneas de potencia eléctrica. 
 
• Identificación y Descripción de Herramientas de Análisis.- Hardware y Software. 
 
• Análisis de la Transmisión de video digital usando líneas de Potencia Eléctrica.- 
Pruebas de Transmisión y Recepción de uno y varios flujos de video, dependiendo 
de los nodos PLT analizados.  
 
o Método Subjetivo - Visual 
o Método Objetivo - Software 
o Registrar los Resultados de las Pruebas 
o Analizar los Resultados  
 
 
5.1.1 Diseño e Implementación de Servidor de Video Digital y 
Streaming   
 
Luego de la implementación de la red PLT usando la red eléctrica como red de 
telecomunicaciones mediante el uso de interfaces PLT y el análisis de los resultados de 
las pruebas en los nodos (tomacorrientes) al envió de datos junto con el estado del canal 
PLT, la atenuación presente y la relación señal ruido encontrada se tiene una 
caracterización de la red implementada respecto a su funcionalidad, velocidades de 
conexión y posibles nodos con conflicto, los mismos que se escoge para la realización de 
las pruebas de transmisión de video digital IPTV; pero antes de ello se procede al diseño 
del sistema de transmisión de señales de video digital para IPTV. Tomando como base el 
modelo general de transmisión de IPTV el cual es un esquema compuesto de siete capas 
conceptuales una a continuación de la otra (hay otra opcional que no fue usada como se 
explica más adelante). 
 
 
El contenido de video debe pasar por cada capa del modelo desde el dispositivo emisor 
que es el servidor de video, hasta que es transmitido a la red de banda ancha, la red PLT 
de CITIC por los protocolos de capa física, luego los datos llegan al receptor y realizan un 
proceso inverso en el modelo, hasta llegar al dispositivo receptor donde se muestra el 
contenido al usuario. 
 
 
Como se observa en la figura 5-1, el modelo muestra el proceso de transmisión de video, 
tomando en cuenta incluso aspectos iniciales desde la codificación del video, pasando a 
la construcción del flujo de video, que debe ser el más óptimo posible, ponerlo en formato 
IP y enviarlo a través de la red. 
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5.1.1.1 Características Aplicables del Modelo de Transmisión de Video 
1 Contenidos.- Los contenidos para ser transmitidos pueden ser obtenidos desde varias 
fuentes, archivos en un disco duro, DVDs, tarjeta sintonizadora de televisión terrestre o 
satelital, tarjeta de adquisición con software de codificación, o una cámara web. Con 
varios formatos de contenedores de video como MPEG 2 y 4, AVI, FLV; y de audio MP3, 
AAC, WMA, etc. 
 
Figura 5-1. Modelo Referencial para transmisión de video [2] 
 
 
 
2 Flujo de Transporte.- Se ha usado el estándar MPEG que presentan el mecanismo de 
streaming MPEG-TS que es un protocolo que brinda un mecanismo para multiplexar 
(combinar) los flujos de audio y video, y así transmitirlos por la red. Es muy utilizado en 
varios sistemas de video digital como televisión por cable. Para manejar los diferentes 
flujos elementales (ES) formados por los contenidos, estos son divididos en paquetes de 
diferente tamaño, según las características de la aplicación y del decodificador, se crean 
los flujos elementales paquetizados (Packetized Elementary Stream – PES). Cuando se 
utiliza MPEG-TS, varios PES pueden ser transmitidos de forma conjunta en un mismo 
flujo TS, a este proceso se le llama multiplexación. Entonces uno de los aspectos que el 
protocolo TS permite, es enviar dentro de un mismo flujo ESs de diferentes programas, es 
decir para esta aplicación, TS brinda la posibilidad de enviar diferentes canales televisivos 
dentro de un mismo stream lo cual ayudará en el manejo de ancho de banda para el 
medio. Cada paquete TS es de 188 bytes de longitud, pero en lo general para ser 
transmitidos se usa el estándar de siete paquetes MPEG2 TS, por lo tanto en total serían 
1316 bytes, solo del flujo de transporte. 
 131 
 
 
 
3. Capa de Transporte.- Cuando los proveedores de servicio envían contenido de video 
IP, para los usuarios es crítico que este llegue a tiempo y con buena calidad, es decir que 
los paquetes no estén corruptos de alguna forma.  Aunque TCP provee un gran rango de 
características en comparación con UDP, no es la mejor opción para este tipo de 
servicios, ya que IPTV es una aplicación en tiempo real y no es tolerante a los retrasos. 
TCP puede frecuentemente introducir  latencia en la entrega de contenido de video 
Digital, debido a que requiere establecer una conexión lógica entre el servidor y cliente, 
cuando hay pérdida de paquetes solicita retransmisión de estos, si bien esto mejora la 
fiabilidad de la conexión, también aumenta los retraso entre paquetes; ya que el video 
debe ser una secuencia continua de imágenes, cualquier interrupción provocada por 
retransmisiones o conexiones afectará la experiencia percibida por el usuario; razón por la 
cual un protocolo no orientado a la conexión y cuya función es transportar los paquetes es 
óptimo para servicios de video IPTV, es aquí donde UDP es preferido para despliegues de 
este tipo de servicios, debido a su fácil implementación sin pausas en la entrega de 
contenido y su rapidez en la entrega de paquetes en comparación con TCP; entre las 
desventajas es que para proveer las ventajas, la integridad de los datos no es 
garantizada. 
 
Además un transporte basado en solo UDP, es más usado que la combinación de uno 
tipo RTP/UDP, esto tiene que ver con que, el tamaño de la cabecera de los paquetes es 
menor, incluso menor que TCP. 
 
Tabla 5-1. Cabeceras de Protocolos usados para Transporte 
 
Descripción Tamaño de Cabecera 
RTP 12 bytes 
TCP 20 bytes 
UDP 8 bytes 
 
 
Si las cabeceras son unidas a la carga útil con los datos del flujo de transporte con 7 TS, 
que en total son 1316 bytes se tiene que: 
 
• TS/RTP/UDP: 1316+12+8 = 1336 
• TS/TCP: 1316+12 = 1328 
• TS/UDP: 1316+8 = 1324 
 
Se observa que si bien la diferencia de UDP de 4 y 12 bytes con TCP y RTP 
respectivamente, parecería no ser un gran problema para el transporte de datos de video 
a través de la red PLT, cuando posiblemente se esté entregando miles de paquetes cada 
día, cada semana al dispositivo final, si lo será, puesto que al sumarlos en la red PLT 
habrá diferencia, razón por la cual preferentemente se usará el protocolo UDP para 
realizar el transporte de paquetes de video [46]. 
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Figura 5-2. Encapsulación Paquete UDP 
 
 
4 Capa IP.- Se usará IPv4 y como se ha mencionado anteriormente este protocolo tiene 
como objetivo mover los datos de una locación de red a otras, sobre rutas específicas 
hasta llegar a su destino. El tamaño de su cabecera es de 20 bytes que se adiciona al 
paquete creado antes en la capa de transporte y es llamado datagrama, por lo tanto se 
tiene que: TS/UDP/IP => 1316+8+20 = 1344 
 
 
Así el datagrama de video IP tiene un tamaño de 1344 bytes y contiene los datos actuales 
de video y detalles para obtener el video desde el servidor hasta el destino. 
 
 
El tipo de servicio usado para difusión IP es multicast donde los paquetes de video IP son 
enviados desde un servidor hacia múltiples receptores usando una dirección IPv4 de 32 
bits para identificarse. Para un mejor manejo y uso de las direcciones IP estas están 
divididas en varias clases, según sea su uso, para servicios multicast la clase D es 
asignada, cuyos primeros valores son desde 224 al 239. Para el sistema de transmisión 
de video digital se utilizaron las direcciones a partir de la 224.0 2.1, con máscara de 24 
bits. 
 
 
5 Capa de Enlace.- Se usa el conocido Ethernet (IEEE 802.3), que a este nivel se 
encarga de proporcionar el direccionamiento local, detección de errores pero no 
corrección y controla el acceso a la capa física, su responsabilidad es proporcionar la 
comunicación nodo a nodo dentro de la misma red. También se hace cargo de la 
encapsulación de la capa IP en un formato que es adecuado para la transmisión a través 
de una red física, el formato de flujos Ethernet, con una cabecera de 14 bytes, lo que da 
junto al datagrama IP en total TS/UDP/IP/Ethernet => 1316+8+20+14 = 1358 bytes, que 
es el datagrama de video IP, que se debe comprobar al transmitir el video digital sobre la 
red PLT de CITC 
 
 
Desde el lado de las redes PLT se maneja todo a nivel de protocolos de capa 2 y se 
realiza la organización de los datos en paquetes lógicos que serán convertidos a señales 
binarias para inyectarlas al medio físico y viceversa. Además, se establecen 
comunicaciones, identificando cada uno de los nodos de la red con una dirección MAC.  
 
 
 133 
 
Debido a que una red PLT es compatible con el estándar OSI, se puede compartir 
conexiones con usuarios de Ethernet y otros estándares compatibles. Implementa como 
acceso al medio una variante21 CSMA/CA (Carrier Sense Multiple Access with Collision 
Avoidance) 22, a la cual se le ha añadido algunas características que permiten priorización 
según clases y el control de los retardos, la utilización de CSMA/CA implica que la capa 
física debe soportar la recepción y transmisión de ráfagas, es decir cada cliente activa la 
transmisión solo en los momentos en los que tiene datos que enviar, y al terminar apaga 
el transmisor y vuelve al modo de recepción, así es eficiente al controlar la división del 
acceso al medio de transmisión entre muchos usuarios, además está diseñado para 
soportar también acceso TDMA (Time Division MultipleAccess) con una sincronización en 
el ciclo de la línea de AC. 
 
 
En conclusión el equipo PLT puede acceder a dos medios diferentes (Ethernet y PLT) 
realizando sus enlaces lógicos y de enrutamiento IP [45]. Soporta también aplicaciones de 
QoS que ayudan a mejorar el acceso a los contenidos avanzados que se deseen enviar 
como IPTV, de esta manera, IEEE 802.1p proporciona priorización de tráfico y filtrado 
multicast dinámico (implementa QoS a nivel de MAC), 802.1q23 usa etiquetas VLAN para 
dar prioridad a los distintos tipos de tráfico con el fin de garantizar los niveles de QoS y 
802.1D que es el estándar de IEEE para puentes MAC (bridges MAC) conocida como 
Spannig Tree Protocol (STP) o árbol de expansión, que incluye puenteado (bridging, 
técnica de reenvío de paquetes que usan los conmutadores o switches); el STP, usado 
por los equipos comerciales, permite solamente una trayectoria activa a la vez entre dos 
dispositivos de la red (esto previene los bucles) pero mantiene los caminos redundantes 
como reserva, para activarlos en caso de que el camino inicial falle. 
 
 
6 Capa Física.- La función de la capa física es comunicar directamente con el medio de 
comunicación en este caso las redes de distribución de potencia eléctrica, donde la 
responsabilidad principal es enviar y recibir los datos, describiendo el modo que se 
codifican las señales del medio y las características de las interfaces de conexión al 
medio. 
 
 
La tecnología PLT utiliza infraestructura física de cobre ya instalada; los cables eléctricos, 
sin embargo, se tiene la limitante de que este medio no fue concebido para soporte de 
telecomunicaciones y es un medio muy ruidoso, por lo que se hace necesario el uso de 
equipos con altas velocidades de trabajo y eficiencia espectral para lograr transmisiones 
confiables. Por lo tanto se debe tener una capa física robusta debido a que esta 
específica la modulación, la codificación y el formato de los paquetes. La capa física es la 
encargada de definir las especificaciones eléctricas, mecánicas y funcionales para activar 
y mantener un enlace físico entre varias elementos. A este nivel, cualquier nodo debe ser 
capaz de enviar bits a otro nodo conectado a la red eléctrica. La capa física de PLT utiliza 
OFDM como técnica de modulación con un sistema de corrección de errores Forward 
                                            
21 IEEE 802.3u, agregado auto-negociación de velocidad. 
22  Las tramas IEEE 802.3 y Ethernet pueden coexistir en la misma red. 
23  Mecanismo que permita a múltiples redes compartir de forma transparente el mismo medio 
físico, sin problemas de interferencia entre ellas (Trunking). 
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Error Correction (FEC), estimación del canal y adaptación, para contrarrestar la 
desventaja del canal de comunicaciones y garantizar el envío de datos y contenido a 
través de la red eléctrica.  
 
 
5.1.1.2 Dispositivos para la Operación del Modelo de Transmisión de Video. Una vez 
definidas las características para la aplicación del modelo propuesto de transmisión de 
video IP sobre líneas de potencia eléctrica, se sabe que se dispone de una topología de 
red Mixta, entre bus y árbol, común de las edificaciones medias como el caso de las 
instalaciones de CITIC, además como escenario IPTV se tiene el de tipo de distribución 
de contenidos, donde: 
 
• 1.- Existe un servidor de contenidos y un servidor de streaming, que para esta 
implementación es el mismo. El cual es el encargado de transmitir los contenidos 
de audio y video, codificados, y convertidos a flujos de video IP, hacia la red. 
 
• 2.- Para la red de distribución se ha usado las líneas de potencia eléctrica, de las 
instalaciones de CITIC, y sus tomas corrientes que son los puntos de conexión 
para los Nodos de Red. 
 
• 3.- Los Nodos de Red se crean con la conexión de las interfaces para 
telecomunicaciones por líneas de potencia eléctrica (PLT), a las tomas corrientes 
en la red. 
 
• 4.- Las interfaces PLT, son dispositivos de interconexión de redes que operan en 
la capa 2 (nivel de enlace de datos) del modelo OSI. Estos interconectan dos 
segmentos de red, la Ethernet y la PLT, haciendo el pasaje de datos de una red 
hacia otra, con base en la dirección física de destino de cada paquete. 
 
• 5.- Equipos Usuario, son computadores cargados con el software de 
decodificación para los flujos de streaming enviados a través de la red. 
 
Figura 5-3. Escenario de Dispositivos para la Transmisión de Video 
 
 
 
La parte fundamental para la implementación de red total, es tener una buena 
configuración del servidor de contenidos/streaming, y el correcto despliegue de la red de 
 135 
 
telecomunicaciones sobre las líneas eléctricas mediante el uso de las interfaces PLT; los 
cuales trabajan usando el mismo protocolo de comunicación Ethernet así que cuando se 
detecte que un nodo de uno de los segmentos está intentando transmitir datos a un nodo 
del segmento PLT o viceversa, la interfaz copia la trama y lo pasa a la otra subred. Por 
utilizar este mecanismo de aprendizaje automático, las interfaces no necesitan 
configuración manual. 
 
 
Definidas las características principales para la implementación de la red de transmisión 
de video IP sobre líneas de potencia eléctrica, es necesario definir la infraestructura 
tecnológica adecuada para su implementación. 
 
 
Servidor de Contenidos y Video Streaming.- Con fines educativos y de investigación se 
utilizó un computador como servidor de contenidos y de video streaming que se encarga 
de la codificación, creación de flujos, empaquetado y difusión; el equipo posee las 
siguientes características: 
 
Figura 5-4. Solución de VideoLan de streaming [47] 
 
 
 
 
Hardware 
 
• Computador Pentium IV (puede ser superior). 
• Memoria RAM, dos (2) Gigas. 
• Disco Duro de 160 Gigas o superior. 
• Tarjeta de Red Ethernet 10/100 Mbits/s 
 
Software 
 
EL sistema operativo puede ser Windows, Linux, OS MAC, sin embargo por ser con fines 
educativos y de investigación se ha usado como sistemas operativos Windows XP (ID: 
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76460-641-0054131-23154) y Linux (Ubuntu24 o Centos) debido a su amplio manejo y uso 
en sistemas multimedia, además dentro de ellos se ha creado una carpeta que aloja los 
contenidos de video que se utilizan para las pruebas durante la implementación.  
 
 
Para el servidor de video streaming, en lugar de utilizar aplicaciones comerciales, el 
software VLC media player (inicialmente VideoLAN Client) fue escogido, dado su alto 
desempeño, estabilidad y considerando además sus innumerables características como 
servidor de medios. VLC es un reproductor multimedia del proyecto VideoLAN, basado en 
software libre  y distribuido bajo la licencia GPL25. Soporta muchos códecs de audio y 
video, así como diferentes tipos de archivos, además de DVD, VCD y varios protocolos 
streaming [47].  
 
 
Este software puede manejar la mayoría de codecs y formatos de video, ya que  utiliza la 
biblioteca códec libavcodec del proyecto FFmpeg para manejar los muchos formatos que 
soporta, emplea la biblioteca descifrado DVD libdvdcss para poder reproducir los DVD 
cifrados y soporta varios protocolos de streaming pudiendo ser utilizado como servidor de 
video unicast o multicast, en  una red IP, permitiendo enviar y recibir en protocolo IPv4 o 
IPv6, por lo cual nos permitirá en un futuro manejar la emisión de contenido video también 
en las redes IPv6 próximas a implementarse. Así por medio de esta aplicación se 
desarrolló la implementación, siendo posible diseñar una plataforma IPTV, económica. 
 
 
Equipos Usuario.- Se utilizó un computador portátil como usuario receptor de los 
contenidos de video streaming, se encarga de recibir los flujos, decodificarlos y mostrar el 
contenido video al usuario final. 
 
Hardware 
 
• Computador Intel Core 2 Duo, 1.83 GHz. 
• Memoria RAM de dos (2) Gigas. 
• Sistema Operativo de 32 bits 
• Tarjeta de Red Ethernet 10/100 Mbits/s 
 
Software 
 
EL sistema operativo usado con fines de investigación y académicos es Windows Vista 
(ID:89572-OEM-7332166-00021), configurado dentro de la Red LAN privada. Para el 
receptor de video streaming (como STB), se usó el software VLC media player, 
                                            
24 Ububtu es una distribución Linux basada en Debian GNU/Linux que proporciona un sistema 
operativo actualizado y estable, con un fuerte enfoque en la facilidad de uso y de instalación del 
sistema. Estadísticas web sugieren que el porcentaje de mercado de Ubuntu dentro de las 
distribuciones Linux es de aproximadamente 50% y con una tendencia a subir como servidor web. 
25 La Licencia Pública General de GNU o más conocida por su nombre en inglés GNU General 
Public License o simplemente sus siglas del inglés GNU GPL, es una licencia creada por la Free 
Software Foundation en 1989 (la primera versión), y está orientada principalmente a proteger la 
libre distribución, modificación y uso de software. 
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configurado para receptar contenidos de streaming sobre la red a la cual se está 
conectado.  
 
 
Este reproductor como  se había mencionado antes es uno de los más independientes y 
funciona como cliente para la recepción de los contenidos enviados por la red, en cuanto 
a plataformas se refiere, posee versiones para GNU/Linux, Microsoft Windows, Mac OS X, 
con lo que cualquier máquina que lo tenga instalado puede tornarse en un cliente para 
recepción de contenidos de video streaming.  
 
 
5.1.2 Realización de Pruebas Iniciales  
 
Muchas veces no importa cuán bien diseñada este una red o cuan rigurosos sean los 
controles de QoS, siempre hay la posibilidad de que errores se introduzcan en la 
secuencia de video. Para envíos de flujos unicast realmente no es un problema, ya que 
los set top boxes (STB) pueden simplemente solicitar al servidor reenvió de paquetes 
dañados, se retrocede hasta un punto malo del video y se vuelve a ver. Sin embargo con 
los flujos multicast es más importante asegurar que la red este apta hasta el cliente ya 
que en este caso no se puede solicitar el reenvió de paquetes pues estos llegarían a 
destiempo y no aportarían mayormente debido a que son contenidos de video en tiempo 
real, de ahí la importancia de realizar pruebas sobre la red PLT de CITIC si se desea usar 
las redes eléctricas para llegar al usuario final dentro de casas y oficinas.  
 
 
El número actual de flujos de video, “canales”, enviados a través de las redes 
generalmente no es mayor a cuatro [49], la razón es el ancho de banda disponible. Sin 
embargo el envío simultáneo de canales es necesario en IPTV para poder recrear una 
experiencia similar al TV por cable o satélite, por lo tanto realizar el estreaming de varios 
canales simultáneos sobre la red PLT implementada es fundamental para el análisis. 
 
 
5.1.2.1 Herramientas para Obtención y Procesamiento de las Mediciones. Para la 
obtención, proceso, presentación y evaluación de los datos y resultados se utilizaron 
herramientas tanto de Hardware como de Software. 
 
Utilización del Hardware 
 
• Las Interfaces PLT.- Utilizados para la caracterización de la red de distribución de 
energía eléctrica como red de datos, además usados como módems y elementos 
de medición del medio PLT, HomePlug AV. 
 
• Computadores.- Usados como usuarios conectados a través de los dispositivos 
PLT para realizar las pruebas y mediciones, además del uso de uno de ellos como 
Servidor de Video para las pruebas de transmisión de Video Digital y los otros 
como receptores de video (STB). 
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Utilización del Software 
 
• La hoja de Datos de EXCEL de Microsoft, donde ingresaron los datos obtenidos de 
las mediciones, para proceder a realizar gráficas que permitan visualizar, analizar 
y comparar resultados. 
 
• VLC Media Player, el reproductor de medios VLC es un reproductor, codificador y 
emisor de medios libre que puede leer archivos de video, DVDs, CDs, emisiones 
de red, tarjetas capturadoras, etc. Esta herramienta sirve para simular emisiones 
unicast o multicast de video y audio. Se puede descargar de: 
http://www.videolan.org/vlc/. 
 
• Ethereal (Wireshark), Para poder capturar las secuencias de señalización de los 
protocolos  IP se optó por utilizar la herramienta de captura de tráfico llamada 
Ethereal, aplicación de código abierto ampliamente utilizada en el mundo de las 
redes para realizar tareas de depuración y resolución de problemas, software y 
educación. Ethereal permite realizar capturas del tráfico UDP-IP de IPTV. 
http://www.wireshark.org/download.html. 
 
• Clear Sight Analyzer 7.0.7, es una herramienta propietaria de monitoreo y solución 
de problemas que muestra toda la actividad de la red vía su interfaz intuitiva, 
ofrece soporte IPTV, y una solución de analizador triple play. 
 
Figura 5-5. Pantalla IQ Streamer 
 
 
 
5.1.2.2 Pruebas de Transmisión de Video Ideales. La realización de las pruebas con el 
streaming de vídeo puede llegar a ser muy reveladora para observar ciertos parámetros 
presentes durante su transmisión. Es por esta razón que antes de realizar las pruebas 
sobre la red PLT implementada usando el Servidor de Video VLC configurado para 
transmitir flujos de video multicast, se usó también una herramienta para simular flujos 
variables de streaming de Video, donde se puede simular ráfagas de envíos y pérdidas de 
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paquetes, el software IQ Streamer un software propietario desarrollado por Ineo Quest 
Technologies, que es usado solo con fines de investigación para simular flujos teóricos de 
video, comparar e identificar posibles problemas que puedan darse en el flujos con el 
servidor VLC implementado, teniendo las simulaciones como base para ello. 
 
 
Como se ve en la figura 5-5, hay varias opciones que pueden ser configuradas para 
distintos tipos de flujos de video a ser transmitidos. Entre las principales se puede 
modificar la tasa de bits, la cual influye en calidad de la señal percibida, el modo de 
transmisión ya sea normal o por ráfagas, así como jitter y el más importante una vez el 
flujo este siendo transmitido, la opción de perder paquetes, donde hasta la pérdida de un 
paquete produce en efecto sobre  el video enviado. 
 
Figura 5-6. Ejemplo de flujos simulados 
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En la figura 5-6, se observa la comparación entre un flujo a una Tasa de Bits Constante 
(CBR), que para esta simulación se denominó flujo normal (A) y el mismo flujo 
influenciado por la pérdida de paquetes (B, C, D, E, F). 
 
La influencia de la pérdida de paquetes modifica la tasa de bits del flujo transmitido, 
disminuyéndola, así como produce pérdida de calidad en los flujos de video IPTV, siendo 
más afectado el video que el audio; sin embargo si la cantidad de paquetes perdidos es 
constante durante la transmisión del flujo de IPTV, el video y el audio se perderán. 
 
 
5.1.2.3 Pruebas de Transmisión de Video sobre red PLT implementada.  Una vez 
conocidos la forma de la tasa de Bits Constante que debe tener un flujo de video digital 
IPTV, se continuó con las pruebas de streaming sobre la red PLT usando el servidor VLC 
Media Player 1.0.1, el cual debe transmitir flujos similares al flujo normal simulado, 
denominado flujo A en la figura 5-6; el software VLC Media Player se usó tanto como 
servidor de streaming (PC SERVER) como cliente STB (PC CLIENTE) de los contenidos 
de video enviados a través de la red PLT implementada. Además VLC permite transmitir 
múltiples flujos de video al mismo tiempo si se lo requiere tanto en definición estándar 
como en alta definición para realizar las pruebas, con esto se pudo simular un servicio 
IPTV lo más cercano posible a la realidad [47]. 
 
 
Procedimiento 
 
 
I. Seleccionar los Nodos PLT que se van a utilizar, y comprobar que los 
computadores PCServer y PCCliente estén conectados a los módems PLT en los nodos. 
 
II. Comprobar que los contenidos de video estén cargados en el computador que 
hará las veces de Servidor de Video (PCServer). 
 
Figura 5-7. Reproductor VLC 
 
 
III. Iniciar el cliente VLC primero en el PCCliente. 
 
• Doble Click en el Ejecutable del Programa VLC y se abrirá la ventana. 
 
• Ir a “Medio” en el Menú, y seleccionar “Abrir Volcado de Red”. 
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• Seleccionar como Protocolo “UDP”, la dirección multicast y el puerto por el cual el 
flujo multicast de video está siendo Transmitido. 
 
• Presionar “Reproducir” para terminar y el computador receptor está listo y 
esperando recibir el streaming de video digital IPTV 
 
IV. Iniciar el VLC Server en el PC Server.  
 
• Doble Click en el Ejecutable del Programa VLC y se abrirá la ventana. 
 
• Ir a “View” en el Menú, y seleccionar “Playlist” y activar el modo “loop”, para que 
los videos se repitan como una emisión constante. 
 
• Ir a “Medio” en el Menú, y seleccionar “Emisión”. 
 
• Elegir la fuente de los archivos a emitir en nuestro caso “Disco” para elegir los 
archivos de video previamente cargados en el PCSever. 
 
• En la sección de “Destinos” o “Métodos de Salida”, se elige si se desea UDP, RPT, 
HTTP, etc, en este caso UDP. 
 
• Se Introduce la dirección IP multicast que se va a usar, Ejem: 224.0.2.1; y la el 
puerto por el cual se transmitirá Ejem: 1234 y se presiona “OK”. 
 
• En las “Opciones de transcodificación” o “Método de Encapsulamiento”, se elige si 
se desea MPEG TS, MPEG PS, MP4/MOV, RAW, AVI, etc; para esta aplicación se 
uso MPEG TS. 
 
• Finalmente, se da Click en “Emisión” para empezar la transmisión del flujo 
multicast de video IPTV. 
 
V. El video IP se está transmitiendo por la Red y debe ser receptado por el PC 
Cliente y aparecer en su pantalla de reproducción. 
VI. Con los resultados realice el registro de los datos en una tabla y grafique, se 
realiza el mismo procedimiento con todos los nodos que se desean analizar durante un 
periodo de tiempo. 
 
 
Para cerciorarse que el envío del flujo IPTV se está realizando correctamente, durante el 
envío de un flujo de video se ejecuta el software analizador de paquetes Wireshark y se 
capturan los paquetes del flujo para verificar que se esté enviando según los parámetros 
deseados. 
 
 
Como se puede apreciar en la figura 5-8, se está realizando correctamente el envío de 
video hacia la dirección IP Multicast 224.0.2.1 por el puerto 1234. Se puede observar 
también que se está enviando encapsulado en MPEG-TS (paquetes de 188 bytes) 
directamente sobre UDP, de ahí los 7 paquetes encapsulados que se pueden apreciar en 
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la carga del paquete UDP y junto con la cabecera Ethernet se crea la longitud del flujo de 
1358 bytes, TS/UDP/IP/Ethernet => 1316+8+20+14 = 1358 bytes, confirmando el 
datagrama de video IP esperado. 
 
Figura 5-8. Captura con Wireshark del Tráfico IPTV generado  
 
 
 
La calidad de la transmisión se observa al recibir el video en la PC Cliente mientras el flujo 
de video IP se transmite para las pruebas de streaming de video IPTV. Cabe recalcar que 
la calidad recibida en si es lo más importante si se pretende dar servicios iguales o 
superiores a los existentes.  
 
 
Para el proceso de pruebas es fundamental ver el video en el PC Server, así como en el 
nodo PLT más cercano al Servidor, esto brinda un punto de comparación visual que sirve 
como referente, debido a que posiblemente mientras el flujo viaje por la red PLT 
implementada, en los nodos escogidos para las pruebas se puede observar una 
disminución de la calidad del flujo de video transmitido, pudiendo percibirla como que 
estos flujos recibidos no se ven “Bien”, o han sido corrompidos de alguna forma. Para las 
pruebas desarrolladas se usaron cuatro videos: 
 
Tabla 5-2. Videos Usados en Pruebas 
 
Archivo Definición Tamaño Contenedor Resolución Fotograma 
TheTwilightNew M SD 9,94 MB MPG 400x166 30 
Smallville (smv815) SD 72.5MB FLV 424x240 30 
TheDarkKnightHD HD 37,7MB AVC1 1280x544 30 
MessiHD HD 20.4MB AVC1 1280x720 30 
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Los vídeos de tipo definición estándar (SD) son archivos de vídeo de contenidos propios 
de canales de televisión, como un tráiler y una serie de televisión para transmitir y llegar a 
un gran público, además las secuencias de vídeos no cambian tan rápido, mientras para 
las pruebas de alta definición (HD) se ha elegido el tráiler de una película de acción como 
Batman - The Dark Night debido a la velocidad de las secuencias de acción y la calidad 
de imagen que presenta esta película, también se uso un video de un gol hecho por Messi 
en un juego de fútbol en la Champions League en donde la calidad de la imagen debe ser 
la mejor, ya que se tiene un cambio continuo de secuencias y acción constante. 
 
 
En la figura  5-9 se puede apreciar la comparación entre el mismo flujo de video en 
definición estándar (SD), enviado con MPEG-2 y con MPEG-4, así como a diferente CBR, 
observando similitud entre los flujos, solo diferenciándose en un CBR ligeramente más 
estable para el flujo tipo B en MPEG-4 que en el tipo B de MPEG-2, lo cual es importante 
a la hora de mantener una mejor imagen, por lo tanto el envío de flujos a una tasa de bits 
de 4 Mbps es adecuado para garantizar un buen flujo de video en ambos tipos. 
 
 
Mientras en la figura 5-10 se observa la comparación entre un flujo de video en alta 
definición (HD), enviado con MPEG-2 y con MPEG-4, así como a diferente tasa de bits. 
En los flujos, aunque con un tasa de bits ligeramente más estable para MPEG-4 que en 
los de tipo MPEG-2, se observa que existe similitud entre ellos y permiten un flujo de 
video de buena calidad para tasas de bits de 9 Mbps para MPEG-2, así como entre 8 y 9 
Mbps para MPEG-4. 
 
 
Figura 5-9. Comparación de Flujos SD MPEG-2 Vs MPEG-4 
 
Flujo SD Mpeg-2 
 
  
 A) Flujo con CBR: 1 Mbps 
 B) Flujo con CBR: 2 Mbps 
 C) Flujo con CBR: 3 Mbps 
 D) Flujo con CBR: 4 Mbps 
Flujo SD Mpeg-4 
 
 
 A) Flujo con CBR: 1 Mbps 
 B) Flujo con CBR: 2 Mbps 
 C) Flujo con CBR: 3 Mbps 
 D) Flujo con CBR: 4 Mbps 
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Figura 5-10. Comparación de Flujos HD  MPEG-2 Vs MPEG-4 
 
Flujo HD Mpeg-2 
 
  
 A) Flujo con CBR: 6 Mbps 
 B) Flujo con CBR: 7 Mbps 
 C) Flujo con CBR: 8 Mbps 
 D) Flujo con CBR: 9 Mbps 
Flujo HD Mpeg-4 
 
 
 A) Flujo con CBR: 6 Mbps 
 B) Flujo con CBR: 7 Mbps 
 C) Flujo con CBR: 8 Mbps 
 D) Flujo con CBR: 9 Mbps 
 
 
Por facilidad ahorrando tiempo de configuración y para una mejor ejecución de las 
pruebas con múltiples flujos se utilizó un software también instalado en el servidor de 
video, basado en VLC Media Player, modificado en su código por la Empresa de 
Telecomunicaciones de Cuba - ETECSA para presentar una mejor interfaz, proporcionado 
con fines académicos de investigación, para poder realizar un envió ágil de varios canales 
multicast a la vez, sin tener que realizar todo el proceso de configuración ventana por 
ventana, sino todo en una sola ventana, que consta de: 
 
• Dirección de Destino Multicast, Ejem: 224.0.2.1 
• Puerto de Salida, Ejem: 1234 
• Codec de video y Tasa en Kbps 
• Codec de audio y Tasa en Kbps 
• El Canal, nombre y número 
• Elección del contenido del canal desde el disco del Servidor 
• La opción de vista de la transmisión 
• La opción de activación de la emisión broadcast 
• El botón de “Casada de Transmisión”, usado  para aumentar un flujo de video a 
transmitirse, el cual modificará la dirección destino y el puerto, creando un nuevo 
canal con el contenido elegido. 
 
 
De esta manera se pueden crear varios “canales” de flujo de video IPTV, usando MPEG 
TS, por UDP a IP y transmitirlos a través de una red IP, en este caso la red PLT, mucho 
más rápido, pudiendo ser visualizada en el PC Cliente usando el software VLC 
configurado para receptar flujos en la dirección y puerto deseado, si se desea ver todos, 
se abren varias ventanas VLC Media Player configuradas en las distintas direcciones 
multicast usadas, como consta en el punto III del procedimiento para pruebas de 
transmisión.  
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Figura 5-11. Reproductor VLC modificado 
 
 
Fuente: Empresa de Telecomunicaciones de Cuba - Etecsa 
 
Sin embargo para una mejor solución a la visualización y más rápida, ETECSA también 
ha diseñado un complemento “IPTV STB”, para la recepción de los canales, que funciona 
a manera de interfaz de acceso a los canales emitidos desde su software o VLC, siempre 
y cuando el programa VLC Media Player este instalado, ya que usa este para abrir 
ventanas por cada flujo que esté configurado según sus canales, sencillo de usar tan solo 
subiendo o bajando el número de canal y activando el Broadcast TV. 
 
Figura 5-12. Reproductor Software IPTV STB VLC 
 
 
 
 
 
 
 
 146 
 
5.1.3 Realización de las Pruebas del Sistema de Transmisión de 
video Digital IPTV sobre la red implementada en CITIC  
 
El objetivo principal es implementar la plataforma IPTV con su cadena de transmisión 
dentro de la red PLT interna (in home): servidor de contenidos, red de distribución (red 
PLT interna de CITIC) y receptor en usuario final, y analizar la calidad obtenida. 
 
 
5.1.3.1 Análisis de la Calidad de la Transmisión de Video Digital (IPTV) a través de la 
Red PLT Inhome. Según lo expuesto anteriormente, para observar la calidad de cada 
flujo de video IPTV se decidió enviar primero los flujos de video digital sobre la red PLT, 
uno a uno por los nodos PLT escogidos para el análisis en las pruebas de la red 
implementada, usando las siguientes características de transmisión: 
 
Tabla 5-3. Características Usadas en Pruebas 
 
Video Almacenamiento Transmisión Transporte Difusión CBR 
SD MPEG2 MPEG TS UDP Multicast 4Mbps 
HD MPEG2 MPEG TS UDP Multicast 9Mbps 
 
La totalidad de las Pruebas se realizaron usando MPEG-2 debido a que el uso de MPEG4 
no representa mayor ventaja para el desarrollo en la mayoría de los casos a la hora de 
obtener una mejor y más estable Tasa de Bits desde el servidor. Sin embargo se uso un 
CBR adecuado para simular como si fueran canales dentro del rango de tasas de bits 
tanto para MPEG-2 como en el caso de uso de MPEG-4. 
 
 
De Igual manera para simular el ambiente de IPTV en un hogar u oficina se realizaron las 
transmisiones de varios canales a la vez, para el caso se transmitió: 
 
• Caso 1: dos canales SD y un canal HD (usando 17 Mbps en total) 
• Caso 2: Tres canales SD (usando 12 Mbps en total) 
• Caso 3. Tres canales SD (usando 6 Mbps en total) 
 
Esto con el fin de analizar si la tasa de bits producida puede ser manejada por la red PLT 
implementada y que calidad de video se obtendrá para cada uno de los flujos multicast 
enviados a través de la red PLT. 
 
Resultados  
 
Una vez seguido el procedimiento para la transmisión de video digital IPTV en los nodos 
elegidos, con un canal SD, con un canal HD y finalmente varios canales SD - HD, se 
procede a exponer las gráficas de resultados comparativos de la transmisión de video 
IPTV a través de la red PLT, percibiendo la calidad visualmente y la tasa de bits constante 
con la que se envían, es decir de manera objetiva. 
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Windows: SD New Moon 
 
Figura 5-13  Flujo IPTV en Windows SD New Moon 
 
Nodo CBR Imagen 
P1F1-2 
  
P2F1-7 
  
P3F1-7 
  
P3F1-7M 
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Windows: SD Smallville 
 
 
Figura 5-14 Flujo IPTV en Windows SD Smallville 
 
Nodo CBR Imagen 
P1F1-2 
  
P2F1-7 
  
P3F1-7 
  
P3F1-7M 
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Windows: HD The Dark Night 
 
Figura 5-15. Flujo IPTV en Windows HD The Dark Night 
 
Nodo CBR Imagen 
P1F1-2 
  
P2F1-7 
  
P3F1-7 
  
P3F1-7M 
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Windows: HD Messi 
 
 
Figura 5-16. Flujo IPTV en Windows HD Gol de Messi 
 
Nodo CBR Imagen 
P1F1-2 
  
P2F1-7 
  
P3F1-7 
  
P3F1-7M 
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Linux: SD New Moon 
 
Figura 5-17. Flujo IPTV en Linux SD New Moon 
 
Nodo CBR Imagen 
P1F1-2 
  
P2F1-7 
  
P3F1-7 
  
P3F1-7M 
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Linux: SD Smallville 
 
 
Figura 5-18. Flujo IPTV en Linux SD Smallville 
 
Nodo CBR Imagen 
P1F1-2 
  
P2F1-7 
  
P3F1-7 
  
P3F1-7M 
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Linux: HD The Dark Night 
 
Figura 5-19 Flujo IPTV en Linux HD The Dark Night 
 
Nodo CBR Imagen 
P1F1-2 
  
P2F1-7 
  
P3F1-7 
  
P3F1-7M 
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Linux: HD Messi 
 
 
Figura 5-20 Flujo IPTV en Linux HD Gol de Messi 
 
Nodo CBR Imagen 
P1F1-2 
  
P2F1-7 
  
P3F1-7 
  
P3F1-7M 
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Las pruebas en el P1F1-2 tanto en Windows como Linux, revelan que las imágenes 
recibidas en este nodo poseen una excelente calidad tanto para flujos de video en 
definición estándar como en alta definición, a demás que la tasa de bits de transmisión es 
constante sin presentar caídas de velocidad por errores o interferencias que pueda 
encontrar el flujo o puedan producirse durante la transmisión; es necesario considerar que 
esto se debe a la cercanía entre el Nodo P1F1-2 y el punto de inyección de la señal, que 
además posee una relación señal a ruido bastante buena, que es un factor común en la 
primera planta por la cercanía de los nodos al punto de inyección dentro de la red PLT. 
 
 
En el nodo P2F1-7 ubicado en la planta 2, se puede observar que la calidad de la imagen 
del video en definición estándar es muy buena, ya que la tasa de bits sigue siendo 
constante para los flujos, sin embargo para la transmisión de flujos de video en alta 
definición se evidencia que empiezan a existir mínimas y pequeñas perdidas de paquetes, 
que redunda en la disminución en la calidad del video debido a pixelaciones en la imagen,  
también es notable que la tasa de bits deja de ser constante presentando caídas mínimas  
y variaciones, sin embargo la imagen sigue siendo buena. Esto tiene relación con el 
aumento de la atenuación esperada para esta planta en la red PLT y la disminución en la 
relación señal ruido debido al paso de la señal por la caja de switches (breakers) ubicada 
en este piso.  
 
 
En el nodo P3F1-7 la calidad de la imagen en formato estándar se mantiene como buena, 
no presenta pérdidas de paquetes o disminución de la tasa de bits, cosa que no ocurre 
con la transmisión de vídeos en alta definición que poseen gran cantidad de paquetes 
perdidos, la tasa de bits disminuye, y así mismo la calidad de la imagen recibida es peor 
que en el nodo anterior, encontrando mayores áreas pixeladas, saltos e interferencias con 
el audio. Haciendo relación al análisis de la red PLT, la disminución de la calidad de flujos 
HD se debe a que la relación señal a ruido entre los equipos sigue disminuyendo, debido 
al aumento de la atenuación o pérdida de paquetes debido a discontinuidades en el canal, 
que da como resultado una baja en la velocidad de conexión y el ancho de banda, lo que 
influye en el envío del flujo HD que es más sensible a estos factores que el flujo de video 
SD, que aún se mantiene satisfactorio. 
 
 
El  nodo P3F1-7M que con fines de investigación está conectado a través de una 
extensión eléctrica con multitoma confirma que el uso de extensiones o multitomas 
disminuye la velocidad de transmisión de la información introduciendo en la red PLT 
mayor cantidad de atenuación y disminuyendo la relación señal ruido, esto afecta la señal 
de video en calidad estándar y en alta definición, por la alta atenuación y por lo tanto la 
gran caída de paquetes, así como una disminución considerable de la tasa de bits, 
mostrando una imagen muy deteriorada con saltos de secuencias, pixelación, perdida de 
visualización total, y pérdida del audio casi permanente. 
 
 
Finalmente se realizaron más pruebas utilizando el procedimiento descrito en 5.1.2.3, 
emitiendo más de un flujo a la vez, con el fin de recrear un ambiente similar al manejo real 
de la distribución de televisión pagada, se ha probado simular el ambiente de IPTV en un 
hogar u oficina recibiendo más de un canal a la vez por la misma red PLT. Donde se 
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obtuvieron resultados importantes a la hora de utilizar la red de distribución de energía 
eléctrica como una red IP para la distribución del servicio de IPTV. 
 
Tabla 5-4 Pruebas con Varios canales Simultáneos 
 
Caso Canales Tasa de Bits Comentarios Calidad 
 
1 
 
2 Canales SD 
1 Canal HD 
 
2 x 4 Mbps  
9 Mbps 
P1F1-2: 2 SD Excelente, HD Buena 
P2F1-7: 2 SD Buena, HD Regular  
P3F1-7: 2 SD Regular, HD Mala 
P3F1-7M: 2 SD Mala, HD Mala 
 
2 
 
3 Canales SD 
 
3 x 4 Mbps 
P1F1-2:  3 SD Excelente 
P2F1-7: 3 SD Buena - Regular 
P3F1-7: 3 Regular - Mala 
P3F1-7M: 3 Mala 
 
3 
 
3 Canales SD 
 
3 x 2 Mbps 
P1F1-2:  3 SD Excelente 
P2F1-7: 3 SD Buena 
P3F1-7: 3 SD Buena - Regular 
P3F1-7M: 3 SD Mala 
 
Con los resultados de las pruebas antes descritas, midiendo de manera subjetiva el grado 
de calidad del video digital, se puede concluir que los canales en alta definición son más 
afectados que los canales de calidad estándar al ser transmitidos por la red IP – PLT, 
debido a la pérdida constante de paquetes y la disminución de la tasa de bits o CBR, 
donde apenas puede llegar un servicio simultáneo de 1 canal HD y 2 SD regularmente 
hasta la segunda planta; para un cubrimiento mejor en la edificación usada como 
laboratorio se debe usar solo canales en definición estándar, además usar un CBR menor 
al planteado inicialmente (4 Mbps por canal SD), entre más bajas sean las tasas de bits 
constantes al ser transmitido el flujo de video digital, mayor cubrimiento se logrará. Si se 
asigna una valoración basada en una puntuación media de opinión (MOS), según la QoE 
percibida, usando valores numéricos entre 1 y 5 para determinar la experiencia visual 
obtenida, donde 1 es la peor calidad catalogada como pésima, 2 Mala, 3 Regular, 4 
Buena y 5 Excelente26, se obtienen la siguiente tabla como resultado: 
 
Tabla 5-5 Comparación entre resultados MOS 
 
Nodo 1 SD 1HD 2SD+1HD 3SD 
P1F1-2 5 5 5-4 5 
P2F1-7 5 4-3 3 4 
P3F1-7 4 2 2 4-3 
P3F1-7M 2 1 1 2 
**1: Excelente, 2:Bueno, 3:Regular, 4:Malo, 5:Pésimo 
5.1.4  
5.1.3.2 Análisis por Software de la calidad de la Transmisión de Video Digital IPTV.  
Una vez realizadas las pruebas de transmisión de flujos de video multicast para asemejar 
servicios IPTV, haber hecho un análisis general usando una medida subjetiva del grado 
de calidad del video digital de manera visual, es decir basada en una valoración media de 
opinión según la calidad de las imágenes vistas y asignándoles un valor de 1 a 5 y, con 
                                            
26 Valores MOS usados para medir niveles de calidad IPTV 
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base en la calidad de la imagen percibida y la tasa de bits constante que deben mantener 
los flujos de video IPTV.  
 
 
Es necesario tener una medida objetiva, bajo esta premisa se utilizó una herramienta de 
medición por software para el análisis de calidad de los flujos de video IPTV en tiempo 
real mientras fueron transmitidos. Con fines educativos y de investigación se empleó 
debido a su disponibilidad un software propietario en su versión demo, Clear Sight 
Analyzer 7.0.7, que entre sus opciones posee el análisis de servicio IPTV, donde provee 
reportes de: Una visión general de la calidad de video, con estadísticas del tráfico, número 
de flujos de video, valores promedio de MDI:DF, MDI:MLR, VQ Factor (medidor 
propietario que estima subjetivamente la experiencia de calidad de video en una escala de 
1 a 5) e Índice de Calidad; además un reporte de la Distribución de la Calidad de Video, el 
cual muestra en una imagen el nivel de calidad de entre 5 posibles valores en el que se 
encuentra el flujo IPTV analizado subjetivamente.  
 
 
Con el uso de este software se pudo realizar un mejor análisis de la calidad de la imagen 
basada en el índice de entrega Media - MDI (RFC 444527), que es un mecanismo de 
puntuación que combina el jitter y la pérdida de paquetes (packet loss), para determinar la 
habilidad de una red para transportar video con alta calidad, sin tomar en consideración el 
método de codificación. El MDI puede ser usado como una herramienta de diagnóstico o 
como indicador de calidad para el monitoreo de la red que intente entregar aplicaciones 
de streaming de video sensibles al tiempo de llegada y pérdida de paquetes. El MDI se 
expresa típicamente como dos números: el factor de retardo (delay factor - DF) y la tasa 
media de pérdidas (media loss rate - MLR). Estos se utilizan como predictores de la 
calidad de servicio. Donde DF es un valor de tiempo que indica cuantos milisegundos de 
información los buffers deben ser capaces de contener para eliminar las distorsiones de 
tiempo; mientras el MLR es el número de promedio de pérdida de paquetes en un cierto 
intervalo de tiempo, típicamente un segundo [53][54][55]. 
 
Procedimiento 
 
I. Seleccionar los Nodos PLT que se van a utilizar, y comprobar que los 
computadores PCServer y PCCliente estén conectados a los módems PLT en los nodos. 
II. Comprobar que los contenidos de video estén cargados en el computador que 
hará las veces de Servidor de Video (PCServer). 
III. Preparar el Video Server y el receptor STB en el cliente según los pasos descritos 
anteriormente. 
IV. Iniciar el software ClearSight Networks. 
 
• Dar doble Click en el Ejecutable del Programa y se abrirá la ventana. 
• Si es la primera vez en iniciar, seleccionar el puerto a analizar en nuestro caso el 
puerto RJ45, la tarjeta 10/100 LAN. 
• En la barra de iconos, ir a “Capture”, en la sub barra, “Settings” y ajustar el tamaño 
de buffer de guardado para el análisis de la información.  
                                            
27  Estándar RFC 4445 definido para uso de MDI, respaldado por la alianza de calidad de 
video IP (IPVQA) 
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• En la pestaña Monitor, seleccionar “Reset All”, para tener solo datos nuevos. 
 
Figura 5-21. ClearSight Networks Analyzer 
 
 
 
 
V. Para iniciar la captura, ir al menú principal, “Capture”, y elegir “Start”, o su vez en 
la barra de iconos, dar “PLAY” al start.  
 
• En la sub barra de iconos, se verá las estadísticas de la captura, así como el 
tamaño del buffer usado y la cantidad de frames. 
• Una vez se termine el buffer parará o bien uno puede detener con “stop”. 
 
VI. Para la visualización de los datos obtenidos elija “View” en la barra de iconos. 
 
Figura 5-22. Ventana Obtenida con opción View 
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Figura 5-23. Ventana Obtenida con opción View para guardar Archivo 
 
 
 
VII. En la ventana de visualización se puede ver el tipo aplicación, por defecto muestra 
en resúmen “Summary”, Si se desea ver en Detalle se elige “Detail”. 
 
VIII. Para visualizar los reportes de la Aplicación se selecciona “Reports”, y se muestra 
un resumen completo y con gráficas de los resultados.  
 
IX. Finalmente se puede grabar para un análisis posterior offline, menú principal, 
“File”, “Save As”. 
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Resultados  
 
 
Una vez seguido el procedimiento para las pruebas con el software analizador, de los 
resultados de las pruebas se obtuvieron los valores de MDI para cada nodo analizado, así 
como los datos para realizar gráficos radiales comparativos de la calidad de video en cada 
nodo, donde se tiene una escala de 1 a 5, siendo 5 una calidad excelente y 1 Pésima 
calidad [2][51][55]. 
 
 
SD New Moon 
 
Figura 5-24 SD New Moon 
 
 
 
 
En la figura 5-24 se encuentran representados los valores dados por análisis de Software 
para cada uno de los nodos analizados en las diferentes plantas, observando que un 
canal SD a 4 Mbps, puede ser transmitido con menores problemas, excelente calidad y 
mayor distancia debido a su bajo CBR, cubriendo las tres plantas, mostrando caídas en la 
de calidad del video solo cuando los flujos viajan a través de una extensión multitoma. 
 
Tabla 5-6. Valores Canal SD New Moon 
 
Nodo MDI (DF:LMR) 
P1F1-2 4,389:0,000000 
P2F1-7 8,195:0,000000 
P3F1-7 17,524:0,000000 
P3F1-7M 130,453:111,024088 
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Los valores de las gráficas quedan corroborados con los valores MDI obtenidos por 
software que reflejan lo observado en la figura 5-24. 
 
SD Smallville 
 
Figura 5-25 SD Smallville 
 
  
 
 
Tabla 5-7. Valores Canal Smallville 
 
Nodo MDI (DF:LMR) 
P1F1-2 3,950:0,000000 
P2F1-7 6,354:0,000000 
P3F1-7 8,389:0,000000 
P3F1-7M 145,821:204,353961 
 
Los resultados de la segunda prueba con un canal estándar ratifican que efectivamente el 
cubrimiento se logra en las tres plantas, de manera similar los valores de MDI corroboran 
los resultados gráficos, y se puede extraer de sus valores que efectivamente la red influye 
en el factor de retardo (DF) el mismo que aumenta con la distancia, mientras se mantiene 
la tasa media de pérdidas. 
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HD Batman 
 
Figura 5-26 HD The Dark Night 
 
 
 
Tabla 5-8. Valores Canal Dark Night 
 
Nodo MDI (DF:LMR) 
P1F1-2 14,208:0,000000 
P2F1-7 36,319:188,657142 
P3F1-7 31,473:199,133143 
P3F1-7M 165,256:223,030455 
 
 
Los canales HD enviados a 9 Mbps poseen un mayor CBR debido a la calidad que deben 
reproducir, se comportan de manera diferente en la red PLT presentando mayores 
pérdidas, siendo mayormente afectados. De la figura 5-26 que expresa los resultados, se 
puede observar que a penas la primera planta es cubierta con buena calidad, llegando a 
ser de regular a malo para el resto de las plantas. De igual manera los valores de MDI 
muestran que el factor de retardo ha aumentado notablemente, y que los valores de la 
tasa media de pérdidas se disparan a partir de la segunda planta. 
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HD Messi 
 
Figura 5-27 HD Messi 
 
 
 
 
Tabla 5-9. Valores Canal HD Messi 
 
Nodo MDI (DF:LMR) 
P1F1-2 55,379:0,000000 
P2F1-7 36,259:89,812253 
P3F1-7 20,899:145,657541 
P3F1-7M 214,687:223,9592 
 
Para la segunda prueba con otro canal HD se observa que el patrón se repite teniendo 
nuevamente un cubrimiento con una señal de video digital IPTV muy baja para la mayoría 
de la edificación, teniendo solo en la planta 1, buena calidad. 
 
 
Para poder realizar un mejor análisis de la factibilidad del envío de canales IPTV de mejor 
manera, usando el software analizador IPTV, se verificó además la calidad del envió de 
más canales simultáneamente, como se realizó con las pruebas de tipo subjetivo. 
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1 canal HD y 2 SD 
 
Figura 5-28. Canales 1HD y 2SD 
 
 
 
 
 
Tabla 5-10. Valores Canales 1HD y 2SD 
 
Nodo MDI (DF:LMR) 
P1F1-2 37,102:1,8001090 
P2F1-7 310,389:122,823580 
P3F1-7 31,175:145, 153541 
P3F1-7M 214,051:148,164484 
 
Los resultados de las pruebas de transmisión de dos canales en definición estándar y un 
canal en alta definición, permiten observar que el envió de ellos se lo puede realizar a 
cortas distancias, apenas se obtuvo buena calidad en la planta 1, sin ser posible tener una 
buena calidad de video para las otras plantas, debido a los altos valores de MDI, como los 
ya encontrados en las pruebas anteriores con canales de alta definición, por lo cual se 
puede concluir que el envió de múltiples canales SD y un HD a través de redes PLT no es 
confiable a mayores distancias que unos 15-20m de la fuente, debido a que los flujos de 
video HD pueden afectar o interferir con los flujos de canales con calidad estándar que 
sean transmitidos a la vez por el canal PLT. 
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3 Canales SD 
 
Figura 5-29. 3SD Canales  
 
 
 
Tabla 5-11. Valores Canales 2SD 
 
Nodo MDI (DF:LMR) 
P1F1-2 20,472:0,012966 
P2F1-7 99,870:18,592477 
P3F1-7 121,841:95,137426 
P3F1-7M 213,853:135,145428 
 
De los resultados obtenidos del análisis del envió de tres canales en definición estándar a 
4 Mbps, que en total sumaban 12 Mbps por el canal PLT, se pudo evidenciar una calidad 
más degrada que con el envío de un canal HD a 9 Mbps, por lo que el cubrimiento en la 
planta 1 fue apenas medio y malo en el resto, razón por la cual se planteó y se realizó un 
nuevo envío simultáneo con canales SD a 2 Mbps que sumados ocuparon 6 Mbps en el 
canal PLT, de donde se observó que al tener menor CBR estos pueden ser transmitidos a 
mayores distancias a través de la red PLT manteniendo una buena calidad. Si bien se 
presenta una degradación de la calidad en comparación con el envío de un solo canal SD, 
como lo confirman los valores de MDI, esta se presenta en menor proporción que en el 
caso con canales en alta definición, por lo cual se puede definir que existe viabilidad para 
el envió de varios canales de video digital IPTV SD y que su fiabilidad aumenta entre 
menor sea el CBR de cada flujo, pero sin llegar al límite donde se pueda perder mucha 
calidad.  
 
 
Una síntesis de los resultados obtenidos mediante el software analizador IPTV de los 
diferentes valores de MDI para cada nodo, y graficados con su algoritmo propietario, con 
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el valor de calidad de video, llamado VQ factor, puede ser observada en la tabla 36 (ver 
Anexo B). 
 
Tabla 5-12. Síntesis de resultados en Nodos por Software 
 
Nodo 1 SD 1HD 2SD+1HD 3SD 
P1F1-2 5 5 5 4 
P2F1-7 5 3 2-3 4 
P3F1-7 5 2 2 3 
P3F1-7M 2 2 2 2 
**5: Excelente, 4: Bueno, 3: Regular, 2: Malo, 1: Pésimo 
 
Finalmente para complementar el estudio se comparan los análisis del grado de calidad 
del video digital usando tanto una medida subjetiva de manera visual como una objetiva 
por software.  
 
 
Donde se puede apreciar que los dos análisis tienen concordancia entre sí, ya que las dos 
revelan un comportamiento similar en la calidad del video digital IPTV para cada uno de 
los nodos analizados y su relación con cada tipo de flujo enviado para las pruebas. 
 
 
Figura 5-30. Valores Subjetivos de Canales IPTV 
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Figura 5-31. Valores Objetivos de Canales IPTV 
 
 
 
 
Con este último análisis complementario se puede definir que la transmisión de video 
digital IPTV a través de líneas de potencia eléctrica mediante la implementación de redes 
PLT es posible con buena calidad para flujos con formato estándar cubriendo las 
distancias promedio para apartamentos y casas, sin embargo en el caso del flujos de 
video en alta definición su aplicación es limitada por la distancia ya que el cubrimiento es 
bajo, pudiendo ser aplicada en apartamentos pequeños (1 planta) o distribución a pocos 
metros del punto de conexión.  
 
 
Para terminar hay que recordar que para el análisis de envío de flujos de video digital 
IPTV se ha realizado en una red PLT implementada en las instalaciones del Centro de 
Investigación CITIC, la cual después de la evaluación hecha para este estudio y sus 
buenos resultados se la consideró como una red de tipo bueno, por lo que el rendimiento 
de la transmisión de video en redes PLT de tipo medio o malo se verá mayormente 
afectada o pudiendo llegar a ser nula en distancias menores a las consideradas en este 
estudio. 
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CONCLUSIONES 
 
 
Para el uso de las redes eléctricas como redes de telecomunicaciones es necesario 
realizar siempre una caracterización previa de la red y sus nodos, ya que ninguna red 
eléctrica es igual y la confiabilidad en la conexión puede variar incluso entre nodos 
cercanos, debido a diferentes factores, como ruido, atenuación, estado de los cables y 
pérdida de paquetes. 
 
 
Es importante para el estudio de las redes eléctricas como redes de distribución de flujos 
de video digital IPTV, que la implementación se realice bajo condiciones normales de uso, 
y que el análisis sea desarrollado durante varios días, por lo menos una semana, como se 
realizó para este estudio de la red PLT implementada en las instalaciones del Centro 
Internacional de Investigación Científica en Telecomunicaciones, Tecnologías de la 
Información y las Comunicaciones – CITIC. 
 
 
Mientras los valores del análisis de la pérdida de paquetes en los nodos de la red 
implementada estén por debajo del 5 a 10% (dependiendo de la aplicación) o que no se 
note su efecto, se está hablando de una red con buena respuesta, además valores 
superiores permiten identificar nodos con problemas de conexión, que pueden afectar el 
envío de datos o flujos de video. 
 
 
Los valores de atenuación y la relación señal ruido (SNR) que se establecen durante la 
comunicación de los equipos PLT en el medio son un factor importante, donde conexiones 
con un SNR mayor a 15dB establece un enlace de conexión bueno, un SNR entre 5 y 
15dB establece un margen cuestionable donde no es posible determinar si la conexión 
será establecida, finalmente un SNR menor a 5 dB indica que el enlace de conexión no 
puede ser establecido. 
 
 
Con base en los valores obtenidos de los cálculos, los teóricos y los prácticos, se ha 
corroborado y validado las ecuaciones teóricas con el uso de valores estimados como una 
buena aproximación para calcular los valores de una red real como la implementada, 
teniendo en cuenta que cada red eléctrica es diferente y por lo tanto posee factores 
inherentes a la propia red que modificarán los valores reales de los calculados, como: la 
separación entre conductores durante los trayectos, el tipo de cable, los tipos de acople, 
entre otros, los cuales producen pérdidas extra de potencia de la señal que no se pueden 
predecir de manera general. 
 
 
En las redes eléctricas al interior de casas y departamentos el uso de extensiones y 
multitomas es común y modifican el canal PLT como red de datos; se crean 
discontinuidades en la red por la diferencia en el cable usado, el diámetro, la distancia, 
entre otros; produciendo caídas leves o drásticas en la velocidad de conexión. Según el 
estudio realizado en promedio, el uso de una extensión eléctrica con multitoma produce 
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un aumento de la atenuación en alrededor de 23,4dB, así como una caída de la relación 
señal ruido aproximadamente de 15,27dB. 
 
 
Con base en los resultados obtenidos, se pudo comprobar la importancia del seguimiento 
de los pasos en la metodología propuesta, para la distribución de contenidos de video 
digital, elementales para la validación de la misma. 
 
 
Se pudo validar el desarrollo teórico de la creación de flujos de video digital IPTV con la 
implementación del servidor de video y el envío a través de la red  PLT implementada, 
pudiendo corroborar la teoría con la práctica. 
 
 
El tráfico de video digital IPTV es un flujo de datos continuo de larga duración que no 
puede manejarse bajo la tradicional premisa de “mejor esfuerzo”, sino más bien a tasas 
de bit constantes (Constant Bit Rate, CBR), por lo que los valores de SNR del enlace 
entre equipos PLT y ancho de banda obtenido de la red de distribución deben ser lo mejor 
y más estable posible. 
 
 
Si bien la calidad del servicio es clave, otro factor a tomar en cuenta es la calidad de la 
experiencia (QoE) percibida por el usuario por lo tanto no solo basta una buena velocidad 
de conexión en una red PLT para el éxito de IPTV, sino también la calidad en la 
percepción de video y audio del usuario final. 
 
 
La reducción de la tasa de bits constante (CBR) durante todo el trayecto, puede darse por 
atenuación según la distancia, pero si  hay un alto porcentaje de caídas frecuentes por 
pérdida de paquetes, esto modifica la tasa de bits del flujo transmitido disminuyéndola, lo 
que produce pérdida de calidad en los flujos de video IPTV, siendo más afectado el video 
que el audio; sin embargo si la cantidad de paquetes perdidos es constante el video y el 
audio se perderán. 
 
 
Los canales en alta definición (HD) necesitan de un mayor CBR, y son especialmente 
afectados por la pérdida de paquetes esporádicos o constantes durante la transmisión a 
través de las líneas de potencia eléctrica lo cual puede ser reflejado en un bajo SNR; sin 
embargo los flujos en definición estándar son menos sensibles a pérdidas esporádicas, 
pero no soportan caídas continuas y se ven afectados de igual manera. 
 
 
El Índice de Entrega Medio (MDI), es un mecanismo de puntuación que indica niveles de 
calidad de video y además identifica puntos de la red que están afectando la QoE del 
usuario final. Se logra midiendo niveles de jitter y pérdidas de paquetes que ocurren en 
diferentes puntos de la red IPTV, si por ejemplo el valor de MDI a la entrada de un punto 
de red PLT es bajo, y el valor a la salida de otro punto de la red es alto indica que ese 
tramo o esos equipos poseen algunos problemas que afectan la calidad del flujo de video, 
es por eso que MDI también es usado para diagnosticar problemas de red.  
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El uso de redes PLT para transmitir video digital IPTV es una buena opción para 
ambientes internos (in-home), en casas y apartamentos de hasta dos plantas, la 
distribución de contenidos en definición SD y HD para un canal a la vez, ofrece una 
calidad excelente y buena respectivamente; para varios flujos a la vez es preferible el uso 
de canales SD disminuyendo el CBR. Para grandes áreas en casas de más de dos 
plantas o edificios, la distribución de contenidos en definición SD en uno o varios flujos a 
la vez es buena, mientras que para contenidos en definición HD tienden a degradarse 
mucho en plantas alejadas de la fuente. 
 
 
La aplicación de mejores CODECs para los flujos de video digital a ser transmitidos a 
través de las redes IP – PLT, son importantes, con el fin de bajar las tasas de bits 
constantes durante la transmisión de los flujos de video, ya que CBRs más bajos son 
fácilmente transmitidos, aunque puede existir pérdida de la calidad del video de ser muy 
bajos en especial para flujos HD. 
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RECOMENDACIONES 
 
 
La posibilidad de generar interferencia en sistemas sensibles a señales de alta frecuencia, 
por radiación proveniente de líneas eléctricas está presente; para mitigar estos problemas 
los equipos PLT in-home vienen predefinidos con la posibilidad de no usar ciertas 
frecuencias reguladas; para evitar interferencias, se recomienda la activación o 
desactivación de esta propiedad, en el caso de versiones de equipos Enterprise se puede 
usar las definidas por fábrica, y además aumentar o eliminar ciertas frecuencias según 
conveniencia. Sin embargo hay que tener en cuenta que el uso de esta opción provoca 
una disminución en la velocidad de transmisión de información puesto que se usa menos 
frecuencias en el canal PLT. 
 
 
Para el proceso de pruebas es fundamental ver el video en el PC Server, así como en el 
nodo PLT más cercano al Servidor, esto da un punto de comparación visual que sirve 
como referente, debido a que mientras el flujo viaje por la red PLT este puede 
deteriorarse. En los nodos escogidos para las pruebas se puede ver una disminución de 
la calidad del flujo de video transmitido, logrando percibirla como que estos flujos 
recibidos no se ven “Bien” por pixelaciones, saltos o han sido corrompidos de alguna 
forma. 
 
 
Se recomienda para el análisis de las métricas como QoS y QoE de los flujos IPTV 
transmitidos a través de las líneas de potencia eléctrica, usar métodos Subjetivos y 
Objetivos. Los métodos subjetivos por ejemplo usan participantes para evaluar la calidad 
de las imágenes en ambientes generales de prueba, un sistema basado en la opinión fue 
definido por la UIT, llamado Valoración Media de Opinión (MOS), ya que un sistema de 
QoE necesita tener en cuenta factores humanos asociados con los usuarios finales del 
servicio de video digital IPTV. Para el análisis objetivo, equipos de pruebas son utilizados 
para medir la calidad de la señal de video digital en términos de evaluar y medir la 
degradación de la calidad del video, generalmente el análisis de QoS y QoE se basa en 
parámetros como: PSNR, MPQ, VQEG y MDI (DF:MLR), por hardware o software. 
 
 
Durante el envió de flujos de video digital IPTV a través de redes PLT, es recomendable 
usar contenidos en definición estándar para poder distribuirlos a más distancia y mayores 
áreas. Si se pretende usar contenidos en alta definición las distancias a las cuales pueden 
ser distribuidos sin perder calidad son menores. Si se desea mejorar el cubrimiento de la 
distribución de los contenidos se puede “ajustar” el CBR, disminuyendo las tasas de bits 
para el envió, sin embargo esto afecta la calidad del servicio de Video ofrecido, por lo cual 
se debe tener en cuenta que flujos de video con menor CBR, produce menor calidad pero 
mayor distancia a cubrir. 
 
 
Es recomendable el uso de equipos PLT con especificaciones de Audio y Video, que 
funcionan a 200Mbps, sin embargo los nuevos equipos a 500 Mbps están incursionando 
en el mercado, siendo compatibles con el estándar IEEE 1901; en los próximos meses 
además se espera que estarán disponibles equipos basados en el estándar G.hn/G9960 
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de la UIT, por lo cual se recomienda adquirir equipos que interoperen tanto con los pre 
estándares actuales como con los estándares de la UIT e IEEE que además ofrecen pila 
dual (dual stack), para la migración a IPv6, con el fin de que no existan problemas de 
compatibilidad o pérdidas económicas por dejar de lado los equipos actuales y volver a 
invertir en equipos nuevos IPv6. 
 
Con el avance constante de la tecnología PLT y los beneficios que esta puede ofrecer, se 
recomienda seguir con el estudio e investigación de aspectos nuevos o complementarios 
a este trabajo como: 
 
• Realizar pruebas de video en ambientes multifase, con equipos PLT para estas 
aplicaciones. 
• Los contenidos de video siguen evolucionando por lo cual se debe probar más 
servicios en alta definición y 3D. 
• Continuar con el Análisis y Pruebas de los Nuevos estándares PLT dados por la 
UIT e IEEE. 
• Desarrollo de sistemas de gestión y monitoreo de las redes PLT en software libre. 
• Desarrollo de Programas de simulación de redes PLT. 
• Propuestas y Diseños de nuevos equipos con mejor manejo del canal, respuesta a 
ruidos en la red, y uso de mayores frecuencias. 
• Propuestas y Diseños para mejorar la eficiencia del consumo energético de los 
equipos PLT. 
• Sistemas PLT MIMO 
• Equipos Dual Stack IPv4/IPv6 
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6. ANEXOS 
 
 
ANEXO A 
 
Catálogos de los equipos utilizados: 
 
• CX AV200 Powerline Ethernet Adapter-esp. 
• DHP-301 
 
ANEXO B 
 
Resultados obtenidos mediante el software analizador IPTV de los diferentes 
valores de MDI para cada nodo, y graficados con el algoritmo propietario, con el 
valor de calidad de video, llamado VQ factor para: 
 
• 3 Canales 
• 3 Canales calidad estándar 
• Video en alta definición “Batman” 
• Video en  alta definición “Gol de Messi” 
• Video en calidad estándar “NewMoon” 
• Video en calidad estándar “Smallville” 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ANEXO A 
 
AV200 Powerline Ethernet Adapter
Introducción Características
El Corinex AV200 Powerline Ethernet Adapter es el 
primero en su genero que permite utilizar cables 
eléctricos para la transmisión de datos, video y voz 
(Triple play) con un ancho de banda de 200 Mbps. 
Único en su genero, el Corinex AV200 Powerline 
Ethernet Adapter posee un amplio ancho de banda que 
permite la transmisión de múltiples canales de video de 
alta calidad, como por ejemplo HDTV, al mismo tiempo 
que ofrece conexiones de Internet de alta velocidad en 
una misma locación. 
El Corinex AV200 Powerline Ethernet Adapter permite 
la creación de redes locales de alta velocidad sin  
necesidad de cableado. Gracias a que es posible 
conectarlo  prácticamente a cualquier enchufe eléctrico 
en casas u oficinas, los costos de instalación son 
abaratados enormemente. 
El Corinex AV200 Powerline Ethernet Adapter es 
independiente del sistema operativo y se puede utilizar 
con cualquier plataforma Microsoft Windows, Linux o 
Mac OS. Solo basta con instalar la tarjeta Ethernet 
apropiada al computador.
 
La red del entretenimiento!
Datos, vídeo y voz a 200 Mbps
• Interfase Ethernet 10/100BaseT Fast
• Velocidad de transmisión hasta de 200 Mbps con 
   alcance de 300 m. 
• Sistema de repetición incorporado para ampliar la 
   cobertura
• Protocolos CSMA/CARP 
• Bridge Forwarding Table para 64 direcciones MAC 
• 802.1Q VLAN y VLAN optimizados
• Ecriptación DES/3DES
• Tecnología OFDM con sistema de corrección de 
   errores para un fuerte desempeño aun bajo duras 
   condiciones de red eléctrica
• 802.1D integrado
• 8-niveles de colas de espera, con prioridad  
   programable
• Clasificación de prioridades según la etiqueta 802.1P, 
   codificación IP (IPv4 or Ipv6) o puerto de
   origen/destino TCP 
• Soporte optimizado para transmisión y tráfico de 
   difusión múltiple
• Filtración MAC - pueden descartar esctructuras de 
   Ethernet que provengan de una dirección MAC no 
   presente en la lista de direcciones MAC permitidas
• Configuración usando una interfase web
AV Powerl
ine
Ethernet A
dapter
Debido a su configuración basada en la Web, el Corinex 
AV Powerline Ethernet Adapter soporta cualquier 
navegador basado en JavaScript. 
T h e  N e t w o r k  C o n n e c t i v i t y  C o m p a n y
T h e  N e t w o r k  C o n n e c t i v i t y  C o m p a n y
Corinex Global, a.s.
Ruzova dolina 19
821 08  Bratislava
Slovak Republic
Tel.: +421 - 2 - 5021 4811
Fax: +421 - 2 - 5556 7309
E-mail: global@corinex.com
2005-04-11 ver.1.2
    IEEE 802.3uEstándar 
Rango de frecuencia
utilizada
2 – 34 MHz 
Fuente de poder 85 to 265 V AC, 50/60 Hz 
Dimensiones 148 mm L x 106 mm W x 47 mm H
Densidad espectral
de la energía transmitida
-56 dBm/Hz
Seguridad y EMI
FCC Part 15,
EN 55022 EMC limits
Especificaciones Técnicas
Velocidad Hasta 200 Mbps en capa física
Tipo de enchufe AC USA, Unión Europea, Reino Unido
y Australia
Señal de luz LED
Encendido,
Conectando PLC /Actividad
Conectando Ethernet
Interfase
10/100BaseT Fast Ethernet,
Powerline
Especificaciones del producto
Estándares
Contenido del paquete
Código del producto: CXP-AV-ETH
Por favor diríjase a la lista de precios para el código 
exacto y las especificaciones de su región.
• 802.3u 
• 802.1P 
• 802.1Q
• Compatible con FCC Part 15, EN 55022 EMC limits
• Corinex AV Powerline Ethernet Adapter
• Un cable ethernet CAT5
• Un cable de poder AC
• CD con documentación
• Guía rápida de instalación
ADSL2+
Conexión
a Internet
AV200 Powerline
AV200 Powerline
Corinex ADSL2+ 
Router/Gateway
Corinex AV200 Powerline
Ethernet Adapter
Red eléctrica
Cable de red
TV
Set Top Box
Portátil
PC
AV200 Powerline
AV200 Powerline
Set Top Box
TV
Portátil
PC
Corinex Communications Corp.
#670 - 789 West Pender Street
Vancouver, BC
Canada V6C 1H2
Tel: +1 - 604 - 692 0520
Fax: +1 - 604 - 694 0061
E-mail: global@corinex.com
http://www.corinex.com
El contenido de este documento es de uso informativo, puede ser cambiado sin previo aviso y no representa compromiso para Corinex Communications Corp.
Corinex es marca registrada de Corinex Communications Corp.
El diseño y las características del producto pueden cambiar de acuerdo a la versión y la región.
Consumo de energía
Temperatura de operación
Humedad de operación
10 W
0° to 50°C (32°F to 122°F)
10% to 80% non-condensing


  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ANEXO B 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1 Canal SD: Smallville 
 
IPTV
Summary
Company name:
User name:
Location:
Source: C:/Program Files/ClearSight/traces/finales/61STsmallville2.adc
Start Time: 05/08/2010 13:14:43
Last Update Time: 05/08/2010 13:18:44
 
Values
33 (MP2T) Video Quality Overview
11 Number of Video Streams
3.9502 Average MDI DF (ms)
0.0000003 Average MDI MLR Value
4.074 Average VQFactor
55 Quality Rating
Percentage
33 (MP2T) Video Quality Distribution
Quality Rating Percentage
0%1 Bad
0%2 Poor
0%3 Fair
0%4 Good
100%5 Excellent
11/ 05/18/2010 12:27Version 7.0.7.19
IPTV
Summary
Company name:
User name:
Location:
Source: C:/Program Files/ClearSight/traces/finales/TVSDSmallville.adc
Start Time: 05/08/2010 14:46:47
Last Update Time: 05/08/2010 14:50:04
 
Values
33 (MP2T) Video Quality Overview
11 Number of Video Streams
6.3542 Average MDI DF (ms)
0.0000003 Average MDI MLR Value
4.074 Average VQFactor
55 Quality Rating
Percentage
33 (MP2T) Video Quality Distribution
Quality Rating Percentage
0%1 Bad
0%2 Poor
0%3 Fair
0%4 Good
100%5 Excellent
11/ 05/18/2010 12:29Version 7.0.7.19
IPTV
Summary
Company name:
User name:
Location:
Source: C:/Program Files/ClearSight/traces/finales/54SDSmallville.adc
Start Time: 05/08/2010 15:43:00
Last Update Time: 05/08/2010 15:47:00
 
Values
33 (MP2T) Video Quality Overview
11 Number of Video Streams
8.3892 Average MDI DF (ms)
0.0000003 Average MDI MLR Value
4.074 Average VQFactor
55 Quality Rating
Percentage
33 (MP2T) Video Quality Distribution
Quality Rating Percentage
0%1 Bad
0%2 Poor
0%3 Fair
0%4 Good
100%5 Excellent
11/ 05/18/2010 12:31Version 7.0.7.19
IPTV
Summary
Company name:
User name:
Location:
Source: C:/Program Files/ClearSight/traces/finales/56MMTSDSmallville.adc
Start Time: 05/08/2010 16:07:11
Last Update Time: 05/08/2010 16:13:51
 
Values
33 (MP2T) Video Quality Overview
11 Number of Video Streams
145.8212 Average MDI DF (ms)
204.3539613 Average MDI MLR Value
1.004 Average VQFactor
25 Quality Rating
Percentage
33 (MP2T) Video Quality Distribution
Quality Rating Percentage
0%1 Bad
100%2 Poor
0%3 Fair
0%4 Good
0%5 Excellent
11/ 05/18/2010 12:32Version 7.0.7.19
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1 Canal SD: NewMoon 
 
IPTV
Summary
Company name:
User name:
Location:
Source: C:/Program Files/ClearSight/traces/finales/61STnewmoon.adc
Start Time: 05/08/2010 13:21:17
Last Update Time: 05/08/2010 13:24:09
 
Values
33 (MP2T) Video Quality Overview
11 Number of Video Streams
4.3892 Average MDI DF (ms)
0.0000003 Average MDI MLR Value
4.094 Average VQFactor
55 Quality Rating
Percentage
33 (MP2T) Video Quality Distribution
Quality Rating Percentage
0%1 Bad
0%2 Poor
0%3 Fair
0%4 Good
100%5 Excellent
11/ 05/18/2010 12:14Version 7.0.7.19
IPTV
Summary
Company name:
User name:
Location:
Source: C:/Program Files/ClearSight/traces/finales/TVSDNewMoon.adc
Start Time: 05/08/2010 14:53:00
Last Update Time: 05/08/2010 14:55:45
 
Values
33 (MP2T) Video Quality Overview
11 Number of Video Streams
8.1952 Average MDI DF (ms)
0.0000003 Average MDI MLR Value
4.094 Average VQFactor
55 Quality Rating
Percentage
33 (MP2T) Video Quality Distribution
Quality Rating Percentage
0%1 Bad
0%2 Poor
0%3 Fair
0%4 Good
100%5 Excellent
11/ 05/18/2010 12:16Version 7.0.7.19
IPTV
Summary
Company name:
User name:
Location:
Source: C:/Program Files/ClearSight/traces/fig/54SDNewMoon.adc
Start Time: 05/08/2010 15:51:22
Last Update Time: 05/08/2010 15:54:02
Values
33 (MP2T) Video Quality Overview
11 Number of Video Streams
17.5242 Average MDI DF (ms)
0.0000003 Average MDI MLR Value
4.094 Average VQFactor
55 Quality Rating
Percentage
33 (MP2T) Video Quality Distribution
Quality Rating Percentage
0%1 Bad
0%2 Poor
0%3 Fair
0%4 Good
100%5 Excellent
11/ 10/28/2010 23:39Version 7.0.7.19
IPTV
Summary
Company name:
User name:
Location:
Source: C:/Program Files/ClearSight/traces/finales/56MMTSDNewMoon.adc
Start Time: 05/08/2010 16:00:01
Last Update Time: 05/08/2010 16:02:45
 
Values
33 (MP2T) Video Quality Overview
11 Number of Video Streams
130.4532 Average MDI DF (ms)
111.0240883 Average MDI MLR Value
1.014 Average VQFactor
25 Quality Rating
Percentage
33 (MP2T) Video Quality Distribution
Quality Rating Percentage
0%1 Bad
100%2 Poor
0%3 Fair
0%4 Good
0%5 Excellent
11/ 05/18/2010 12:25Version 7.0.7.19
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1 Canal HD: Batman 
 
IPTV
Summary
Company name:
User name:
Location:
Source: C:/Program Files/ClearSight/traces/finales/61Hbatman.adc
Start Time: 05/08/2010 13:09:14
Last Update Time: 05/08/2010 13:11:00
 
Values
33 (MP2T) Video Quality Overview
11 Number of Video Streams
14.2082 Average MDI DF (ms)
0.0000003 Average MDI MLR Value
4.554 Average VQFactor
55 Quality Rating
Percentage
33 (MP2T) Video Quality Distribution
Quality Rating Percentage
0%1 Bad
0%2 Poor
0%3 Fair
0%4 Good
100%5 Excellent
11/ 05/18/2010 10:02Version 7.0.7.19
IPTV
Summary
Company name:
User name:
Location:
Source: C:/Program Files/ClearSight/traces/finales/TVHDbatman.adc
Start Time: 05/08/2010 14:37:46
Last Update Time: 05/08/2010 14:40:32
 
Values
33 (MP2T) Video Quality Overview
11 Number of Video Streams
36.3192 Average MDI DF (ms)
188.6571423 Average MDI MLR Value
1.054 Average VQFactor
25 Quality Rating
Percentage
33 (MP2T) Video Quality Distribution
Quality Rating Percentage
0%1 Bad
100%2 Poor
0%3 Fair
0%4 Good
0%5 Excellent
11/ 05/18/2010 12:05Version 7.0.7.19
IPTV
Summary
Company name:
User name:
Location:
Source: C:/Program Files/ClearSight/traces/finales/54HDBatman.adc
Start Time: 05/08/2010 15:25:05
Last Update Time: 05/08/2010 15:28:01
 
Values
33 (MP2T) Video Quality Overview
11 Number of Video Streams
31.4732 Average MDI DF (ms)
199.1331433 Average MDI MLR Value
1.054 Average VQFactor
25 Quality Rating
Percentage
33 (MP2T) Video Quality Distribution
Quality Rating Percentage
0%1 Bad
100%2 Poor
0%3 Fair
0%4 Good
0%5 Excellent
11/ 05/18/2010 12:09Version 7.0.7.19
IPTV
Summary
Company name:
User name:
Location:
Source: C:/Program Files/ClearSight/traces/finales/56MMTHDBatman.adc
Start Time: 05/08/2010 16:17:35
Last Update Time: 05/08/2010 16:20:41
 
Values
33 (MP2T) Video Quality Overview
11 Number of Video Streams
165.2562 Average MDI DF (ms)
223.0304553 Average MDI MLR Value
1.014 Average VQFactor
25 Quality Rating
Percentage
33 (MP2T) Video Quality Distribution
Quality Rating Percentage
0%1 Bad
100%2 Poor
0%3 Fair
0%4 Good
0%5 Excellent
11/ 05/18/2010 12:12Version 7.0.7.19
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1 Canal HD: SoccerMessi 
 
IPTV
Summary
Company name:
User name:
Location:
Source: C:/Program Files/ClearSight/traces/finales/61HMessi.adc
Start Time: 05/08/2010 11:51:38
Last Update Time: 05/08/2010 11:52:19
 
Values
33 (MP2T) Video Quality Overview
11 Number of Video Streams
55.3792 Average MDI DF (ms)
0.0000003 Average MDI MLR Value
4.424 Average VQFactor
55 Quality Rating
Percentage
33 (MP2T) Video Quality Distribution
Quality Rating Percentage
0%1 Bad
0%2 Poor
0%3 Fair
0%4 Good
100%5 Excellent
11/ 05/18/2010 12:34Version 7.0.7.19
IPTV
Summary
Company name:
User name:
Location:
Source: C:/Program Files/ClearSight/traces/finales/TVmessi.adc
Start Time: 05/08/2010 14:24:57
Last Update Time: 05/08/2010 14:26:33
 
Values
33 (MP2T) Video Quality Overview
11 Number of Video Streams
36.2592 Average MDI DF (ms)
89.8122533 Average MDI MLR Value
2.794 Average VQFactor
35 Quality Rating
Percentage
33 (MP2T) Video Quality Distribution
Quality Rating Percentage
0%1 Bad
0%2 Poor
100%3 Fair
0%4 Good
0%5 Excellent
11/ 05/18/2010 12:37Version 7.0.7.19
IPTV
Summary
Company name:
User name:
Location:
Source: C:/Program Files/ClearSight/traces/finales/54HDMessi.adc
Start Time: 05/08/2010 15:35:33
Last Update Time: 05/08/2010 15:37:09
 
Values
33 (MP2T) Video Quality Overview
11 Number of Video Streams
20.8992 Average MDI DF (ms)
145.6575413 Average MDI MLR Value
1.464 Average VQFactor
25 Quality Rating
Percentage
33 (MP2T) Video Quality Distribution
Quality Rating Percentage
0%1 Bad
100%2 Poor
0%3 Fair
0%4 Good
0%5 Excellent
11/ 05/18/2010 12:41Version 7.0.7.19
IPTV
Summary
Company name:
User name:
Location:
Source: C:/Program Files/ClearSight/traces/finales/56MMTHDMessi.adc
Start Time: 05/08/2010 16:24:11
Last Update Time: 05/08/2010 16:26:11
 
Values
33 (MP2T) Video Quality Overview
11 Number of Video Streams
214.6872 Average MDI DF (ms)
223.9592903 Average MDI MLR Value
1.014 Average VQFactor
25 Quality Rating
Percentage
33 (MP2T) Video Quality Distribution
Quality Rating Percentage
0%1 Bad
100%2 Poor
0%3 Fair
0%4 Good
0%5 Excellent
11/ 05/18/2010 12:42Version 7.0.7.19
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3 Canales SD 
 
IPTV
Summary
Company name:
User name:
Location:
Source: C:/Program Files/ClearSight/traces/finales/3SD61.adc
Start Time: 05/08/2010 17:22:17
Last Update Time: 05/08/2010 17:24:56
 
Values
33 (MP2T) Video Quality Overview
31 Number of Video Streams
20.4722 Average MDI DF (ms)
0.0129663 Average MDI MLR Value
3.364 Average VQFactor
45 Quality Rating
Percentage
33 (MP2T) Video Quality Distribution
Quality Rating Percentage
0%1 Bad
0%2 Poor
0%3 Fair
100%4 Good
0%5 Excellent
11/ 05/18/2010 13:29Version 7.0.7.19
IPTV
Summary
Company name:
User name:
Location:
Source: C:/Program Files/ClearSight/traces/finales/3SDTV.adc
Start Time: 05/08/2010 17:07:22
Last Update Time: 05/08/2010 17:09:49
 
Values
33 (MP2T) Video Quality Overview
31 Number of Video Streams
99.8702 Average MDI DF (ms)
18.5924773 Average MDI MLR Value
3.164 Average VQFactor
45 Quality Rating
Percentage
33 (MP2T) Video Quality Distribution
Quality Rating Percentage
0%1 Bad
0%2 Poor
0%3 Fair
100%4 Good
0%5 Excellent
11/ 05/18/2010 13:34Version 7.0.7.19
IPTV
Summary
Company name:
User name:
Location:
Source: C:/Program Files/ClearSight/traces/finales/sSD54.adc
Start Time: 05/08/2010 16:52:16
Last Update Time: 05/08/2010 16:53:48
 
Values
33 (MP2T) Video Quality Overview
21 Number of Video Streams
20.2132 Average MDI DF (ms)
0.0000003 Average MDI MLR Value
3.374 Average VQFactor
45 Quality Rating
Percentage
33 (MP2T) Video Quality Distribution
Quality Rating Percentage
0%1 Bad
0%2 Poor
0%3 Fair
100%4 Good
0%5 Excellent
11/ 05/18/2010 13:24Version 7.0.7.19
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3 Canales SD con HD 
 
IPTV
Summary
Company name:
User name:
Location:
Source: C:/Program Files/ClearSight/traces/finales/61Trescanales.adc
Start Time: 05/08/2010 13:31:13
Last Update Time: 05/08/2010 13:32:16
 
Values
33 (MP2T) Video Quality Overview
31 Number of Video Streams
37.1022 Average MDI DF (ms)
1.8001093 Average MDI MLR Value
4.184 Average VQFactor
55 Quality Rating
Percentage
33 (MP2T) Video Quality Distribution
Quality Rating Percentage
0%1 Bad
0%2 Poor
0%3 Fair
0%4 Good
100%5 Excellent
11/ 05/18/2010 13:01Version 7.0.7.19
IPTV
Summary
Company name:
User name:
Location:
Source: C:/Program Files/ClearSight/traces/finales/TVTresC.adc
Start Time: 05/08/2010 15:01:21
Last Update Time: 05/08/2010 15:04:36
 
Values
33 (MP2T) Video Quality Overview
31 Number of Video Streams
310.3892 Average MDI DF (ms)
122.8235803 Average MDI MLR Value
1.514 Average VQFactor
25 Quality Rating
Percentage
33 (MP2T) Video Quality Distribution
Quality Rating Percentage
0%1 Bad
67%2 Poor
33%3 Fair
0%4 Good
0%5 Excellent
11/ 05/18/2010 13:05Version 7.0.7.19
IPTV
Summary
Company name:
User name:
Location:
Source: C:/Program Files/ClearSight/traces/finales/56MMTTres.adc
Start Time: 05/08/2010 16:28:47
Last Update Time: 05/08/2010 16:33:47
 
Values
33 (MP2T) Video Quality Overview
31 Number of Video Streams
214.0512 Average MDI DF (ms)
148.1644843 Average MDI MLR Value
1.014 Average VQFactor
25 Quality Rating
Percentage
33 (MP2T) Video Quality Distribution
Quality Rating Percentage
0%1 Bad
100%2 Poor
0%3 Fair
0%4 Good
0%5 Excellent
11/ 05/18/2010 13:09Version 7.0.7.19
