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Abstract 
Reliability is a serious concern for future extreme-scale high-performance 
computing (HPC) systems. Projections based on the current generation of HPC 
systems and technology roadmaps suggest the prevalence of very high fault 
rates in future systems. While the HPC community has developed various 
resilience solutions, application-level techniques as well as system-based 
solutions, the solution space of HPC resilience techniques remains fragmented. 
There are no formal methods and metrics to investigate and evaluate 
resilience holistically in HPC systems that consider impact scope, handling 
coverage, and performance & power efficiency. Few of the current approaches 
are portable to newer architectures and software environments that will be 
deployed on future systems. 
In this talk, I will present a structured approach to the management of HPC 
resilience using the concept of resilience-based design patterns. A design 
pattern is a general repeatable solution to a commonly occurring problem. We 
identify the commonly occurring problems and solutions used to deal with 
faults, errors and failures in HPC systems. Each established solution is 
described in the form of a pattern that addresses concrete problems. We have 
developed a complete catalog of resilience design patterns, which provides 
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designers with a collection of such reusable design elements. We have also 
defined a framework that enhances a designer's understanding of the 
important constraints and opportunities for the design patterns to be 
implemented and deployed at various layers of the system stack. This design 
framework may be used to establish mechanisms and interfaces to coordinate 
flexible fault management across hardware and software components. The 
framework also enables optimization of the cost-benefit trade-offs among 
performance, resilience, and power consumption. The overall goal of this work 
is to enable a systematic methodology for the design and evaluation of 
resilience technologies in extreme-scale HPC systems. 
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