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Abstract
We establish global well-posedness and scattering for solutions to the mass-critical nonlinear Hartree equation
iut + u = ±(|x|−2 ∗ |u|2)u for large spherically symmetric L2x(Rd) initial data; in the focusing case we require, of course,
that the mass is strictly less than that of the ground state.
© 2008 Elsevier Masson SAS. All rights reserved.
Résumé
Nous établissons l’existence globale et la diffusion des solutions de l’équation non linéaire de Hartree de masse critique
iut + u = ±(|x|−2 ∗ |u|2)u pour des données initiales grandes à symétrie sphérique dans L2x(Rd) ; dans le cas focalisant nous
imposons, bien sûr, que la masse soit strictement inférieure à celle de l’état fondamental.
© 2008 Elsevier Masson SAS. All rights reserved.
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1. Introduction
We primarily consider the mass-critical Hartree equation:{
iut +u = μ(|x|−2 ∗ |u|2)u, in Rd × R,
u(0) = u0(x), in Rd, (1)
where d  3, μ = ±1, with μ = +1 known as the defocusing case and μ = −1 as the focusing case. The Hartree
equation arises in the study of Boson stars and other physical phenomena, see for example [18]. In chemistry, it
appears as a continous-limit model for mesoscopic molecular structures, see [7].
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50 C. Miao et al. / J. Math. Pures Appl. 91 (2009) 49–79Definition 1.1. A function u : I ×Rd → C on a non-empty time interval I ⊂ R (possibly infinite or semi-infinite) is a
strong L2(Rd) solution to (1) if it lies in the class C0t L2x(K × Rd) ∩ L6t L
6d
3d−2
x (K × Rd) for all compact K ⊂ I , and
we have the Duhamel formula:
u(t1) = ei(t1−t0)u(t0)− i
t1∫
t0
ei(t1−t)F
(
u(t)
)
dt, (2)
for all t0, t1 ∈ I , where F(u) = μ(|x|−2 ∗ |u|2)u. We refer to the interval I as the lifespan of u. We say that u is a
maximal-lifespan solution if the solution cannot be extended to any strictly larger interval. We say that u is a global
solution if I = R.
Definition 1.2. We say that a solution u to (1) blows up forward in time if there exists a time t0 ∈ I such that
‖u‖
L6t L
6d
3d−2
x ([t0,sup(I ))×Rd )
= ∞ (3)
and that u blows up backward in time if there exists a time t0 ∈ I such that
‖u‖
L6t L
6d
3d−2
x ((inf(I ),t0]×Rd )
= ∞. (4)
For the mass-critical Hartree equation (1) with data in L2, the authors obtained some well-posedness and scattering
results in [13] using the method of [5]. We collect these facts as follows:
Theorem 1.1 (Local well-posedness). Given u0 ∈ L2x(Rd) and t0 ∈ R, there exists a unique maximal-lifespan solu-
tion u to (1) with u(t0) = u0. We will write I for the maximal lifespan. This solution also has the following properties:
• (Local existence) I is an open neighborhood of t0.
• (Mass conservation) The solution u has a conserved mass: for t ∈ I ,
M(u) = M(u(t)) := ∫
Rd
∣∣u(t, x)∣∣2 dx. (5)
• (Blowup criterion) If sup(I ) is finite, then u blows up forward in time; if inf(I ) is finite, then u blows up backward
in time.
• (Continuous dependence) If u(n)0 is a sequence converging to u0 in L2x(Rd) and u(n) : I (n) × Rd → C are the
associated maximal-lifespan solutions, then u(n) converges locally uniformly to u.
• (Scattering) If u does not blow up forward in time, then sup(I ) = +∞ and u scatters forward in time, that is,
there exists a unique u+ ∈ L2x(Rd) such that
lim
t→+∞
∥∥u(t)− eitu+∥∥L2x(Rd ) = 0.
Similarly, if u does not blow up backward in time, then inf(I ) = −∞ and u scatters backward in time, that is,
there is a unique u− ∈ L2x(Rd) so that
lim
t→−∞
∥∥u(t)− eitu−∥∥L2x(Rd ) = 0.
• (Spherical symmetry) If u0 is spherically symmetric, then u remains spherically symmetric for all time.
• (Small data global existence) If M(u0) is sufficiently small, then u is a global solution which does not blow up
either forward or backward in time. Indeed, in this case,
∫
R
( ∫
Rd
∣∣u(t, x)∣∣ 6d3d−2 dx) 3d−2d dt M(u)3.
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minimal mass m0 such that solutions with mass strictly smaller than m0 are global and scatter in time. It is conjectured
that m0 should be +∞ in the defocusing case and be M(Q) in the focusing case, where Q is the ground state, that is,
the positive radial Schwartz solution Q to the elliptic equation
Q+ (|x|−2 ∗ |Q|2)Q = Q. (6)
In this paper we prove the conjecture for radial data. In particular, we have:
Theorem 1.2. In the defocusing case μ = +1, all maximal-lifespan radial solutions to (1) are global and do not blow
up either forward or backward in time. In the focusing case μ = −1, all maximal-lifespan radial solutions to (1) with
M(u) <M(Q) are global and do not blow up either forward or backward in time.
In fact, the result in Theorem 1.2 is sharp; eitQ is the solution to (1) that blows up at infinity. Moreover, this
equation is invariant under the pseudo-conformal transformation:
u(t, x) 	→ (i(t − T ))− d2 e i|x|24(t−T ) u¯( 1
t − T ,
x
t − T
)
.
So (i(t − T ))− d2 e i|x|
2
4(t−T ) e−
i
t−T Q( x
t−T ) is the solution that blows up at finite time t = T for fixed T .
In the proof of the above theorem, we adapt the ideas and techniques in [11] and [12], which represent the state of
the art in nonlinear dispersive equations. In [11], R. Killip, T. Tao and M. Visan established the global well-posedness
and scattering for radial solutions to mass-critical nonlinear Schrödinger equations in dimension d = 2. R. Killip,
M. Visan and X. Zhang extended this result to higher dimensions in [12]. In addition, C.E. Kenig, F. Merle dealt
with the focusing energy-critical nonlinear Schrödinger equation with radial data in [8]. For other related works, see
S. Keraani [10], T. Tao, M. Visan and X. Zhang [22,23]. Before we state our argument, we need some definitions.
Definition 1.3 (Symmetry group). For any phase θ ∈ R/2πZ, position x0 ∈ Rd , frequency ξ0 ∈ Rd and scaling param-
eter λ > 0, we define the unitary transformation gθ,ξ0,x0,λ :L2x(Rd) → L2x(Rd) by the formula:
[gθ,ξ0,x0,λf ](x) :=
1
λd/2
eiθ eix·ξ0f
(
x − x0
λ
)
.
We let G be the collection of such transformations. We also let Grad ⊂ G denote the collection of transformations
in G which preserve spherical symmetry, or more explicitly,
Grad := {gθ,0,0,λ: θ ∈ R/2πZ; λ > 0}.
Definition 1.4 (Almost periodicity modulo symmetries). A solution u with lifespan I is said to be almost
periodic modulo G if there exist (possibly discontinous) functions N : I → R+, ξ : I → Rd , x : I → Rd and a function
C :R+ → R+ such that ∫
|x−x(t)|C(η)/N(t)
∣∣u(t, x)∣∣2 dx  η,
and ∫
|ξ−ξ(t)|C(η)N(t)
∣∣uˆ(t, ξ)∣∣2 dξ  η,
for all t ∈ I and η > 0. We refer to the function N as the frequency scale function for the solution u, ξ as the frequency
center function, and C as the compactness modulus function. Furthermore, if we can select x(t) = ξ(t) = 0 for all
t ∈ I , then we say that u is almost periodic modulo Grad .
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I. The quotient orbit {Gu(t): t ∈ I } is a precompact set of G\L2, where G\L2 is the moduli space of G-orbits
Gf := {gf : g ∈ G} of L2(Rd).
II. There exists a compact subset K of L2 such that u(t) ∈ GK for all t ∈ I ; equivalently there exists a group function
g : I → G and a compact subset K such that g−1(t)u(t) ∈ K for any t ∈ I .
Suppose for contradiction that Theorem 1.2 is not true, then we can find an almost periodic solution. The solution
must be one of the following three forms:
Theorem 1.3 (Three special scenarios for blowup). Suppose Theorem 1.2 failed for spherically symmetric solutions,
then there exists a maximal-lifespan solution u which may be chosen to be spherically symmetric and almost peri-
odic modulo Grad. Moreover, it blows up both forward and backward in time, and in the focusing case also obeys
M(u) <M(Q).
With spherical symmetry, we can also ensure that the lifespan I and the frequency scale function N : I → R+
match one of the following three scenarios:
I. (Soliton-like solution) We have I = R, and
N(t) = 1
for all t ∈ R.
II. (Double high-to-low frequency cascade) We have I = R,
lim inf
t→−∞ N(t) = lim inft→+∞ N(t) = 0,
and
sup
t∈R
N(t) < ∞.
III. (Self-similar solution) We have I = (0,+∞), and
N(t) = t−1/2
for all t ∈ I .
This is a wonderful classification theorem first given in [11] although some other authors have mentioned some of
them, see [3,6,8,15,20,23], etc. In view of this theorem, our goal is to preclude the possibilities of all the scenarios.
Note that the minimal mass blow-up solution has very good properties because it is localized in both physical and
frequency space. In fact, it admits higher regularity.
Theorem 1.4 (Regularity in the self-similar case). Let u be a spherically symmetric solution to (1) that is almost
periodic modulo Grad and self-similar in the sense of Theorem 1.3. Then u(t) ∈ Hs(Rd) for all t ∈ (0,∞) and all
s  0.
Theorem 1.5 (Regularity in the global case). Let u be a global spherically symmetric solution to (1) that is almost
periodic modulo Grad. Suppose also that N(t) 1 for all t ∈ R, then u ∈ L∞t H s(R × Rd) for all s  0.
In the proofs of these two theorems for mass-critical Schrödinger equations in [11], the radial assumption is fully
exploited based on a careful observation that there is a dichotomy between scattering solutions and almost periodic
solutions. There are similar results for the mass-critical Hartree equation. More precisely, one has:
Proposition 1.1. Let u : I × Rd → C be a maximal-lifespan solution which is almost periodic modulo G. Then
e−itu(t) is weakly convergent to zero in L2x(Rd) as t → sup(I ) or t → inf(I ).
As a corollary of Proposition 1.1, we have:
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lifespan is I . Then for all t ∈ I ,
u(t) = lim
T↗sup I i
T∫
t
ei(t−t ′)F
(
u(t ′)
)
dt ′ (7)
= − lim
T↘inf I i
t∫
T
ei(t−t ′)F
(
u(t ′)
)
dt ′ (8)
as weak limit in L2x .
There are some new difficulties in dealing with the mass-critical Hartree equation. One of them comes from the
asymptotic orthogonality. In the study of the mass-critical Hartree equation, we have to use the non-symmetric space-
time norm because the symmetric spacetime norm will lead to the restriction on dimension. However, the orthogonality
can be destroyed by the non-symmetric spacetime norm.
We illustrate this by considering the simple example: Let ϕ1 and ϕ2 are two bump functions in R × R2. Let
x1n, x
2
n ∈ R2 be such that |x1n − x2n| → ∞ as n → ∞. Then we have:∥∥ϕ1(t, x + x1n)+ ϕ2(t, x + x2n)∥∥4L4t,x → ‖ϕ1‖4L4t,x + ‖ϕ2‖4L4t,x , (9)
as n → ∞. However, if we replace L4t,x with L6t L3x , then∥∥ϕ1(t, x + x1n)+ ϕ2(t, x + x2n)∥∥6L6t L3x
=
∫ (∫ ∣∣ϕ1(t, x + x1n)+ ϕ2(t, x + x2n)∣∣3 dx
)2
dt
=
∫ (∫ (∣∣ϕ1(t, x + x1n)∣∣3 + ∣∣ϕ2(t, x + x2n)∣∣3
+ 3∣∣ϕ1(t, x + x1n)∣∣2∣∣ϕ2(t, x + x2n)∣∣+ 3∣∣ϕ1(t, x + x1n)∣∣∣∣ϕ2(t, x + x2n)∣∣2)dx
)2
dt
→
∫ (∫ (∣∣ϕ1(t, x + x1n)∣∣3 + ∣∣ϕ2(t, x + x2n)∣∣3)dx
)2
dt
=
∫ (∫ ∣∣ϕ1(t, x)∣∣3 dx
)2
dt +
∫ (∫ ∣∣ϕ2(t, x)∣∣3 dx
)2
dt
+ 2
∫ (∫ ∣∣ϕ1(t, x)∣∣3 dx
)(∫ ∣∣ϕ2(t, x)∣∣3 dx
)
dt
 ‖ϕ1‖6L6t L3x + ‖ϕ2‖
6
L6t L3x
, as n → ∞.
Fortunately, for radial solution of the free Schrödinger equation, there are only two kinds of orthogonality—time
translation and scaling (NO spatial translation!), both of which are possessed by time variable. So the orthogonality
can be exploited and get the desired orthogonal relation similar to (9) (see Section 3). So the radial assumption is
necessary to prove Theorem 1.3, which is in contrast to [11], where the similar theorem was established without the
radial assumption. Such assumption is also used in precluding the three enemies in the sense of Theorem 1.3.
Some other difficulties coming from the convolution in the nonlinearity lie on the fact that it’s non-local in physical
space and singular in frequency space. For example, in precluding the self-similar solution, we need to deal with
terms such as (V ∗ |u2lo|)uhi , where uˆlo is supported in {ξ : |ξ |M} and uˆhi is supported in {ξ : |ξ |N}. In [11], the
corresponding term |uhi |2ulo can be estimated by means of bilinear estimate (Lemma 2.6). However, the convolution
prevents the direct interaction between ulo and uhi in Hartree equation, so the bilinear estimate cannot be applied.
In fact, to overcome the difficulty we exploit Shao’s estimate (Lemma 2.5) and its dual estimate in full strength to
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additional regularity for the double high-to-low frequency cascade and soliton-like solutions, where the non-locality
of the nonlinearity forces us to apply such estimates in different regions (see Section 6).
The rest of the paper is organized as follows: In Section 2, we record some known results such as basic facts
in harmonic analysis, various versions of Strichartz estimates and in/out decomposition. In Section 3, we give the
stability theory and the concentration compactness result. In Section 4, we show that any failure of Theorem 1.2
must be “caused” by almost periodic solutions. In Section 5, we preclude the self-similar solution by proving that it
possesses additional regularity. In Section 6, we prove the additional regularity in the other two cases. In Sections 7
and 8, we preclude the double high-to-low frequency and soliton-like solutions.
2. Preliminaries
2.1. Some notations
We use X  Y or Y X whenever X  CY for some constant C > 0. We use O(Y) to denote any quantity X such
that |X| Y . We use the notation X ∼ Y whenever X  Y X. If C depends upon some additional parameters, we
will indicate this with subscripts; for example, X u Y denotes the assertion that X  CuY for some Cu depending
on u. We use the ‘Japanese bracket’ convention 〈x〉 = (1 + |x|2)1/2. We write Lqt Lrx to denote the Banach space with
norm,
‖u‖Lqt Lrx(R×R3) :=
(∫
R
( ∫
R3
∣∣u(t, x)∣∣r dx)q/r dt)1/q,
with the usual modifications when q or r are equal to infinity, or when the domain R × Rd is replaced by spacetime
slab such as I × Rd . When q = r we abbreviate Lqt Lqx as Lqt,x .
2.2. Basic harmonic analysis
We recall some basic facts in Littlewood–Paley theory. Let ϕ(ξ) be a radial bump function supported in the ball
{ξ ∈ Rd : |ξ |  1110 } and equal to 1 on the ball {ξ ∈ Rd : |ξ |  1}. For each number N > 0, we define the Fourier
multipliers:
P̂Nf (ξ) := ϕ(ξ/N)fˆ (ξ),
P̂Nf (ξ) :=
(
1 − ϕ(ξ/N))fˆ (ξ),
P̂Nf (ξ) :=
(
ϕ(ξ/N)− ϕ(2ξ/N))fˆ (ξ),
and similarly P<N and PN . We also define:
PM<·N := PN − PM =
∑
M<N ′N
PN ′
whenever M < N . We will usually use these multipliers when M and N are dyadic numbers; in particular, all
summations over N or M are understood to be over dyadic numbers. Nevertheless, it will occasionally be conve-
nient to allow M and N to not be a power of 2. Note that PN is not truly a projection; to get around this, we will
occasionally need to use fattened Littlewood–Paley operators:
P˜N := PN/2 + PN + P2N. (10)
They obey PNP˜N = P˜NPN = PN .
As all Fourier multipliers, the Littlewood–Paley operators commute with the propagator eit, as well as with
differential operators such as i∂t +. We will use basic properties of these operators many times, including:
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‖PNf ‖Lqx(Rd ) N
d
p
− d
q ‖PNf ‖Lpx (Rd ),
‖PNf ‖Lqx(Rd ) N
d
p
− d
q ‖PNf ‖Lpx (Rd ).
2.3. Strichartz estimates
Naturally, everything that we do for Hartree equation builds on basic properties of the linear propagator eit.
From the explicit formula,
eitf (x) = 1
(4πit)d/2
∫
Rd
ei|x−y|2/4t f (y) dy,
we deduce the standard dispersive inequality,
∥∥eitf ∥∥
Lp(Rd )
 1|t |d(1/2−1/p) ‖f ‖Lp′ (Rd ), (11)
for all t = 0 and 2 p ∞.
Lemma 2.2 (Kernel estimates, [11]). For any m 0, the kernel of the linear propagator obeys the following estimates:
∣∣(PNeit)(x, y)∣∣m
{ |t |−d/2, |x − y| ∼ Nt,
Nd
|N2t |m〈N |x−y|〉m , otherwise
(12)
for |t |N−2, and ∣∣(PNeit)(x, y)∣∣m Nd 〈N |x − y|〉−m (13)
for |t |N−2.
Lemma 2.3 (Strichartz estimates, [21]). Fix d  1 and call a pair (q, r) admissible if 2  q, r ∞, 2
q
+ d
r
= d2
and (q, r, d) = (2,∞,2). Then for any admissible pair (q, r) and (q˜, r˜), let I be an interval, let t0 ∈ I , and let
u0 ∈ L2x(Rd) and f ∈ Lq˜
′
t L
r˜ ′
x . Then the function u defined by:
u(t) := ei(t−t0)u0 − i
t∫
t0
ei(t−t ′)f (t ′) dt ′, (14)
obeys the estimate
‖u‖Lqt Lrx  ‖u0‖L2x + ‖f ‖Lq˜′t Lr˜′x , (15)
where all spacetime norms are over I × Rd .
Lemma 2.4 (Weighted Strichartz, [12]). Let I be an interval, let t0 ∈ I , u0 ∈ L2x(Rd) and f ∈ L2t L
2d
d+2
x be spherically
symmetric. Then the function u defined by (14) obeys the estimate:∥∥|x| 2(d−1)q u∥∥
L
q
t L
2q
q−4
x (I×Rd )
 ‖u0‖L2x(Rd ) + ‖f ‖
L2t L
2d
d+2
x (I×Rd )
, (16)
for all 4 q ∞.
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provided q > 4d+22d−1 .
Lemma 2.6 (Bilinear Strichartz, [4,6]). For any spacetime slab I × Rd , any t0 ∈ I and any M , N > 0, we have:
∥∥(PNu)(PMv)∥∥L2t,x (I×Rd ) q M
d−1
2
N
1
2
(∥∥PNu(t0)∥∥L2(Rd ) + ∥∥(i∂t +)PNu∥∥
L2t L
2d
d+2
x (I×Rd )
)
× (∥∥PMv(t0)∥∥L2(Rd ) + ∥∥(i∂t +)PMv∥∥
L2t L
2d
d+2
x (I×Rd )
)
for all functions u, v on I × Rd .
2.4. An in/out decomposition
We define the projection onto outgoing spherical waves by:
[
P+f
]
(r) = 1
2
∞∫
0
r
2−d
2 H
(1)
d−2
2
(kr)fˆ (k)k
d
2 dk
and the projection onto incoming spherical waves by,
[P−f ](r) = 1
2
∞∫
0
r
2−d
2 H
(2)
d−2
2
(kr)fˆ (k)k
d
2 dk,
where H(1)d−2
2
denotes the Hankel function of the first kind with order d−22 and H
(2)
d−2
2
denotes the Hankel function of
the second kind with order d−22 . We will write P
±
N for the product P±PN .
Lemma 2.7 (Kernel estimates, [12]). For |x|N−1 and t N−2, the integral kernel obeys:
∣∣[P±N e∓it](x, y)∣∣
⎧⎨
⎩
(|x||y|)− d−12 |t |− 12 , |y| − |x| ∼ Nt,
Nd
(N |x|) d−12 〈N |y|〉 d−12
〈N2t +N |x| −N |y|〉−m, otherwise, (18)
for any m 0. For |x|N−1 and |t |N−2, the integral kernel obeys,
∣∣[P±N e∓it](x, y)∣∣ Nd
(N |x|) d−12 〈N |y|〉 d−12
〈
N |x| −N |y|〉−m,
for any m 0.
Lemma 2.8 (Properties of P±, [12]). We have:
(i) P+ + P− acts as the identity on L2rad(Rd).
(ii) Fix N > 0. For any spherically symmetric function f ∈ L2x(Rd),∥∥P±PNf ∥∥L2x(|x| 1100 N−1)  ‖f ‖L2x(Rd ),
with an N -independent constant.
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Lemma 3.1 (Stability). For every A > 0 and ε > 0, there exists δ > 0 with the following property: if u : I × Rd → C
approximately solves (1) in the sense that
iut +u− F(u) = e,
with
‖e‖
L2t L
2d
d+2
x (I×Rd )
 δ,
and obeys
‖u‖
L6t L
6d
3d−2
x (I×Rd )
A,
and t0 ∈ I and v0 ∈ L2x(Rd) are such that ∥∥u(t0)− v0∥∥L2x  δ,
then there exists a solution v : I × Rd → C to (1) with v(t0) = v0 such that
‖u− v‖
L6t L
6d
3d−2
x (I×Rd )
 ε.
In particular, by the Strichartz inequality,
‖u− v‖L∞t L2x(I×Rd )  δ + εA2.
Proof. We first establish this claim when A is sufficiently small depending on d . Let v : I ′ ×Rd → C be the maximal-
lifespan solution with initial data v(t0). Writing v = u+w on the interval I ′′ := I ∩ I ′, then w satisfies:
iwt +w = F(u+w)− F(u)− e,
with ∥∥ei(t−t0)w(t0)∥∥
L6t L
6d
3d−2
x (I
′′×Rd )
 C′dδ.
Let X := ‖w‖
L6t L
6d
3d−2
x (I
′′×Rd )
, then by Lemma 2.3, we have:
X  C′dδ +C′′d
(∥∥F(u+w)− F(u)∥∥
L2t L
2d
d+2
x (I
′′×Rd )
+ δ)
 C˜d
(
A2X +AX2 +X3 + δ),
where C˜d depends only on d . If A is sufficiently small depending on d and δ is sufficiently small depending on ε
and d , then the standard continuity argument gives X  ε. If A is large, we can iterate the case when A is small
(shrinking δ, ε repeatedly) after a subdivision of the time interval. 
We now need a key concentration-compactness result. The concentration compactness principle was first intro-
duced by F. Merle, L. Vega [17] and Bahouri, P. Gerard [2] to study nonlinear Schrödinger equations. The idea was
further developed by S. Keraani [9,10]. The results of [17] and [10] were extended to higher dimensions by P. Begout
and A. Vargas [1]. Because the solution of the free Schrödinger equation is still a solution under the action of linear
propagator eit0, we will need to enlarge the group G to contain this linear propagator.
Definition 3.1 (Enlarged group). For any phase θ ∈ R/2πZ, position x0 ∈ Rd , frequency ξ0 ∈ Rd , scaling parameter
λ > 0, and time t0, we define the unitary transformation gθ,x0,ξ0,λ,t0 :L2x(Rd) → L2x(Rd) by the formula:
gθ,x0,ξ0,λ,t0 = gθ,x0,ξ0,λeit0.
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mation with x0 = ξ0 = 0. We also let G′ act on global spacetime functions u :R × Rd → C by defining:
Tgθ,ξ0,x0,λ,t0
u(t, x) := 1
λ
d
2
eiθ eix·ξ0e−it |ξ0|2(eit0u)
(
t
λ2
,
x − x0 − 2ξ0t
λ
)
.
Definition 3.2. For any two sequences gn, g′n in G′, we say that gn and g′n are asymptotically orthogonal if (gn)−1g′n
diverges to infinity in G′. More explicitly, if gn = gθn,ξn,xn,λn,tn and g′n = gθ ′n,ξ ′n,x′n,λ′n,t ′n , then this asymptotic orthogo-
nality is equivalent to:
lim
n→∞
(
λn
λ′n
+ λ
′
n
λn
+ ∣∣tnλ2n − t ′n(λ′n)2∣∣+ ∣∣ξn − ξ ′n∣∣+ ∣∣xn − x′n∣∣
)
= +∞.
Careful computation shows that if gn and g′n are asymptotically orthogonal, then
lim
n→∞
〈
gnf,g
′
nf
′〉
L2x(R
d )
= 0 for all f,f ′ ∈ L2x
(
Rd
)
.
Theorem 3.1 (Linear profiles, [1]). Fix d . Let un, n = 1,2, . . . , be a bounded sequence in L2rad(Rd). Then
(after passing to a subsequence if necessary) there exists a family φ(j), j = 1,2, . . . of functions in L2rad(Rd) and
group elements g(j)n ∈ G′rad for j,n = 1,2, . . . such that we have the decomposition,
un =
l∑
j=1
g
(j)
n φ
(j) +w(l)n , (19)
for all l = 1,2, . . . ; here wln ∈ L2rad(Rd) is such that its linear evolution has asymptotically vanishing scattering size:
lim
l→∞ lim supn→∞
∥∥eitwln∥∥
L6t L
6d
3d−2
x
= 0. (20)
Moreover, g(j)n and g(j
′)
n ∈ G′rad are asymptotically orthogonal for any j = j ′, and for any l  1 we have the mass
decoupling property:
lim
n→∞
[
M(un)−
l∑
j=1
M
(
φ(j)
)−M(wln)
]
= 0. (21)
For later use, we prove the following lemma:
Lemma 3.2. Let g(j)n , g(j
′)
n ∈ G′rad be asymptotically orthogonal for any j = j ′, then we have:∥∥∥∥∥
l∑
j=1
g
(j)
n φ
(j)
∥∥∥∥∥
6
L6t L
6d
3d−2
x

l∑
j=1
∥∥g(j)n φ(j)∥∥6
L6t L
6d
3d−2
x
+ o(1), as n → ∞. (22)
Proof. Since d  3, 43d−2 < 1. So we have:∥∥∥∥∥
l∑
j=1
g
(j)
n φ
(j)
∥∥∥∥∥
6
L6t L
6d
3d−2
x
=
∫ (∫ ∣∣∣∣∣
l∑
j=1
g
(j)
n φ
(j)
∣∣∣∣∣
2∣∣∣∣∣
l∑
p=1
g
(p)
n φ
(p)
∣∣∣∣∣
4
3d−2
dx
) 3d−2
d
dt
=
∫ ( l∑
j=1
∫ ∣∣g(j)n φ(j)∣∣2
∣∣∣∣∣
l∑
p=1
g
(p)
n φ
(p)
∣∣∣∣∣
4
3d−2
dx
+
l∑
j=1
l∑
k=1
∫ ∣∣g(j)n φ(j)g(k)n φ(k)∣∣
∣∣∣∣∣
l∑
p=1
g
(p)
n φ
(p)
∣∣∣∣∣
4
3d−2
dx
) 3d−2
d
dtk =j
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∫ ( l∑
j=1
∫ ∣∣g(j)n φ(j)∣∣ 6d3d−2 dx + l∑
j=1
l∑
p=1
p =j
∫ ∣∣g(j)n φ(j)∣∣2∣∣g(p)n φ(p)∣∣ 43d−2 dx
+
l∑
j=1
l∑
k=1
k =j
∫ ∣∣g(j)n φ(j)g(k)n φ(k)∣∣
∣∣∣∣∣
l∑
p=1
g
(p)
n φ
(p)
∣∣∣∣∣
4
3d−2
dx
) 3d−2
d
dt
:=
∫
(A+B +C) 3d−2d dt.
Without loss of generality, we can assume that all φ(j) are compactly supported in both t and x. By orthogonality,
B and C vanish as n → ∞. Thus∥∥∥∥∥
l∑
j=1
g
(j)
n φ
(j)
∥∥∥∥∥
6
L6t L
6d
3d−2
x

∫ ( l∑
j=1
∫ ∣∣g(j)n φ(j)∣∣ 6d3d−2 dx
) 3d−2
d
dt + o(1).
Now we consider:
∫ ( l∑
j=1
∫ ∣∣g(j)n φ(j)∣∣ 6d3d−2 dx
) 3d−2
d
dt
=
∫ l∑
j=1
(∫ ∣∣g(j)n φ(j)∣∣ 6d3d−2 dx
)2( l∑
p=1
∫ ∣∣g(p)n φ(p)∣∣ 6d3d−2 dx
) d−2
d
dt
+
l∑
j=1
l∑
k=1
k =j
∫ (∫ ∣∣g(j)n φ(j)∣∣ 6d3d−2 dx
)(∫ ∣∣g(k)n φ(k)∣∣ 6d3d−2 dx
)( l∑
p=1
∫ ∣∣g(p)n φ(p)∣∣ 6d3d−2 dx
) d−2
d
dt
:= I + II.
We estimate I first,
I 
l∑
j=1
∫ (∫ ∣∣g(j)n φ(j)∣∣ 6d3d−2 dx
) 3d−2
d
dt
+
l∑
j=1
l∑
p=1
p =j
∫ (∫ ∣∣g(j)n φ(j)∣∣ 6d3d−2 dx
)2(∫ ∣∣g(p)n φ(p)∣∣ 6d3d−2 dx
) d−2
d
dt. (23)
Note that it does not change the compact support of time to take space norm, and∫ ∣∣g(j)n φ(j)∣∣ 6d3d−2 dx = 1
(ρ
j
n)
2d
3d−2
∫ ∣∣∣∣φ(j)
(
t
(ρ
j
n)
2
− tjn , x
)∣∣∣∣
6d
3d−2
dx
:= 1
(ρ
j
n)
2d
3d−2
Lj
(
t
(ρ
j
n)
2
− tjn
)
,
we have: ∫ (∫ ∣∣g(j)n φ(j)∣∣ 6d3d−2 dx
)2(∫ ∣∣g(k)n φ(k)∣∣ 6d3d−2 dx
) d−2
d
dt
=
(
ρ
j
n
ρkn
) 2d−4
3d−2 ∫ ∣∣Lj (t˜ )∣∣2∣∣∣∣Lk
((
ρ
j
n
ρkn
)2
t˜ +
(
ρ
j
n
ρkn
)2
t
j
n − tkn
)∣∣∣∣
d−2
d
dt˜ → 0 as n → ∞.
We can prove similarly that II → 0 when n is sufficiently large. 
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For brevity, we write SI (u) to denote ‖u‖
L6t L
6d
3d−2
x (I×Rd )
in this section. If I = R, we write SR(u) = S(u).
Proposition 4.1. Fix μ and d , and suppose that m0 is finite. Let un : In × Rd → C for n = 1,2, . . . be a sequence of
radial solutions and tn ∈ In a sequence of times such that
lim sup
n→∞
M(un) = m0,
and
lim
n→∞Stn (un) = limn→∞Stn (un) = ∞.
Then the sequence Gradun(tn) has a subsequence which converges in Grad\L2x .
Proof. By time translation invariance, we may take tn = 0 for all n. Then we have:
lim
n→∞S0(un) = limn→∞S0(un) = ∞.
We consider the sequence of {un(0)}. Since lim supn→∞ M(un(0)) = m0, we have by concentration compactness
principle that
un(0) =
l∑
j=1
g
(j)
n ϕ
(j) +wln; with g(j)n = h(j)n eit
j
n and h(j)n ∈ Grad. (24)
Moreover, we have the asymptotic orthogonality:
∥∥un(0)∥∥2L2 =
l∑
j=1
∥∥ϕ(j)∥∥2
L2
+ ∥∥wln∥∥2L2 + o(1), (25)
and
lim sup
n→∞
S
(
eitwln
)→ 0 as l → ∞. (26)
Claim. For any ε > 0, supj M(ϕ(j))m0 − ε does not hold.
Otherwise, there exists ε0 > 0 such that M(ϕ(j))  m0 − ε0 for any j = 1,2, . . . . Suppose v(j) is the nonlinear
profile associated to ϕ(j) and depending on the limiting value of t (j)n , namely:
• If tjn is identically zero, v(j) is the maximal-lifespan solution to (1) with initial data v(j)(0) = φ(j).
• If tjn converges to +∞, v(j) is the maximal-lifespan solution to (1) which scatters forward in time to eitφ(j).
• If tjn converges to −∞, v(j) is the maximal-lifespan solution to (1) which scatters backward in time to eitφ(j).
Let,
u(l)n (t) =
l∑
j=1
T
h
(j)
n
[
v(j)
(· + tjn )](t)+ eitwln, (27)
then we have:
lim
l→+∞ limn→∞S
(
u(l)n
)
< +∞. (28)
In fact, by Lemma 3.2,
lim
l→∞ limn→∞
[
S
(
u(l)n
)]6  lim
l→∞
l∑[
S
(
v(j)
)]6
.j=1
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L2
< , for all j > j0.
Note that T
h
j
n
preserves L6t L
6d
3d−2
x norm, by the small data theory, we conclude that for any j > j0, the maximal lifespan
I (j) = R, and [
S
(
v(j)
)]6  CM(ϕ(j))3.
It follows that ∑
j>j0
[
S
(
v(j)
)]6  ∑
j>j0
M
(
ϕ(j)
)3  C,
where we use the mass decoupling property. For j  j0, by the definition of m0 and the fact that ‖v(j)(0)‖L2 
m0 − ε0, we conclude that the maximal lifespan I (j) = R and S(v(j)) C. Therefore, we have:
lim
l→+∞ limn→∞S
(
u(l)n
)
< ∞.
Meanwhile, by mass decoupling and the fact that h(j)n preserves mass, we get:
lim
n→∞M
(
u(l)n (0)− un(0)
)= lim
n→∞M
(
l∑
j=1
(
T
h
(j)
n
[
v(j)
(· + tjn )](0)− g(j)n ϕ(j))
)
 lim
n→∞
l∑
j=1
M
(
T
h
(j)
n
[
v(j)
(· + tjn )](0)− g(j)n ϕ(j))
= lim
n→∞
l∑
j=1
M
(
h
(j)
n
[
v(j)
(
t
j
n
)]− h(j)n eitjnϕ(j))
= lim
n→∞
l∑
j=1
M
(
v(j)
(
t
j
n
)− eitjnϕ(j))= 0,
where the last inequality follows from the definition of nonlinear profile.
Finally, we claim that
lim
l→+∞ lim supn→∞
∥∥(i∂t +)u(l)n − F (u(l)n )∥∥
L2t L
2d
d+2
x
= 0. (29)
In fact, write
v
(j)
n := Th(j)n
[
v(j)
(· + tjn )].
By the definition of u(l)n , we have:
u(l)n =
l∑
j=1
v
(j)
n + eitwln
and
(i∂t +)u(l)n =
l∑
j=1
F
(
v
(j)
n
)
.
Moreover,
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L2t L
2d
d+2
x

∥∥F (u(l)n − eitw(l)n )− F (u(l)n )∥∥
L2t L
2d
d+2
x
+
∥∥∥∥∥
l∑
j=1
F
(
v
(j)
n
)− F
(
l∑
j=1
v
(j)
n
)∥∥∥∥∥
L2t L
2d
d+2
x
.
So it suffices to prove,
lim
l→+∞ lim supn→∞
∥∥F (u(l)n − eitw(l)n )− F (u(l)n )∥∥
L2t L
2d
d+2
x
= 0, (30)
and
lim
n→∞
∥∥∥∥∥
l∑
j=1
F
(
v
(j)
n
)− F
(
l∑
j=1
v
(j)
n
)∥∥∥∥∥
L2t L
2d
d+2
x
= 0. (31)
By Hardy–Littlewood–Sobolev inequality, we get:∥∥F (u(l)n − eitw(l)n )− F (u(l)n )∥∥
L2t L
2d
d+2
x

∥∥eitw(l)n ∥∥
L6t L
6d
3d−2
x
∥∥u(l)n ∥∥2
L6t L
6d
3d−2
x
+ ∥∥eitw(l)n ∥∥2
L6t L
6d
3d−2
x
∥∥u(l)n ∥∥
L6t L
6d
3d−2
x
+ ∥∥eitw(l)n ∥∥3
L6t L
6d
3d−2
x
.
Thus (30) follows from (28) and (26). For (31), by Minkowski inequality, we have:∥∥∥∥∥
l∑
j=1
F
(
v
(j)
n
)− F
(
l∑
j=1
v
(j)
n
)∥∥∥∥∥
L2t L
2d
d+2
x

∑
j1 =j2
∥∥(V ∗ (v(j1)n v(j2)n ))v(j3)n ∥∥
L2t L
2d
d+2
x
+
∑
j1 =j2
∥∥(V ∗ ∣∣v(j1)n ∣∣2)v(j2)n ∥∥
L2t L
2d
d+2
x
.
Since for any j = 1,2, . . . , l, v(j)n is the radial solution of (1) with data ϕ(j), ‖ϕ(j)‖L2 m0 − ε, it follows from mass
conservation and the definition of m0 that ∥∥v(j)n ∥∥
L6t L
6d
3d−2
x
 C. (32)
Therefore, this together with orthogonality yields that∥∥(V ∗ (v(j1)n v(j2)n ))v(j3)n ∥∥
L2t L
2d
d+2
x

∥∥v(j1)n v(j2)n ∥∥
L3t L
3d
3d−2
x
∥∥v(j3)n ∥∥
L6t L
6d
3d−2
x

∥∥v(j1)n v(j2)n ∥∥
L3t L
3d
3d−2
x
→ 0, as n → ∞.
On the other hand, note that v(j) is radial, h(j)n ∈ Grad and that the orthogonality must be possessed by time variable,
we have: ∥∥(V ∗ ∣∣v(j1)n ∣∣2)v(j2)n ∥∥
L2t L
2d
d+2
x
→ 0, as n → ∞.
Thus, (31) follows. At last, by stability, we conclude that limn→∞ S(un) < ∞. This contradicts the hypothesis.
From the above claim, it follows that l = 1. So un(0) = hneitnϕ+wn with M(ϕ) = m0. Thus M(wn) → 0, which
implies that S(eitwn) → 0 as n → ∞. Without loss of generality, we may take hn to be identity. If tn → 0, then
un(0) → ϕ. Thus Gradun(0) → Gradϕ in G\L2x . It suffices to consider the case of tn → ±∞. We only consider the
case of tn → +∞, the other case is similar. Then we have:
lim
n→∞S0
(
eitun(0)
)= lim
n→∞S0
(
eithne
itnϕ
)= lim
n→∞S0
(
Thne
iteitnϕ
)
= lim S0
(
ei(t+tn)ϕ
)= lim Stn(eitϕ).n→∞ n→∞
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lim
n→∞Stn
(
eitϕ
)= 0.
By stability again, we have limn→∞ S0(un) = 0 and we reach a contradiction. 
Proof of Theorem 1.3. We will only prove the first half of the theorem because the proof of the second half is
identical with that of [11], which relies only on the structure of group Grad , pseudo-conformal invariance of (1) and
is combinatorial.
Suppose Theorem 1.2 failed, then there exists a sequence of radial solutions un of (1) with M(un)  m0 and
limn→∞ S(un) = +∞. Suppose un is maximal lifespan solutions, then there exists tn ∈ In such that limn→∞ Stn (un)
= limn→∞ Stn (un) = ∞. By translation invariance, we may take tn to be zero. From Proposition 4.1, it follows that
there exists u0 ∈ L2 such that Gradun(0) → Gradu0, namely, gnun(0) → u0 for some gn ∈ Grad . Without loss of
generality, we may assume that gn is identity. Thus un(0) → u0. Moreover, M(u0)m0.
Let u be the radial solution of (1) with initial data u0, then u blows up both forward and backward in time. In fact,
if u does not blow up forward in time, we have S0(u) < +∞. By stability, we have lim supn→+∞ S0(un) < +∞.
This contradicts the asymptotically blow-up. Similarly, we can prove that u blows up backward in time. By the
definition of m0, we have m0 M(u0). Thus we have M(u0) = m0.
Now we consider any sequence Gradu(t ′n) for t ′n ∈ In. Since u blows up forward and backward in time, we have
St ′n(u) = St ′n(u) = ∞. Then by Proposition 4.1, we have Gradu(t ′n) → Gradu0 (up to subsequence). Therefore,
{Gradu(t), t ∈ I } is precompact in Grad\L2x . 
Proposition 4.2 (Spacetime bound). Let u be a non-zero solution to (1) with lifespan I , which is almost periodic
modulo G with frequency scale function N : I → R+. If J is any subinterval of I , then∫
J
N(t)2 dt u
∫
J
( ∫
Rd
∣∣u(t, x)∣∣ 6d3d−2 dx) 3d−2d dt u 1 +
∫
J
N(t)2 dt. (33)
Proof. We first prove that ∫
J
( ∫
Rd
∣∣u(t, x)∣∣ 6d3d−2 dx) 3d−2d dt u 1 +
∫
J
N(t)2 dt. (34)
Let 0 < η < 1 to be chosen momentarily and partition J into subintervals Ij so that
η/2
∫
Ij
N(t)2 dt  η, (35)
this requires at most η−1 × RHS(33) intervals. For each j , we may choose tj ∈ Ij so that
N(tj )
2|Ij | 2η. (36)
By Strichartz estimates, we have the following estimates on the spacetime slab Ij × Rd :
‖u‖
L6t L
6d
3d−2
x

∥∥ei(t−tj )u(tj )∥∥
L6t L
6d
3d−2
x
+ ‖u‖3
L6t L
6d
3d−2
x

∥∥u>N0(tj )∥∥L2x + ∥∥ei(t−tj )u<N0(tj )∥∥L6t L 6d3d−2x + ‖u‖
3
L6t L
6d
3d−2
x

∥∥u>N0(tj )∥∥L2x + |Ij | 16 N
1
3
0
∥∥u(tj )∥∥L2x + ‖u‖3
L6t L
6d
3d−2
x

∥∥u>N0(tj )∥∥L2x + η 16 ∥∥u(tj )∥∥L2x + ‖u‖3 6 6d3d−2 .Lt Lx
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Choosing η sufficiently small depending on M(u), one may also render the second term arbitrarily small. Thus by the
bootstrap argument we obtain: ∫
Ij
( ∫
Rd
∣∣u(t, x)∣∣ 6d3d−2 dx) 3d−2d dt  η.
So (34) follows if we use the bound on the number of intervals Ij .
Now we prove: ∫
J
( ∫
Rd
∣∣u(t, x)∣∣ 6d3d−2 dx) 3d−2d dt u
∫
J
N(t)2 dt. (37)
Using Definition 1.4 and choosing η sufficiently small depending on M(u), we can guarantee that∫
|x−x(t)|C(η)N(t)−1
∣∣u(t, x)∣∣2 dx u 1. (38)
By Hölder inequality, we get:∫
Rd
∣∣u(t, x)∣∣ 6d3d−2 dx  ( ∫
|x−x(t)|C(η)N(t)−1
∣∣u(t, x)∣∣2 dx) 3d3d−2 N(t) 2d3d−2 .
Using (38) and integrating over J we derive (37). 
5. The self-similar solutions
This section is devoted to proving Theorem 1.4. Let u be as in Theorem 1.4. For any A> 0, we define:
M(A) := sup
T>0
∥∥u>AT −1/2(T )∥∥L2x(Rd ), (39)
S(A) := sup
T>0
∥∥u>AT −1/2(T )∥∥
L6t L
6d
3d−2
x ([T ,2T ]×Rd )
, (40)
N (A) := sup
T>0
∥∥P>AT −1/2F(u)∥∥
L2t L
2d
d+2
x ([T ,2T ]×Rd )
, (41)
where u>AT −1/2(T ) = P>AT −1/2u(T ). To prove Theorem 1.4, it suffices to show that for every s > 0,
M(A)s,u A−s ,
whenever A is sufficiently large depending on u and s. From mass conservation, Proposition 4.2, self-similarity and
Hardy–Littlewood–Sobolev inequality, we have:
M(A)+ S(A)+ N (A)u 1, (42)
for all A> 0. From Strichartz estimates, we also see that
S(A)M(A)+ N (A), (43)
for all A> 0. A similar application of Strichartz estimates shows that for any admissible pair (q, r),
‖u‖Lqt Lrx([T ,2T ]×Rd ) u 1 (44)
for all T > 0.
Lemma 5.1 (Nonlinear estimate). For all A> 100, we have:
N (A)u S
(
A
8
)
M(
√
A)+A− 12d+6
[
M
(
A
8
)
+ N
(
A
8
)]
.
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∥∥P
>AT
− 12
(
F(u)
)∥∥
L2t L
2d
d+2
x
u S
(
A
8
)
M(
√
A)+A− 12d+6
[
M
(
A
8
)
+ N
(
A
8
)]
(45)
for arbitrary T > 0. To do this, we decompose u as
u = u
 18 AT
− 12
+ u 1
8 AT
− 12 >·√AT − 12 + u<√AT − 12 .
Then any term in the resulting expansion of P
>AT
− 12
(F (u)) that does not contain the factor of u
 18 AT
− 12
vanishes.
Consider the terms which contain at least one factor of u 1
8 AT
− 12 >·√AT − 12 . The term which contains three factors
of u
> 18 AT
− 12
or which contains two factors of u
> 18 AT
− 12
and one factor of u
<
√
AT
− 12
can be estimated similarly.
By Hölder inequality, Hardy–Littlewood–Sobolev inequality, (39), (40) and (44), we have:∥∥V ∗ (u
 18 AT
− 12
u 1
8 AT
− 12 >·√AT − 12
)
u
∥∥
L2t L
2d
d+2
x ([T ,2T ]×Rd )

∥∥V ∗ (u
 18 AT
− 12
u 1
8 AT
− 12 >·√AT − 12
)∥∥
L6t L
3d
5
x ([T ,2T ]×Rd )
‖u‖
L3t L
6d
3d−4
x ([T ,2T ]×Rd )

∥∥u
 18 AT
− 12
u 1
8 AT
− 12 >·√AT − 12
∥∥
L6t L
3d
3d−1
x ([T ,2T ]×Rd )

∥∥u
> 18 AT
− 12
∥∥
L6t L
6d
3d−2
x [T ,2T ]×Rd )
∥∥u 1
8 AT
− 12 >·√AT − 12
∥∥
L∞t L2x([T ,2T ]×Rd )
 S
(
A
8
)
M(
√
A),
and ∥∥V ∗ (u
 18 AT
− 12
u)u 1
8 AT
− 12 >·√AT − 12
∥∥
L2t L
2d
d+2
x ([T ,2T ]×Rd )

∥∥V ∗ (u
 18 AT
− 12
u)
∥∥
L2t L
d
x ([T ,2T ]×Rd )
∥∥u 1
8 AT
− 12 >·√AT − 12
∥∥
L∞t L2x([T ,2T ]×Rd )

∥∥u
 18 AT
− 12
u
∥∥
L2t L
d
d−1
x ([T ,2T ]×Rd )
M(
√
A)

∥∥u
 18 AT
− 12
∥∥
L6t L
6d
3d−2
x ([T ,2T ]×Rd )
‖u‖
L3t L
6d
3d−4
x ([T ,2T ]×Rd )
M(
√
A)
 S
(
A
8
)
M(
√
A).
Similarly, we have:
∥∥V ∗ (u 1
8 AT
− 12 >·√AT − 12 u)u 18 AT −
1
2
∥∥
L2t L
2d
d+2
x ([T ,2T ]×Rd )
 S
(
A
8
)
M(
√
A).
Finally, we consider the terms with one factor of u
 18 AT
− 12
and two factors of u
<
√
AT
− 12
. First, by Hölder inequal-
ity, Lemmas 2.1 and 2.6, (39), (41) and (44), we have:∥∥V ∗ (u
 18 AT
− 12
u
<
√
AT
− 12
)
u
<
√
AT
− 12
∥∥
L2t L
2d
d+2
x ([T ,2T ]×Rd )

∥∥V ∗ (u
 18 AT
− 12
u
<
√
AT
− 12
)∥∥
L2t L
d
x ([T ,2T ]×Rd )
∥∥u
<
√
AT
− 12
∥∥
L∞t L2x([T ,2T ]×Rd )
u
1
( 18AT
− 12 ) d−22
∥∥u
> 18 AT
− 12
u
<
√
AT
− 12
∥∥
L2t,x
u A−
d−1
4
(∥∥P
> 1 AT −
1
2
u(t0)
∥∥
L2x
+ ∥∥(i∂t +)P
> 1 AT −
1
2
u
∥∥
2
2d
d+2
)
8 8 Lt Lx
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<
√
AT
− 12
u(t0)
∥∥
L2x
+ ∥∥(i∂t +)P
<
√
AT
− 12
u
∥∥
L2t L
2d
d+2
x
)
u A−
d−1
4
(
M
(
A
8
)
+ N
(
A
8
))
.
Now it suffices to estimate,
∥∥(V ∗ ∣∣u
<
√
AT
− 12
∣∣2)u
> 18 AT
− 12
∥∥
L2t L
2d
d+2
x ([T ,2T ]×Rd )
.
We divide it into two terms:
∥∥(V ∗ ∣∣u
<
√
AT
− 12
∣∣2)u
> 18 AT
− 12
∥∥
L2t L
2d
d+2
x ([T ,2T ]×Rd )

∥∥(V ∗ ∣∣u
<
√
AT
− 12
∣∣2)P
> 18 AT
− 12
ei(t−T )u(T )
∥∥
L2t L
2d
d+2
x ([T ,2T ]×Rd )
+
∥∥∥∥∥(V ∗ ∣∣u<√AT − 12
∣∣2) t∫
T
P
> 18 AT
− 12
ei(t−t ′)F
(
u(t ′)
)
dt ′
∥∥∥∥∥
L2t L
2d
d+2
x ([T ,2T ]×Rd )
:= I + II.
Let
q = 2d + 6
d + 1 , s = −
d
2
+ d + 2
q
= 1
d + 3 > 0
and q1, r1, r2 satisfy,
1
q1
+ 1
q
= 1
2
,
1
r1
+ 1
q
= d + 2
2d
,
1
r1
= 1
r2
− d − 2 + s
d
,
which yields that
2
2q1
+ d
2r2
= d
2
.
Thus, by Hölder inequality, Sobolev imbedding, Lemmas 2.1, 2.5 and (44), we have:
I 
∥∥V ∗ ∣∣u
<
√
AT
− 12
∣∣2∥∥
L
q1
t L
r1
x ([T ,2T ]×Rd )
∥∥P
> 18 AT
− 12
ei(t−T )u(T )
∥∥
L
q
t,x ([T ,2T ]×Rd )
 C
∥∥|∇|s(∣∣u
<
√
AT
− 12
∣∣2)∥∥
L
q1
t L
r2
x ([T ,2T ]×Rd )
∑
N> 18 AT
− 12
∥∥PNei(t−T )u
> 18 AT
− 12
(T )
∥∥
L
q
t,x ([T ,2T ]×Rd )

(√
AT −
1
2
)s‖u‖2
L
2q1
t L
2r2
x ([T ,2T ]×Rd )
∑
N> 18 AT
− 12
N
d
2 − d+2q ∥∥P
> 18 AT
− 12
u(T )
∥∥
L2x
 u
(√
AT −
1
2
)s(
AT −
1
2
) d
2 − d+2q M
(
A
8
)
u A−
1
2d+6 M
(
A
8
)
.
Now we estimate II. By duality and Lemma 2.5, we get that∥∥∥∥
∫
R
PNe
−itf (t, x) dt
∥∥∥∥
L2x
 CN
d
2 − d+2q ‖f ‖
L
q′
t,x
. (46)
Therefore, this together with Lemma 2.3 yields that for q > 4d+2 ,2d−1
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∥∥∥∥
∫
R
PNe
i(t−t ′)F (t ′) dt ′
∥∥∥∥
L
q
t,x
= sup
‖g‖
L
q′
t,x
=1
∫
R
〈∫
R
PNe
i(t−t ′)F (t ′) dt ′, g(t, x)
〉
dt
 sup
‖g‖
L
q′
t,x
=1
∥∥∥∥
∫
R
e−it ′F(t ′, x) dt ′
∥∥∥∥
L2x
∥∥∥∥
∫
R
PNe
−itg(t, x) dt
∥∥∥∥
L2x
N
d
2 − d+2q ‖F‖
L2t L
2d
d+2
x
.
From this and Christ–Kiselev lemma (see [21]), we get that∥∥∥∥∥
t∫
t0
PNe
i(t−t ′)P
> 18 AT
− 12
F
(
u(t ′)
)
dt ′
∥∥∥∥∥
L
q
t,x
 CN
d
2 − 2dd+2 ∥∥P
> 18 AT
− 12
F
∥∥
L2t L
2d
d+2
x
.
Similar to the estimate of I , we get that
II u A−
1
2d+6 N
(
A
8
)
. 
Lemma 5.2 (Qualitative decay). We have:
lim
A→∞M(A) = limA→∞S(A) = limA→∞N (A) = 0. (47)
Proof. Since u is almost periodic modulo Grad and self-similar, for any η > 0, there exists C(η), such that∫
|ξ |>C(η)T − 12
∣∣uˆ(T , ξ)∣∣2 dξ < η.
In particular, when A is sufficiently large, we have:∫
|ξ |>AT − 12
∣∣uˆ(T , ξ)∣∣2 dξ < η.
Therefore, we get:
lim
A→∞M(A) = 0.
From Lemma 5.1 and (42), we have:
N (A) S
(
A
8
)
M(
√
A)+A− 12d+6
(
M
(
A
8
)
+ N
(
A
8
))
 uM(
√
A)+A− 12d+6 → 0 as A → ∞.
Finally, (43) yields
S(A)M(A)+ N (A) → 0 as A → ∞. 
Proposition 5.1. Let 0 < η < 1. Then if A is sufficiently large depending on u and η,
S(A) ηS
(
A
16
)
+A− 12d+6 . (48)
In particular, S(A)u A−
1
2d+6 for all A> 0.
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Fig. 1. Interpolation game board.
Proof. Fix η ∈ (0,1). It suffices to show that∥∥u
>AT
− 12
∥∥
L6t L
6d
3d−2
x [T ,2T ]×Rd
 ηS
(
A
16
)
+A− 12d+6 (49)
for all T > 0.
Fix T > 0. By the Duhamel formula and then using Lemma 2.3, we obtain:
∥∥u
>AT
− 12
∥∥
L6t L
6d
3d−2
x [T ,2T ]×Rd

∥∥∥∥P>AT − 12 ei(t− T2 )u
(
T
2
)∥∥∥∥
L6t L
6d
3d−2
x [T ,2T ]×Rd
+ ∥∥P
>AT
− 12
F(u)
∥∥
L2t L
2d
d+2
x ([ T2 ,2T ]×Rd )
.
First, we consider the second term. By definition, we have:∥∥P
>AT
− 12
F(u)
∥∥
L2t L
2d
d+2
x ([ T2 ,2T ]×Rd )
N (A/2).
Using Lemmas 5.1 and 5.2, we derive that∥∥P
>AT
− 12
F(u)
∥∥
L2t L
2d
d+2
x ([ T2 ,2T ]×Rd )
 RHS(48).
Thus the second term is acceptable.
Now we consider the first term (see Fig. 1). In fact, we will show that∥∥∥∥P>AT − 12 ei(t− T2 )u
(
T
2
)∥∥∥∥
L6t L
6d
3d−2
x [T ,2T ]×Rd
u A
− 2(d−1)(d−2)
3(4d2−5d−2) , (50)
which is acceptable, since 2(d−1)(d−2)3(4d2−5d−2) >
1
2d+6 for all d  3. From Shao’s Strichartz estimate (17), we have:∥∥PMeitf ∥∥
L
2d
d−1
t,x
 CM− d−22d ‖f ‖L2x . (51)
Meanwhile, the Strichartz estimate gives: ∥∥eitf ∥∥
L∞t L2x
 C‖f ‖L2x . (52)
Interpolating between (51) and (52) with θ = 2/3, we have:∥∥PMeitf ∥∥ 3d
d−1 6d3d−2
 CM− d−23d ‖f ‖L2x . (53)Lt Lx
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(
T
2
)∥∥∥∥
L
3d
d−1
t L
6d
3d−2
x
u
(
BT −
1
2
)− d−23d . (54)
Using the Duhamel formula, we write:
P
BT
− 12
ei(t−
T
2 )u
(
T
2
)
= P
BT
− 12
ei(t−ε)u(ε)− i
T
2∫
ε
P
BT
− 12
ei(t−t ′)F
(
u(t ′)
)
dt ′,
for any ε > 0. By self-similarity, the first term of RHS converges strongly to zero in L2x as ε → 0. By Lemma 2.1,
it also converges to zero in L
6d
3d−2
x . Thus using the dispersive estimate (11), we obtain:∥∥∥∥PBT − 12 ei(t− T2 )u
(
T
2
)∥∥∥∥
L4d+2t L
6d
3d−2
x ([T ,2T ]×Rd )

∥∥∥∥∥
T
2∫
0
1
|t − t ′| 13
∥∥F (u(t ′))dt ′∥∥
L
6d
3d+2
x
∥∥∥∥∥
L4d+2t ([T ,2T ]×Rd )
 T
1
4d+2 − 13
∑
0<τ<T4
∥∥F(u)∥∥
L1t L
6d
3d+2
x ([τ,2τ ]×Rd )
 T
1
4d+2 − 13
∑
0<τ<T4
τ
1
6 ‖u‖3
L
18
5
t L
18d
9d−10
x ([τ,2τ ]×Rd )
u T
1
4d+2 − 16 ,
where the last inequality comes from (44). Interpolating between this estimate and (54) with θ = 2d(d−1)4d2−5d−2 ,
we obtain that ∥∥∥∥PBT − 12 ei(t− T2 )u
(
T
2
)∥∥∥∥
L6t L
6d
3d−2
x ([T ,2T ]×Rd )
u B
− 2(d−1)(d−2)
3(4d2−5d−2) .
Summing this over dyadic B A yields (50) and (48).
Finally, we explain why (48) implies S(A)u A−
1
2d+6
. Choosing η = 12 . Then there exists A0 depending on u, so
that (48) holds for all AA0. By (42), we need only bound S(A) for AA0.
Choose k  1 so that 2−4kAA0  2−4(k−1)A. By iterating (48) k times and using (42),
S(A)
[
1 + η2 42d+6 + · · · + (η2 42d+6 )]A− 12d+6 + ηkS(2−4kA)
 uA−
1
2d+6 + ηk u A− 12d+6 .
Note that the last inequality uses the way we choose η and k. 
Corollary 5.1. For any A> 0, we have:
M(A)+ N (A)+ S(A)u A− 12d+6 .
Proof. The bound on S(A) was derived in Proposition 5.1. This together with Lemma 5.1 and (42) yields the bound
on N (A).
We now turn to the bound on M(A). By Corollary 1.1,
∥∥P>AT −1/2u(T )∥∥L2x 
∞∑
k=0
∥∥∥∥∥
2k+1T∫
k
ei(T−t ′)P>AT −1/2F
(
u(t ′)
)
dt ′
∥∥∥∥∥
L2x
, (55)
2 T
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t−1/2 → 0 as t → ∞. Combining (55) with Strichartz estimates, (39) and (41), we get:
M(A) = sup
T>0
∥∥P>AT −1/2u(T )∥∥L2x 
∞∑
k=0
N (2k/2A). (56)
The desired bound on M(A) now follows from that on N (A). 
Proof of Theorem 1.4. Combining Lemma 5.1 with Corollary 5.1, one has
N (A)u A−
1
4d+12
[
S
(
A
8
)
+ M
(
A
8
)
+ N
(
A
8
)]
.
Together with (55) and (56), this allows us to deduce:
S(A)+ M(A)+ N (A)u A−σ ⇒ S(A)+ M(A)+ N (A)u A−σ− 14d+12 ,
for any σ > 0. Iterating this statement shows that u(t) ∈ Hsx (Rd) for all s > 0. 
Corollary 5.2 (Absence of self-similar solutions). There are no non-zero spherically symmetric solutions to (1) that
are self-similar in the sense of Theorem 1.3.
Proof. By Theorem 1.4, any such solution would obey u(t) ∈ H 1x (Rd) for all t ∈ (0,∞). Then there exists a global
solution with initial data u(t0) at any time t0 ∈ (0,∞); recall that we assume M(u) <M(Q) in the focusing case (see
[13,16]). On the other hand, self-similar solutions blow up at time t = 0. These two facts yield a contradiction. 
6. Additional regularities
This section is devoted to the proof of Theorem 1.5. Before giving the proof, we record some basic local estimates.
From mass conservation we have:
‖u‖L∞t L2x u 1, (57)
while from Definition 1.4 and the fact that N(t) is bounded, we have:
lim
N→∞‖uN‖L∞t L2x(R×Rd ) = 0. (58)
From Proposition 4.2 and N(t) 1, we have:
‖u‖
L6t L
6d
3d−2
x (J×Rd )
u
〈|J |〉 16 , (59)
for all intervals J ⊂ R. By Hölder’s inequality and Hardy–Littlewood–Sobolev inequality, this implies:∥∥F(u)∥∥
L2t L
2d
d+2
x (J×Rd )
u
〈|J |〉 12 (60)
and then by Strichartz estimates (Lemma 2.3),
‖u‖Lqt Lrx(J×Rd ) 
〈|J |〉 1q , (61)
for any admissible pair (q, r). Similarly, the weighted Strichartz estimates imply that∥∥|x| 2(d−1)q u∥∥
L
q
t L
2q
q−4
x (J×Rd )
u
〈|J |〉 1q . (62)
Now for any dyadic number N , define:
M(N) := ‖uN‖L∞L2 (R×Rd ), (63)t x
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lim
N→∞M(N) = 0. (64)
To prove Theorem 1.5, it suffices to show that M(N)u,s N−s for any s > 0 and all N sufficiently large depending
on u and s. This will immediately follow from iterating the following proposition with a suitably choice of small η
(depending on u and s):
Proposition 6.1 (Regularity). Let u be as in Theorem 1.5 and let η > 0 be a small number. Then
M(N)u ηM
(
N
64
)
(65)
whenever N is sufficiently large depending on u and η.
The rest of this section is devoted to proving Proposition 6.1. Our task is to show that∥∥uN(t0)∥∥L2x(Rd ) u ηM
(
N
64
)
for all times t0 and all N sufficiently large (depending on u and η). By time translation symmetry, we may assume
t0 = 0. By Corollary 1.1, we have:
uN(0) =
(
P+ + P−)uN(0)
= lim
T→∞ i
T∫
0
P+e−itPNF
(
u(t)
)
dt − i lim
T→∞
0∫
−T
P−e−itPNF
(
u(t)
)
dt, (66)
where the limit is to be interpreted as a weak limit in L2. However, this representation is not useful for |x| small
because the kernels of P± have a logarithmic singularity at x = 0. To deal with this, we will use a different represen-
tation for |x|N−1, namely
uN(0) = lim
T→∞ i
T∫
0
e−itPNF
(
u(t)
)
dt, (67)
also as a weak limit. To deal with the poor nature of these limits, we use the fact that
fT → f weakly along a subsequence ⇒ ‖f ‖ lim sup
T→∞
‖fT ‖, (68)
or equivalently, that the unit ball is weakly closed.
Despite different representations will be used depending on the size of |x|, some estimates can be dealt with in a
uniform manner. The first such example is a bound on integrals over short times.
Lemma 6.1 (Local estimate). For any η > 0, there exists δ = δ(u, η) > 0 such that∥∥∥∥∥
δ∫
0
e−itPNF
(
u(t)
)
dt
∥∥∥∥∥
L2x
u ηM
(
N
8
)
,
provided that N is sufficiently large depending on u and η. An analogous estimate holds for integration over [−δ,0]
and after pre-multiplication by P± (they are bounded operators on L2x ).
Proof. By Strichartz estimates, it suffices to prove:∥∥PNF(u)∥∥
L2t L
2d
d+2
x (J×Rd )
u ηM
(
N
8
)
,
for any interval J with length |J | δ and all sufficiently large N depending on u and η.
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‖uN0‖L∞t L2x(R×Rd )  η2. (69)
Let N > 8N0. We decompose
u = uN8 + uN0·N8 + u<N0 .
Any term in the resulting expansion of PNF(u) that does not contain the factor of uN8 vanishes.
At first, we consider the terms with two factors of the form u<N0 . Using Hölder’s inequality, Hardy–Littlewood–
Sobolev inequality, (57) and Lemma 2.1,∥∥(V ∗ (u
>N8
u<N0
))
u<N0
∥∥
L2t L
2d
d+2
x (J×Rd )

∥∥V ∗ (u
>N8
u<N0
)∥∥
L4t L
2d
3
x (J×Rd )
‖u<N0‖
L4t L
2d
d−1
x (J×Rd )

∥∥u
>N8
u<N0
∥∥
L4t L
2d
2d−1
x (J×Rd )
‖u<N0‖
L4t L
2d
d−1
x (J×Rd )

∥∥u
>N8
∥∥
L∞t L2x
‖u<N0‖2
L4t L
2d
d−1
x (J×Rd )
 |J | 12 N0M
(
N
8
)
,
and ∥∥(V ∗ u2<N0)u>N8 ∥∥L2t L 2dd+2x (J×Rd ) 
∥∥V ∗ u2<N0∥∥L2t Ldx (J×Rd )∥∥u>N8 ∥∥L∞t L2x(R×Rd )
 ‖u<N0‖2
L4t L
2d
d−1
x (J×Rd )
M
(
N
8
)
 |J | 12 N0M
(
N
8
)
.
Choosing δ sufficiently small depending on η and N0, we see that they are acceptable.
It remains only to consider those components of PNF(u) which involve uN8 and at least one of the other terms
is not u<N0 : ∥∥V ∗ (u
>N8
uN0
)
u
∥∥
L2t L
2d
d+2
x (J×Rd )

∥∥V ∗ (u
>N8
uN0
)∥∥
L4t L
2d
3
x (J×Rd )
‖u‖
L4t L
2d
d−1
x (J×Rd )

∥∥u
>N8
∥∥
L∞t L2x(J×Rd )‖uN0‖L4t L
2d
d−1
x (J×Rd )
〈|J |〉 14 .
By (61), we get:
‖u>N0‖
L2t L
2d
d−2
x (J×Rd )

〈|J |〉 12 .
Therefore, by interpolation between this and (69), we have:
‖u>N0‖
L4t L
2d
d−1
x (J×Rd )
 η
〈|J |〉 14 .
Thus, we obtain that
∥∥V ∗ (u
>N8
uN0
)
u
∥∥
L2t L
2d
d+2
x (J×Rd )
 ηM
(
N
8
)〈|J |〉 12 .
Similarly, we can estimate:
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>N8
u
)
uN0
∥∥
L2t L
2d
d+2
x (J×Rd )

∥∥V ∗ (u
>N8
u
)∥∥
L2t L
d
x (J×Rd )‖uN0‖L∞t L2x(J×Rd )

∥∥u
>N8
u
∥∥
L2t L
d
d−1
x (J×Rd )
‖uN0‖L∞t L2x(J×Rd )

∥∥u
>N8
∥∥
L∞t L2x(J×Rd )‖uN0‖L∞t L2x(J×Rd )‖u‖L2t L
2d
d−2
x (J×Rd )
 η2M
(
N
8
)〈|J |〉 12 ,
where the last inequality comes from (69). Another term ‖V ∗ (uN0u)u>N8 ‖L2t L
2d
d+2
x (J×Rd )
can be similarly esti-
mated. 
We now turn our attention to |t | δ. In this case we make the decomposition,
PN =
∑
MN
PMP˜M,
where P˜M := PM/2 + PM + P2M . In this way, (67) becomes:
uN(0, x) = i
δ∫
0
e−itPNF
(
u(t)
)
dt
+ lim
T→∞
∑
MN
i
T∫
δ
∫
Rd
[
PMe
−it](x, y)[P˜MF (u(t))](y) dy dt, (70)
which we will use when |x|N−1. The analogous reformulation of (66), namely
uN(0, x) = i
δ∫
0
P+e−itPNF
(
u(t)
)
dt − i
0∫
−δ
P−e−itPNF
(
u(t)
)
dt
+ lim
T→∞
∑
MN
i
T∫
δ
∫
Rd
[
P+Me
−it](x, y)[P˜MF (u(t))](y) dy dt
− lim
T→∞
∑
MN
i
−δ∫
−T
∫
Rd
[
P−Me
−it](x, y)[P˜MF (u(t))](y) dy dt, (71)
will be used when |x| >N−1.
The next lemma bounds the integrals over the significant region |y|  M|t |. Let χk denote the characteristic
function of the set: {
(t, y): 2kδ  |t | 2k+1δ, |y|M|t |}.
Lemma 6.2 (Main contribution). Let η > 0 be a small number and let δ be as in Lemma 6.1. Then
∑
MN
∞∑
k=0
∥∥∥∥∥
2k+1δ∫
2kδ
∫
Rd
[
PMe
−it](x, y)χk(t, y)[P˜MF (u(t))](y) dy dt
∥∥∥∥∥
L2x
u ηM
(
N
64
)
, (72)
for all N sufficiently large depending on u and η. An analogous estimate holds with PM replaced by P+M and P−M ;
moreover, the time integrals may be taken over [−2k+1δ,−2kδ].
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∥∥∥∥∥
2k+1δ∫
2kδ
∫
Rd
[
PMe
−it](x, y)χk(t, y)[P˜MF (u(t))](y) dy dt
∥∥∥∥∥
L2x

∥∥χk(V ∗ |u|2)P˜>M8 u∥∥L1t L2y + ∥∥χkuP˜>M8 (V ∗ |u|2)∥∥L2t L 2dd+2y .
We first consider ∥∥χk(V ∗ |u|2)P˜>M8 u∥∥L1t L2y  ∥∥χk(V ∗ |u|2)∥∥L1t L∞y ∥∥P>M64 u∥∥L∞t L2y

∥∥∥∥χk(y)
∫
|x−y| |y|2
|u(x)|2
|y − x|2 dx
∥∥∥∥
L1t L
∞
y
M
(
N
64
)
+
∥∥∥∥χk(y)
∫
|x−y|< |y|2
|u(x)|2
|y − x|2 dx
∥∥∥∥
L1t L
∞
y
M
(
N
64
)
.
On one hand, ∥∥∥∥χk(y)
∫
|x−y| |y|2
|u(x)|2
|y − x|2 dx
∥∥∥∥
L1t L
∞
y

∥∥χk(y)|y|−2∥∥L1t L∞y ‖u‖L∞t L2y
 u
(
M2kδ
)−2(2kδ).
On the other hand, by weighted Strichartz estimates, Hölder’s inequality and (62), taking p = d2 − 14 , q = 2d − 32
and θ = q2p = 4d−32d−1  2, we have:∥∥∥∥χk(y)
∫
|x−y|< |y|2
|u(x)|2
|y − x|2 dx
∥∥∥∥
L1t L
∞
y

∥∥∥∥χk(y)|y|− 2(d−1)q θ
∫
|x−y| |y|2
|y| 2(d−1)q θ |u(x)|2
|x − y|2 dx
∥∥∥∥
L1t L
∞
y

∥∥∥∥χk(y)|y|− 2(d−1)q θ
∫
|x−y| |y|2
|x| 2(d−1)q θ |u(x)|2
|x − y|2 dx
∥∥∥∥
L1t L
∞
y

∥∥∥∥χk(y)|y|− 2(d−1)q θ
∥∥∥∥1|·| |y|2 1| · |2
∥∥∥∥
L
p
x
∥∥|x| 2(d−1)q |u|∥∥θ
L
2q
q−4
x
‖u‖2−θ
L2x
∥∥∥∥
L1t L
∞
y

∥∥χk(y)|y|− 2(d−1)q θ |y| d−2pp ∥∥
L
2p
2p−1
t L
∞
y
∥∥|x| 2(d−1)q |u|∥∥θ
L
q
t L
2q
q−4
x
‖u‖2−θ
L∞t L2x
u
(
M2kδ
)− d−1
p
+ d−2p
p
(
2kδ
) 2p−1
2p
〈
2kδ
〉 θ
q u M−
2p−1
p
(
2kδ
) 1−p
p .
Therefore, we have
∥∥χku>M8 (V ∗ |u|2)∥∥L1t L2y M− 2(2d−3)2d−1 2− 2d−52d−1 kδ− 2d−52d−1 M
(
N
64
)
. (73)
At last, by means of Bernstein, weighted Strichartz estimates and (62), we have:
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 ‖χku‖L2t L∞y
∥∥P˜
>M8
(
V ∗ |u|2)∥∥
L∞t L
2d
d+2
y
M− d−22
∥∥χk|y|− d−12 ∥∥L4t L∞y ∥∥|y| d−12 u∥∥L4t L∞y ∥∥P˜>M8 (|u|2)∥∥L∞t L1y
M− d−22
(
M2kδ
)− d−12 (2kδ) 14 〈2kδ〉 14 ∥∥P
>M64
u
∥∥
L∞t L2y
‖u‖L∞t L2y
u M−
d−2
2
(
M2kδ
)− d−12 (2kδ) 14 〈2kδ〉 14 M(N
64
)
= M− 2d−32 2− d−22 kδ− d−22 M
(
N
64
)
.
Thus the LHS of (72) can be bounded by:
(
N−
2(2d−3)
2d−1 δ−
2d−5
2d−1 +N− 2d−32 δ− d−22 )M(N
64
)
.
This is acceptable as long as we choose N sufficiently large depending on δ and η. 
Now we turn to the integration over the region of (t, y) where |y|  M|t |. In [12], the bounds of the kernels of the
propagators have been shown to be:
∣∣PMe−it(x, y)∣∣+ ∣∣P±Me−it(x, y)∣∣ 1(M2|t |)50d KM(x, y), (74)
where
KM(x,y) := M
d
〈M(x − y)〉50d +
Md
〈Mx〉 d−12 〈My〉 d−12 〈M|x| −M|y|〉50d
.
Furthermore, by Schur’s test, it is the kernel of a bounded operator on L2x(Rd).
Let χ˜k be the characteristic function of the set:{
(t, y): 2kδ  |t | 2k+1δ, |y|  M|t |}.
Lemma 6.3 (The tail). Let η > 0 be a small number and let δ be as in Lemma 6.1. Then
∑
MN
∞∑
k=0
∥∥∥∥∥
2k+1δ∫
2kδ
∫
Rd
KM(x, y)
(M2|t |)50d χ˜k(t, y)
[
P˜MF
(
u(t)
)]
(y) dy dt
∥∥∥∥∥
L2x
u ηM
(
N
8
)
,
for all N sufficiently large depending on u and η.
Proof. By Strichartz estimates, Hardy–Littlewood–Sobolev inequality, Hölder inequality and (61), we have:∥∥∥∥
∫
R
∫
Rd
KM(x, y)
(M2|t |)50d χ˜k(t, y)
[
P˜MF
(
u(t)
)]
(y) dy dt
∥∥∥∥
L2x

(
M22kδ
)−50d∥∥χ˜kP˜MF(u)∥∥L1t L2x

(
M22kδ
)−50d∥∥uM8 ∥∥L∞t L2x‖u‖2
L2t L
2d
d−2
x ([2kδ,2k+1δ]×Rd )

(
M22kδ
)−50dM(N )〈2kδ〉.
8
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∑
MN
∞∑
k=0
∥∥∥∥
∫
R
∫
Rd
KM(x, y)
(M2|t |)50d χ˜k(t, y)
[
P˜MF
(
u(t)
)]
(y) dy dt
∥∥∥∥
L2x
u
(
N2δ
)−49dM(N
8
)
.
The claim follows by choosing N sufficiently large depending on δ and η. 
Proof of Proposition 6.1. Naturally, we may bound ‖uN‖L2 by separately bounding the L2 norm on the ball
{|x|N−1} and on its complement. On the ball we use (70) while outside the ball we use (71). Invoking (68) and the
triangle inequality, we reduce the proof to bounding certain integrals. The integrals over short times were estimated
in Lemma 6.1. For |t | δ, we further partition the region of integration into two main pieces. The first piece, where
|y|M|t |, was dealt with in Lemma 6.2. The remaining piece, |y|  M|t |, can be estimated by combining (74) with
Lemma 6.3. 
7. Double high-to-low frequency cascade
In this section, we use the additional regularity provided by Theorem 1.5 to preclude double high-to-low frequency
cascade solutions. We need the following lemma:
Lemma 7.1 (Gagliardo–Nirenberg inequality of convolution type, [16]). Let V (x) = |x|−2 and
‖u‖LV :=
( ∫ ∫
Rd×Rd
∣∣u(x)∣∣2V (x − y)∣∣u(y)∣∣2 dx dy) 14 , (75)
then
‖u‖4
LV
 2‖Q‖2
L2
‖u‖2
L2‖∇u‖2L2 . (76)
Theorem 7.1 (Absence of double cascades). There are no non-zero global spherically symmetric solutions to (1) that
are double high-to-low frequency cascades in the sense of Theorem 1.3.
Proof. Suppose there exists such a solution u. By Theorem 1.5, u lies in C0t H 1x (R × Rd). Hence the energy,
E
(
u(t)
) := 1
2
∫
R
∣∣∇u(t, x)∣∣2 dx + μ
4
∫ ∫
Rd×Rd
|u(x)|2|u(y)|2
|x − y|2 dx dy,
is finite and conserved. As we have M(u) <M(Q) in the focusing case, Lemma 7.1 gives:∥∥∇u(t)∥∥2
L2x(R
d )
∼u E(u) ∼u 1, (77)
for all t ∈ R. Since
lim inf
t→−∞ N(t) = lim inft→+∞ N(t) = 0,
there are two time sequences along which N(t) → 0.
Let η > 0 be arbitrary. By Definition 1.4, we can find C = C(η,u) > 0 such that∫
|ξ |CN(t)
∣∣uˆ(t, ξ)∣∣2 dξ  η2,
for all t . Meanwhile, by Theorem 1.5, u ∈ C0t H sx (R × R2) for some s > 1. Thus,∫
|ξ |2s∣∣uˆ(t, ξ)∣∣2 dξ u 1,
|ξ |CN(t)
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|ξ |CN(t)
|ξ |2∣∣uˆ(t, ξ)∣∣2 dξ u η2(s−1)/s .
On the other hand, from mass conservation and Plancherel’s theorem, we obtain:∥∥∇u(t)∥∥
L2x(R
d )
u η(s−1)/s +CN(t)
for all t . As η > 0 is arbitrary and there exists a sequence of times tn → ±∞ such that N(tn) → 0, we conclude that
‖∇u(tn)‖L2x(Rd ) → 0, as n → ∞. This contradicts with (77). 
8. Death of solitons
Let
Ma(t) := 2
∫
R
u¯(t, x)a(x) · ∇u(t, x) dx,
then we have (see [14] for similar calculation):
∂tMa(t) = −
∫
R
(∂jaj )
∣∣u(t, x)∣∣2 dx + 4∫
R
∂kajujuk dx
−μ
∫ ∫
Rd×Rd
(a(x)− a(y)) · ∇V (x − y)∣∣u(t, x)∣∣2∣∣u(t, y)∣∣2 dx dy.
Lemma 8.1 (Localized virial identity). Let a(x) = xψ( |x|
R
), where ψ is a smooth function and ψ(r) = 1 when r  1;
ψ = 0 when r  2. Then we get
∂tMa(t) = 8E
(
u(t)
)
−
∫
R
[
d2 − 1
R|x| ψ
′
( |x|
R
)
+ 2d + 1
R2
ψ ′′
( |x|
R
)
+ |x|
R3
ψ ′′′
( |x|
R
)]∣∣u(t, x)∣∣2 dx (78)
+ 4
∫
Rd
[
ψ
( |x|
R
)
− 1 + |x|
R
ψ ′
( |x|
R
)]∣∣∇u(t, x)∣∣2 dx (79)
+ 2μ
∫ ∫
Rd×Rd
[
xψ
( |x|
R
)
− yψ
( |y|
R
)
− (x − y)
]
· x − y|x − y|4
∣∣u(t, x)∣∣2∣∣u(t, y)∣∣2 dx dy. (80)
Proposition 8.1. There are no non-zero global spherically symmetric solutions to (1) that are soliton-like in the sense
of Theorem 1.3.
Proof. Assume to the contrary that there is such a solution u. Then by Theorem 1.5, u ∈ C0t H sx for some s > 1. In
particular, ∣∣Ma(t)∣∣u R. (81)
Note that in the focusing case, M(u) <M(Q). As a consequence, Lemma 7.1 gives:
E(u)u
∫
R
∣∣∇u(t, x)∣∣2 > 0. (82)
We will show that (78)–(80) constitute only a small fraction of E(u). Combining this fact with Lemma 8.1, we
conclude ∂tMa(t)  E(u) > 0, which contradicts with (81). As in [12], (78) and (79) can be bounded by R−2 and
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s−1
s + η, respectively, where η > 0 is a small number to be chosen later. The rest of this section is devoted to
estimating (80).
By Definition 1.4 and the fact that N(t) = 1 for all t ∈ R, if R is sufficiently large depending on u and η, then∫
|x|R4
∣∣u(t, x)∣∣2 dx  η, (83)
for all t ∈ R. Let χ denote a smooth cutoff to the region |x| R2 , chosen so that ∇χ is bounded by R−1 and supported
where |x| ∼ R. By Lemma 7.1, (82) and (83), we have:
(80)  C
∫ ∫
|x|R
|y|R
[
x
(
ψ
( |x|
R
)
− 1
)
− y
(
ψ
( |y|
R
)
− 1
)]
· x − y|x − y|4
∣∣u(x)∣∣2∣∣u(y)∣∣2 dx dy
+C
∫ ∫
|x|R
|y|R
∣∣∣∣x
(
ψ
( |x|
R
)
− 1
)∣∣∣∣ |u(x)|2|u(y)|2|x − y|3 dx dy
+C
∫ ∫
|y|R
|x|R
∣∣∣∣y
(
ψ
( |y|
R
)
− 1
)∣∣∣∣ |u(x)|2|u(y)|2|x − y|3 dx dy
:= I + II + III.
On one hand,
I  C
∫ ∫
|x|R
|y|R
|χ(x)u(x)|2|χ(y)u(y)|2
|x − y|2 dx dy
 ‖χu‖2
L2x
∥∥∇(χu)∥∥2
L2x
u η.
On the other hand,
II  C
∫ ∫
R<|x|2R
|y|R
∣∣∣∣x
(
ψ
( |x|
R
)
− 1
)∣∣∣∣ |χ(x)u(x)|2|u(y)|2|x − y|3 dx dy
+
∫ ∫
|x|>2R
|y|R
|x| |χ(x)u(x)|
2|u(y)|2
|x − y|3 dx dy
 C
∫ ∫
Rd×Rd
|χ(x)u(x)|2|u(y)|2
|x − y|3 dx dy +
∫ ∫
Rd×Rd
|χ(x)u(x)|2|u(y)|2
|x − y|2 dx dy
 ‖χu‖L2x
∥∥∇(χu)∥∥
L2x
‖∇u‖2
L2x
+ ‖χu‖L2x
∥∥∇(χu)∥∥
L2x
‖u‖L2x‖∇u‖L2x
 uη1/2.
III can be estimated similarly. Choosing η sufficiently small depending on u and R sufficiently large depending on u
and η, we obtain:
(78) + (79) + (80) 1
100
E(u).
This completes the proof. 
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