[1] For the Mediterranean Sea a large set of historical conductivity-temperature-depth casts has been investigated for the occurrence of double-diffusive vertical mixing due to salt finger convection. All casts were screened in terms of the density ratio R r , providing probability distributions of R r for the upper 1000-dbar range of eight geographical areas. Vertical profiles of the salt finger-driven diffusivities k S and k T of salinity and temperature have been evaluated from the statistics of R r and a presumed mixing law, and analytic expressions are provided, which can be used to parameterize the effects of salt finger mixing in ocean circulation models of the Mediterranean. In most areas the diffusivity profiles exhibit an absolute maximum below the core of the Levantine Intermediate Water. Toward the surface the diffusivities decrease rapidly, while the downward decay is less pronounced. A different behavior is found in the Tyrrhenian and Adriatic Seas, where the diffusivities remain high also at greater depth.
Introduction
[2] Since the early ideas of Stommel et al. [1956] on an ''oceanographic curiosity'', the recognition of the importance of double diffusion for vertical mixing has been steadily increasing. The research on that topic peaked in some recent investigations, which provided evidence that taking into account double-diffusive mixing has a significant impact on the thermohaline circulation of the World Ocean. In particular, Zhang et al. [1998] found that in a single-hemispheric general circulation model double diffusion reduces the meridional overturning and the poleward heat transport. After further analyses on the same subject, Schmitt [2000, p. 1223] concluded ''These results indicate that salt fingers make the thermohaline circulation more susceptible to transition to the haline mode (haline catastrophe), so should not be ignored in long-term climate prediction models.''
[3] Consideration of double-diffusive processes in numerical models means parameterization, usually in terms of the so-called density ratio R r (see below), and expressing the ratio of the vertical gradients of buoyancy due to salinity S and temperature T. An inherent shortcoming of such models is that the vertical resolution is rather poor and gradients are not resolved adequately, hence a direct parameterization within the models may provide wrong answers. A potential way out of this dilemma is proposed in the present study: For the Mediterranean Sea, R r distributions are calculated from real T/S casts, and an adequate parameterization of salt finger mixing is derived from the statistics of the density ratio.
[4] The Mediterranean was selected for this study for a number of reasons.
[5] 1. The oceanographic conditions appear to be favorable for salt finger convection, because of the warm and salty Levantine Intermediate Water (LIW) overlying the colder and fresher deep water. LIW is a convective water mass created in winter by surface buoyancy loss in the eastern Mediterranean. The major formation area is believed to be southeast to Rhodes, from where it is spreading all over the Mediterranean at intermediate depth. The core of LIW is identified by means of T and S maxima between about 200-m and 500-m depth [Millot, 1999; Ö zsoy et al., 1989] .
[6] 2. Except for Onken and Yüce [2000] , all investigations on double diffusion in the Mediterranean are confined to the Tyrrhenian Sea [Johannessen and Lee, 1974; Molcard and Williams, 1975; Molcard and Tait, 1978; Zodiatis and Gasparini, 1996] . Hence this study will improve knowledge on this subject for the entire Mediterranean.
[7] 3. The Mediterranean is considered as a ''test basin'' for physical processes ], therefore it is of first-order importance to represent processes adequately.
[8] 4. During the last decade, there is a pronounced increase of modeling activity in the Mediterranean. As the trend is directed toward models on thermohaline circulation [Wu and Haines, 1996; Haines and Wu, 1998 ] and processes on interannual and climatic timescales Castellari et al., 2000; Korres et al., 2000] , double diffusion can no longer be ignored.
[9] The paper is organized in the following way: a brief summary on the theory of double diffusion is presented in Section 2. Section 3 contains a description of the data being used for this study and a detailed treatise on data processing. In Section 4, the statistics of R r is calculated for individual geographical areas of the Mediterranean. Parameterizations for the vertical diffusion of temperature and salinity due to salt finger convection are derived in Section 5, and discussion and conclusions are found in Section 6.
Theory
[10] This short section on theory conveys only the knowledge which is mandatory to understand the present article. For more information, the reader is referred to the publications of Schmitt [1981 Schmitt [ , 1994 Schmitt [ , 1998 ], Zhang et al. [1998] , and Zhang and Schmitt [2000] .
[11] Double diffusion in the ocean is a convective overturning motion driven by the difference in magnitude between the molecular diffusion coefficients for heat and salt, k T and k S . The condition for double diffusion is 0 < R r < k T /k S % 100, where
is the so-called density ratio expressing the buoyancy ratio of the vertical gradients of T and S, T z and S z . a = Àr À1 @r/@T and b = r À1 @r/@S are the thermal and haline expansion coefficients, respectively, and r is density. R r > 0 implies that double diffusion occurs whenever T z and S z have the same sign. The type of convection in the case when both are positive (warm and salty water overlying colder and fresher), is called ''salt finger convection''; then R r > 1, because the negative buoyancy due the S stratification has to be compensated by positive buoyancy of T. On the contrary, when the T and S gradients are reversed, R r < 1 and the convective process is called ''diffusive layering''. The present study is focusing primarily on salt finger convection because it appears to be the more powerful double-diffusive mixing mechanism. However, for diffusive layering clear evidence was found as well (see below).
[12] The growth rate of instabilities driven by salt finger convection depends critically on R r . Maximum growth occurs when R r is close to 1, and the rate decreases rapidly with increasing R r . Apparently, significant growth seems to occur only when 1 < R r < 2. Salt finger convection is accompanied by vertical fluxes of heat and salt; therefore it makes sense to parameterize their diffusivities in terms of R r . For K S and K T , the vertical diffusivities of salinity and temperature, Schmitt [1981] suggested
where
are the diffusivities related to salt finger mixing, K 1 is the constant background diffusitivity due to other diapycnal mixing processes not related to double diffusion, R r,c is a critical density ratio above which salt finger mixing drops rapidly, K* is an upper limit for the salt finger diffusivity, and n controls the decay of k S , k T with increasing R r . For our calculations of k S and k T , we have used the same constants as Zhang et al. [1998] : K* = 1.0 cm 2 s
À1
, R r,c = 1.6 and n = 6. As equation (3) implies different diffusivities for salinity and temperature, an important consequence is that mixing curves in the T/S diagram are rotated anticlockwise [Schmitt, 1981] . It should be noted that equation (3) is closer to hypothesis than to proven fact, but it is felt not to be far wrong (Schmitt, personal communication, 2001) .
[13] In order to obtain an estimate of the magnitude of double-diffusive mixing for a given ocean basin, one might be tempted to calculate R r simply from climatological distributions of T and S. This however, would provide a false answer, because climatologies are the product of averaging procedures in space and time, which weaken the vertical gradients necessary to drive double diffusion. An estimate of the vertical length scales associated with double-diffusive mixing can be obtained from a scaling analysis of the diffusion equation: using k S = 1 cm 2 s À1 [cf. Zhang et al., 1998] and an e-folding scale for salt fingers of 10 s (order of the Brunt-Väisälä frequency [cf. Schmitt, 1998 ], the length scale is of the order of centimeters. The vertical resolution of climatologies is 10 m at best, i.e., three orders of magnitudes larger. Therefore the method applied here is to calculate first of all R r from individual T and S profiles, and then making a statistics of the distribution of R r for the basin.
Data Processing
[14] The analyses below are based on 10797 CTD (conductivity-temperature-depth) casts originating from two sources: 9666 were downloaded from the MODB (Mediterranean Ocean Data Base, see Acknowledgments) website, and another 1131 casts were contributed by the NATO SACLANT Undersea Research Centre (SACLANTCEN) in La Spezia (Italy). The latter were collected by military vessels in the period 1996 -2000, while the MODB data cover the range 1970 -1990 . The two data sets were merged in order to provide optimal coverage in space and time and to improve the significance of results.
[15] Before calculating R r , all casts had to undergo several processing stages.
[16] 1. Data cycles containing dummies were removed.
[17] 2. Casts were pressure-monotonized, because the pressure of some MODB casts was not monotonic.
[18] 3. The resolution of MODB temperature and salinity is 10
À3
. Mainly below the thermocline, this creates absolutely homogeneous layers both in T and S causing undefined R r if S z = 0 or R r = 0 if T z = 0. Another consequence is that often T and S change simultaneously by 10 À3 at the top and bottom of the layers, leading to frequent occurrence of R r at multiples of a/b within those layers. As both of these effects are unrealistic, an uncorrelated random noise y 2 [À10 À4 10
À4
] was added to the original T and S. This is not PBE 25 -2 critical, because the noise amplitude is equivalent to the reproducibility of most common CTD probes. Although the resolution of most SACLANTCEN casts was higher, the same procedure was also applied to those in order to create a homogeneous equal quality data set.
[19] 4. T and S were vertically linearly interpolated on 1-dbar intervals. This was necessary because a significant amount of MODB casts was spaced at 5 dbar.
[20] 5. Casts containing less than 11 data cycles were eliminated and T and S were smoothed vertically applying an 11-point moving average. This removed ambiguities of vertical derivatives and also compensated for artefacts introduced by the addition of random noise.
[21] 6. Short casts (maximum pressure less than 50 dbar) were discarded to reduce the amount of data. This is not critical, because the near surface layers are subject to seasonal variability, and double diffusion is not expected to play a significant role there. Together with the elimination of casts mentioned in the previous item, the total number of casts being subject to further analyses decreased to 8255.
[22] From precursor studies [Brambilla, 2000] , it had turned out that the structures of R r exhibit large regional differences. Therefore the CTD data set was separated in subsets representing approximately the eight major geographical areas of the Mediterranean, i.e., the Levantine, Aegean, Adriatic, Ionian, and Tyrrhenian Seas, the Algerian and Liguro-Provençal basin, and the Sicily Channel (in the following, the acronyms LEVANTINE, AEGEAN, ADRI-ATIC, IONIAN, TYRRHENIAN, ALGERIAN, PROVEN-CAL, and SICILY will be used instead). The areas, together with the position of CTD casts, are shown in Figure 1 . Although the amount of SACLANTCEN casts represents only 14% of the final data set (see Table 1 ), it is evident that they provide significant information in IONIAN, ADRI-ATIC, TYRRHENIAN, and SICILY. Unfortunately, there are still white spots left, however, the analysis below will show that this is tolerable.
Density Ratio in Individual Geographical Areas
[23] From individual CTD casts, the density ratio profile was evaluated using the finite difference equivalent of equation (1) 
where S, T, p are mean temperature, salinity and pressure within each 1-dbar pressure interval, and ÁT, ÁS are the vertical changes of T and S, respectively. For the thermal expansion coefficient a S,T,p , it is necessary to take account of the S, T, p dependency, because for typical conditions of the Mediterranean, a exhibits variations of up to 100%. By contrast, variations of b* = @r/@S are less than 5%, hence assuming a constant b* = 0.77 is a good approximation.
[24] Application of equation (4) yields density ratios in the range À1 R r +1, and undefined R r if ÁS = 0. In order to identify depth ranges critical for salt finger convection in individual areas, equation (4) was evaluated for each cast within that area, and then for every 1-dbar pressure interval, the number of events N crit where 1 R r 3, was summed up and divided by the total number of casts N containing that pressure interval. The result is a distribution
which describes the probability that for a given pressure p the density ratio lies in the critical range making salt fingering likely.
[25] Figure 2 shows g 3 (p), À 3 (p) and N(p) for the upper 1000 dbar of each geographical area. À 3 is the vertically smoothed g 3 after application of a 51-point moving average (50-dbar window width). This smoothing appeared to be necessary, as g 3 becomes rather noisy when N is less than about 100. Except for the Adriatic, the À 3 graphs look qualitatively similar for all areas. There is an absolute maximum between about 400 and 600 dbar. The value of the maximum is highest in LEVANTINE (%87), and then it tends to decrease to the west: 70 in AEGEAN, IONIAN 57, 49 in SICILY, 44 in TYRRHENIAN, and 32 in PROVENCAL. Against this tendency is ALGERIAN; here, the maximum value is 56, higher than in all other areas of the western Mediterranean and even above the numbers of the SICILY. Also the depth of the maximum exhibits a zonal tendency; in the eastern Mediterranean it is generally shallower than 500 dbar, while in the west it attains values greater than 500 dbar. Below the maximum, À 3 decays in all areas, but the decay rate is higher in the eastern Mediterranean and in ALGERIAN than in PROVENCAL and TYRRHENIAN. Most graphs exhibit a relative minimum between about 50 and 200 dbar. None of the features described so far is present in ADRIATIC. Here instead, there is a minimum of À 3 right at the surface, a second minimum at about 200 dbar, and a maximum of slightly more than 50% in between. Below the second minimum, À 3 increases rapidly within about 50 dbar and then further increases at a slower rate downward. However, because of only a few available samples, the structures below 250 dbar may not be significant.
[26] As the density ratio is a function of stratification only, the previous findings are interpreted in terms of mean hydrographic properties in the following. For that purpose, annual mean T and S profiles have been evaluated for the eight geographical areas from the MODB-MED2 climatology [Brasseur et al., 1996] being displayed in Figure 3 . The Figure 2 . Probability distribution of the density ratio being in the critical range 1 < R r < 3 for individual areas: g 3 (thin line), probability (%); À 3 (bold), same as g 3 but vertically smoothed; and N (gray shaded), number of available samples. Wüst, 1961; Hecht et al., 1998; Millot, 1999] . In the western Mediterranean and in SICILY, it lies about 100 dbar below the S maxima, while in LEVANTINE, IONIAN and AEGEAN, the pressure difference is about 200 -350 dbar. Worth mentioning are also the corresponding T and S gradients being larger in the latter three areas. Vertical changes of À 3 may be explained in terms of changes of R r , depending on T zz , S zz , @a/@T, @a/@S, @a/@p, and the corresponding derivatives of b and r. While the latter two and @a/@S appear to be relatively small, T zz , S zz , @a/@T and @a/@p are certainly important. We won't stress this too much in this place, but it is noticeable that below the À 3 maximum both the T and S profiles are positively curved in LEVANTINE, IONIAN and AEGEAN, while the curvature is negative or close to zero in the western Mediterranean. These differences in curvature may help to explain area-to-area differences of the À 3 decay with depth. Concerning the relative minimum of À 3 between 50 and 200 dbar, Figure 3 reveals that within this pressure range the gradients of T and S are opposed to each other, making salt fingers extremely unlikely. For ADRIATIC, it is rather difficult to interpret the À 3 profile in terms of climatological T and S. This is already the case for the À 3 maximum at %120 dbar, which is not supported by the mean T and S structure. As the MODB climatology is largely based on bathythermograph data, we recalculated mean T and S profiles only from those casts contributing to the À 3 distribution. This indeed facilitates interpretation, both the À 3 maximum at 120 dbar and the steady increase toward the bottom below about 300 dbar are supported by the corresponding T and S structures.
Parameterization
[27] The diffusivities k S and k T are expected to be functions of R r for salt fingers. Therefore vertical profiles of the diffusivities cannot be derived from the g 3 or À 3 distributions as displayed in Figure 2 , because R r is not resolved. Instead, in order to proceed toward a parameterization of k S and k T , the R r space between 1 and 5 was separated in 40 constant intervals ÁR r = 0.1, and the probability g was evaluated for each interval. Again, g was smoothed vertically by a running mean over 50 dbar producing À. The result (Figure 4) shows that maximum À exceeding 10% is found in LEVANTINE for 1.1 < R r < 1.5 between 410 and 570 dbar, and in TYRRHENIAN between 930 and 980 dbar at R r = 1.05. In IONIAN, the maximum of 9 -10% lies in the range 1.1 < R r < 1.3 and is located 460-590 dbar. Further high percentage values of 8 -9% for R r = 1.05 are found in ALGERIAN at about 700 dbar. In the other areas, the maximum À values are generally smaller at 6-7% in (6) and (7) [28] Concerning the À contours, AEGEAN, IONIAN and LEVANTINE look qualitatively similar which is pointing to a common structure and history of the water masses: the shape of the contours is ellipse-like with the angle of the major semi-axis being about 40-70°, and for R r = 1.05, the À maximum lies always below 600 dbar. In SICILY, however, although this area is generally considered to be part of the eastern Mediterranean, the angle is less than 20°and the À maximum is found at about 500 dbar for R r = 1.05. Apparently, the LIW vertical structure is different. A possible explanation is that while progressing from the Ionian Sea to the Sicily Channel, the structure of LIW is modified when it spills over the eastern sill of the Channel, the depth of which is less than 500 m (according to Frassetto [1972] , the sill depth is 560 m at about 15 E, but this could not be verified from high-resolution sea charts). A similar explanation may also hold for the À distribution in TYRRHENIAN, which is fundamentally different from that in SICILY. Recent investigations [Sparnocchia et al., 1999] have shown that LIW from the Sicily Channel spills over the western sill (sill depth 430 m) and then cascades down into the Tyrrhenian basin to 1000-m depth or more. This process is certainly accompanied by tremendous mixing, leading to modifications of the vertical structure of water masses. In ALGERIAN, the À distribution exhibits elements both from SICILY and TYRRHE-NIAN. This is on the one hand the rather small angle of the À contours being characteristic for Sicily Channel LIW, and on the other hand the deep reaching À maximum at R r = 1.05. This makes sense, as the Algerian basin LIW may originate partly directly from the Channel, and partly from the Tyrrhenian [Astraldi et al., 2002; Onken and Sellschopp, 2001] . By contrast, the structures in PROVENCAL are more similar to TYRRHENIAN, although at the LIW level there is no direct link between these areas, except for the Corsica Channel. However, the LIW throughflow is assumed to be rather weak . It is conjectured that the Liguro-Provençal basin LIW stems only from the Tyrrhenian via the Sardinia Channel, and that the LIW originating directly from the Sicily Channel remains within the Algerian basin.
[29] For each pressure level p, the diffusivities k S and k T were first evaluated for each interval ÁR r according to equation (3), then multiplied by the respective value of À( p, R r ) and finally summed up over all ÁR r intervals. This provides effective diffusivities for salt and temperature,
which may be substituted for k S and k T in equation (3). The result of this operation is shown in Figure 5 .
[30] At the first glance, the graphs of Figure 5 are looking rather similar to the À 3 curves of Figure 2 , and one might be tempted to assume that the À 3 distribution, multiplied by some empirical constant, would be already a good representation of the diffusion coefficients. However, a close inspection of the figures reveals that this is not true. For example, the maxima of the coefficients are at different depths than the corresponding À 3 maxima. The latter, for the bottom row of Figure 2 , were approximately 380 (LEVAN-TINE), 460 (IONIAN), 400 (SICILY), and 540 (ALGE-RIAN) dbar, while the maximum values of the diffusion coefficients are found at 470, 540, 430, and 570 dbar. Also the area-to-area ratio of the maxima of the coefficients are different from the corresponding À 3 ratios. Further differences are illustrated by ADRIATIC: while À 3 increases almost continuously below 300 dbar, the diffusion coefficients increase only in the 300-600 dbar range, and then decrease below. In addition, the well pronounced shallow À 3 maximum is not mirrored by the diffusion coefficient.
[31] The major objective of this study is to provide a parameterization of salt finger mixing for use in numerical models. Therefore we tried to find analytic expressions for the vertical distributions of k S eff and k T eff which were obtained by tenth-order polynomial fits shown in Figure 5 as well. The corresponding coefficients of the polynomials are listed in the Appendix A. Because of slight deviations near the sea surface in some geographical areas, it is recommended to apply the polynomials only for pressures greater than 50 dbar.
[32] The polynomial fits are certainly useful for representing salt finger convection in individual geographical areas, but large-scale models it would be desirable to have a unique formula for the entire Mediterranean. One method to obtain such formula would be to repeat the above calculations without separating into the eight areas, however, the answer would be biased because of the uneven distribution of CTD casts. Therefore we averaged the eight polynomials obtained so far, and weighted the contribution Figure 6 . Effective diffusivities k S eff and k T eff for salinity and temperature, respectively, for the entire Mediterranean. The curves were obtained by an area-weighted mean of the polynomials displayed in Figure 5 . of each geographical area by normalizing it by the area of the entire Mediterranean (for the weighting coefficients see the Appendix). The result in Figure 6 is qualitatively similar to the graphs of most areas displayed in Figure 5 , but application will lead to an underrepresentation of double diffusion in LEVANTINE and to overestimates in SICILY and PROVENCAL.
Discussion and Conclusions
[33] The motivation for this study is to provide a parameterization of salt finger-driven vertical mixing in the Mediterranean for use in ocean circulation models. The optimal solution would be, of course, to evaluate the mixing coefficients directly within the models from T and S distributions. However, this would require the vertical resolution to be sufficiently high to resolve the vertical gradients, which is not the case in today's models. Moreover, the sensitivity experiments of Zhang et. al. [1998] have shown that the distribution of water masses is directly affected by the vertical resolution, yielding higher diffusivities with increasing resolution.
[34] A large set of historical CTD data complemented by recent casts was analyzed by statistical methods in terms of the density ratio R r . The Mediterranean was separated in eight geographical areas, and for each of those the depth-dependent probability distribution of R r was evaluated. Finally, diffusivity profiles of temperature and salinity were obtained, representing the vertical structure of double-diffusive mixing of heat and salt due to salt finger convection.
[35] A major criticism may arise from the uneven distribution of the data in space. While for six areas the amount of casts lies between 519 and 1339 (see Table 1 ), there are only 85 in the Aegean Sea and 3180 in the LiguroProvençal basin on the high end. Surprisingly, these differences apparently have only a minor impact on g 3 (Figure 2 ): except for the Adriatic and the Aegean, the variance of g 3 is rather small on the order of 5% or less. For the Adriatic, the large variance is certainly due to the low number of casts extending beyond 200 dbar, making the results rather questionable. By contrast, the g 3 distribution for the Aegean appears to be trustworthy, because it lies within the trend of the neighboring Levantine and Ionian Seas. Moreover, for a specific depth of a geographic area, about 100 samples seem to be sufficient to obtain a reliable estimate on g 3 . This fairly small number is indicative for the temporal stability and spatial homogeneity of the water masses in the Mediterranean and must not be applied to other ocean areas.
[36] The distribution of data within individual areas is largely biased: most casts of the Algerian basin are located in the Alboran Sea (Figure 1) , the Catalan and Ligurian Seas are overrepresented in the Liguro-Provençal basin, and also in the other six areas the distribution is inhomogeneous. While the underrepresentation of subareas would lead to a reduction of the g 3 variance for a specific geographic area, one would in turn expect an increase of variance or a multimodal structure in the probability distributions, if casts are accumulated in several subareas as it is the case in the Algerian and Liguro-Provençal basin. However, nothing like that is evident from Figures 2 or 4 providing further indication for the uniformity of water masses within an area.
[37] In the MODB historical data set, some months were more intensely sampled than others [Brasseur et al., 1996] , and also the majority of the SACLANTCEN casts were collected in summer. Our analyses did not take account of the seasonal variability, because for some geographical areas there are almost no data available for specific seasons [cf. Brasseur et al., 1996, Figures 8 and 9] . On the other hand, the study of Brambilla [2000] based on the MODB-MED2 climatology clearly demonstrates that the stratification below 200 dbar does not exhibit any significant seasonal signal, except for the Adriatic. In addition, Brambilla [2000] has shown that the vertical structure of the density ratio below that depth is rather stable through the course of the year. Although the latter study is based on climatological data, which are considered to be inadequate for analyses on double-diffusive mixing (see section 1 and below), the stability of the density ratio nevertheless indicates the nonseasonality of temperature and salinity vertical gradients.
[38] It is well known that the structure of intermediate and deep waters in the eastern Mediterranean were subject to a major change in the early 1990s, referred to as the ''large deep water transient in the eastern Mediterranean'' Lascaratos et al., 1999] . It is not the intent of this paper to investigate the interannual variability of Mediterranean water masses, but the bimodal structure of our data set offers the unique chance to investigate the impact of the transient on those parameters connected to salt finger convection. The Ionian Sea was covered rather well by MODB casts 1970 MODB casts -1990 and by those of SACLANTCEN 1996 -2000, hence before and after the transient which occurred in the period of time 1989 -1995. Both data sets were analyzed separately and the result is displayed in Figure 7 . The top panel of that figure shows that the transient caused an increase of À 3 in the 300-600 dbar range, making salt fingering more likely. Below, À 3 decreased. From the center panel, it emerges that the À 3 increase is due to a higher probability of R r being close to 1. In terms of the diffusion coefficients (bottom panel), the transient apparently has pushed the maximum toward the sea surface, enhanced the maximum diffusivity, and diminished the diffusivity below 700 dbar.
[39] So far, this study has dealt only with double-diffusive mixing due to salt finger convection. Applying the same methods, we also scanned the data set for diffusive layering. Surprisingly, large regions of the Mediterranean appear to be favorable for double-diffusive layering as well. In most regions, the probability distributions for 0 < R r < 1 exhibit a maximum between 150-m and 300-m depth; below, a pronounced minimum is found in the 300 to 500-m depth range, and the probability increases again toward the bottom. As the parameterized diffusivities due to diffusive layering are supposed to be lower than those for salt finger convection [cf. Kelley, 1984 Kelley, , 1990 , we conjecture that diffusive layering is only of secondary importance. However, this requires further investigations.
[40] Most ocean circulation models parameterize vertical diffusion of temperature and salinity in terms of a constant coefficient, which has the same value for both tracers. Sometimes [e.g., Wu and Haines, 1998 ] the coefficient is depth dependent in order to take account of the different intensity of turbulent mixing above the seasonal thermocline and below, while in other models [e.g., Pinardi et al., 1997] it is constant throughout the water column. For the Mediterranean, our results offer for the first time the possibility to include the effects of salt finger convection in such models. On the one hand, this makes computations more expensive (about 10% increase of computation time [cf. Zhang et al., 1998 ] because the mixing of salinity and temperature have to be evaluated separately because of the different coefficients. On the other hand, this is a chance to obtain more realistic model results due to a more adequate representation of three-dimensional turbulence effects. We conjecture that the consequences are significant: for the depth range below the seasonal thermocline, we obtained salinity diffusion coefficients of up to about 0.5 cm 2 s À1 in the Levantine Sea and up to 0.3 cm 2 s À1 in the other areas. This is several magnitudes higher than the diffusivities used by Wu and Haines [1998] . Table A1 .
[42] For the entire Mediterranean, the corresponding polynomials are simply the area-weighted mean of the polynomials for the geographical areas: They are listed in Table A2 .
[43] All calculations have been carried out with MAT-LAB 6.0 software on a 64-bit Compaq AlphaStation XP1000.
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