This paper presents a new approach to particle swarm optimization (PSO) using digital pheremones to coordinate the movements of the swarm within an n-dimensional design space. In traditional PSO, an initial randomly generated population swarm propagates towards the global optimum over a series of iterations. Each particle in the swarm explores the design space based on the information provided by previous best particles. This information is used to generate a velocity vector indicating a search direction towards a promising design point, and to update the particle positions. This paper presents how digital pheromones can be incorporated into the velocity vector update equation. Digital pheromones are models simulating the real pheromones produced by insects for communication to indicate a source of food or a nesting location. This principle of communication and organization between each insect in a swarm offers substantial improvement when integrated into PSO. Particle swarms search the design space with digital pheromones aiding communication within the swarm to improve search efficiency. Through additional information from the pheromones, particles within the swarm exploring the design space and locate the solution more efficiently and accurately than traditional PSO. In this paper, the development of this method is described in detail along with the results from several optimization test problems.
I. Introduction
urrent heuristic optimization techniques such as Genetic Algorithms (GA) and Simulated Annealing (SA) are capable of exhaustively investigating design spaces to locate optimal design points. The probabilistic nature of heuristic methods gives distinct advantages over deterministic methods in finding a global optimum, particularly in a multi-modal optimization problem. Thus, these types of methods have become quite popular when formal optimization is required. However, these methods are hampered by their computational expense. To obtain global optimal solutions, a large population of design points over much iteration must be evaluated. The introduction of Particle Swarm Optimization (PSO) by Kennedy and Eberhart 1, 2 offers capabilities to locate global solutions with less computational resources and time.
Compared to GA and SA, PSO is simpler to implement and has fewer parameters to adjust 3, 4 . In a traditional PSO, an initial randomly generated population swarm (a collection of particles) propagates towards an optimal point in the design space, and reaches the global optimum over a series of iterations. Each particle in the swarm explores the design space based on the information provided by previous best particles. A basic PSO algorithm uses this information to generate a velocity vector indicating a search direction towards a promising design point, and updates the locations of all particles in the swarm. However, this can be a drawback as all particles are directed towards the current best point as well as the overall best point obtained. This makes the method very initial condition dependent for an effective and efficient search of the design space. This paper focuses on improving the search and resultant solution through the use of digital pheromones within the velocity update. Coupled with statistical analysis on the pheromones, an efficient move set is generated to update the search direction of each particle. This method is tested with n-dimensional problems and the results presented.
II. Background

A. Particle Swarm Optimization
The PSO algorithm is a recent addition to the list of global search methods 5 . It is a population based zero-order optimization method that portrays several evolutionary algorithm characteristics similar to Genetic Algorithms (GA) and Simulated Annealing (SA). These are: a) initialization with a population of random solutions, b) design space search for an optimum through updating generations of design points and c) update based on previous generations 6 . Initial success of the algorithm has brought substantial attention to further research 7, 8 . The working of the algorithm is based on a simplified social model similar to the behavior exhibited by a swarm of bees or a flock of birds. In this analogy, a bee (particle) uses its own memory and the behavior of the rest of the swarm to determine the suitable location of food (global optimum). The algorithm iteratively updates the direction of the swarm movement toward the global optimum. Equations (1) and (2) define the mathematical simulation of this behavior.
Equation (1), represents the initially developed PSO method where rand() is a random number between zero and one, c 1 and c 2 are the confidence parameters. 'pBest' represents the best position attained by the swarm in the current iteration and 'gBest' represents the best position attained by the swarm in any previous iteration. Equation (2) denotes the updated swarm location in the design space.
There were significant modifications and enhancements to the initially developed PSO algorithm to cater for a multitude of problems, some of them being: a) introduction of an inertia weight factor w multiplied to V i-1 in eq (1) 9, 10 , b) mutation factors for better design space exploration 11, 12 , c) methods for constraint handling 6, 13, 14 , d) parallel implementation 15 , e) methods for solving multi-objective optimization problems 16 , and f) methods for solving mixed discrete, integer and continuous variables 17 .
B. Digital Pheromones
Pheromones are chemical scents produced by insects to communicate with each other and serve as a stimulus to invoke behavioral responses from creatures of their own species (e.g., food source, nesting location, etc). The stronger the pheromone, the more the insects are attracted to the path. A digital pheromone is analogous to an insect generated pheromone in that it can be used as a marker to determine whether or not an area of a design space is promising for further investigation. For example, digital pheromones have been used in the automatic adaptive swarm management of Unmanned Aerial Vehicles (UAVs) 18, 19 , where the costs of human operators are greatly reduced. By releasing digital pheromones in a virtual environment, the UAVs can be intelligently and automatically guided towards a specific zone or target. Other applications of digital pheromones include ant colony optimization for solving minimum cost paths in graphs 20, 21, 22 , and solving network communication problems 23 .
C. PSO and Digital Pheromones
The benefits of digital pheromones from swarm intelligence and adaptive applications can be merged into the particle swarm optimization method to better explore the design space and guide the particles towards a desired optimal solution. The concept of digital pheromones is considerably new 24 and has not yet been explored to its full potential for investigating n-dimensional design spaces. The advantage is in the additional information available to the swarm moving towards the optimum.
In a basic PSO algorithm, the swarm movement is governed by the velocity vector computed in Eq (1). The swarm is therefore, essentially presented with information obtained from two specific locations from the design space at any iteration. However, multiple pheromones released by the swarm members potentially provide the opportunity of exploring more promising locations within the design space when the information obtained from pBest and gBest are insufficient or inefficient.
The research presented in this paper explores the possibility of combining PSO and digital pheromones. An additional pheromone component in the velocity vector update equation is investigated and presented. The remaining sections focus on the method development and evaluation.
III. Methodology
A. Method overview
The early stages of the method presented in this paper are similar to the basic PSO method. The additional steps using digital pheromones are implemented after the objective functions for all particles in the swarm are evaluated, to generate the third component of the velocity vector. Figure 1 summarizes the steps required to implement the method developed, with steps using digital pheromones highlighted. Initialization of the algorithm begins with a user defined number of particles being placed within the bounds of the design space. A selected percentage of particles from the swarm that find a better solution release pheromones within the design space in the first iteration. For subsequent iterations, each swarm member that finds a better objective function releases a pheromone. Each pheromone location is then compared to the locations of other existing pheromones. From these comparisons, pheromones (from current as well as past iterations) that are close to each other in terms of design variable values are merged into a single pheromone location. This effectively creates a pheromone pattern across the design space while still keeping the number of pheromones manageable. Each distinct pheromone is then given a probability based on its pheromone level and its position relative to a particle. This probability is then used in a ranking process to select a target pheromone for each particle in the swarm. The target position for each particle will be an additional component of the velocity vector update in addition to pBest and gBest. Following this, the objective value for each particle is recalculated and the entire process continues until the convergence criteria is satisfied.
B. Digital Pheromones Placement and Decay
In order to populate the design space with an initial set of digital pheromones, approximately 50% of the particles in the population are randomly selected to release pheromones. The method is initiated with an exploration characteristic in the early stage of the optimization process since particles with poor objective function values are allowed to release pheromones. For subsequent iterations, the objective function value for each particle in the population is evaluated and only particles finding an improvement in its current objective function (compared to the objective function value from the previous iteration) will release a digital pheromone. The particle therefore marks this location of the design space as promising for improving the solution and potentially contains an optimum. The level of the digital pheromone released, P, is allocated a value of 1.0.
Just as natural pheromones produced by insects decay in time, a user defined decay rate, λ P , defaulting to 0.995, is assigned to the digital pheromones released by the particle swarm. Digital pheromones are decayed as the iterations progress forward to allow the swarm to move toward a better design point instead of getting attracted to an older pheromone with a poorer objective function value. The decay process is shown in equations (3) and (4).
C. Merging Digital Pheromones
Since a particle will release a digital pheromone whenever it finds a solution improvement, a large number of pheromones are potentially generated during the optimization process. Therefore, an additional step to reduce them to a manageable number, yet retaining the functionality, was implemented. Pheromones that are closely packed within a small region of the design space are merged together. To check for merging, each pheromone is associated with an additional property denoted its 'Radius of Influence' (ROI). For each dimension of a pheromone, an ROI is computed and stored. The value of this ROI is a function of the pheromone level and the bounds of the design variables. If the distance between two pheromones for a design variable is less than the sum of the ROIs, the pheromones are merged into one. This is analogous to saying that two spheres are merged into one if the distance between them is less than the sum of their radii. A resultant pheromone level is then computed for the merged pheromones. Regions of the design space with stronger resultant pheromone levels will attract more particles and ideally, pheromones that are closely packed would indicate a high chance of optimality. Also similar to the pheromone level decay, the ROI also has its own decay factor, λ ROI , whose value is set equal to λ P as a default. This is to ensure that both the pheromone levels and the radius of influence decay at the same rate. Figure 2 illustrates this process. 
D. Attraction to a Digital Pheromone
With numerous digital pheromones placed within the design space, it is crucial to compute a single target digital pheromone for each particle of the swarm. The criterion for this computation are a) a small magnitude of distance from the particle and b) a high pheromone level. Therefore, in order to rank which digital pheromone has the most influence and attraction, a target pheromone attraction factor P' is computed. The value of P' is a product of the normalized distance between that pheromone and the particle, and the current pheromone. Also, the attraction factor must increase when a pheromone is closer to a particle. Therefore, the normalized distance is subtracted from one as shown in equation (5) . Equation (6) computes the distance between the pheromone and each particle in the swarm. Figure 3 shows an example scenario of a particle being attracted to a target pheromone.
The particle in Figure 3 will be more attracted to a pheromone with a higher P' value, as opposed to pheromones that are closer but with a lower P' value.
Check if intersecting with any other digital pheromones.
Calculate new location of pheromone
Create new merged pheromone
Repeat until no pheromones can be merged 
E. Velocity Vector Update
The digital pheromone computations are added as a fourth component in addition to the previous velocity, pBest and gBest components in the velocity vector update equation. This is shown in equations (7)- (9).
where w is the inertia weight specifying how much the current velocity vector will affect the new velocity vector. The inertia weight is initialized at 1.0 and is gradually reduced with a decay factor of λ w = 0.995 as the number of iterations increases. c 3 is the confidence parameter for the pheromone component of the velocity vector, and is set to be larger than c 1 and c 2, This is done in order to increase the influence of pheromones in the velocity vector. From experimentation, it was found that a default value of 10.0 sufficed for most problems. Table 8 in the results section explains the effect of altering values for c 3 .
F. Move Limits
Modifying the velocity vector update equation to include an additional component considerably increases the magnitude of the velocity vector, especially if the weighting constant c 3 is set to be a large value. In order to avoid the velocity vector from becoming unmanageably large, a move limit is imposed. The move limit is set to an initial value and reduced gradually as the iterations progress forward. This ensures a fair amount of freedom in exploration in the beginning and as the method approaches a solution, a smaller move limit exploits the current design point of a particle for a more constrained search towards an optimum. Although this is a user defined parameter, an initial set value of 10% of the design space for the move limit showed good performance characteristics. Equation (10) shows this mathematical representation. 
IV. Results
A. Test cases
Four separate unconstrained problems of varying dimensionality were used as test cases to evaluate the performance of PSO with digital pheromones. These problems were:
1. Six-hump camelback problem -Two design variables, multi-modal solution, 20 initial particles. 2. Ackley's path -Five design variables, multi-modal solution, 50 initial particles. 3. Ackley's path -20 design variables, multi-modal solution, 200 initial particles. 4. Spring-mass system -10 design variables, unimodal solution, 100 initial particles.
As a simple rule of thumb, the number of particles allocated for a particular test case problem is defined as 10 times the number of design variables. Other parameters for the a basic PSO method and PSO with digital pheromones were set to the values displayed in Table 1 for all test cases solution runs. The results from the test cases were obtained from 1000 runs. test cases were evaluated on a PC with an Intel Pentium 4, 2.66GHZ processor, the Windows XP SP2 operating system, and 1GB RAM. Table 2 , the solution accuracy and times from both methods are fairly equal, but PSO with digital pheromones generally solved the problem in fewer iterations. In terms of time, both methods were equal. Thus, the computational overhead associated with digital pheromones does not appreciably detract from solution efficiency. Table 3 shows the results from the 1000 solution runs performed. For this problem, PSO with digital pheromones performed better in terms of solution accuracy when compared to basic PSO. However, for this problem basic PSO performed better in terms of speed (i.e. iterations and time), while not locating the global optima in approximately 25% of the solution runs. Looking at the complex nature of the design space from Figure 4 , it was concluded that the inclusion of pheromones spread the swarm around the design space and took longer to locate the optimal solution. However, this more thorough investigation led to locating the global optima nearly 100% of the time. Table 4 shows the results from the solution runs for this test case. The advantage of using digital pheromones with PSO becomes extremely evident in this test case, where basic PSO failed to find the global optima on any of the 1000 solution runs. PSO with digital pheromones located this solution approximately 82% of the time. In addition, it found the solution much more efficiently in terms of iterations. Even with a lower number of iterations, the average solution time was still higher. This again is due to having an analytical objective function on the same order of magnitude as the comparisons and computations involved with the pheromone operations.
Spring-Mass System
For this test problem, a spring-mass system as shown in Figure 5 was considered. The design variables X and Y represent the coordinates of the five weights, with respect to the coordinate axes shown in Figure 5 . The goal is to minimize the potential energy of the system, thus bringing the entire system to equilibrium. The standard optimization statement is: The advantages of the proposed method are again demonstrated in this test case, as shown in Table 5 . The solution accuracy of basic PSO pales in comparison to that obtained by PSO using digital pheromones, when applied to a problem of high dimensionality. Table 6 shows a combined summary of all the test cases performed to evaluate the performance of PSO with digital pheromones as compared to basic PSO. Despite having a reduction in the number of iterations being performed to reach a solution, the time taken to complete the optimization process is increased. This is because the additional computation required for pheromone calculations is the same order of magnitude of the time it takes to evaluate the analytical objective function in each test case. However, as the dimensionality of the test case increased, basic PSO have great difficulty in locating the global solution. In the case of the 20 design variable Ackley Path problem, it was virtually unable to ever reach the global solution.
Compiled results for all test cases
B. Results for longer objective function evaluation time
The test cases presented to this point were academic in nature with easily computed analytical objective functions. Thus, they do not represent the types of problems solved in realistic engineering scenario where function evaluations can take considerably longer periods of time. With the general decrease in iterations shown from the previous test cases, significant savings in time was expected with an objective function evaluation of longer duration. To test this theory sleep times were added when evaluating the objective function of the 20 design variable Ackley's Path function. This provides a simulated objective function with a longer evaluation time. Table 7 shows a significant improvement in solution times as the length of sleep times is increased. Figure 6 compares the performance of basic PSO and PSO with digital pheromones. The positive percentage difference for sleep times of 5, 10 and 20 milliseconds proves that the break even point for decreased solution times with increased objective function complexity lies between 0 and 5 milliseconds. Thus, the benefits of using PSO with digital pheromones as opposed to basic PSO increases significantly as the objective function evaluation time increases. 
C. Varying parameter values
The final test cases were run to examine some newly created parameters in the develop method. Specifically, these were the confidence parameter c 3 and the size of the move limits. These tests were again run on the 20 design variable Ackley's Path problem.
Confidence Parameter, c 3
The method was tested with various values for c 3 and checked for performance improvement. Table 8 summarizes the results obtained for c 3 = 2, 50, 100 and compared with a default value of c 3 = 10 (highlighted yellow). Varying c 3 significantly affected the solution accuracy, but only showed a slight effect on the number of iterations and the time taken for a solution. From Figure 7 , it is justifiable to select c 3 = 10 as a suggested default value although it can be user defined depending upon problem characteristics. 
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Accuracy (%) Figure 9 . Solution accuracy when using varying values of parameter c 3 .
Size of Move Limits
Since the move limit controls the maximum allowable distance a particle can travel within the design space, this parameter is critical to the efficiency and accuracy of the method. In Table 9 , the summary of results obtained with various initial move limit sizes are tabulated. The accuracy of the solutions obtained from the different sizes of move limits did not differ significantly. However, there is a noticeable linear relationship between the initial size of the move limit to the number of iterations and solution times. Although the parameter is user defined, a 10% value was experimentally determined to be suitable for all the test cases performed. 
V. Summary, Conclusions, and Future Work
This paper proposes a new method of implementing digital pheromones into a PSO algorithm. The use of digital pheromones is directly modeled from natural pheromones used in real insect swarms to efficiently and accurately search a given domain. In this method, digital pheromones were used to more efficiently search an optimal design space and locate the global minima. From the test cases presented, it is evident that the method showed significant improvement in terms of solution efficiency and accuracy on a wide range of optimization problems. While some improvements exist for lower dimensional problems, significant improvements, particularly in obtaining an accurate solution, were observed for high dimensional problems or those with longer objective function evaluation times.
Future work will include further method refinement. In addition, the method will be tested on constrained problems and against other multi-modal solution methods.
