A generalization of the Probit model is presented, with the extended skew-normal cumulative distribution as a link function, which can be used for modelling a binary response variable in the presence of selectivity bias. The estimate of the parameters via ML is addressed, and inference on the parameters expressing the degree of selection is discussed. The assumption underlying the model is that the selection mechanism influences the unmeasured factors and does not affect the explanatory variables. When this assumption is violated, but other conditional independencies hold, then the model proposed here is derived. In particular, the instrumental variable formula still applies and the model results at the second stage of the estimating procedure.
1 Beaver, 2000), the choice allows to build binary response models generated by a hidden selection mechanism. Probit models for binary response in the presence of selectivity bias have been extensively used in the biomedical literature, and a review is in Bhattacharya et al. (2006) . We here assume that selection acts as truncation, that is only the population which satisfies the selection criterion is observable. This could be e.g. the self-selected population who volunteer for an experiments, or the patients who qualify for an insurance program. A further example is in the applied section of the paper. The model contains the one proposed by Chen et al. (1999) as a particular case, and therefore may arise also from a different data generating mechanism.
We show how to perform ML estimate of the parameters from a sample drawn at random from the selected population. As expected, the inference on one of the parameters which express the selection mechanism, that we denote by α, is problematic. By using the results in Rotnitzky et al. (2000) , we show how it is possible to test for the null hypothesis that α = 0, corresponding to the absence of selection. Furthermore, following Copas and Li (1997) , we construct a profile log likelihood for this parameter and look at the effects of small deviation of α around zero. Similar approach has been taken by Boehmke (2003) where, however, ML estimate of the parameters of the model has not been pursued.
The model proposed here may also be applied to the complete cases in situations where the explanatory variables are observable for all units in the population and the binary response variable is missing in an informative way. In this case, the parameter related to the proportion of complete cases in the population, which we denote with τ , may be assumed either as known or as belonging to an interval of real values. With this additional information, inference on the model is much simplified.
The Extended Skew-Probit model
Let (W, Y * ) be two unobserved random variables such that:
where U W and U * Y are two jointly Gaussian random variables, with standardized marginals and correlation ρ, x a k-dimensional vector of independent variables with x 1 = 1 andβ is a k-dimensional vector of unknown coefficients. We now assume that the population is selected, that is, only the observations with W > 0 are observed. In this case,
2 where ε = U Y * | U W > −τ has an extended skew-normal distribution (Capitanio et al., 2003) with parameters (0, 1, α, τ ). The relationship between α and ρ is made explicit by the following:
We now assume that a binary indicator Y is observed, such that Y = 1 if Y * ≤ E(ε), with
where β = (β 1 + E(ε),β 2 , . . . ,β k ) , while F (β x) is the distribution function of the residuals at β x. The model proposed here has been reparameterized in the fashion of Azzalini and Capitanio (1999) in order to improve the shape of the log likelihood function. If we indicate with ϕ(·) the density function of a standard univariate normal distribution and with Φ(·) its integral, the density function of ε is:
with α 0 = τ (1 + α 2 ) 1/2 . The link function at (β x), is then:
see e.g. Azzalini, (2005) . The expression shows that the parameter σ 2 is not identified and therefore it is posed σ 2 = 1. In Fig. 1 the link function is presented. As the figure shows, the link is non-symmetric and by increasing ρ the function becomes steeper, while by increasing τ the left tail becomes heavier. This effect becomes more evident with high values of ρ. Several particular cases follow.
(a) If τ = 0 then Φ(τ ) = 1/2 and ε is distributed as a skew-normal with parameter α, that is ε ∼ SN (α). This case has been considered in Chen et al. (1999) , Bazán et al. (2006 ), Capobianco (2006 . In this case some symmetries arise, due to the fact that Z ∼ SN (α) then
and therefore:
The last term is equal to pr(Y = 0 | −x) in the model with ε ∼ SN (−α). that, in that case, Φ(τ ) = 1 and F (β x) = Φ(β x). Therefore, the resulting model is a Probit and also this situation corresponds to the absence of selection.
Note that a different data generating mechanism that leads to the proposed model can also be specified by allowing the introduction of τ = 0 in Chen et al. (1999) eqs. (5) and (6). We do not pursue this issue here. The unknown parameters of the model are β, α and τ .
The postulated model assumes that the x variables are not influenced by the selection mechanism, that is truncation arises after conditioning on x and it affects only the unmeasured determinants of Y * . This assumption may be reasonable in experimental studies, where x are exogenously assigned. It is not, however, reasonable in applications outside the experimental designs, where also the explanatory variables are affected by the selection mechanism. These issues are addressed in Section 5.
The likelihood function
We assume to have a random sample of n observations (y i , x i ), drawn from model (3). Let θ = (β , α, τ ) . The likelihood function of the sample is then:
which by making use of (5) becomes:
Maximum likelihood estimate of θ is obtained by partial differentiation of the log likelihood function with respect to β, α and τ . As in the GLM, the MLE are not in closed form. The score functions are:
where
.
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The information matrix is in Appendix 1.
When a test on α = 0 is the main object of the inference, we face two problems. It is easy to prove that for α = 0, B i = 0, so that S(α) vanishes and the information matrix is singular. At the same time,
, therefore τ becomes a nuisance parameter which is not identifiable under the null hypothesis; see Davies (1987) .
To address the problem, we first consider τ as known. Given that the second derivative
is neither zero nor a linear combination of (S(β 1 ), ..., S(β k )), conditions (B1) and (B3) of Theorem 4 by Rotnitzky et al. (2000, p. 261 ) are satisfied and the asymptotic properties of the MLE of (β 1 , . . . , β k , α) can be derived. In particular, when θ = θ 0 = (β, α = 0):
(a) the MLE exists, it is unique with a probability tending to 1 and it is a consistent estimator of θ 0 with the asymptotic distribution as in the Appendix 1;
(b) the likelihood ratio statistics for testing the null hypothesis H 0 : θ = θ 0 converges in distribution to a mixture of a χ 2 k+1 and a χ 2 k random variables with mixing probability equal to 1/2, i.e.
When τ has to be estimated, the distribution of the stochastic component of the model does not depend on τ for α = 0 and standard asymptotic methods are not directly applicable. In this case we therefore suggest to resort to simulation of the distribution of the test statistics under the null hypothesis via Monte Carlo methods.
Inference on α when it takes small non-zero values is problematic. In fact, by a linear expansion of S(α) around zero, using (8), it is clear that in the neighbourhood of zero, the profile log likelihood depends on the distance y i − µ i relative to its variance and it is therefore more accurate when the sample contains observations drawn from the tails of the distribution. It is shown in Appendix 1 that the ML estimate of α is O p (n −1/4 ). The effect of truncation on the estimates of β is best clarified from eq. (9) below.
EM algorithm
The EM algorithm may be easily implemented by making reference to the truncated binary regression model (1). To emphasize the relationship with the bivariate Gaussian distribution, in this section we parametrize the model with ρ instead of α. For x i given, the complete data
which are observations from a truncated bivariate Gaussian distribution with null expected value and correlation coefficient ρ. The incomplete data are
The log likelihood, for a generic unit i, of the complete model is:
E-step. The expected log likelihood of the complete data of a random sample of n observations is then:
The expressions of the expected values can be derived from Rosembaum (1961) and are reported in Appendix 2. M-step. We perform the maximization in three steps. First, we maximize w.r. to β, for fixed ρ = ρ p and τ = τ p . Maximization w.r. to β can be performed in a closed form, that is
Maximization w.r. to ρ for β = β p+1 and τ = τ p reduces to maximization of the following function:
while maximization w.r. to τ for β = β p+1 and ρ = ρ p+1 , reduces to maximization of the following function:
The last two functions are easily maximized via numerical methods. If the range of possible values of τ is known, as in some applications, this information can be included in the procedure.
Note that equation (9) 
We assume that the observed population is selected according to Y s > −τ . Since µ s and σ s are not identifiable, we pose µ s = 0 and σ ss = 1. The observed marginal distribution of
is a multivariate extended skew-normal distribution with parameters (µ o , α, Σ oo , τ ) with α = (1 −δ Σ ooδ ) −1/2Σ−1 ooδ . The covariance matrix Ω oo of the observable random variables is
Let β ij be the partial regression coefficients of Y j in the regression of Y i on all the other variables.
If we may assume that an ordering between the variables exists, such that Y i is a potential explanatory variables of Y j , i > j, then we can write B(V − µ) = U where B is an upper triangular matrix with ones along the diagonal and −β ij as ij-th element, i > j. The errors U have zero means and are uncorrelated, so that cov(U ) = Ψ = {ψ ij } is a diagonal matrix. In this case, the distribution is generated over a Directed Acyclic Graph (DAG); see Lauritzen (1996) , Section 3.2.2. Then, Σ = B −T ΨB −1 and the linear system, with some elements β ij restricted to zero, is known as path analysis from the work of Wright (1923 Wright ( , 1934 . Several interesting cases then arise. We here detail two of them. Consider the model with β 12 = β 34 = 0 and the object of the inference is β 13 , i.e. the direct effect of a randomized treatment Y 3 on the response variable, Y * 1 . The DAG of the model before truncation is in Fig. 3(a) . By closure of the extended skew-normal distribution under marginalization and conditioning, (Y * 1 |Y 3 , Y 4 > −τ ) has an extended skew-normal distribution and the coefficient β 13 can be estimated as the coefficient of Y 3 in the equation
. 
The two equations lead naturally to an instrumental variable estimator; see Bowden and Turkington (1990) . When only the dichotomized version Y 1 of Y * 1 is observed, then the model for the observable binary variable Y 1 against Y 3 is an Extended Skew-Probit model. Note that Y 2 and Y 3 are allowed to be vectors, provided that the sufficient conditions of identification are satisfied, see e.g. Mardia et al. (1979), p. 194. This result is in line with other results in the literature concerning the instrumental variable estimators; see e.g. Bhattacharya et al., (2006) . Since in this model only the selected population is observed, the novelty here lays on the fact that (a) the use of an instrumental variable provides a solution to the problem of estimation also in this case and (b) the model resulting at the second stage of the estimating procedure is an Extended Skew-Probit.
Both models apply to the complete cases in experiments when the binary response variable Y 1 is defined only if Y 2 takes a value larger than a threshold; see e.g. Gilbert et al. (2006) . In this case, typically β 14 = β 24 = 1 and truncation on Y 4 is replaced by censoring of the kind Y 2 > 0.
Then τ = µ 2 + β 23 (Y 3 − µ 3 ) and the model is related to the Heckman's model (Heckman, 1979) with a binary outcome. For this class of model, full maximum likelihood estimating procedures exist; see e.g. Wooldridge (2003) , p. 570. As there suggested, two step estimation method may also be implemented, with β 23 estimated in the first step via a Probit regression. The derivations in this paper apply to the complete cases, and could be used in the second step of the two stage estimating procedure. It then follows that almost all studies reporting the effect of minimally invasive treatments are performed in a selected population. In some situations, this is the population who failed to respond to noninvasive procedures, while in others this is the population who failed to respond to surgical diskectomy. The underlying selection mechanism is not usually taken into account.
The Lumbar Disk Hernation data example
We here reanalyze data from an experiments to asses the efficacy of a oxygen-ozone therapy alone (treatment A) versus oxygen-ozone therapy followed by injection of a corticosteroid and an anesthetic at the same session (treatment B). Therapeutic outcome was assessed 6 months after the treatment, by two observers blinded to patients distribution within the two groups.
The outcome is measured on an ordinal scale, ranging from 'Very Poor', to 'Excellent'. Note that the estimates of α and τ are strongly positively correlated. This is expected as, given the data, in the region where α is positive (negative), an increase in the estimated value of τ is almost compensated by an increase (decrease) in the estimated value of α. The analysis leads to conclude that there is a moderate effect of the treatment, also after adjusting for the selection mechanism.
Concluding remarks
We have proposed a binary response model which comprises the Probit model as a particular case. The model can be seen as arising from a particular form of selection which can be modelled by truncation on one hidden dimension. We have shown how to perform inference based on the likelihood function of the model. When a test for α = 0 is the object of the inference, we distinguish two cases. For τ known, the asymptotic distribution of the likelihood ratio test statistics under the null hypothesis has been derived as a mixture of χ 2 distributions. When τ has to be estimated, testing for α = 0 is problematic and the null distribution of the likelihood ratio is not easily obtainable.
The assumption underlying the model is that selection influences the response variable, but does not affect the values of the explanatory variables. When this assumption is violated, the model complicates further. However, we have shown that if some conditional independencies can be assumed, the model presented here is then derived. Furthermore, when truncation is replaced by censoring, the model may be applied to the complete cases. In this case, a two step estimation method may be implemented. This paper details the estimation problems resulting at the second step of the procedure.
Simulation results show that the EM algorithm tends to be quite stable, especially with reference to the estimation of the parameters β. For small samples, we suggest to estimate the parameters via a procedure based on maximization of the profile log likelihood. We here presented results on the maximization of the profile for α, with τ and β as nuisance parameters.
In our experience, this procedure tends to be very stable. Routines can be downloaded at the web site: http://www.stat.unipg.it/stanghellini/elena.html
Besides the EM algorithm, other methods to maximize the log likelihood, such as the Fisher scoring and the Nelder-Mead algorithm, have been implemented. For τ arbitrarily fixed, simulation studies show that satisfactory results are obtained with the Nelder-Mead algorithm. We also noticed that, for high values of α, the Fisher scoring algorithm does not update the starting values, since the elements of the information matrix become too large. However, for a very small fraction of our samples (3 out of 4000 in our case), the Nelder-Mead procedure too does not update the initial estimates of β. In our experience, the EM tends to be the most reliable of the algorithms.
The practical implication of the proposed model have been shown on a study to asses the effect of a minimally invasive treatment on patients affected by Lumbar Disk Herniation. These patients are judged not to be surgical candidates, and therefore represent a selected population.
As the model shows a minor degree of selection, the Probit and ESP coefficient estimates are very close. The analysis leads to conclude that, there is a moderate effect of the treatment, also after adjusting for the selection mechanism.
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Appendix 1
The information matrix is the following: 
