The applicability of the Cellular Neural Network (CNN) paradigm to the problem of recovering informations on the tridimensional structure of the environment is investigated. The approach proposed is the stereo matching of video images. The starting point of this work is the Zhou-Chellappa neural network implementation for the same problem. The CNN based system we present here yields the same results as the previous approach, but without the many existing drawbacks.
Introduction
If we consider the autonomous vehicle guidance in an unstructured, unknown environment, obstacle avoidance is one of the most important concerns. In order to avoid collisions with objects in the environment it is mandatory to reconstruct the depth information. One of the possible ways to accomplish this is the stereo vision approach.
The phenomenon of stereopsis arises from the fact that human eyes view the world from slightly different points of view, in the same way from a pair of stereo images it is possible to retrieve depth informations.
Zhou and Chellappa proposed a neural network algorithm for such an aim. Their network finds the conjugate points on the two images and computes their disparity value, under the epipolar, photometric and smoothness constraints [l] .
Their network is based on nearest neighbours connections only, hence it can be implemented, with the due differences, through the CNN approach ([Z] and [SI). We present here a CNN stereo vision system, able to recover the 3D information.
Stereo Vision
If we consider a point in the space, it will be projected on the two images (left and right) onto two different locations, the conjugate points. The two cameras for stereo matching are located as shown in Fig. 1 . Their optical axes are parallel and separeted by a distance d, with focal lenght, which takes a negative value in the coordinate system OXYZJ Hence in order to know the distance of an object (obstacle) from the camera it is sufficient to determine the disparity between its projections on the two images.
Zhou Chellappa Matching Neural Network
Zhou and Chellappa introduced a quasi Hopfield neural network to recover disparity from image pairs. Their approach codes the problem as the minimisation of a function. This coding is done through the sum of two terms. The first, known as the photometric constraint, seeks disparity values such that all regions of the two images are matched in a least square sense. The second, known as the smootness constraint, provides smooth change of disparity in the neighbourhood of each point in the images. It is well known that the Hopfield network spontaneously reduces its energy while evolving, this feature can be used to solve many minimisation problems [4] . Comparing the stereo matching minimisation problem with the standard energy equation of the Hopfield network it is possible to code the matching problem m the weights of the network. First of all there exist auto connections for the neurons, i.e. each neuron posesses a connection to itself which is different from zero. This means that one of the needed constraints on the Hopfield networks holds no longer. The consequence of this is that it is no longer assured the spontaneous decrease of energy and the network may make transitions to higher energies, that must not be allowed. This implies that much of the CPU time in the simulation of this Hopfield network is wasted in computing transitions that will be rejected. In this sense the Zhou and Chellappa network is a quasi Hopfield one, hence much less efficient in CPU time terms.
The second observation is that the connections in the network, different from the auto connection, are local to the nearest neighbours, this is the basic connection pattern of the Cellular Neural Networks. From this naturally stems the idea of implementing the stereo matching problem via a CNN. 
Matching Using a CNN
The objective of this section is to identify a possible relationship between the Zhou and Chellappa neural network and the CNN paradigm.
The interconnections are symmetric and local, and the self-connection is not zero. These two features assimilate this neural network to a multilayer CNN. In this sense the interconnection strengths q,j,k,.l,m,n in a Therefore input, state and output equations for our multilayer Stereo-CNN can be respectively written as:
Bearing in mind these features we simulate our multilayer CNN with parameters C = I OP9 F , R = l O3 D,
Using only nearest neighbours, I e = r = 1 , we have
Results of the Tests
We have tested our approach on three different stereo pairs, the first being a random dot stereogram and the other two being real images.
We have constructed a random dot stereogram composed of square pies of different disparities (80x120, 1-bit pixels). We have then fed our Stereo-CNN with this stereogram and the resulting output image clearly finds all the different levels in the pie, see Fig. 2 . Here whiter values mean higher disparities, i.e. nearer objects. In Fig. 3 and 4 are shown an outdoor and an indoor environment, the images are 80 x 120,S-bit pixels. As it can be seen from the figures, the Stereo-CNN is able to recover the distance pattern of the images. It is important to stress that on both the input pairs no kind of image processing or peculiar illumination (see [5] ) has been applied before using the Stereo-CNN. At the same time we are well aware that both the images are highly textured, helping, in this way, the network in finding the proper disparity values. 
