Meromorphic solutions of non-linear differential equations of the form f n + P (z, f ) = h are investigated, where n ≥ 2 is an integer, h is a meromorphic function, and P (z, f ) is differential polynomial in f and its derivatives with small functions as its coefficients. In the existing literature this equation has been studied in the case when h has the particular form h(z) = p 1 (z)e α1(z) + p 2 (z)e α2(z) , where p 1 , p 2 are small functions of f and α 1 , α 2 are entire functions. In such a case the order of h is either a positive integer or equal to infinity. In this article it is assumed that h is a meromorphic solution of the linear differential equation h ′′ + r 1 (z)h ′ + r 0 (z)h = r 2 (z) with rational coefficients r 0 , r 1 , r 2 , and hence the order of h is a rational number. Recent results by Liao-Yang-Zhang (2013) and Liao (2015) follow as special cases of the main results.
Introduction and main results
1.1. Background. Among the most famous complex non-linear differential equations are the ones introduced by Briot-Bouquet, Malmquist-Yosida, Painlevé, Riccati and Schwarz [5, 8] . Differing from linear differential equations with analytic coefficients, the meromorphic nature of solutions of non-linear equations is not given, let alone the analyticity of solutions. For example, it took over a century to find a rigorous proof for the fact that all local solutions of the innocent looking Painlevé's first equation f ′′ = z + 6f 2 can be analytically continued to single-valued meromorphic solutions in the complex plane [6] .
Moreover, it is known that some Riccati equations with meromorphic coefficients do not possess meromorphic solutions [8, p. 172] . Along with the meromorphic nature of solutions, finding the growth and value distribution of solutions have been studied for many equation types. At times a very general equation type such as the Malmquist-Yosida equation (y ′ ) n = R(z, y) is shown to reduce to a lot more specific equations [8, Ch. 10] .
Here we consider transcendental meromorphic solutions f of non-linear differential equations of Tumura-Clunie type f n + P (z, f ) = h(z), (1.1) where n ≥ 2, h is a meromorphic function, and P (z, f ) is differential polynomial in f and its derivatives with small functions a(z) as its coefficients. This means that T (r, a) = S(r, f ), where S(r, f ) denotes any quantity such that S(r, f ) = o(T (r, f )) as r → ∞ outside of a possible exceptional set of finite linear measure.
The origin of Tumura-Clunie theory lies in the following theorem by Tumura [18] , published in 1937. The proof was completed by Clunie [1] 25 years later.
Theorem A. Let f and g be entire functions, and let h = a n f n + a n−1 f n−1 + · · · + a 1 f + a 0 (a n ≡ 0)
where a j (z) (j = 0, 1, . . . , n) are small functions of f . If h = be g , where b(z) is a small function of f , then h = a n f + a n−1 na n n .
As an extension to Theorem A, Hayman [4, §3.5] proved the following result.
Theorem B. Let f be a non-constant meromorphic function in C, and let h(z) := f n + P (z, f ),
where P (z, f ) is a differential polynomial of degree at most n − 1 in f and its derivatives. , where α is a small function of f .
Since [4] , many theorems of Tumura-Clunie type have appeared in the literature, see [14, 16, 23, 24] and the references therein. Typical applications of these theorems are among differential polynomials and non-linear differential equations.
In all previous articles [9, 10, 11, 13, 22] the equation (1.1) has been studied in the case when h has the particular form h(z) = p 1 (z)e α 1 (z) + p 2 (z)e α 2 (z) , (1.2) where p 1 , p 2 are small functions of f and α 1 , α 2 are entire functions. For example, Yang and Li [22] showed that the differential equation
where h(z) = − 1 4 sin 3z = − 1 8i (e 3iz − e −3iz ), has exactly three non-constant entire solutions: f 1 (z) = sin z, f 2 (z) = 2 cos z − 1 2 sin z. In the case of (1.2), the order of h is either an integer or equal to infinity. In this article, we suppose that h is a meromorphic solution of the equation h ′′ + r 1 (z)h ′ + r 0 (z)h = r 2 (z), (1.3) where r 0 , r 1 and r 2 are rational functions. In this case, the order of h can be a noninteger, and h can be a special function such as the Airy integral. These cases have not been covered in the previous studies. An additional bonus of the use of (1.3) is that it allows us to shorten some of the calculations which appear in the proofs.
The idea that a coefficient of a complex differential equation is a solution of another differential equation is not new. For example, the solutions of f ′′ + Af ′ + Bf = 0 are studied in [20, 21] under the assumption that A solves the differential equation g ′′ +P g = 0,
where P is a polynomial.
The cases when h has n exponential terms in (1.2) or when (1.3) is replaced with nth order linear differential equation are still open for further research.
) n kj is a differential monomial generated by f , the powers n 0j , n 1j , . . . , n kj are non-negative integers, and a j (z) is a small function of f (or, in particular, a rational function). The expressions
are called the degree of M j and the weight of M j , respectively. Then we say that P (z, f ) has the degree γ P = max 1≤j≤ℓ γ M j and the weight Γ P = max 1≤j≤ℓ Γ M j . The differential polynomial
Throughout the paper, we make use of the notation
where r 0 , r 1 are the coefficients in (1.3), C 0 , C 1 ∈ C, C 0 = 0 and m, l ∈ Z.
For a ∈ C and k ∈ N, we denote the integrated counting function of the a-points
of a meromorphic f of multiplicity at most k by N k) (r, a, f ), each a-point being counted according to its multiplicity. Further, N (k (r, a, f ) denotes the integrated counting function of the a-points of f of multiplicity at least k, again each a-point being counted according to its multiplicity. Then N(r, a, f ) = N k) (r, a, f ) + N (k+1 (r, a, f ). Finally, ρ(f ) denotes the order of f , while λ(f ) and λ(1/f ) denote respectively the exponents of convergence of the zeros of f and the poles of f .
Main results.
In this subsection we settle for stating our two main results regarding the meromorphic solutions f of (1.1). Examples of solutions of (1.1) as well as corollaries and further discussions on our main results can be found in the later sections.
The first result shows that either f has finitely many zeros and poles or else the number of zeros and poles of f restrict the growth of T (r, f ) in a specific way.
Theorem 1.1. Let f and h be meromorphic solutions of (1.1) and (1.3), respectively, and assume that f is transcendental. Then one of the following holds:
α is a non-constant polynomial, and
Furthermore, if r 1 and r 0 are polynomials, then q is a constant.
(2) If n ≥ j + 1 and γ P ≤ n − j for some integer j ≥ 1, then and one of the following holds:
(1) The conclusion of Theorem 1.1(1) holds.
(2) T (r, f ) = N 1) (r, 1/f ) + O(log r), the function f is of order 1 + m/2, and one of the following two situations for the parameters in (1.4) occur.
(ii) We have m = 2l ≥ 0 and C 0 = n(n−1) (2) From the proof of Theorem 1.2, it follows in the sub-case (i) that f satisfies a second-order differential equation
where R and S are rational functions such that |R(z)| ≍ |r 1 (z)| and |S(z)| ∼ |r 0 (z)|/n 2 , as z → ∞. In the sub-case (ii), f satisfies a first order differential equation
where S and Q are non-zero rational functions and |S(z)| ∼ |r 1 (z)|/(2n − 1), as z → ∞. consists of examples of meromorphic solutions of (1.1), which illustrate many possibilities that can happen. In particular, solutions of finite non-integer order do occur. Section 4 consists of general auxiliary results from the existing literature, as well as on new lemmas on linear differential equations with rational coefficients. Finally, proofs for Theorems 1.1 and 1.2 can be found in Section 5, while proofs of their corollaries are in Section 6.
Corollaries
We proceed to express Theorem 1.1 in terms of the deficiencies
familiar from the basic Nevanlinna theory. We have 0 ≤ δ(a, f ) ≤ Θ(a, f ) ≤ 1 for any a ∈ C. If the a-points of f are simple (apart from finitely many exceptions), then these two deficiencies are equal. (1) n ≥ j + 1, γ P ≤ n − j and Θ(0, f ) + j 2 δ(∞, f ) + Θ(∞, f ) > 2, (2) n ≥ 6 and Γ P ≤ n − 5.
Then the conclusion of Theorem 1.1(1) holds.
Case (1) in Corollary 2.1 can be simplified by replacing the Θ's with corresponding δ's, but at the expense of weakening the result. Example 3.1 below shows the sharpness in the sense that "> 2" cannot be replaced with "= 2".
Next we state a consequence of Theorem 1.2.
Corollary 2.2. Let n ≥ 3, and let f be a transcendental meromorphic solution of (1.1), where P (z, f ) has rational coefficients, γ P ≤ n − 2, and h is of the form h(z) = p 1 (z)e α 1 (z) + p 2 (z)e α 2 (z) =: h 1 (z) + h 2 (z).
(2.1)
Here we assume that p 1 , p 2 are rational functions such that p 1 p 2 ≡ 0, while α 1 , α 2 are non-constant polynomials normalized such that α 1 (0) = 0 = α 2 (0). Write
If N(r, f ) = S(r, f ), then f has finitely many poles, ρ(f ) = ρ(h) = s 1 = s 2 , and f takes one of the following forms:
(1) f (z) = q(z)e α(z) , where q is a non-zero rational function and α is a non-constant polynomial normalized with α(0) = 0. Moreover, the following conclusions hold.
(i) If a 1 = a 2 , then nα = α 1 = α 2 , q n = p 1 + p 2 and P (z, f ) ≡ 0. In particular, if p 1 , p 2 are polynomials, then q is also a polynomial.
(ii) The case when |a 1 | = |a 2 | and a 1 = a 2 is not possible.
(2) f (z) = q 1 (z)e β(z) + q 2 (z)e −β(z) , where q 1 , q 2 are non-zero rational functions and β is a non-constant polynomial such that nβ = ±α 1 and α 1 = −α 2 .
(
where q 1 , q 2 are non-zero rational functions and max{|a 1 |, |a 2 |}/ min{|a 1 |, |a 2 |} = n/(n − 1).
If h 1 , h 2 are linearly independent, then Corollary 2.2 shows that the assumption "f has finitely many poles" in [10, Theorem 1] can be replaced with the much less restrictive assumption "N(r, f ) = S(r, f )". The same observation applies to [11, Theorem 1.7] in the case when h 1 , h 2 are linearly dependent.
As noted in [10] , a quick example of Case (3) is the solution f (z) = e z + z + 1 of the equation
Some new examples of meromorphic solutions are given in Section 3. The proofs of Corollaries 2.1 and 2.2 are postponed to Section 6.
Examples of solutions
The first example proves the sharpness of Corollary 2.1 in the sense that the assumption "> 2" cannot be replaced with "= 2".
The meromorphic function f (z) = e 2z /(e z −1) has no zeros and it satisfies
Thus Θ(∞, f ) = δ(∞, f ) = 1/2 and Θ(0, f ) = 1. Moreover, f solves the equations
In the first case, we have Θ(0, f )
Here h 1 (z) = e 2z and h 2 (z) = e 3z + 3e 2z are solutions of the respective differential equations h ′′ − 4h = 0 and h ′′ − 4h ′ + 3h = 0.
The second example also illustrates the sharpness of Corollary 2.1. Differing from Example 3.1, where the solution f has infinitely many poles but no zeros, this time f has infinitely many poles and infinitely many zeros.
It is clear that all the poles of f are simple, and hence N(r, f ) = N(r, f ) = r/π + O(1).
The zeros of f are precisely the zeros of the exponential sum g(z) = e 2z − e z + 1 [17] . If z 0 is a zero of f , then
which shows that the zeros of f are all simple. Hence
and then Θ(0, f ) = 0. In addition, f solves the equations
In the first case Θ(0, f )
The third example shows that the condition γ P ≤ n − j in Corollary 2.1(1) cannot be weakened to γ P ≤ n − j + 1. The example also illustrates Corollary 2.2 (2) .
and all zeros of f are simple, hence Θ(0, f ) = δ(0, f ) = 0. In addition, f satisfies the non-linear differential equation
Next we show that h can be rational in Theorem 1.1.
where h 1 (z) = −z 2 + z − 1 and h 2 (z) = −2z 3 + 3z 2 + 2z − 3 2 are rational solutions of the respective differential equations h ′′ − z/2h
Examples 3.5-3.8 below illustrate Theorem 1.2 in various ways. is an entire solution of
Moreover, f satisfies
When k is even, this also illustrates Case (2) in Corollary 2.2.
Example 3.6. Sub-case (ii) may happen: The function f (z) = e z + z + 1 is a solution of (2.2) and of f ′ − f = −z. We also see that h(z) = e 3z + 3(z + 1)e 2z satisfies
Example 3.7. Solutions with finitely many poles exist: The function
is a solution of
In particular, Case (3) in Corollary 2.2 can happen.
Sometimes Theorem 1.2 enables us also to prove the non-existence of meromorphic solutions f of (1.1) satisfying N(r, f ) = S(r, f ).
Suppose that the equation
has a meromorphic solution f such that N(r, f ) = S(r, f ). Clearly f must be transcendental. Moreover, we see that the right-hand side h(z) = 7 2 e 2z + e 4z of (3.1) satisfies the equation
and the coefficients of this equation do not satisfy the conclusions in the sub-cases (i) and
(ii) of Theorem 1.2 (2) . Thus f must satisfy the conclusion in Theorem 1.2 (1) , that is, f (z) = q(z)e az , where q ≡ 0 is rational function and a ∈ C \ {0}. From (1.5), we have |a| = 1. Substituting f (z) = q(z)e az into (3.1), we find that the left-hand side of (3.1) is a polynomial in e az with rational coefficients, the dominant term being q(z) 4 e 4az . Since h(z) = e 4z (1 + o(1)) → ∞ exponentially in the right half-plane, we deduce that a = 1 and q(z) ≡ 1 must hold. Thus our substitution simplifies to 4e 2z + 4e z + 9 = 0, z ∈ C, which obviously cannot hold. Hence (3.1) possesses no meromorphic solutions satisfying
The case when n = γ P and f has infinitely zeros or poles is not covered in our results.
The following example shows that this situation may occur. However, as of yet we don't have means to expand the general theory to the case n = γ P since the standard tools such as Clunie's lemma would no longer be at our disposal. Example 3.9. It is well-known that the Airy integral Ai (z) is an entire solution of the equation h ′′ − zh = 0 [15] . Thus it is easy to see that f (z) = Ai (z) solves the equation
with rational coefficients. It is well-known that ρ(Ai) = λ(Ai) = 3/2. However, the frequency of zeros of Ai(z) is less than the usual amount in the sense of δ(0, Ai) = 1/2.
Auxiliary results
4.1. General lemmas. This sub-section contains general lemmas from the existing literature for proving our main results on non-linear differential equations. 8]). Let f be a meromorphic function. Then for all irreducible rational functions in f , 2]). Let f be a non-constant meromorphic function, and let Q * (z, f ) and Q(z, f ) denote differential polynomials in f with arbitrary meromorphic coefficients q * 1 , q * 2 , . . . , q * n and q 1 , q 2 , . . . , q l respectively. Further, let P be a non-constant polynomial of degree p such that Γ Q ≤ p. If
Note that the condition cd ≡ 0 is written as acd ≡ 0 in 
4.2.
Lemmas on linear differential equations. To prove our main results on nonlinear differential equations, we need some new updates and tweaks on known results about linear differential equations with rational coefficients. These results may also be of independent interest. Before proceeding, we remind the reader that, in the case of meromorphic coefficients, the solutions may not always be meromorphic in C. For example, the equation 
where A and B are meromorphic functions. Then
where n (2) (r, B) counts the number of double poles of B two times. In particular, if A and B are entire functions, then f is entire with only simple zeros.
Proof. We have 
in C. Then the following assertions hold.
(1) If m ≤ −2, then f is rational. 
near the maximum modulus points of f , but outside of an exceptional set E of finite logarithmic measure. Hence, dividing (4.1) by f , and then using (4.2), we find that
as r → ∞ with r ∈ E. If m ≤ −2, we see from here that ν(r) is bounded, so that f is a polynomial, which is a contradiction. Hence, from now on we assume that m ≥ −1. It follows that the two leading terms ν(r) 2 and |C S |r m+2 in (4.3) must cancel out for r large enough. Hence, if ε > 0, we may find a constant K = K(ε) such that ν(r) ≤ (1 + ε) |C S |r 1+m/2 and |C S |r 1+m/2 ≤ (1 + ε)ν(r) for all r ≥ K such that r ∈ E. Since ν(r) is non-decreasing and since m ≥ −1, we may use a standard lemma from real analysis to avoid the exceptional set E. Now
we may write
By using the well-known identity
we deduce that for ρ = 2r, we obtain from (4.4) that
Since the above reasoning works for any ε > 0, we deduce that
This completes the proof in the case when f is entire.
(b) Suppose then that f is meromorphic. By a simple inspection, all poles of f must be among the poles of R(z), S(z) and T (z), thus f has at most finitely many poles. Hence
we may write f = g/Π, where g is an entire function and Π is a non-constant polynomial having zeros precisely the poles of f . By substituting f into (4.1), we find that g solves a differential equation
where
It is easy to see that |R * (z)| = O (|z| −1 ). If m ≤ −2, then clearly |S * (z)| = O (|z| −2 ), while if m ≥ −1, then S * (z) ∼ C S z m as z → ∞. Next we follow the reasoning in Part (a) to get the assertions for g, and then for f . This completes the proof in the case when f is meromorphic. Then the following holds. If R(z) ≡ 0, then only Case (1) is possible. In all cases, ρ ≥ 1/2.
Proof. The proof is very similar to that of Lemma 4.7, and hence we confine ourselves to sketch the key steps of the proof only.
(a) Suppose first that f is transcendental entire. Then we may use (4.2). Dividing (4.6) by f and using Wiman-Valiron theory near the maximum modulus points of f , we obtain
where r = |z| and the set E ⊂ [1, ∞) has finite logarithmic measure. At least two of these three terms must be maximal and they must cancel out for r large enough. We take for granted that ν(r) is asymptotically comparable to r α for some α > 0, see [19, p . 108] or [7, pp. 204-208] . There are four possible cases as follows.
(i) Suppose that the first and the second terms in (4.7) are maximal. Plugging in r α in place of ν(r) and comparing the exponents, we find that 2α = α + n + 1, 2α > m + 2, α + n + 1 > m + 2.
These simplify to α = n + 1 and m < 2n. Here n ≥ 0 must hold, for otherwise ν(r) is bounded, and hence f is a polynomial. A more careful analysis of (4.7)
reveals that ν(r) = |C R |r 1+n (1 + o(1)), which gives us (1)). (1)).
(iii) Suppose that the second and the third terms in (4.7) are maximal. In this case α = 1+m−n, where n ≤ m < 2n. In addition, |C R |r 1+n ν(r) = |C S |r 2+m (1+o(1)), which gives us (1)).
(iv) Finally suppose that all three terms in (4.7) are maximal. Now α = n + 1 = 1+m/2 = 1+m−n, which is possible only if m = 2n. Thus ν(r) = Cr 1+n (1+o(1)), as z → ∞. Substituting this into (4.7), we obtain
Taking z = re it where t is chosen so that z is near to the maximum modulus point of f , this yields
Since C > 0, we can put X = Ce −i(n+1)t , and by substituting this into (4.8), we get
which is asymptotically equivalent to X 2 + C R X + C S = 0.
If R(z) ≡ 0, then the middle term in (4.7) disappears, and only Case (ii) can happen.
(b) Suppose then than f is meromorphic. Clearly f has at most finitely many poles, so
we may write f = g/Π, where g is entire and Π is a polynomial having zeros precisely at the poles of f . Substituting f into (4.6), we see that g satisfies (4.5) to which the reasoning in Part (a) applies. This completes the proof in the case when f is meromorphic.
In the case n ≤ m < 2n there are two possible orders for the solutions of (4.6). The following example shows that sometimes only one of the two possible orders actually occur, and sometimes both occur. 
We have n = 1 and m = 2, and the only possible order is n + 1 = 2. We remark also that
On the other hand, 2 and 2 √ 3 are solutions of the quadratic equation X 2 +C R X +C S = 0.
This shows us that both of the possible types 1 and √ 3 occur.
Proofs of theorems
Throughout this section, P ′ (z, f ) and P ′′ (z, f ) mean ∂P/∂z and ∂ 2 P/∂z 2 , respectively. 
Substituting (1.1), (5.1) and (5.2) into (1.3) , we obtain
(1) If ϕ ≡ 0 then f n satisfies
Clearly, f has a finite order. Since f n does not have simple zeros, and since r 1 , r 2 are rational functions, the function f n has finitely many zeros and finitely many poles by From this it follows that the order of h is a positive integer. Furthermore, if r 0 and r 1 are entire, then Lemma 4.6 and (5.5) show that f n has only simple zeros. Since n ≥ 2, it follows that f does not have zeros, and hence q must be a constant.
(2) Now, assume that ϕ ≡ 0. Set, for j = 1, 2, 3, . . . ,
and then (5.3) can be re-written as f n−j ϕ j = Q(z, f ), j = 1, 2, 3, . . . Suppose that f has a pole at z 0 of multiplicity k, which is not a zero or a pole of r i (z) (i = 0, 1). Then the Laurent expansion of f in the neighbourhood of z 0 is
Then, for all z near z 0 , we have
where (nk + 1)nka j k = 0. Since the terms r 0 f j and nr 1 f ′ f j−1 have a pole of multiplicity ≤ jk + 1 at z 0 , it follows that z 0 is a pole of multiplicity jk + 2 of ϕ j . In other words, any pole of multiplicity k of f is a pole of multiplicity jk + 2 of ϕ j , with at most finitely many exceptions. Also, when j = 1, we notice that any simple zero of f is a pole of ϕ 1 .
The remaining possible poles of ϕ j come from the poles of r 0 and r 1 . Thus
The proof is now concluded in three cases: j = 1, j = 2 and j ≥ 3.
(i) Suppose that j = 1. If f has a zero of multiplicity k ≥ 3 at z 0 , which is not a pole or a zero of r i (z) (i = 0, 1), then the Taylor expansion of f in the neighborhood of z 0 is f (z) = a k (z − z 0 ) k + · · · , a k = 0.
where (nk − 1)nka k = 0. Since the terms r 0 f and nr 1 f ′ have a zero of multiplicity ≥ k − 1 at z 0 , it follows that z 0 is a zero of ϕ 1 of multiplicity k − 2. In other words, any zero of f of multiplicity k ≥ 3 is a zero of ϕ 1 of multiplicity k − 2, with at most finitely many exceptions. Thus, (ii) Suppose that j = 2. Analogously as in (i), we see that any zero of f of multiplicity k ≥ 2 is a zero of ϕ 2 of multiplicity 2k − 2, with at most finitely many exceptions. Hence (iii) Finally suppose that j ≥ 3. Using the Taylor series argument, we notice that any zero of f of multiplicity k is a zero of ϕ j of multiplicity jk − 2, with at most finitely many exceptions. Thus
Using this together with ( 
5.2.
Proof of Theorem 1.2: The case of finitely many poles. We prove the assertions under the assumption that f has finitely many poles. The case of infinitely many poles will be discussed in Section 5.3 below.
First, we prove that ρ(f ) = ρ(h). On one hand, it is clear from (1.1) that ρ(h) ≤ ρ(f ).
On the other hand,
Since f has finitely many poles and γ P ≤ n−2, it follows that T Next, we discuss two cases.
(1) If ϕ ≡ 0, then from the proof of Theorem 1.1, we obtain the conclusion in Theorem 1.2(1).
(2) Suppose that ϕ ≡ 0. Using the facts that f is of finite order and has finitely many poles, it follows from (5.13) that
T (r, f ) = N(r, 1/f ) + O(log r).
Also, from (5.12) with ϕ 2 = ϕ, we obtain
Thus,
This proves one aspect of Theorem 1.2 (2) .
In order to prove the two additional possibilities in Theorem 1.2(2), we will make some preparations. Differentiating (5.4), we get
If z 0 is a simple zero of f that is not a zero or a pole of r 0 , r 1 and ϕ, then it follows from (5.4) and (5.15 ) that
Thus z 0 is a zero of (r 1 ϕ − (n − 1) ϕ ′ ) f ′ + (2n − 1) ϕf ′′ . Define the meromorphic function
Then T (r, ψ) = O (log r) and
By substituting this into (5.4), we get
Since a and b are rational functions, we obtain from (5.18) and Lemma 4.5 that
We now distinguish two sub-cases which correspond to the two sub-cases in Theorem 1.2 (2) .
(i) If b 2 − 4ca ≡ 0, then by dividing both sides of (5.20) by b 2 − 4ca and substituting b, we get
Since a, b and ϕ are rational, we obtain r 1 (z) = O(z −1 ), as z → ∞. Furthermore, from (5.17) , we have Since ρ(f ) = ρ(h), we have p = m ≥ −1.
Suppose first that f has no poles. Dividing both sides of (5.4) by f 2 and by applying Wiman-Valiron theory, we get
where r = |z| and the set E ⊂ [1, ∞) has finite logarithmic measure. This leads
Applying the proof of Lemma 4.7 to (5.24), we deduce that log M(r, f ) = 2 |C 0 | n(m + 2) r 1+m/2 (1 + o(1)), r → ∞, (5.25) without an exceptional set. Combining (5.23) and (5.25), we get |C 0 | = n 2 |C S |.
Suppose then that f has poles, of which there can be at most finitely many by the assumption. Then g = f Π is entire, where Π is a polynomial having zeros precisely at the poles of f . Then the reasoning in the previous paragraph applies for g, and an analogue of (5.25) holds for g. Thus (5.25 ) holds for f , and the conclusion |C 0 | = n 2 |C S | is valid in this case as well.
(ii) If b 2 − 4ca ≡ 0, then (5.18) can be written as
Set
Since ϕ is rational, so is Q. By substituting b (z) = n(n−1)
2n−1 ϕ ′ ϕ + 2r 1 and ϕ = n (n − 1) Q 2 into the equation above, we get
Differentiating (5.26) inductively, we obtain, for any integer j ≥ 1, that
where R j and S j are rational functions. Using (5.27) and the assumption γ P ≤ n − 2, the differential polynomial P (z, f ) in (1.1) can be rewritten as P (z, f ) = 
29)
and 
where A is a rational function and P n−1 (f ) is a polynomial in f of degree at most n − 1. Using Lemma 4.1, it follows that A ≡ 0, or alternatively
We claim that r 1 → 0, as z → ∞. To prove this, we assume the contrary, i.e., there exists an integer s ≥ 1 such that |r 1 (z)| = O(|z| −s ) as z → ∞. Then, from the equation (5.31), we obtain |r 0 (z)| = O (|z| −2 ) as z → ∞. But then Lemma 4.7
implies that h is rational, which is a contradiction. In particular, r 1 ≡ 0. Now, dividing (5.31) by r 1 (Q ′ /Q + r 1 ) ≡ 0 and letting z → ∞, we obtain lim z→∞ r 0 (z)
Recalling (1.4), this gives us m = 2l ≥ 0 and
.
Also recall that f satisfies (5.26), where
Since Q is rational and r 1 → 0, we obtain S(z) ∼ r 1 (z) 2n−1 ∼ C 1 2n−1 z l as z → ∞. Hence, Lemma 4.8 gives us
This yields the assertion in the sub-case (ii).
Proof of Theorem 1.2:
The case of infinitely many poles. The case when f has finitely many poles was proved in Section 5.2. In this section we suppose that f has infinitely many poles such that N(r, f ) = S(r, f ), and aim for a contradiction.
Let ϕ be the function defined in (5.4) . If ϕ ≡ 0, then it follows from the proof of Theorem 1.1 that f has finitely many zeros and poles, which is a contradiction. Hence we may suppose that ϕ ≡ 0. A simple modification of Case (2) which is not a zero or a pole of r i (z) (i = 0, 1). Then f has the Laurent expansion (5.9) 1 (z − z 0 ) k near z 0 . In particular, Q has a pole of multiplicity k + 1 at z 0 . Thus
which implies that
Next, we prove that s 1 = s 2 . Suppose on the contrary to this claim that s 1 = s 2 . Then clearly |r 1 (z)| → ∞, as |z| → +∞, thus the conclusion in Case (i) of Theorem 1.2 (2) cannot hold. To exclude Case (ii) of Theorem 1.2(2), we notice that The remainder of the proof is divided to the three possible situations in Theorem 1.2.
(1) If Case (1) of Theorem 1.2 occurs, then f has the form q(z)e α(z) , where q is non-zero rational function and α is non-constant polynomial of degree s = s 1 = s 2 , whose leading coefficient is some constant a ∈ C \ {0}. From [17] , we have T (r, h) = (|a 1 | + |a 2 | + |a 1 − a 2 |) r s 2π (1 + o(1)),
T (r, f ) = |a| r s π (1 + o(1)).
Hence (1.5) yields n|a| = |a 1 | + |a 2 | + |a 1 − a 2 | 2 (6.2) ≥ |a 1 | + |a 2 | + ||a 1 | − |a 2 || 2 = max {|a 1 |, |a 2 |} set = |a 1 |.
Suppose that n|a| > |a 1 |, and let η 1 = a 1 na and η 2 = a 2 na . Then 0 < |η 2 | ≤ |η 1 | < 1, and (6.2) can be re-written as 2 = |η 1 | + |η 2 | + |η 1 − η 2 |, which is equivalent to 2 − 2(|η 1 | + |η 2 |) + |η 1 ||η 2 |(1 + cos ϕ) = 0, ϕ = arg(η 1 /η 2 ).
Solving this equation for |η 1 | yields
which is a contradiction. Thus n|a| = |a 1 | ≥ |a 2 |, which leads us to consider three cases.
(i) If a 1 = a 2 , then the dominating terms q n e nα and h in (5.6) must cancel out. This is possible only when e α 1 = e α 2 because α 1 (0) = 0 = α 2 (0) by the assumption.
Thus q n = p 1 + p 2 , and, consequently, P (z, f ) ≡ 0. In particular, if p 1 , p 2 are polynomials, then q is also a polynomial.
(ii) If |a 1 | = |a 2 | but a 1 = a 2 , then (5.6) has three dominating terms q n e nα , h 1 , h 2 of order s. Due to the exponential factors, each of these three terms tend exponentially to zero/infinity in sectors that cover C and may overlap. However, it is not possible that all three terms would cancel out everywhere in C because of our assumption |a 1 | = |a 2 |, a 1 = a 2 . Hence this case is impossible.
(iii) If |a 1 | > |a 2 |, then nα = α 1 from n|a| = |a 1 | and (5.6). In other words, q n e nα and h 1 are dominating terms in (5.6), which cancel out. This leaves us with the reduced equation P (z, f ) ≡ h 2 .
(2) If the sub-case (i) of Theorem 1.2(2) occurs, then l ≤ −1 ≤ m, which implies α ′ 1 + α ′ 2 = 0, or, in other words α 1 + α 2 ≡ 0 by α 1 (0) = 0 = α 2 (0). In this case it follows from (6.1) that W is rational. By a simple calculation, or by using [8, Proposition 1.4.6], we infer r 1 = −W ′ /W . Thus, from (5.21), we get
Since W, a, b and ϕ are rational, it follows that √ b 2 − 4ac is also rational. Thus (5.18) can be re-written as ϕ n(n − 1)
are rational functions. Therefore,
where Π 1 , Π 2 are rational functions and β is a polynomial. By subtracting the lower equation from the upper equation in (6.3), we get f = q 1 e β(z) + q 2 e −β(z) , where q 1 , q 2 are rational functions. Substituting this form of f into (1.1), we obtain four dominating terms q 1 e nβ , q 2 e −nβ , h 1 , h 2 , which must cancel out in pairs. This happens only when nβ = ±α 1 and α 1 = −α 2 hold.
(3) If the sub-case (ii) of Theorem 1.2(2) holds, then m = 2l and C 0 = n(n−1) (2n−1) 2 C 2 1 . We have r 1 (z) = −s(a 1 + a 2 )z s−1 + O(z s−2 ), r 0 (z) = s 2 a 1 a 2 z 2s−2 + O(z s−2 ).
