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A UNIFIED APPROACH TO EXEL-LACA ALGEBRAS AND
C
∗-ALGEBRAS ASSOCIATED TO GRAPHS
MARK TOMFORDE
Abstract. We define an ultragraph, which is a generalization of a directed
graph, and describe how to associate a C∗-algebra to it. We show that the
class of ultragraph algebras contains the C∗-algebras of graphs as well as the
Exel-Laca algebras. We also show that many of the techniques used for graph
algebras can be applied to ultragraph algebras and that the ultragraph provides
a useful tool for analyzing Exel-Laca algebras. Our results include versions of
the Cuntz-Krieger Uniqueness Theorem and the Gauge-Invariant Uniqueness
Theorem for ultragraph algebras.
1. Introduction
In the early 1980’s Cuntz and Krieger considered a class of C∗-algebras that
arose in the study of topological Markov chains [3]. These Cuntz-Krieger algebras
OA are generated by partial isometries whose relations are determined by a finite
matrix A with entries in {0, 1}. In order for their C∗-algebras to be unique, Cuntz
and Krieger assumed that the matrix A also satisfied a nondegeneracy condition
called Condition (I). Since their introduction Cuntz-Krieger algebras have been
generalized in a myriad of ways. Two important generalizations are the Exel-Laca
algebras of [7] and the C∗-algebras of directed graphs [12, 13, 1, 9].
The Exel-Laca algebras are in some sense the most direct generalization of Cuntz-
Krieger algebras. In 1999 Exel and Laca extended the definition of OA to allow for
infinite matrices [7]. Furthermore, the only restriction placed on these matrices was
that they had no zero rows. Motivated by the C∗-algebras associated to graphs,
Exel and Laca avoided the need for Condition (I) by instead requiring the generating
partial isometries to be universal for their defining relations. Since Condition (I)
was imposed by Cuntz and Krieger to insure uniqueness, this universal definition
agreed with Cuntz and Krieger’s for finite matrices satisfying Condition (I).
The generalization of Cuntz-Krieger algebras to C∗-algebras of directed graphs
is slightly less direct. In 1982 Watatani noted that one could view OA as the C
∗-
algebra of a finite directed graph with vertex adjacency matrix A [19]. The fact that
A satisfied Condition (I) implied, among other things, that this graph had no sinks
or sources. It was to be approximately 15 years, however, before these graph ideas
were explored more fully. In the late 1990’s generalizations of these C∗-algebras
were considered for possibly infinite graphs that were allowed to contain sinks and
sources. Originally, a definition was given only for graphs that are row-finite; that
is, each vertex is the source of only finitely many edges [12, 13, 1]. However, in
2000 this definition was extended to obtain an appropriate notion of C∗-algebras
for arbitrary graphs [9].
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The relationship between Exel-Laca algebras and graph algebras is somewhat
subtle. As mentioned before, the class of Exel-Laca algebras of finite matrices
satisfying Condition (I) and the class of C∗-algebras of certain finite graphs both
coincide with the Cuntz-Krieger algebras. However, the infinite case is more com-
plicated.
Let G be a graph with no sinks or sources. The edge matrix A for the graph
G is the matrix indexed by the edges of G with A(e, f) = 1 if r(e) = s(f), and
A(e, f) = 0 otherwise. It was shown in [9] that C∗(G) is canonically isomorphic to
OA. Thus C∗-algebras of graphs without sinks or sources are Exel-Laca algebras.
Unfortunately, the reverse inclusion is not true. It was shown in [15] that there
exist Exel-Laca algebras that are not graph algebras. However, one can obtain a
partial converse in the row-finite case. If A is a matrix, then one may form a graph
Gr(A) by defining the vertex set of Gr(A) to be the index set of A, and defining
the number of edges from v to w to be A(v, w). If A is a {0, 1}-matrix that is
row-finite (i.e., each row of A is eventually zero), then Gr(A) is a row-finite graph
and OA ∼= C
∗(Gr(A)). This isomorphism is obtained through the use of the dual
graph of Gr(A) and it is not canonical. It was shown in [15] that C∗(Gr(A)) is
always a C∗-subalgebra of OA, but when A is not row-finite this subalgebra may
be very different from OA (see [17, Remark 15] and [5]).
These relationships are summarized in the following diagram:
CK ⊂ F′ ⊂ RF′ ⊂ G′ ⊂ EL
∩ ∩ ∩
F ⊂ RF ⊂ G
CK = Cuntz-Krieger algebras OA with A satisfying Condition (I)
F′ = C∗-algebras of finite graphs with no sinks or sources
RF′ = C∗-algebras of row-finite graphs with no sinks or sources
= Exel-Laca algebras of row-finite matrices with no zero rows or columns
G′ = C∗-algebras of graphs with no sinks or sources
EL = Exel-Laca algebras
F = C∗-algebras of finite graphs
RF = C∗-algebras of row-finite graphs
G = C∗-algebras of graphs
In some sense, it is unfortunate that there are Exel-Laca algebras that are not
graph algebras. The graph G is an extremely useful tool for analyzing C∗(G), and
many results take a more elegant form when stated in terms of graphs rather than
matrices. In fact, when studying the OA’s Exel and Laca found it convenient to
state many of their hypotheses and results in terms of the graph Gr(A).
In this paper we describe a generalized notion of graph, which we call an ultra-
graph, and describe a way to associate a C∗-algebra to it. We shall see that the
C∗-algebras of ultragraphs with no sinks and in which every vertex emits finitely
many edges are precisely the Exel-Laca algebras. Thus the ultragraph algebras fit
into our diagram as follows:
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CK ⊂ F′ ⊂ RF′ ⊂ G′ ⊂ EL = U˜
∩ ∩ ∩ ∩
F ⊂ RF ⊂ G ⊂ U
U˜ = C∗-algebras of ultragraphs with no sinks and in
which every vertex emits finitely many edges.
U = C∗-algebras of ultragraphs
Therefore ultragraph algebras give an alternative (and in the author’s opinion,
more convenient) way to view Exel-Laca algebras. In addition, they provide a
reasonable notion of “Exel-Laca algebras with sinks”. We shall see that for a
countably indexed matrix A, one may create an ultragraph GA with edge matrix A
and for which C∗(GA) is canonically isomorphic toOA. Furthermore, the ultragraph
G provides a useful tool for analyzing the structure of C∗(G), just as the graph does
for graph algebras.
We shall prove in §4 that the C∗-algebras of ultragraphs with no sinks and no infi-
nite emitters are precisely the Exel-Laca algebras. However, when deducing results
about ultragraph algebras we will almost always prove them from first principals
rather than simply translating the corresponding result from OA to the ultragraph
setting. This keeps our treatment more self-contained, and more importantly it
shows that ultragraph algebras are tractable objects of study. In addition, since
many of our techniques generalize those used for graph algebras, this approach
shows that by viewing Exel-Laca algebras as ultragraph algebras one can forget
about matrix techniques entirely and instead apply the (often more straightfor-
ward) graph techniques.
This paper is organized as follows. In §2 we define an ultragraph G and describe
a way to associate a C∗-algebra C∗(G) to it. In §3 we discuss a natural way to view
graph algebras as ultragraph algebras and discuss loops in ultragraphs. In §4 we
show that the C∗-algebras of ultragraphs with no singular vertices are precisely the
Exel-Laca algebras. In §5 we describe a method for realizing certain subalgebras
of C∗(G) as graph algebras. In §6 we discuss methods to remove singular vertices
from ultragraphs by adding tails, and we obtain versions of the Gauge-Invariant
Uniqueness Theorem and the Cuntz-Krieger Uniqueness Theorem for ultragraph
algebras.
The author would like to thank Doug Drinen for many valuable discussions
relating to this work.
2. Ultragraphs and their C∗-algebras
To provide motivation for the definition of an ultragraph, recall that when G is a
graph with no sinks or sources and with edge matrix A, then C∗(G) is canonically
isomorphic to OA. Thus, in some sense, what is preventing all Exel-Laca algebras
from being graph algebras is the fact that not all matrices arise as the edge matrix
of a graph. For example, the finite matrix ( 1 11 0 ) is not the edge matrix of any graph.
This is because any such graph would have to have two edges, e1 and e2, and the
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relations coming from the matrix would imply that r(e1) = s(e1) and r(e1) = s(e2),
but s(e1) 6= s(e2).
The way that we will overcome this problem is to allow the range of each edge
to be a set of vertices, rather than just a single vertex. For example, if we let v1
and v2 be two vertices, e1 and e2 be two edges, and define s(e1) = v1, s(e2) = v2,
r(e1) = {v1, v2}, and r(e2) = {v1}, then we see that the “edge matrix” of such an
object would be ( 1 11 0 ) because the edge e1 may be followed by either e1 or e2, and
the edge e2 may only be followed by e1. Thus by allowing the edges to have a set
of vertices as their range, we can view the matrix as an edge matrix.
Recall that a graph G = (G0, G1, r, s) consists of a countable set of vertices G0,
a countable set of edges G1, and maps r, s : G1 → G0 identifying the range and
source of each edge. For a set X let P(X) denote the collection of all subsets of X
and let P (X) denote the collection of all nonempty subsets of X .
Definition 2.1. An ultragraph G = (G0,G1, r, s) consists of a countable set of ver-
tices G0, a countable set of edges G1, and functions s : G1 → G0 and r : G1 →
P (G0).
Remark 2.2. Note that an ultragraph is a more general object than a graph. A
graph may be viewed as a special type of ultragraph in which r(e) is a singleton
set for each edge e.
Example 2.3. A convenient way to draw ultragraphs is to first draw the set G0 of
vertices, and then for each edge e ∈ G1 draw an arrow labeled e from s(e) to each
vertex in r(e). For instance, the ultragraph given by
G0 = {v, w, x} s(e) = v s(f) = w s(g) = x
G1 = {e, f, g} r(e) = {v, w, x} r(f) = {x} r(g) = {v, w}
may be drawn as
v
e
-- e //
e
  
A
A
A
A
A
A
A
w
f

x
g
WW
g
WW
We then identify any arrows with the same label, thinking of them as being a single
edge. Thus in the above example there are only three edges, e, f , and g, despite
the fact that there are six arrows drawn.
Definition 2.4. If G is an ultragraph, the edge matrix of G is the G1 × G1 matrix
AG given by AG(e, f) =
{
1 if s(f) ∈ r(e)
0 otherwise.
Although not every {0, 1}-matrix is the edge matrix of a graph, every {0, 1}-
matrix is the edge matrix of an ultragraph.
Definition 2.5. If I is a countable set and A is an I×I matrix with entries in {0, 1},
then we may form the ultragraph GA := (G0A,G
1
A, r, s) defined by G
0
A := {vi : i ∈ I},
G1A := I, s(i) = vi for all i ∈ I, and r(i) = {vj : AG(i, j) = 1}.
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Note that the edge matrix of GA is A. Also note that for each vi ∈ G0A there is
exactly one edge i with source vi.
If G is an ultragraph, then a vertex v ∈ G0 is called a sink if |s−1(v)| = 0 and
an infinite emitter if |s−1(v)| =∞. We call a vertex a singular vertex if it is either
a sink or an infinite emitter.
Remark 2.6. If G is a graph, then G is said to be row-finite if it has no infinite
emitters. This terminology comes from the fact that the edge matrix AG is row-
finite; that is, the rows of AG are eventually zero. However, this is not the case for
ultragraphs: If G has no infinite emitters, then it is not necessarily true that AG
is row-finite. In fact, for any matrix A we see that the ultragraph GA will always
have no infinite emitters. Thus we refrain from using the term row-finite when
speaking of ultragraphs. Instead we shall always say that an ultragraph has no
infinite emitters or (in the case that there are also no sinks) that the ultragraph
has no singular vertices.
For an ultragraph G = (G0,G1, r, s) we let G0 denote the smallest subcollection
of P(G0) that contains {v} for all v ∈ G0, contains r(e) for all e ∈ G1, and is
closed under finite intersections and finite unions. Roughly speaking, the elements
of {v : v ∈ G0}∪{r(e) : e ∈ G1} play the role of “generalized vertices” and G0 plays
the role of “subsets of generalized vertices”.
Definition 2.7. If G is an ultragraph, a Cuntz-Krieger G-family is a collection of
partial isometries {se : e ∈ G1} with mutually orthogonal ranges and a collection
of projections {pA : A ∈ G0} that satisfy
1. p∅ = 0, pApB = pA∩B, and pA∪B = pA + pB − pA∩B for all A,B ∈ G
0
2. s∗ese = pr(e) for all e ∈ G
1
3. ses
∗
e ≤ ps(e) for all e ∈ G
1
4. pv =
∑
s(e)=v ses
∗
e whenever 0 < |s
−1(v)| <∞.
When A is a singleton set {v}, we write pv in place of p{v}.
For n ≥ 2 we define Gn := {α = α1 . . . αn : αi ∈ G
1 and s(αi+1) ∈ r(αi)} and
G∗ :=
⋃∞
n=0 G
n. The map r extends naturally to G∗, and we say that α has length
|α| = n when α ∈ Gn. Note that the paths of length zero are the elements of G0,
and when A ∈ G0 we define s(A) = r(A) = A.
Lemma 2.8. If A ∈ G0 and e ∈ G1, then
pAse =
{
se if s(e) ∈ A
0 otherwise
and s∗epA =
{
s∗e if s(e) ∈ A
0 otherwise
Proof. We have
pAse = pAses
∗
ese = pA = pAps(e)ses
∗
ese = pA∩s(e)se =
{
se if s(e) ∈ A
0 otherwise
and the second claim follows by taking adjoints.
For a path α := α1 . . . αn ∈ G∗ we define sα to be sα1 . . . sαn if |α| ≥ 1 and pA if
α = A ∈ G0.
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Lemma 2.9. Let {se, pA} be a Cuntz-Krieger G-family, and let β, γ ∈ G∗ with
|β|, |γ| ≥ 1. Then
s∗βsγ =

sγ′ if γ = βγ
′, γ′ /∈ G0
pr(γ) if γ = β
s∗β′ if β = γβ
′, β′ /∈ G0
0 otherwise.
Proof. If e, f ∈ G1 we have s∗esf = 0 unless e = f , so s
∗
esγ = δe,γ1s
∗
γ1sγ1 · · · sγ|γ| =
δe,γ1pr(γ1)sγ2 · · · sγ|γ| . Because s(γ2) ∈ r(γ1), this gives s
∗
esγ = δe,γ1sγ2 · · · sγ|γ| .
Repeated calculations of this form show that sβsγ = 0 unless either γ extends β
or β extends γ. Suppose for the sake of argument that γ = βγ′ extends β. Then
calculations as above show that s∗βsβsγ′ = s
∗
β|β|
sβ|β|sγ′ = pr(β)sγ′ = sγ′ .
Remark 2.10. We see from Lemma 2.8 and Lemma 2.9 that any word in se, pA,
and s∗f may be written in the form sαpAs
∗
β for some A ∈ G
0 and some α, β ∈ G∗
with r(α) ∩ r(β) ∩ A 6= ∅.
Theorem 2.11. Let G be an ultragraph. There exists a C∗-algebra B generated
by a universal Cuntz-Krieger G-family {se, pA}. Furthermore, the se’s are nonzero
and every pA with A 6= ∅ is nonzero.
Proof. We only give an outline here as the argument closely follows that of [13,
Theorem 2.1] and [10, Theorem 2.1]. Let SG := {(α,A, β) : α, β ∈ G∗, A ∈
G0, and r(α) ∩ r(β) ∩A 6= ∅} and let kG be the space of functions of finite support
on SG . The set of point masses {eλ : λ ∈ SG} forms a basis for kG . By thinking of
e(α,A,β) as sαpAs
∗
β we may use Lemma 2.8, Lemma 2.9, and the relation pApB =
pA∩B to define an associative multiplication and involution on kG such that kG is a
∗-algebra.
As a ∗-algebra kG is generated by qA := e(A,A,A) and te := e(e,r(e),r(e)). From the
way we have defined multiplication, the elements qA have the property that qAqB =
e(A,A,A)e(B,B,B) = e(A∩B,A∩B,A∩B) = qA∩B and qv ≥ tet
∗
e for all e ∈ G
1 with
s(e) = v. Let us mod out by the ideal J generated by the elements qv−
∑
e:s(e)=v tet
∗
e
for all v with 0 < |s−1(v)| < ∞ and the elements qA + qB − qA∩B − qA∪B for all
A,B ∈ G0. Then the images rA of qA and ue of te in kG/J form a Cuntz-Krieger
G-family that generates kG/J . The triple (kG , rA, ue) has the required universal
property, though kG/J is not a C
∗-algebra. A standard argument shows that
‖a‖0 := sup { ‖π(a)‖ : π is a nondegenerate ∗-representation of kG/J}
is a well-defined, bounded seminorm on kG/J . The completion B of
(kG/J)/{b ∈ kG/J : ‖b‖0 = 0}
is a C∗-algebra with the same representation theory as kG/J . Thus if pA and se
are the images of rA and ue in B, then (B, se, pA) has all the required properties.
Now for each e ∈ G1 letHe be an infinite-dimensional Hilbert space. Also for each
v ∈ G0 let Hv :=
⊕
s(e)=vHe if v is not a sink, and letHv be an infinite-dimensional
Hilbert space if v is a sink. Let H :=
⊕
v∈G0 Hv and for each e ∈ G
1 let Se be
the partial isometry with initial space
⊕
v∈r(e)Hv and final space He. Finally, for
A ∈ G0 define PA to be the projection onto
⊕
v∈AHv, where this is interpreted as
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the zero projection when A = ∅. Then {Se, PA} is a Cuntz-Krieger G-family. By
the universal property there exists a homomorphism h : B → C∗({Se, PA}). Since
the Se’s and PA’s are nonzero, it follows that the se’s and pA’s are also nonzero.
The triple (B, se, pA) is unique up to isomorphism and we write C
∗(G) for B. From
Remark 2.10 we see that C∗(G) = span{sαpAs∗β : α, β ∈ G
∗ and A ∈ G0}. The
following lemma allows us to say slightly more.
Lemma 2.12. If G := (G0,G1, r, s) is an ultragraph, then
G0 = {
⋂
e∈X1
r(e) ∪ . . . ∪
⋂
e∈Xn
r(e) ∪ F : X1, . . . , Xn are finite subsets of G
1
and F is a finite subset of G0}.
Furthermore, F may be chosen to be disjoint from
⋂
e∈X1
r(e) ∪ . . . ∪
⋂
e∈Xn
r(e).
Proof. Recall that G0 contains {v} for all v ∈ G0 and r(e) for all e ∈ G1 and is
closed under finite intersections and finite unions. Hence the right hand side of
the above equation is contained in G0. To see the converse note that the right
hand side contains {v} for all v ∈ G0 and r(e) for all e ∈ G1 and is closed under
finite intersections and finite unions. Furthermore, since F is a finite subset we
may always choose it to be disjoint from
⋂
e∈X1
r(e) ∪ . . . ∪
⋂
e∈Xn
r(e) simply by
discarding any unwanted vertices in F .
Remark 2.13. This lemma combined with the comment preceding it shows that
C∗(G) = span{sαpAs
∗
β : α, β ∈ G
∗ and either A = r(e1) ∩ . . . ∩ r(en)
for e1 . . . en ∈ G
1 or A is a finite subset of G0}.
Furthermore, one can see that C∗(G) is generated by {se : e ∈ G1} ∪ {pv :
v is a singular vertex}.
We conclude with a discussion of the gauge action for ultragraph algebras. If
G is an ultragraph and {se, pA} is a Cuntz-Krieger G-family, then for any z ∈ T,
the family {zse, pA} will be another Cuntz-Krieger G-family that generates C∗(G).
Thus the universal property gives a homomorphism γz : C
∗(G)→ C∗(G) such that
γz(se) = zse and γz(pA) = pA. The homomorphism γz is an inverse for γz , so
γz ∈ AutC∗(G). Furthermore, a routine ǫ/3 argument shows that γ is a strongly
continuous action of T on C∗(G). We call this action the gauge action for C∗(G).
3. Viewing graph algebras as ultragraph algebras
The construction of C∗(G) generalizes the C∗-algebra C∗(G) associated to a
directed graph G as described in [13] for row-finite graphs and in [9] for arbitrary
graphs. If G = (G0, G1, r, s) is a directed graph, then we may view G as an
ultragraph G in a natural way; that is, let G1 := G1, define r˜ : G1 → P (G0) by
r˜(e) = {r(e)}, and then set G := (G0,G1, r˜, s).
Proposition 3.1. If G is a graph and G is the ultragraph associated to G, then
C∗(G) is naturally isomorphic to C∗(G).
Proof. Since r˜(e) is a singleton set for all e ∈ G1, we see that G0 equals the collection
of all finite subsets of G0. If {se, pv} is a Cuntz-Krieger G-family [9] in C∗(G), then
we may define pA :=
∑
v∈A pv for all A ∈ G
0. (Note that this will be a finite sum.)
8 MARK TOMFORDE
Then {se, pA} is a Cuntz-Krieger G-family. Conversely, if {te, qA} is a Cuntz-Krieger
G-family, then it restricts to a Cuntz-Krieger G-family {te, q{v}}. The result follows
by applying the universal properties.
Lemma 3.2. If G is an ultragraph, then C∗(G) is unital if and only if G0 ∈ G0,
and in this case 1 = pG0 .
Proof. Let C∗(G) = C∗({se, pA}). If G0 ∈ G0, then consider the projection
pG0 . For any α, β ∈ G
∗ and A ∈ G0 we have (sαpAs∗β)pG0 = sαpAs
∗
βps(β)pG0 =
sαpAs
∗
βps(β) = sαpAs
∗
β. Similarly, pG0(sαpAs
∗
β) = (sαpAs
∗
β). Since {sαpAs
∗
β} is
dense in C∗(G), it follows that pG0 is a unit for C
∗(G).
Conversely, suppose that C∗(G) is unital. List the elements of G1 = {e1, e2, . . . }
and G0 = {v1, v2, . . . }. Note that these sets are either finite or countably infinite.
For n ≥ 1 define An :=
⋃n
i=1{vi} ∪
⋃n
i=1 r(ei). Then An ∈ G
0 for all n and A1 ⊆
A2 ⊆ . . . . Also {pAi} is an approximate unit since for any sαpAs
∗
β we may choose n
large enough so that pAn acts as the identity on sαpAs
∗
β . Now if An ( Am for some
m > n, then there exists v ∈ Am\An and (pAm−pAn)pv = pAm∩{v}−pAn∩{v} = pv
so pAm − pAn ≥ pv and ‖pAm − pAn‖ = 1. Since C
∗(G) is unital, we must have
pAn → 1 in norm. But the only way that this could happen is if pAn is eventually
constant. Thus pAk = 1 for some k. Furthermore, Ak must be all of G
0 for if
there were v ∈ G0\Ak, then pAkpv = 0 contradicting the fact that pAk = 1. Hence
Ak = G
0 and since Ak ∈ G0 we are done.
Remark 3.3. Note that when a graph G is viewed as an ultragraph as in Proposi-
tion 3.1, then the above lemma produces the familiar result that C∗(G) is unital if
and only if G has a finite number of vertices.
Recall that a loop in a graph G is a path α ∈ G∗ with |α| ≥ 1 and s(α) = r(α).
If α = α1 . . . αn is a loop, then an exit for α is defined to be an edge e ∈ G1
with s(e) = s(αi) for some 1 ≤ i ≤ n but e 6= αi. A graph G is said to satisfy
Condition (L) if all loops have exits. Roughly speaking, an exit for a loop α :=
α1 . . . αn is something that allows you to “get out” of the loop α; that is, it allows
you to follow a path other than α1 . . . αnα1 . . . αnα1 . . . .
Definition 3.4. If G is an ultragraph, then a loop is a path α ∈ G∗ with |α| ≥ 1 and
s(α) ∈ r(α). An exit for a loop is either of the following:
1. an edge e ∈ G1 such that there exists an i for which s(e) ∈ r(αi) but e 6= αi+1
2. a sink w such that w ∈ r(αi) for some i.
We now extend Condition (L) to ultragraphs.
Condition (L): Every loop in G has an exit; that is, for any loop α := α1 . . . αn
there is either an edge e ∈ G1 such that s(e) ∈ r(αi) and e 6= αi+1 for some i, or
there is a sink w with w ∈ r(αi) for some i.
Note that if α := α1 . . . αn is a loop in G without an exit, then for all i we must
have r(αi) = {s(αi+1)} and s−1(s(αi)) = {αi}.
4. Viewing Exel-Laca algebras as ultragraph algebras
In this section we shall see that the C∗-algebras of ultragraphs with no singular
vertices are precisely the Exel-Laca algebras.
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Definition 4.1 (Exel-Laca). Let I be any set and let A = {A(i, j)i,j∈I} be a {0, 1}-
matrix over I with no identically zero rows. The Exel-Laca algebra OA is the
universal C∗-algebra generated by partial isometries {si : i ∈ I} with commuting
initial projections and mutually orthogonal range projections satisfying s∗i sisjs
∗
j =
A(i, j)sjs
∗
j and ∏
x∈X
s∗xsx
∏
y∈Y
(1 − s∗ysy) =
∑
j∈I
A(X,Y, j)sjs
∗
j(4.1)
whenever X and Y are finite subsets of I such that the function
j ∈ I 7→ A(X,Y, j) :=
∏
x∈X
A(x, j)
∏
y∈Y
(1−A(y, j))
is finitely supported.
Although there is reference to a unit in (4.1), this relation applies to algebras
that are not necessarily unital, with the convention that if a 1 still appears after
expanding the product in (4.1), then the relation implicitly states that OA is unital.
It is also important to realize that the relation (4.1) also applies when the function
j 7→ A(X,Y, j) is identically zero. This particular instance of (4.1) is interesting in
itself so we emphasize it by stating the associated relation separately:∏
x∈X
s∗xsx
∏
y∈Y
(1 − s∗ysy) = 0(4.2)
whenever X and Y are finite subsets of I such that A(X,Y, j) = 0 for every j ∈ I.
Lemma 4.2. Let G be an ultragraph. If A ⊆ G0 is a finite set, then
pA =
∑
v∈A
pv.
Proof. Simply use the fact that A is the disjoint union of its singleton sets.
Lemma 4.3. Let G be an ultragraph. If Y ⊆ G1 is a finite set, then for any A ∈ G0∏
y∈Y
(pA − pApr(y)) = pA − pApB where B =
⋃
y∈Y
r(y).
Proof. We shall induct on the number of elements in Y . If |Y | = 1, then the claim
holds trivially. Assume the claim is true for sets containing n − 1 elements. Let
|Y | = n and choose e ∈ Y . If we let B′ :=
⋃
y∈Y \{e} r(y), then
∏
y∈Y
(pA − pApr(y)) =
 ∏
y∈Y \{e}
(pA − pApr(y))
 (pA − pApr(e))
= (pA − pApB′)(pA − pApr(e))
= pA − pApB′ − pApr(e) + pApB′∩r(e)
= pA − pA(pB′ + pr(e) − pB′∩r(e))
= pA − pApB′∪r(e)
= pA − pApB
where B :=
⋃
y∈Y r(y).
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Proposition 4.4. Let G be an ultragraph with no sinks, and let AG be the edge
matrix of G. If {se, pA} is a Cuntz-Krieger G-family, then {se : e ∈ G1} is a
collection of partial isometries satisfying the relations defining OAG .
Proof. By definition the se’s have mutually orthogonal range projections. Further-
more, s∗eses
∗
fsf = pr(e)pr(f) = pr(e)∩r(f) = pr(f)pr(e) = s
∗
fsfs
∗
ese so the initial
projections commute. Furthermore, if e, f ∈ G1, then by Lemma 2.8
s∗esesfs
∗
f = pr(e)sfs
∗
f =
{
sfs
∗
f if s(f) ∈ r(e)
0 otherwise
= AG(e, f)sfs
∗
f .
Now we shall show that condition (4.1) of Exel-Laca algebras holds. Suppose
that X and Y are finite subsets of G1 such that the function j 7→ AG(X,Y, j) has
finite (or empty) support. We divide the proof of (4.1) into two cases.
Case 1: X = ∅.
We claim that G0 ∈ G0. The support of j 7→
∏
y∈Y (1−AG(y, j)), which is finite
(or empty) by assumption, is given by
F := {j ∈ G1 : AG(y, j) = 0 for all y ∈ Y } = {j ∈ G
1 : s(j) /∈
⋃
y∈Y
r(y)}.
Because there are no sinks, the source map s is surjective and G0 = s(F ) ⊔⋃
y∈Y r(y). Since F and Y are finite this implies that G
0 ∈ G0 and by Lemma 3.2
C∗(G) is unital with 1 = pG0 . Furthermore, since G
0 = s(F ) ⊔
⋃
y∈Y r(y) we have
1 = ps(F ) + pB where B :=
⋃
y∈Y
r(y)
and using Lemma 4.2
1− pB =
∑
v∈s(F )
pv.
Now applying Lemma 4.3 with pA = 1 gives∏
y∈Y
(1− pr(y)) =
∑
v∈s(F )
pv
or ∏
y∈Y
(1− s∗ysy) =
∑
v∈s(F )
pv.
If F is empty the right hand side vanishes and (4.1) holds. If F is nonempty, then
s(F ) 6= ∅ and for each v ∈ s(F ) we have {j : s(j) = v} ⊆ {j : j /∈
⋃
y∈Y r(y)} = F .
Hence 0 < |{j : s(j) = v}| < ∞ and we may use the definition of a Cuntz-Krieger
G-family to write pv =
∑
{j:s(j)=v} sjs
∗
j . Summing over all vertices in s(F ) and
substituting above gives ∏
y∈Y
(1− s∗ysy) =
∑
j∈F
sjs
∗
j
which is (4.1).
Case 2: X 6= ∅.
Once again let F = {j ∈ G1 : s(j) ∈ r(x) for all x ∈ X and s(j) /∈ r(y) for all y ∈
Y } be the support of j 7→ A(X,Y, j).
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• Subcase 2a: Assume F is empty. Let x0 ∈ X . Since there are no sinks, for
each v ∈ r(x0) there exists jv ∈ G1 such that s(jv) = v. Because F is empty,
either v = s(jv) /∈ r(xv) for some xv ∈ X or v = s(jv) ∈ r(yv) for some
yv ∈ Y . Thus
r(x0) ∩
⋂
xv
r(xv) ⊆
⋃
yv
r(yv)
and the left hand side of (4.2) contains(∏
xv
s∗xvsxv
)(
s∗x0sx0
)∏
yv
(1 − s∗yvsyv) =
∏
xv
pr(xv)
∏
yv
(
pr(x0) − pr(x0)pr(yv)
)
.
If we let A :=
⋂
xv
r(xv) and B :=
⋃
yv
r(yv), then Lemma 4.3 shows that(∏
xv
s∗xvsxv
)(
s∗x0sx0
)∏
yv
(1− s∗yvsyv ) = pA(pr(x0) − pr(x0)pB)
= pr(x0)∩A − pr(x0)∩A∩B
= pr(x0)∩A − pr(x0)∩A
= 0
so (4.2) holds.
• Subcase 2b: Suppose F is nonempty. Since F = {j : s(j) ∈
⋂
x∈X r(x) ∩(⋃
y∈Y r(y)
)C
} is nonempty and finite and since G has no sinks, it follows
that
⋂
x∈X r(x) ∩
(⋃
y∈Y r(y)
)C
is nonempty and finite. Thus
⋂
x∈X r(x) ∩(⋃
y∈Y r(y)
)C
∈ G0. For convenience of notation, let A :=
⋂
x∈X r(x) and
B :=
⋃
y∈Y r(y). Then∑
j∈F
sjs
∗
j =
∑
{j:s(j)∈A∩BC}
sjs
∗
j .
Furthermore, since F = {j : s(j) ∈ A∩BC} is finite, we know that any vertex
in A ∩ BC can emit only finitely many vertices. Thus pv =
∑
s(e)=v ses
∗
e for
all v ∈ A ∩ BC . Applying this to the above equation and using Lemma 4.2
gives ∑
j∈F
sjs
∗
j =
∑
v∈A∩BC
pv = pA∩BC .
Now we also have
pA∩BC + pA∩B = pA − p∅ = pA
and combining this with Lemma 4.3 gives∑
j∈F
sjs
∗
j = pA − pA∩B
=
∏
y∈Y
(pA − pApr(y))
=
∏
x∈X
pr(x)
∏
y∈Y
(1− pr(y))
12 MARK TOMFORDE
=
∏
x∈X
s∗xsx
∏
y∈Y
(1− s∗ysy)
so (4.1) holds and we are done.
Theorem 4.5. Let G be an ultragraph with no singular vertices (i.e. no sinks and
no infinite emitters). If AG is the edge matrix of G, then OAG is canonically iso-
morphic to C∗(G).
Proof. By Proposition 4.4 and the universal property of OAG , there exists a ho-
momorphism φ : OAG → C
∗(G) with the property that φ(Se) = se. Since this
homomorphism is equivariant for the gauge actions, it follows from the Gauge-
Invariant Uniqueness Theorem for Exel-Laca algebras [15, Theorem 2.7] that φ is
injective. Furthermore, since G has no singular vertices, the se’s generate C∗(G).
Thus φ is also surjective.
Remark 4.6. Since any matrix A with entries in {0, 1} is the edge matrix of the
ultragraph GA, the above shows that the C∗-algebras of ultragraphs with no singular
vertices are precisely the Exel-Laca algebras.
Corollary 4.7. Let G be an ultragraph with no singular vertices. If A is the edge
matrix of G, then C∗(G) is canonically isomorphic to C∗(GA).
Proof. From Theorem 4.5 we have C∗(G) ∼= OA ∼= C∗(GA).
Remark 4.8. This corollary shows that if one wishes to study ultragraphs with no
singular vertices, then there is no loss of generality in considering only ultragraphs
of the form GA for a matrix A with entries in {0, 1}. This is somewhat surprising
since any GA has the property that |s−1(v)| = 1 for all v ∈ G0.
In conclusion, we have seen that if A is a {0, 1}-matrix with no zero rows, then
OA ∼= C∗(GA), and hence we may view any Exel-Laca algebra as an ultragraph
algebra. While this has the advantage that one no longer needs to deal with the
complicated Condition 4.1 of Exel-Laca algebras, one must now deal with the col-
lection G0A. At first it may seem as though we are simply trading one set of troubles
for another. However, we contend that the ultragraph approach is often easier.
Despite the somewhat complicated definition of G0, we shall see in the next sec-
tions that techniques much like those used for graph algebras can be applied to
ultragraph algebras.
5. Uniqueness Theorems for Labeled Graph Algebras
In this section we prove versions of the Gauge-Invariant Uniqueness Theorem
and the Cuntz-Krieger Uniqueness Theorem for C∗-algebras of ultragraphs with
no singular vertices. In §6 we extend these results to allow for singular vertices.
We obtain our results in this section by approximating ultragraph algebras with
C∗-algebras of finite graphs as in [15]. We mention that Raeburn and Szyman´ski
gave one method for approximating C∗-algebras of infinite graphs by those of finite
graphs [15, Definition 1.1] and another for approximating Exel-Laca algebras by
C∗-algebras of finite graphs [15, Definition 2.1]. We shall show that we are able to
approximate C∗-algebras of ultragraphs by a method much like the one used for
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Exel-Laca algebras. We also remark that although our computations in Proposi-
tion 5.3 are done for ultragraphs rather than matrices, they are similar to those in
[15, Proposition 2.2].
Let G be an ultragraph. For any finite subsets X,Y ⊆ G1 define V (X,Y ) :=⋂
x∈X r(x) ∩ (
⋃
y∈Y r(y))
c and E(X,Y ) := {e ∈ G1 : s(e) ∈ V (X,Y )}.
Definition 5.1. For any finite subset F ⊆ G1 define the graph GF by
G0F := F ∪ {X : ∅ 6= X ⊆ F satisfies E(X,F\X) * F}, and
G1F := {(e, f) ∈ F × F : s(f) ∈ r(e)} ∪ {(e,X) : e ∈ X};
with
s((e, f)) = e s((e, v)) = e s((e,X)) = e
r((e, f)) = f r((e, v)) = v r((e,X)) = X.
Lemma 5.2. If P1, . . . , Pn are commuting projections, then
1 =
∑
Y⊆{1,...n}
(∏
i∈Y
Pi
)(∏
i/∈Y
(1− Pi)
)
.
Proof. Induct on n: multiply the formula for n = k by Pk+1 + (1− Pk+1).
Proposition 5.3. Let G be an ultragraph with no sinks, {se, pA} be a Cuntz-
Krieger G-family, and F a finite subset of G1. Define AX :=
⋂
x∈X r(x) and
BX :=
⋃
y∈F\X r(y). Then
Qe := ses
∗
e QX := pAX (1− pBX )
(
1−
∑
f∈F
sfs
∗
f
)
T(e,f) := seQf T(e,X) := seQX
forms a Cuntz-Krieger GF -family that generates C
∗({se : e ∈ F}). If every se is
nonzero, then every Q is nonzero.
Proof. We shall first show that this is a Cuntz-Krieger GF -family. The projections
Qe are mutually orthogonal because the se’s have mutually orthogonal ranges, and
are orthogonal to the QX ’s because of the factor 1 −
∑
f∈F sfs
∗
f . To see that
the QX ’s are mutually orthogonal suppose that X 6= Y . Then, without loss of
generality, we may assume that there exists x ∈ X\Y , and because X ⊆ F we
see that AX ⊆ r(x) and r(x) ⊆ BY . Thus pAX (1 − pBY ) = pAXpr(x)(1 − pBY ) =
pAX (pr(x) − pr(x)pBY ) = pAX (pr(x) − pr(x)) = 0 and QX is orthogonal to QY .
Furthermore,
T ∗(e,f)T(e,f) = Q
∗
fs
∗
eseQf = sfs
∗
fpr(e)sfs
∗
f = sfs
∗
fps(f)pr(e)sfs
∗
f
= sfs
∗
fps(f)sfs
∗
f = sfs
∗
f = Qf ,
and since QX ≤ s∗ese whenever e ∈ X , we have
T ∗(e,X)T(e,X) = Q
∗
Xs
∗
eseQX = QX
so the first Cuntz-Krieger relation holds.
Note that the elements X in G0F are all sinks in GF . Thus to check the second
Cuntz-Krieger relation, we need only consider edges whose source is some e ∈ F .
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If X is a subset of G1 and E(X,F\X) ⊆ F , then V (X,F\X) :=
⋂
x∈X r(x) ∩
(
⋃
y∈(F\X) r(y))
c is a finite set and V (X,Y ) ∈ G0. Furthermore, sinceE(X,F\X) ⊆
F we see that each vertex in V (X,F\X) is the source of finitely many edges. Hence
pV (X,F\X) =
∑
v∈V (X,F\X)
pv =
∑
e∈E(X,F\X)
ses
∗
e ≤
∑
f∈F
sfs
∗
f
and
pAX (1− pBX )
(
1−
∑
f∈F
sfs
∗
f
)
= pV (X,Y )
(
1−
∑
f∈F
sfs
∗
f
)
= 0.
Thus if we fix e ∈ G1, we have∑
{X:e∈X}
QX =
∑
{X:e∈X}
pAX (1− pBX )
(
1−
∑
f∈F
sfs
∗
f
)
= pr(e)
( ∑
Y⊆F\{e}
pAY (1− pBY ∪{e})
(
1−
∑
f∈F
sfs
∗
f
))
and by Lemma 4.3
= pr(e)
∑
Y⊆F\{e}
( ∏
x∈Y
pr(x)
)( ∏
y∈(F\{e})\Y
(1− pr(y))
)(
1−
∑
f∈F
sfs
∗
f
)
and by Lemma 5.2
= pr(e)
(
1−
∑
f∈F
sfs
∗
f
)
= s∗ese
(
1−
∑
{f∈F :s(f)∈r(e)}
sfs
∗
f
)
.(5.1)
Now we have∑
s(f)∈r(e)
T(e,f)T
∗
(e,f) +
∑
{X:e∈X}
T(e,X)T
∗
(e,X) =
∑
s(f)∈r(e)
sesfs
∗
fs
∗
e +
∑
{X:e∈X}
seQXs
∗
e
which equals ses
∗
e = Qe by (5.1). Thus the T ’s and Q’s form a Cuntz-Krieger
GF -family.
Equation (5.1) also implies that we can recover se as
se =
∑
{f∈F :s(f)∈r(e)}
T(e,f)+
∑
{X:e∈X}
T(e,X) = se
( ∑
{X:e∈X}
QX +
∑
{f∈F :s(f)∈r(e)}
sfs
∗
f
)
so the operators Te and Qv generate C
∗({se : e ∈ F}). For the last comment note
that E(X,F\X) * F implies QX ≥ sfs∗f for some f /∈ F , and hence QX 6= 0.
Corollary 5.4. Let G be an ultragraph with no sinks and let F ⊆ G1 be a finite set
of edges. Then C∗(GF ) is canonically isomorphic to the C
∗-subalgebra of C∗(G)
generated by {se : e ∈ F}.
Proof. Applying the proposition to the canonical family {se, pA} of C∗(G) gives a
Cuntz-Krieger GF -family {Te, Qv} that generates C∗({se : e ∈ F}). Thus we have
a homomorphism φ : C∗(GF ) → C∗(G) whose image is C∗({se : e ∈ F}). If α is
the gauge action on C∗(GF ) and γ is the gauge action on C
∗(G), then we see that
φ ◦ αz = γz ◦ φ for all z ∈ T. Since each projection Qv is nonzero, it follows from
the Gauge-Invariant Uniqueness Theorem for graph algebras [1, Theorem 2.1] that
φ is injective.
EXEL-LACA ALGEBRAS AND C∗-ALGEBRAS ASSOCIATED TO GRAPHS 15
The following is an analogue of the Gauge-Invariant Uniqueness Theorem for
C∗-algebras of ultragraphs with no singular vertices. We shall extend this result to
all ultragraph algebras in §6.
Proposition 5.5. Let G be an ultragraph with no singular vertices (i.e. no sinks or
infinite emitters). Also let {Se, PA} be a Cuntz-Krieger G-family on Hilbert space
and let π be the representation of C∗(G) such that π(se) = Se and π(pA) = PA.
Suppose that each PA is nonzero for every nonempty A, and that there is a strongly
continuous action β of T on C∗(Se, PA) such that βz ◦ π = π ◦ γz for all z ∈ T.
Then π is faithful.
Proof. Let F be a finite subset of G1. Then C∗({se : e ∈ F}) is isomorphic to
the graph algebra C∗(GF ) by Corollary 5.4, and this isomorphism is equivariant
for the gauge actions. Furthermore, the projections in B(H) corresponding to the
vertices of GF are all nonzero: Qe because Te is, and QX because of the existence
of an f such that TfT
∗
f ≤ QX . Applying the Gauge-Invariant Uniqueness Theorem
for graph algebras [1, Theorem 2.1] to the corresponding representation of C∗(GF )
shows that π is faithful on C∗({se : e ∈ F}), and hence is isometric there. Thus π
is isometric on the subalgebra generated by {se : e ∈ G1}. Since G has no singular
vertices, this subalgebra is dense in C∗(G). Hence π is isometric on all of C∗(G).
We can also use this method of approximating ultragraph algebras by graph
algebras to prove a version of the Cuntz-Krieger Uniqueness Theorem. Again, we
shall extend this result to all ultragraph algebras in §6.
Lemma 5.6. Let G be ultragraph with no sinks and let F ⊆ G1 be a finite set. If
L = x1 . . . xn is a loop in GF , then there exists a loop L
′ = e1 . . . en in G such that
{ei}
n
i=1 ⊆ F , xi = (ei, ei+1) for i = 1, . . . , n − 1 and xn = (en, e1). Furthermore,
L has an exit if and only if L′ does.
Proof. If L has an exit, then either there is an edge of the form (ei, f) with f 6= ei+1,
or there is an edge of the form (ei, X). In the first case, s(f) ∈ r(ei) and f 6= ei+1
so f is an exit for L′. In the second case ei ∈ X and E(X,F\X) * F . Hence
there exists g ∈ G1 such that s(g) ∈ G1\F for which s(g) ∈ V (X,F\F ). But then
s(g) ∈ r(ei) and g 6= ei+1 so g is an exit for L′.
Conversely, suppose L′ has an exit. Since G has no sinks, there exists an edge
f ∈ G1 with s(f) ∈ r(ei) and f 6= ei+1. If f ∈ F , then (ei, f) is an exit for L. If
f /∈ F , let X := {e ∈ F : s(f) ∈ r(e)}. Then f ∈ E(X,F\F ), so ∅ 6= E(X,F\X) *
F . Since ei ∈ X we see that (ei, X) is an exit for L.
Proposition 5.7. Suppose that G is an ultragraph with no singular vertices (i.e.
no sinks or infinite emitters), and that G satisfies condition (L). If {Se, PA} and
{Te, QA} are two Cuntz-Krieger G-families in which all the projections PA and QA
are nonzero for nonempty A, then there is an isomorphism φ of C∗(Se, PA) onto
C∗(Te, QA) such that φ(Se) = Te and φ(PA) = QA.
Proof. We shall prove the theorem by showing that the representations πS,P and
πT,Q of C
∗(G) are faithful, and then φ := πT,Q ◦ π
−1
S,P is the required isomorphism.
Write G1 =
⋃∞
n=1 Fn as the increasing union of finite subsets Fn, and let Bn be
the C∗-subalgebra of C∗(G) generated by {se : e ∈ Fn}. By Lemma 5.4 there are
isomorphisms φn : C
∗(GFn)→ Bn that respect the generators. Since all the loops
in Fn have exits by Lemma 5.6, the Cuntz-Krieger Uniqueness Theorem for graph
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algebras [1, Theorem 3.1] implies that πS,P ◦ φn is an isomorphism, and hence is
isometric. Thus πS,P is isometric on the ∗-subalgebra
⋃
nBn of C
∗(G). But since
G has no sinks or infinite emitters, C∗(G) is generated by the se’s and thus
⋃
nBn
is a dense ∗-subalgebra of C∗(G). Hence πS,P is isometric on all of C∗(G), and in
particular, it is an isomorphism.
Let I be a countable (or finite) set, and let A be an I × I matrix with entries in
{0, 1} and no zero rows. In [7] Exel and Laca associated a graph Gr(A) to A whose
vertex matrix is equal to A. Specifically, we define the vertices of Gr(A) to be I,
and for each pair of vertices i, j ∈ I we define there to be A(i, j) edges from i to j.
In [7, §13] Exel and Laca proved a uniqueness theorem for OA when Gr(A)
satisfies Condition (L) (or in their terminology, when Gr(A) has no terminal cir-
cuits). The following shows that their uniqueness theorem is equivalent to the one
we proved in Proposition 5.7.
Lemma 5.8. Let G be an ultragraph with no sinks and with edge matrix A. Then
Gr(A) satisfies Condition (L) if and only if G satisfies Condition (L).
Proof. Suppose that G satisfies Condition (L). Let α := α1 . . . αn be a loop in Gr(A)
with ai := s(αi) for 1 ≤ i ≤ n. Then a1 . . . an is a loop in G. Let b be an exit for
this loop, and without loss of generality assume that s(b) ∈ r(a1) and b 6= a2. Since
A(a1, b) = 1, there exists an edge f in Gr(A) from a1 to b. Since b 6= a2 we know
that f 6= α1 and hence f is an exit for α.
Conversely, suppose that Gr(A) satisfies Condition (L). Let a = a1 . . . an be a
loop in G. Then A(ai, ai+1) = 1 for all 1 ≤ i ≤ n − 1 and A(an, a1) = 1. Hence
there exists a loop α = α1 . . . αn in Gr(A) with s(αi) = ai for all i. Let f be an exit
for α in Gr(A), and without loss of generality assume s(f) = s(α1) and f 6= α1.
Let b := r(f). Since A has entries in {0, 1} we know that b 6= r(α1) = a2. Hence b
is an exit for a = a1 . . . an.
Corollary 5.9. Let G1 and G2 be ultragraphs with no sinks and with the same edge
matrix A. Then G1 satisfies Condition (L) if and only if G2 satisfies Condition (L).
Proof. G1 satisfies Condition (L)⇐⇒ Gr(A) satisfies Condition (L)⇐⇒ G2 satisfies
Condition (L).
6. Singular vertices
In this section we deal with singular vertices in a manner similar to what was
done in [1] for sinks in graphs and in [4] for infinite emitters in graphs.
Lemma 6.1. Let G be an ultragraph, let A be a C∗-algebra generated by a Cuntz-
Krieger G-family {se, pA}, and let {qn} be a sequence of projections in A. If
qnsαpAs
∗
β converges for all α, β ∈ G
∗, A ∈ G0, then {qn} converges strictly to a
projection q ∈M(A).
Proof. Since we can approximate any a ∈ A := C∗(se, pA) by a linear combination
of sαpAs
∗
β, an ǫ/3 argument shows that {qna} is Cauchy for every a ∈ A. We define
q : A→ A by q(a) := limn→∞ qna. Since
b∗q(a) = lim
n→∞
b∗qna = lim
n→∞
(qnb)
∗a = q(b)∗a,
the map q is an adjointable operator on the Hilbert C∗-module AA, and hence
defines (left multiplication by) a multiplier q of A [16, Theorem 2.47]. Taking
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adjoints shows that aqn → aq for all a ∈ A so qn → q strictly. It is easy to check
that q2 = q = q∗.
By adding a tail at a sink w we mean adding a graph of the form
w
e1 // v1
e2 // v2
e3 // v3
e4 // · · ·
to G to form a new ultragraph F ; thus F 0 := G0∪{vi : 1 ≤ i <∞}, F1 := G1∪{ei :
1 ≤ i <∞}, and r and s are extended to F1 by r(ei) = {vi} and s(ei) = vi−1 and
s(e1) = w. Just as with graphs, when we add tails to sinks in G any Cuntz-Krieger
F -family will restrict to a Cuntz-Krieger G-family. This is because F0 is generated
by G0 ∪ {vi : 1 ≤ i < ∞} ∪ {r(e) : e ∈ G1} and thus by Lemma 2.12 we see that
F0 = {A ∪ F : A ∈ G0 and F is a finite subset of {vi}
∞
i=1}.
Proposition 6.2. Let G be a directed graph and let F be the ultragraph formed by
adding a tail to each sink of G.
1. For each Cuntz-Krieger G-family {Se, PA} on a Hilbert space HG, there is a
Hilbert space HF := HG ⊕HT and a Cuntz-Krieger F-family {Te, QA} such
that Te = Se for e ∈ G1, QA = PA for A ∈ G0, and
∑
v/∈G0 Qv is the projection
on HT .
2. If {Te, QA} is a Cuntz-Krieger F-family, then {Te, QA : e ∈ G1, A ∈ G0} is a
Cuntz-Krieger G-family. If w is a sink in E such that Qw 6= 0, then Qv 6= 0
for every vertex on the tail attached to w.
3. If {te, qA} are the canonical generators of C∗(F), then the homomorphism
πt,q corresponding to the Cuntz-Krieger G-family {te, qA : e ∈ G1, A ∈ G0} is
an isomorphism of C∗(E) onto a full corner in C∗(F).
Proof. For the sake of simplicity we consider the case in which a single tail has been
added to a sink w. As mentioned earlier, any element B ∈ F0 may be (uniquely)
written as B = A∪ F for some A ∈ G0 and some finite set F ⊆ {vi}∞i=1. To extend
{Se, PA}, we let HT be the direct sum of infinitely many copies of PwHG , define
Pvi to be the projection on the i
th summand, and let Sei be the partial isometry
whose initial space is the ith summand and whose final space is the (i − 1)st, with
Se1 taking the first summand of HT onto PwHG ⊆ HG . Now for any B ∈ G
0 we
write B (uniquely) as A ∪ F and define
PB := PA +
∑
v∈F
Pv.
One can check that {Se, PB} is a Cuntz-Krieger F -family, and hence (1) holds.
For the same reasons, throwing away the extra elements of a Cuntz-Krieger
F -family gives a Cuntz-Krieger G-family. The last statement in (1) holds because
Se1S
∗
e1 = Pw 6= 0⇒ Se2S
∗
e2 = Pv1 = S
∗
e1Se1 6= 0⇒ Se3S
∗
e3 = Pv2 = S
∗
e2Se2 6= 0 . . .
For the first part of (3), just use part (1) to see that every representation of C∗(G)
factors through a representation of C∗(F).
We still have to show that the image of C∗(G) is a full corner. List the elements
of G0 = {w1, w2, w3, . . . } and the elements G1 = {e1, e2, e3, . . . }. Define An := {vi :
1 ≤ i ≤ n} ∪
⋃n
i=1 r(ei). Then given any e ∈ G
1 and A ∈ G0 we see that for large
enough n we have pAnse = se and pAnpA = pA. Hence Lemma 6.1 applies and the
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sequence {pAn} converges strictly to a projection p in M(C
∗(F)) satisfying
pse :=
{
se if s(e) ∈ G0
0 otherwise
and ppA = pA∩G0.
Thus the corner pC∗(F)p is precisely C∗(G).
To see that this corner is full suppose J is an ideal containing pC∗(F)p. Then
J contains {qr(e) : e ∈ G
1} and {qv : v ∈ G0}. Furthermore, if v is a vertex on the
tail attached to w, then there is a unique path α with s(α) = w and r(α) = v, and
qw ∈ J =⇒ tα = qwtα ∈ J =⇒ qv = t
∗
αtα ∈ J.
Thus J contains {qr(e) : e ∈ F
1} ∪ {qv : v ∈ F 0} and hence is all of C∗(F).
Now suppose that G is an ultragraph with an infinite emitter v0. We add a tail
at v0 by performing the following procedure. List the edges g1, g2, . . . of s
−1(v0).
We begin by adding vertices and edges as we did with sinks:
v0
e1 // v1
e2 // v2
e3 // v3
e4 // · · ·
Then we remove the edges in s−1(v0) from F , and for each j we draw an edge fj
with source vj−1 and range r(gj).
To be precise, if G is an ultragraph with an infinite emitter v0, we define F 0 :=
G0 ∪ {v1, v2, . . . } and
F1 := {e ∈ G1 : s(e) 6= v0} ∪ {ei}
∞
1 ∪ {fj : 1 ≤ j <∞}.
We extend r and s to F1 as indicated above. In particular, s(ei) = vi−1, r(ei) =
{vi}, s(fj) = vj−1, and r(fj) = r(gj).
For any j we shall often have need to refer to the path αj := e1e2 . . . ej−1fj in
F . Also note that if G is an ultragraph and F is the graph formed by adding a tail
at an infinite emitter, then F0 is generated by {{v} : v ∈ F 0} ∪ {r(e) : e ∈ F1} =
{{v} : v ∈ G0} ∪ {r(e) : e ∈ G1} ∪ {{vi} : 1 ≤ i <∞}. Thus by Lemma 2.12 we see
that F0 = {A ∪ F : A ∈ G0 and F is a finite subset of {vi}∞i=1}.
Definition 6.3. If G is an ultragraph, a desingularization of G is an ultragraph F
obtained by adding a tail at every singular vertex of G.
Lemma 6.4. Suppose G is a graph and let F be a desingularization of G. If
{Te, QA} is a Cuntz-Krieger F-family, then there exists a Cuntz-Krieger G-family
in C∗({Te, QA}).
Proof. For every A ∈ G0, define PA := QA. For every edge e ∈ G1 with s(e) not a
singular vertex, define Se := Te. If e ∈ G1 with s(e) = v0, a singular vertex, then
e = gj for some j and we define Se := Tαj . The fact that {Se, PA : e ∈ G
1, A ∈ G0}
is a Cuntz-Krieger G-family follows immediately from the fact that {Te, QA : e ∈
F1, A ∈ F0} is a Cuntz-Krieger F -family.
Lemma 6.5. Let G be an ultragraph and let F be a desingularization of G. For
every Cuntz-Krieger G-family {Se, PA : e ∈ G1, A ∈ G0} on a Hilbert space HG ,
there exists a Hilbert space HF = HG⊕HT and a Cuntz-Krieger F-family {Te, QA :
e ∈ F1, A ∈ F0} on HF satisfying:
• PA = QA for every A ∈ G0;
• Se = Te for every e ∈ G
1 such that s(e) is not a singular vertex;
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• Se = Tαj for every e = gj ∈ G
1 such that s(gj) is a singular vertex;
•
∑
v/∈G0 Qv is the projection onto HT .
Proof. We prove the case where G has just one singular vertex v0. If v0 is a sink,
then the result follows from Proposition 6.2. Thus we need only consider when v0
is an infinite emitter. Given a Cuntz-Krieger G-family {Se, PA}, and a nonnegative
integer n we define R0 = 0 and Rn :=
∑n
j=1 SgjS
∗
gj . Note that the Rn’s are
projections because the Sgj ’s have orthogonal ranges. Furthermore, Rn ≤ Rn+1 <
Pv0 for every n.
Now, for every integer n ≥ 1, define Hn := (Pv0 −Rn)HG and set
HF := HG ⊕
∞⊕
n=1
Hn.
As mentioned previously any B ∈ F0 may be written (uniquely) as A∪F for some
A ∈ G0 and some finite set F of vertices on the added tail.
For every A ∈ G0, define QA to equal PA on the HG component of HF and
zero elsewhere. That is, QA(ξG , ξ1, ξ2, . . . ) = (PAξG , 0, 0, . . . ). Similarly, for every
e ∈ G1 with s(e) 6= v0, define Te = Se on the HG component; Te(ξG , ξi, ξ2, . . . ) =
(SeξG , 0, 0, . . . ). For each vertex vn on the added tail, defineQvn to be the projection
onto Hn; Qvn(ξG , ξ1, . . . , ξn, ξn+1, . . . ) = (0, 0, . . . , ξn, 0, . . . ). Note that, because
the Rn’s are non-decreasing, Hn ⊆ Hn−1 for each n. Thus, for each edge en of the
tail, we may define Ten to be the inclusion of Hn into Hn−1 (where H0 is taken to
mean Pv0(HG)). More precisely,
Ten(ξG , ξ1, ξ2, . . . ) = (0, 0, . . . , 0, ξn, 0, . . . ),
where the ξn is in the Hn−1 component.
Finally, for each edge gj and for each ξ ∈ HG , we have that Sgjξ ∈ Hj−1. Thus,
we can define Tfj as
Tfj (ξG , ξ1, ξ2, . . . ) = (0, . . . , 0, SgjξG , 0, . . . ),
where the nonzero term appears in the Hj−1 component.
Now for any B ∈ F0 we can (uniquely) write B := A ∪ F for some A ∈ G0
and some finite subset F of vertices on the added tail. Thus we may define QB :=
QA +
∑
v∈F Qv. It then follows from calculations similar to those in [4, Lemma
2.10] that {Te, QA} is a Cuntz-Krieger F -family satisfying the bulleted points.
Proposition 6.6. Let G be an ultragraph and let F be a desingularization of G.
Then C∗(G) is isomorphic to a full corner of C∗(F).
Proof. Again, for simplicity we assume G has only one singular vertex v0. If v0
is a sink, then the claim follows from Proposition 6.2. Therefore, let us assume
that this singular vertex is an infinite emitter. Let {te, qA : e ∈ F1, A ∈ F0}
denote the canonical set of generators for C∗(F) and let {se, pA : e ∈ G1, A ∈ G0}
denote the Cuntz-Krieger G-family in C∗(F) constructed in Lemma 6.4. Define
B := C∗({se, pA}). Also, list the elements of G0 = {w1, w2, . . . } and the elements
of G1 = {h1, h2, . . . }. For each nonnegative integer n let An := {wi : 1 ≤ i ≤
n} ∪
⋃n
i=1 r(hi). It follows from Lemma 6.1 that the sequence {pAn} converges to
a projection p ∈ M(C∗(F)) satisfying
pte :=
{
te if s(e) ∈ G0
0 otherwise
and pqA = qA∩G0 .
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From these relations one can see that B ∼= pC∗(F)p.
We shall now show that B ∼= C∗(G). Since B is generated by a Cuntz-Krieger
G-family, it suffices to show that B satisfies the universal property for C∗(G). Let
{Se, PA : e ∈ G1, A ∈ G0} be a Cuntz-Krieger G-family on a Hilbert space HG .
Then by Lemma 6.5 we can construct a Hilbert space HF and a Cuntz-Krieger
F -family {Te, QA : e ∈ F1, A ∈ F0} on HF such that QA = PA for every A ∈ G0,
Te = Se for every e ∈ F1 with s(e) 6= v0, and Sgj = Tαj for every edge gj ∈ G
1
whose source is v0. By the universal property of C
∗(F) we have a homomorphism
π from C∗(F) onto C∗({Te, QA : e ∈ F1, A ∈ F0}) that takes te to Te and qA to
QA. Now pA = qA for any A ∈ G0, so π(pA) = QA = PA. Let e ∈ G1 and s(e) 6= v0.
Then se = te and π(se) = Te = Se. Finally, if s(e) = v0, then e = gj for some j,
se = tαj , and π(sgj ) = Tαj = Sgj . Thus π|B is a representation of B on HG that
takes generators of B to the corresponding elements of the given Cuntz-Krieger
G-family. Therefore B satisfies the universal property of C∗(G) and C∗(G) ∼= B.
Finally, we note that the corner C∗(G) ∼= B ∼= pC∗(F )p is full by an argument
similar to the one given in Proposition 6.2.
These results give us a way to extend the uniqueness theorems of §5 to C∗-
algebras of ultragraphs that contain singular vertices. Also note that an ultragraph
satisfies Condition (L) if and only if its desingularization satisfies Condition (L).
Theorem 6.7 (Uniqueness). Suppose that G is an ultragraph and that every loop
in G has an exit. If {Se, PA} and {Te, QA} are two Cuntz-Krieger G-families in
which all the projections PA and QA are nonzero, then there is an isomorphism φ
of C∗(Se, PA) onto C
∗(Te, Qv) such that φ(Se) = Te and φ(PA) = QA.
Proof. Let F be a desingularization of G. Then we may use Lemma 6.5 to extend
the G-families to F -families. Since every loop in G has an exit, it follows that every
loop in F has an exit, and thus we may apply Proposition 5.7 to get an isomorphism
φ that restricts to our desired isomorphism from C∗(Se, PA) onto C
∗(Te, Qv).
Theorem 6.8 (Gauge-Invariant Uniqueness). Let G be an ultragraph, {se, pA} the
canonical generators in C∗(G), and γ the gauge action on C∗(G). Also let B be a
C∗-algebra, and φ : C∗(G) → B be a homomorphism for which φ(pA) 6= 0 for all
nonempty A. If there exists a strongly continuous action β of T on B such that
βz ◦ φ = φ ◦ γz for all z ∈ T, then φ is faithful.
Proof. Since β : T→ AutB is an action of T on B, there exists a Hilbert space HG ,
a faithful representation π : B → B(HG), and a unitary representation U : T →
U(HG) such that
π(βz(x)) = Uzπ(x)U
∗
z for all x ∈ B and z ∈ T.
Let Se := π ◦ φ(se) and PA := π ◦ φ(pA). Also let F be a desingularization of G.
For simplicity, we shall assume that G has only one singular vertex v0.
If v0 is a sink, then it follows from Proposition 6.2 that there exists a Hilbert space
HF := HG ⊕HT = HG ⊕
⊕∞
i=1 Pv0HG , and a Cuntz-Krieger F -family {Te, QA} in
B(HF) that restricts to {Se, PA}. We shall define a unitary representation V : T→
U(HF) as follows: If h ∈ HG , then we define Vzh := Uzh ∈ HG . If h ∈ QviHG =
Pv0HG is in the i
th component of HT , then we define Vzh := z−iUzh ∈ QviHG also
in the ith component of HT . We define Vz on all of HF by extending it linearly.
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Now let πt,q : C
∗(F) → B(HF), be the representation for which πt,q(te) = Te
and πt,q(qA) = QA, and let γ
F be the gauge action on C∗(F). Then one can check
that
πt,q(γ
F
z (x)) = Vzπt,q(x)V
∗
z for all x ∈ C
∗(F) and all z ∈ T.
(To see this simply check the relation on the generators {te} and use the fact that
π ◦ φ(se) = πt,q(te) for all e ∈ G1.) Now if we define β˜ : T → AutC∗(Te, QA)
by β˜z(X) := VzXV
∗
z , then we see that β˜z ◦ πt,q = πt,q ◦ γ
F
z for all z ∈ T. Since
πt,q(qA) = QA 6= 0 and since F has no sinks or infinite emitters, it follows from
Proposition 5.5 that πt,q is faithful. Now, if ι : C
∗(G) → C∗(F) denotes the
canonical inclusion of C∗(G) into C∗(F), then we see that πt,q ◦ ι = π ◦ φ (since
each map agrees on the generators {se, pA}). Because ι and πt,q are both injective,
it follows that φ is injective.
If v0 is an infinite emitter, then an argument almost identical to the one above
works. We obtain a faithful representation π : C∗(G) → HG and a unitary rep-
resentation U : T → U(HG) as before, and we then extend this Hilbert space to
HF := HG ⊕
⊕∞
n=1Hn, where Hn := (Pv0 −
∑n−1
j=1 SgjS
∗
gj )(HG) as in Lemma 6.5.
Similarly, we define V : T→ B(HF) as follows: If h ∈ HG , then Vzh := Uzh ∈ HG .
If h ∈ Hn ⊆ HG , then Vzh := z−nUzh ∈ Hn. The rest of the argument follows
much like the one above.
If G has more than one sink or more than one infinite emitter, then we simply
account for multiple tails. The previous argument will still work, we need only keep
track of the multiple pieces added on when extending HG to HF .
7. Concluding Remarks
We have seen in this paper that ultragraph algebras contain both the Exel-Laca
algebras and the graph algebras. Furthermore, it is shown in a forthcoming article
[18] that there exist ultragraph algebras that are neither Exel-Laca algebras nor
graph algebras. Throughout this paper we have seen that many of the techniques
of graph algebras can be applied to ultragraph algebras and that analogues of the
results for graph algebras and Exel-Laca algebras hold for ultragraph algebras.
These observations are important for many reasons. First of all, ultragraphs
give a context in which many results concerning graph algebras and Exel-Laca
algebras may be proven simultaneously. In the past, many similar results (e.g.
the Cuntz-Krieger Uniqueness Theorem, the Gauge-Invariant Uniqueness Theo-
rem) were proven separately for graph algebras and for Exel-Laca algebras. Since
ultragraph algebras contain both the graph algebras and the Exel-Laca algebras,
it suffices to prove these results once for ultragraph algebras. Hence these classes
are in some sense unified under the umbrella of ultragraph algebras. Second, since
many of the graph techniques may be used for ultragraphs, we see that we may
study Exel-Laca algebras in this context and the (often complicated) matrix tech-
niques may be avoided in favor of graph techniques. Finally, ultragraph algebras
are a larger class of C∗-algebras than the Exel-Laca algebras and the graph alge-
bras. Thus with only slightly more work, we are able to extend these results to a
larger class of C∗-algebras.
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