Abstract: One method of control of cyberphysical systems, particularly intelligent mobile robots, involves a hierarchy of high-level classical planning and low-level trajectory optimization. We present a new technique to incorporate trajectory costs in a high-level classical planning problem (CPP). The proposed approach is particularly suited to leverage existing algorithms for solving CPPs and, independently, algorithms for trajectory optimization. To this end, we introduce a family of graphs called lifted planning graphs parametrized by an integer H, and we map paths in these graphs to solutions of the CPP. We show that the overall cost of a high-level plan is a nonincreasing function of H, and that there exists a finite H for which an optimal path in the lifted planning graph is associated with the optimal solution of the CPP. For computational speed and future real-time implementation, we discuss incremental modification of paths in the lifted planning graphs for increasing values of H. We illustrate the proposed ideas with a numerical simulation example involving classical planning for Dubins vehicle routing.
INTRODUCTION
In the artificial intelligence (AI) literature, the classical planning problem (CPP) involves, loosely speaking, the determination of a sequence of actions to achieve an objective in the absence of any uncertainties (Russell and Norvig, 2003) . A CPP is typically formulated using a domain definition language such as STRIPS (Fikes and Nilsson, 1971) and PDDL (McDermott et al., 1998; Fox and Long, 2003) . A variety of algorithms (Nilsson, 1998; Russell and Norvig, 2003) and software implementations (Kautz and Selman, 1992; Nebel, 2001 ) are available to efficiently solve CPPs.
For cyberphysical systems, and in particular for intelligent robots, high-level "intelligent" task assignments can be formulated as CPPs. The execution of a plan resulting from the solution of such a CPP is associated with trajectories in the physical state space of the system. To find such trajectories, motion planning (synonymously, trajectory generation) has been extensively studied using optimal control and dynamic programming (Bryson and Ho, 1975; Betts, 1998; Tsitsiklis, 1995; Sussmann and Tang, 1991; Bertsekas, 2000) , and randomized sampling (Kavraki et al., 1996; LaValle and Kuffner, 2001; Karaman and Frazzoli, 2011) . Additionally, for mobile robotic vehicles, geometric methods based on workspace cell decompositions and visibility roadmaps have been studied (Lozano-Pérez, 1979; Brooks and Lozano-Pérez, 1985; Kambhampati and Davis, 1986; Stentz, 1994; Choset et al., 2005 ).
In this two-level hierarchy of classical planning and trajectory generation, the incorporation of low-level trajectory costs in the CPP is not well-understood. The physical space trajectories must satisfy physics-based dynamic constraints, and therefore the manner of execution of one particular high-level action may significantly bear upon consecutive actions in the overall high-level plan. To illustrate these ideas, we present a motivating example, which we will continue to develop and address as a case study in the rest of this paper. Example 1. Consider a planar route planning problem for a mobile robotic vehicle modeled by a Dubins vehicle, namely, a particle that moves forward at a constant speed and has a bounded rate of turn (Dubins, 1957) . A finite number of points of interest (POIs) are prespecified. Routes to be followed by this vehicle are indicated by finite sequences (possibly with repetitions) of indices specifying the orders in which these POIs are to be visited. Such a route is determined by the solution of a high-level CPP, an example of which is provided in Section 2. Briefly, each action in this CPP is associated with motion between a pair of POIs.
It is obvious that the total length of this route will depend on the minimum radius of turn of the vehicle. A more important observation is that relatively small changes in the radius of turn can cause relatively large changes in the total trajectory length (see Fig. 1 ). Crucially, the solution of the CPP is "blind" to the total trajectory length, and will return the same route irrespective of the vehicle's minimum radius of turn. As shown in Fig. 1(d) , a different route (to be planned by a CPP that is "aware" of the different minimum radius of turn) can lead to a significant reduction in the overall trajectory length. A similar problem, namely the Dubins traveling salesperson problem, has been investigated by Savla et al. (2008) .
Conceivably, one may associate with each action a cost proportional to the "Dubins distance" (Bakolas and Tsio- tras, 2013), i.e., the length of Dubins vehicle trajectory between two POIs. However, the POIs are not associated with any particular direction (specifying the trajectory tangent angle), and therefore, estimates of "Dubins distance" will be highly inaccurate. 2
In the light of Example 1, we observe that, on the one hand, it is desirable to somehow incorporate low-level trajectory costs in the high-level CPP. On the other hand, it is not desirable to combine the two levels of planning into a single large optimization problem in a framework such as MILP (Bemporad and Giorgetti, 2006; Kuwata and How, 2007) . Instead, it is advantageous to leverage separate existing algorithms and software tools for solving CPPs (e.g. SATplan (Kautz and Selman, 1992) and FF (Nebel, 2001) ) and trajectory optimization (e.g. pseudospectral methods (Ross and Fahroo, 2003; Garg et al., 2010) ).
To this end, we seek to develop a framework wherein costs computed by any suitable trajectory optimization algorithm can be incorporated into a CPP.
Related Work: For consistency in hierarchical control involving a high-level discrete system and a low-level continuous system, the notion of discrete abstractions has been developed (Alur et al., 2000; Tabuada and Pappas, 2003; Belta et al., 2005; Fainekos et al., 2005; Tabuada, 2008a,b) . Specifically, a finite state transition system T is generated, such that it is equivalent to a dynamical system Γ in the sense of bisimulation, simulation, or language equivalence (Tabuada, 2008b) . The states in T are associated with regions with disjoint interiors in the state space of Γ.
Control laws are designed to steer trajectories of Γ between these regions and thereby emulate state transitions in T .
Such discrete abstractions have been applied for control of continuous-time and discrete-time linear systems to satisfy linear temporal logic (LTL) specifications, see for instance, Belta (2007, 2008) ; Yordanov et al. (2012) . The LTL specification is represented by a Büchi automaton B (Holzmann, 1997; Gastin and Oddoux, 2001 ). Finally, a product automaton of B and the discrete abstraction T is searched: any run of this product automaton can be projected to a path in T , which in turn can be associated with control laws and admissible state trajectories of Γ. These state trajectories are guaranteed to satisfy the given LTL specification.
In this paper we present a new technique to incorporate physical state trajectory costs in a CPP. First, we formulate optimization in a CPP with low-level physical space trajectory costs, and we discuss the notion of a planning graph. We introduce a family of graphs called lifted planning graphs parametrized by an integer H, and we map paths in these graphs to solutions of the CPP. We show that the overall cost of a high-level plan is a nonincreasing function of H, and that there exists a finite H for which an optimal path in the lifted planning graph is associated with the optimal solution of the CPP. For computational speed and future real-time implementation, we discuss incremental modification of paths in the lifted planning graphs for increasing values of H. We illustrate the proposed ideas with numerical simulations example involving classical planning for Dubins vehicle routing.
Contributions of this paper:
Firstly, we propose a new hybrid control design technique that involves the computation of optimal classical plans, where optimality is associated with physical space trajectory costs. To the best of the author's knowledge, optimization in CPPs has not been studied in the context of low-level trajectory costs (aside from heuristic estimates of such costs). The proposed technique is particularly suitable for leveraging existing algorithms for solving CPPs and, independently, algorithms for trajectory optimization. Secondly, we provide a fundamental result concerning the relationship of sequences of actions in a classical plan to physical space trajectory costs. This result guarantees that the proposed technique will indeed result in an optimal classical plan.
Thirdly, we present a detailed example of application of the proposed technique to a mobile robotics problem. Finally, we discuss an anytime-incremental algorithm for future real-time implementation of the proposed technique.
The rest of this paper is organized as follows. In Section 2, we introduce the main elements of the two-level problem at hand. In Section 3, we discuss the lifted planning graph, which is the central idea in the proposed approach. In Section 4, we present numerical simulation results for Example 1. We conclude the paper in Section 5 with comments about the future work.
PROBLEM FORMULATION
In this section, we introduce the following elements of the problem: the physical model, the high-level CPP, and a two-level optimization problem of interest.
Physical model: We denote by ξ ∈ D ⊆ R n the state of the physical system, where the state space D is a n-dimensional smooth manifold. The temporal evolution of the state variable is assumed to be governed by the differential equationξ(t) = f (ξ(t), u(t)), where u(t) ∈ U ⊆ R m is the control input, and f : D × U → R n is sufficiently smooth to guarantee existence and uniqueness of solutions.
For every t f ∈ R + , let U t f be the set of piecewise continuous functions taking values in [0, t f ] . For any u ∈ U t f , and initial condition ξ 0 ∈ D, the state trajectory ξ(t; ξ 0 , u), t ∈ [0, t f ], obtained by integrating Eqn. (2) is called an admissible state trajectory.
Let : D × U → R + be a nonnegative measurable scalar function that defines a cost associated with every t f ∈ R + and u ∈ U t f , defined by
High-level classical planning: A CPP consists of:
(1) A finite set of objects {o 1 , o 2 , . . .}. (2) A finite set of predicates {p 1 , p 2 , . . .}. Each predicate accepts one or more arguments from the set of objects. A predicate acting on one or more specific object(s) forms an atomic proposition or literal , which takes values in the binary set {true, false}. (3) A finite set of CPP states V = {v 1 , v 2 , . . .}, where each state is described by a conjunctive formula of literals, which can take values in {true, false}. The current CPP state is the unique state that is true. Any conditions not explicity described by these literals are assumed to be false. An initial CPP state v in and a desired goal CPP state v gl are prespecified. (4) A finite set of actions A = {a 1 , a 2 , . . .}. Each action accepts one or more arguments from the set of objects. Also, each action a i is associated with a precondition pre(a i ) and an effect eff(a i ), both of which are defined by conjunctions of predicates acting on these arguments. The precondition pre(a i ) describes the conditions that must be true before the action a i can be executed, whereas the effect eff(a i ) describes the changes to the truth values of literals. These changes, in turn, change the current CPP state.
A plan α = (a 1 , a 2 , . . . , a P ), P ∈ N, is a finite sequence of actions such that the current CPP state changes from v in to v gl . The standard CPP problem is to find a plan with minimum number of actions. Every plan with P actions is associated with a CPP state path π = (v 0 , v 1 , . . . , v P ),
is true when the current CPP state is v k−1 . The action a k transfers the current CPP state from v k−1 to v k .
The CPP states are associated with the physical states via a mapping Φ : V → 2 D , where 2 D denotes the power set of D. Therefore, each CPP state v ∈ V is associated with the set Φ(v) ⊆ D. One or more actions in the CPP must be associated with transferring the physical state, i.e., with low-level control inputs and physical state trajectories. For applications to mobile robotics, CPP states can be associated with the robot's 2D or 3D workspace, and actions can be associated with physical motion.
For every plan α = (a 1 , a 2 , . . . , a P ), and an initial physical state ξ 0 ∈ Φ(v 0 ), we define an executive control as a pair (t
, and there exists a nondecreasing sequence {t
The main problem of interest in this paper is the following. Problem 1. Find a plan α * = (a 1 , a 2 , . . . , a P ) and an executive control (t
We illustrate the definitions introduced in this section by returning to the previously introduced Example 1. Example 1. (continued). The Dubins vehicle model is described by the state ξ = (x, y, ψ), where (x, y) are planar position coordinates of the vehicle center of mass, and ψ ∈ S 1 is the direction of the velocity vector. The vehicle's motion is described by the kinematic model:
x(t) = cos ψ(t),ẏ(t) = sin ψ(t),ψ(t) = u(t), (2) where u is the control input. We assume that the set of admissible control input values is the closed interval
ρ , where ρ > 0 is prespecified. The cost of an admissible trajectory is defined to be its length, i.e., ≡ 1 (because the speed of travel is constant).
We introduce a particular CPP for this vehicle that alludes to the growing military and commercial interest in using unmanned aerial vehicles for cargo delivery. Informally, this problem is of reshuffling the locations of a finite number of cargo pieces between a finite number of points of interest, and may be considered an idealization of an inventory control problem with multiple warehouses. For simplicity of exposition, we assume that each POI can hold at most one piece of cargo, and that the vehicle can carry at most piece of cargo. This problem is formulated as follows.
We consider a set of objects {o 1 , . . . , o 
The action a 2 ≡ M oveCargo accepts three arguments o 1 , o 2 ∈ O P , and o 3 ∈ O C , and is defined by
Each CPP state v is defined by the conjunctive formula
where Informally, the conjunctive formula (3) associated with each CPP state describes the POI location of each piece of cargo and of the vehicle at that CPP state. The mapping between CPP states and physical states is the Cartesian product of the POI location of the vehicle with all possible directions of the velocity vector. 2
LIFTED PLANNING GRAPH
A CPP is naturally associated with a graph G, called the planning graph. Each vertex of this graph is uniquely associated with a CPP state, and in a minor abuse of notation, we denote this vertex set by V , and vertices by v 1 , v 2 , . . . The edge set E ⊆ V × V is the set of all pairs (v i , v j ) such that there exists an action in A that transfers the current CPP state from v i to v j . Recall from Section 2 that every plan is uniquely associated with a state path, which in turn is uniquely associated to a path in G.
We now introduce the central idea in the proposed approach, namely the lifted planning graph. Similar approaches have appeared in the literature in the context of motion-planning for mobile robots (Rippel et al., 2005; Cowlagi and Tsiotras, 2012) . To fix ideas, for every integer H 0, let The lifted planning graph G H is defined as the directed graph whose vertex and edge sets are, respectively, V H and E H . Figure 2 illustrates an example of a lifted graph for H = 1. Note that G 0 = G. Also, every path π = (v 0 , v 1 , . . . , v P ) in the graph G can be uniquely mapped to a path π H = (I 0 , I 1 , . . . , I P H ) in the lifted planning graph G H , where P H := P − H, and I k = (v k , v k+1 , . . . , v k+H ) ∈ V H for each k = 0, . . . , P H . The purpose of introducing G H is to allow the imposition of costs on consecutive sequences of actions in the CPP. To be precise, let π = (v 0 , v 1 , . . . , v P ) be a path in G. We denote by I k ∈ V H the tuple (v k , . . . , v k+H ), for each k ∈ {0, . . . , P H }. Note that (I k , I k+1 ) = (v k . . . , v k+H+1 ) ∈ E H . We denote by α k the sequence of actions associated with this sequence of states. Let ξ k ∈ Φ(v k ), and let (t α k f , u α k ) denote an executive control for the sequence of actions associated with (I k , I k+1 ). Therefore, there is a nondecreasing sequence (t 
We define the H-cost of the path π as
for each k < P H − 1, with m = P H − 1. If an executive control does not exist, then the values of g H (I P H −1 , I P H ) or g H (I k , I k+1 ) in (7)- (6) are assigned χ, where χ 1 is sufficiently large.
The proposed approach to the solution of Problem 1 is based on finding state paths (and the associated plans) with minimum H-cost. To this end, we define two trajectory optimization problems related to the computation of optimal executive control inputs. Problem 2. (Optimal Executive Control (OEC-A)). For a given k < P H − 1, find an executive control that minimizes the r.h.s. of (6). Problem 3. (Optimal Executive Control (OEC-B) ). Find an executive control that minimizes the r.h.s. of (7).
Suppose that a trajectory optimization algorithm that can solve OEC-A and OEC-B is available. An idealization of the proposed classical planning algorithm is described in Fig. 3 . In Sections 4 and 4.1, we will discuss practical aspects of implementation, and the relationship of this algorithm to existing algorithms and software tools.
Briefly, the proposed algorithm finds minimum H-cost paths in G, which is equivalent to an optimal path problem in the lifted planning graph G H (Cowlagi and Tsiotras, 2012) . Accordingly, the pseudo-code in Fig. 3 has a form similar to a label-correcting algorithm used for solving optimal path problems in graphs (Bertsekas, 2000; Cormen et al., 2001 ).
The proposed motion planner associates with each vertex I ∈ V H a label d(I), a backpointer b(I), a physical state Ξ(I) ∈ D, a time instant Θ(I) ∈ R + , and an admissible control input Υ(I) ∈ U Θ(I) . Similar to a standard labelcorrecting algorithm, the label d(I) is an estimate of the least cost-to-come to vertex I, and the backpointer records the immediate predecessor of each vertex in the optimal path to vertex I. The algorithm maintains a collection Solve OEC-B, obtain (t
Compute g H (I, J) as defined in (7) 9:
10:
Solve OEC-A, obtain (t α f , u α )
12:
Compute g H (I, J) as defined in (6) 13:
18:
Insert(P, J) Fig. 3 . Pseudo-code for the overall motion planner.
of vertices, called the fringe (Russell and Norvig, 2003) , also referred to as open vertices (Bertsekas, 2000; Cormen et al., 2001) , whose labels can potentially be reduced. In Fig. 3 , the fringe is denoted by P.
The algorithm is initialized with a vertex
If there are multiple such initial vertices in V H , then the algorithm is initialized with a "dummy" vertex that is assumed to be adjacent to all of these initial vertices.
1 The initial physical state ξ 0 is prespecified.
At each iteration of the Main procedure in the algorithm in Fig. 3 , a vertex from the fringe is removed in Line 3. The Remove and Insert procedures in Lines 3 and 11, respectively, depend on the specific data structure used to implement the fringe. For example, in Dijkstra's algorithm, the Remove procedure returns a vertex with the least value of the label, whereas the Insert procedure uses a binary tree or a Fibonacci tree to maintain a list of vertices sorted by the value of labels.
The algorithm in Fig. 3 results in a path π * H = (I 0 , . . . , I P H ) in G H , where [I 0 ] 1 = v in and [I P H ] H+1 = v gl . As previously discussed previously, π Finally, the minimum radius of turn was set to ρ = 3 units. Table 1 shows a comparison of the plans obtained for this CPP by the standard approach (no consideration of trajectory costs) with the proposed approach with H = 1. Each row in Table 1 indicates the POI location of the vehicle and each piece of cargo. The number of actions in each of these plans is the same, namely, nine. However, the total trajectory length in the standard plan is 242.9 units, whereas that in the plan found by the proposed approach is 187.7 units, which represents a 23% reduction in the trajectory length. These trajectories are shown in Figs. 4(a) and 4(b) respectively. 2
Anytime Incremental Planning
The proposed approach for solving CPPs in conjunction with trajectory optimization was presented as an independent algorithm in Fig. 3 . However, such a standalone approach may not be desirable, as it is advantageous to utilize existing CPP solution algorithms. Indeed, whereas the solution of a CPP can be represented as a path in the graph G, the computation of these can be performed 5  3  1  2  5  3  1  2  1  3  1  2  2  3  1  2  4  3  4  2  4  3  1  4  3  3  4  2  3  3  1  4  1  1  4  2  2  2  1  4  4  1  4  2  1  2  1  4  3  1  3  2  3  2  3  4  2  1  3  2  2  2  3  4  4  1 by techniques different from optimal path-finding in G (Russell and Norvig, 2003) .
In this context, the structure of the lifted planning graph, and the relationships of LPGs with different values of H can be advantageously exploited. Specifically, note that every edge in the set E H is a vertex in the set V H+1 , for each H 0. Therefore, for any two integers H, L 0, every path in the graph G H can be uniquely associated with a path in the graph G L (Zhang and Cowlagi, 2015) . This observation, in conjunction with Prop. 4 leads to an anytime incremental procedure for solving Problem 1, as shown in Fig. 5 .
Line 1 in the procedure in Fig. 5 can be performed by a standard algorithm or software for solving CPPs, such as SATPlan (Kautz and Selman, 1992) or FF (Nebel, 2001) . The structure of the family of lifted planning graphs, parametrized by the integer H, allows for incremental modification of an initial plan until the optimal solution for Problem 1 is found. The "anytime" property of this procedure is due to the availability of a feasible solution of Problem 1 in the intermediate iterations, while H is incremented and the overall procedure converges to an optimal solution.
A thorough analysis and implementation of this procedure is beyond the scope of this paper. The reader is referred to Zhang and Cowlagi (2015) , wherein a similar anytime incremental algorithm has been developed for the solution of point-to-point motion-planning problems, and a precise algorithm description and analysis are provided. Define π H as the mapping of π * H−1 in G H
5:
Replace high H-cost edges of π H with lower H-cost edges, if possible (see Zhang and Cowlagi (2015)) , and obtain an H-cost optimal state path π * H
6:
Set H := H + 1 Fig. 5 . Sketch of an anytime incremental procedure for solving Problem 1 with the proposed approach.
CONCLUSIONS AND FUTURE WORK
In this paper, we discussed a technique for the solution of a classical planning problem in conjunction with trajectory optimization. The proposed technique is a hierarchical hybrid control technique that can potentially find applications in a variety of cyberphysical systems. The proposed technique retains a (desirable) decoupling between the high-and low-level problem elements, namely, the discretespace CPP and continuous-space trajectory optimization. We provided a fundamental result about "eventual" (i.e. for sufficiently large H) optimality of the solution resulting from the proposed technique, which makes it suitable for implementation within an anytime incremental optimization procedure.
Future work includes further analysis and development of the previously described anytime incremental procedure, and applications to problems involving higher-dimensional physical state spaces.
