The Calabi invariant and the least number of periodic solutions of
  locally Hamiltonian equations by Lê, HôngVân
ar
X
iv
:1
51
1.
00
63
8v
2 
 [m
ath
.D
G]
  4
 N
ov
 20
15
THE CALABI INVARIANT AND THE LEAST
NUMBER OF PERIODIC SOLUTIONS OF
LOCALLY HAMILTONIAN EQUATIONS
HOˆNG VAˆN LEˆ
Abstract. In this paper we prove a lower bound for the least
number of one-periodic solutions of nondegenerate locally Hamil-
tonian equations on compact symplectic manifolds in terms of the
Betti numbers of the Novikov homology associated to the Calabi
invariant of the locally Hamiltonian equations. Our result improves
lower bounds obtained by Leˆ-Ono and Ono for the least number
of nondegenerate locally Hamiltonian symplectic fixed points. Our
result also generalizes the homological Arnold conjecture that has
been proved by Fukaya-Ono and Liu-Tian.
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1. Introduction
Periodic solutions, after stationary points, are simplest objects in
the qualitative theory of dynamical systems. In this paper we study
one-periodic solutions of locally Hamiltonian systems on compact sym-
plectic manifolds (M2n, ω). Given a symplectic form ω on M2n, there
is an isomorphism Lω : TM
2n → T ∗M2n that satisfies the following
equation:
〈Lω(V ),W 〉 := −ω(V,W )
for all V,W ∈ TM2n.
Recall that a vector field V onM2n is said to be locally Hamiltonian,
if Lω(V ) is a closed 1-form on M
2n [AM1987]. A dynamical system on
M2n
d
dt
x(t) = Vt(x(t)) (1.1)
is called locally Hamiltonian, if Vt is a locally Hamiltonian vector field
on M2n for all t. We refer the reader to [Tarasov2008, Chapter 16] for
classical examples of locally Hamiltonian systems and to [Farber2004],
[FJ2003] for topological consideration of flows generated by time inde-
pendent locally Hamiltonian vector fields.
Let ϕt :M
2n →M2n be the flow generated by the locally Hamilton-
ian vector fields Vt in (1.1). Clearly, the set of the fixed points of the
time-one map ϕ1 is in 1-1 correspondence with the set of one-periodic
solutions of (1.1), i.e. those solutions x(t) with x(0) = x(1). If we are
interested only in one-periodic solutions of (1.1) we can assume w.l.o.g.
that Vt is one-periodic in t, i.e. Vt = Vt+1 for all t [LO1995].
An important invariant of the time-one map ϕ1 is its Calabi invari-
ant, defined as follows [Banyaga1978]:
Cal(ϕ1) := [
∫ 1
0
Lω(Vt) dt] ∈ H
1(M2n,R).
In [LO1995, Deformation Lemma 2.1] Leˆ-Ono showed that there exist
a one-periodic Hamiltonian function H ∈ C∞(S1 ×M2n) and a closed
1-form θ ∈ Ω1(M2n) such that the time-one map ϕ1 associated with
(1.1) is the solution at time t = 1 of the following equation
d
dt
ϕt(x) = L
−1
ω (θ + dHt)(ϕt(x)), ϕ0 = Id (1.2)
where Ht(x) := H(t, x), and [θ] = Cal(ϕ1). Henceforth the set of
one-periodic solutions of (1.1) coincides with the set of one-periodic
solutions of the following equation
d
dt
x(t) = L−1ω (θ + dHt)(x(t)). (1.3)
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Thus, in the present paper we consider only one-periodic solutions of
locally Hamiltonian equations of the form (1.3). We shall also call [θ]
the Calabi invariant of the equation (1.3).
A one-periodic solution of (1.3) is called nondegenerate, if the fixed
point x(0) of the associated time-one map ϕ1 is nondegenerate, or
equivalently, det(Id− dϕ1(x(0))) 6= 0. A locally Hamiltonian equation
(1.3) is called nondegenerate, if all one-periodic solutions of (1.3) are
nondegenerate. Since nondegenerate fixed points of a diffeomorphism
are isolated, a nondegenerate locally Hamiltonian equation on a com-
pact symplectic manifold M2n has only a finite number of one-periodic
solutions.
In [LO1995] Leˆ-Ono introduced Floer-Novikov chain complexes as-
sociated with nondegenerate locally Hamiltonian equations of the form
(1.3) on compact weakly monotone symplectic manifolds (M2n, ω), see
also section 2 below. As a result, Leˆ-Ono obtained the following.
Proposition 1.1. ([LO1995, Main Theorem]) Let (M,ω) be a closed
symplectic manifold of dimension 2n which satisfies the following con-
dition
c1 |pi2(M) = λω|pi2(M), λ 6= 0,
and if λ < 0, the minimal Chern number N satisfies N > n − 3.
Suppose ϕ1 is the time-one map of the flow associated to (1.3). If all
the fixed points of ϕ1 are nondegenerate, then the number of fixed points
of ϕ1 is at least the sum of the Betti numbers of the Novikov homology
over Z2 associated to the Calabi invariant of ϕ1.
The restriction of Proposition 1.1 to the class of positively or neg-
atively monotone symplectic manifolds is caused by the difficulty in
computing the Floer-Novikov cohomology which depends on the Cal-
abi invariant [θ] ∈ H1(M2n,R) of ϕ1. In [Ono2005] Ono refined the
energy estimate in [LO1995] in order to show that Floer-Novikov chain
complexes can be defined over Novikov rings that are smaller than the
one defined in [LO1995]. Using in addition the construction of the
Kuranishi structure proposed by Fukaya-Ono in [FO1999], he proved
another variant of Proposition 1.1 as follows.
Proposition 1.2. ([Ono2005, Theorem 1.1]) Let (M2n, ω) be a com-
pact symplectic manifold. Suppose ϕ1 is the time-one map of the flow
associated to (1.3). If all fixed points of ϕ are nondegenerate, the num-
ber of fixed points Fix(ϕ) of ϕ is not less than
∑
pmin−nov
p(M).
Let us recall the definition of min−novp(M) introduced by Ono in
[Ono2005]. For a ∈ H1(M,R) we denote by HN∗(M ; a) the Novikov
cohomology overQ associated with a. The function a 7→ rankHN∗(M ; a)
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attains the absolute minimum at generic a. Denote by min−novp(M)
the minimum of rank HNp(M ; a), which we call the p-th minimal
Novikov number[Ono2005]. The number min−novp(M) appears be-
cause it is also difficult to controll the family of Floer-Novikov chain
complexes as θ varies.
Denote by P(ω, θ,H) the set of all contractible one-periodic solutions
of (1.3). The goal of this paper is to prove the following.
Theorem 1.3 (Main Theorem). Let (M2n, ω) be a compact symplectic
manifold. Assume that all the contractible one-periodic solutions of
(1.3) are nondegenerate. Then the cardinal of the set P(ω, θ,H) is
at least the sum of the Betti numbers of the Novikov homology over
Q associated to the Calabi invariant of (1.3). If moreover (M2n, ω) is
weakly monotone, then for any field F the cardinal of the set P(ω, θ,H)
is at least the sum of the Betti numbers of the Novikov homology over
F associated to the Calabi invariant of (1.3).
We obtain from Theorem 1.3 immediately the following generaliza-
tion of Propositions 1.1, 1.2.
Corollary 1.4. Let (M2n, ω) be a compact symplectic manifold. Sup-
pose ϕ1 is the time-one map of the flow associated to (1.3). If all fixed
points of ϕ are nondegenerate, the number of fixed points Fix(ϕ) of ϕ
is at least the sum of the Betti numbers of the Novikov homology over
Q associated to the Calabi invariant of ϕ. If (M2n, ω) is weakly mono-
tone, then we can replace the sum of the Betti numbers of the Novikov
homology over Q by the sum of the Betti numbers of the Novikov ho-
mology over F for any field F.
Remark 1.5. Corollary 1.4 also generalizes different versions of the
homological version of the Arnold conjecture for Hamiltonian symplec-
tic fixed points that have been proved by Ono [Ono1995] for compact
weakly monotone symplectic manifolds, and by Fukaya-Ono [FO1999]
and Liu-Tian [LT1998] for general compact symlectic manifolds.
To prove Theorem 1.3 in the case (M2n, ω) is weakly monotone, we
first show that the underlying Novikov ring ΛRθ,ω of Novikov-Floer chain
complexes with coefficient in an integral domain R is an integral do-
main (Proposition 3.3). Thus the Betti numbers of the Floer-Novikov
homology groups are well-defined. Then we introduce notions of an ad-
missible family of nondegenerate (multi-valued) Hamiltonian functions
and its good neighborhood, which are generalization and formalization
of the notion of special deformations of a nondegenerate symplectic iso-
topy that has been introduced in [LO1995] and refined in [Ono2005].
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Using a good neighborhood of an admissible family of nondegenerate
(multi-valued) Hamiltonian functions we compare the Betti numbers of
two “close” Floer-Novikov chain complexes, using and extending results
and ideas in [LO1995, Ono2005]. Then we compute the Betti numbers
of the homology of a refined Floer chain complex on the minimal cover-
ing M˜2n ofM2n associated with [θ], using standard arguments in Floer
theory.
Our paper is organized as follows. In section 2 we recall the construc-
tion of Floer-Novikov chain complexes on compact weakly monotone
symplectic manifolds, following [LO1995]. In section 3 we compute the
Betti numbers of the Floer-Novikov homology with coefficient in an
integral domain R in the case of compact weakly monotone symplectic
manifold (M2n, ω). In section 4 we prove our main theorem. Finally
in section 5 we discuss some open problems.
2. Floer-Novikov chain complexes on compact weakly
monotone symplectic manifolds
In this section we summarize the construction of Floer-Novikov chain
complexes on compact weakly monotone symplectic manifolds (M2n, ω),
following [LO1995].
We always assume in this paper that the equation (1.3) is nonde-
generate. We identify the set P(ω, θ,H) of contractible one-periodic
solutions of (1.3) with the zero-set of the following closed 1-form dA(θ,H)
on the loop space over M2n:
dAθ,H(x, ξ) =
∫
ω(x˙, ξ) + (θ + dHt)(x(t))(ξ). (2.1)
We will restrict ourselves to the component LM2n of contractible
loops on M2n. We construct an associated covering space L˜M˜2n of
LM2n such that the pull back of dAθ,H on this cover is an exact 1-
form. Consider the following commutative diagram:
L˜M˜2n
j˜
−→ LM˜
e˜
−→ M˜2nyΠ˜ yΠ ypi
L˜M2n
j
−→ LM2n
e
−→ M2n.
Here M˜2n denotes the covering space ofM2n associated to the period
homomorphism of θ, Iθ : pi1(M
2n) → R. In other words the covering
transformation group of M˜ is isomorphic to the quotient group
Γ1 = H1(M
2n,Z)/ ker Iθ.
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In the above diagram e denotes the evaluation map x 7→ x(0) and
L˜M2n is the covering of LM2n whose desk transformation group is
Γ2 =
pi2(M
2n)
ker Ic1 ∩ ker Iω
,
where the homomorphisms Ic1, Iω: pi2(M
2n)→ R are defined by evalu-
ating c1 and [ω] respectively. Thus, an element of L˜M˜
2n is represented
by an equivalence class of pairs (x˜, w˜), where x˜ is a loop in M˜2n, w˜
is a disk in M˜2n bounding x˜. The pair (x˜, w˜) is equivalent to (y˜, v˜) if
and only if x˜ = y˜ and the values of Ic1 and Iω are zero on w#(−v),
where w = pi(w˜), v = pi(v˜). The covering transformation group Γ acts
as follows
(γ1 ⊕ γ2)[x˜, w˜] = [γ1 · x˜, A2#γ1 · w˜], (2.2)
where A2 is any representative of γ2 in pi2(M
2n). Since the torsion
part of pi2(M
2n) lies in the intersection ker Ic1 ∩ ker Iω, we obtain the
following
Lemma 2.1. (cf. [LO1995, Lemma 2.2]) The covering transformation
group Γ of L˜M˜2n → LM2n is the direct sum of the finitely generated
torsion free abelian groups Γ1 and Γ2.
Observe that there exists a unique up to a constant Hamiltonian
H˜ ∈ C∞(S1 × M˜2n) such that
dH˜t = pi
∗(θ + dHt) (2.3)
for all t ∈ S1. For the sake of simplicity, we also denote by ω the sym-
plectic form pi∗(ω) on M˜2n. Clearly, the time-dependent Hamiltonian
flow on M˜2n generated by H˜ is the pull-back of the original symplec-
tic flow on M2n. In particular, the set of contractible one-periodic
solutions
P(H˜) := P(ω, 0, H˜)
coincides with the set pi−1((P(ω, θ,H))). Furthermore, P˜(H˜) := j˜−1(P(H˜))
is the critical set of the following action functional
AH˜([x˜, w˜]) = −
∫
D
w˜∗ω +
∫ 1
0
H˜(t, x˜(t)) dt.
Denote by J (M2n, ω) the set of all smooth compatible almost com-
plex structures on (M2n, ω). Let Jreg(M
2n, ω) ⊂ J (M2n, ω) be the sub-
set of regular compatible almost complex structures, see [HS1994] and
Remark 2.5 for a short explanation. For J ∈ Jreg(M
2n, ω) we also de-
note by J the lifted almost complex structure on M˜2n. Let us denote by
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g the associated Riemannian metric on M˜ . Using ω(X, Y ) = g(JX, Y )
we obtain
XH˜t := L
−1
ω (dH˜t) = J∇H˜t
where ∇ denotes the gradient w.r.t the Riemannian metric g. We
now consider the spaceM([x˜−, w˜−], [x˜+, w˜+]; H˜, J) of connecting orbits
u˜ : R×S1 → M˜2n satisfying the equation of L2-gradient flow on LM˜
2n:
∂
J,H˜
(u˜) =
∂u˜
∂s
+ J(u)(
∂u˜
∂t
−X
H˜t
(u˜)) = 0, (2.4)
with the following boundary conditions
lim
s→±∞
u˜(s, t) = x˜±(t) ∈ P(H˜) (2.5)
[x˜−, w˜−#u˜] = [x˜+, w˜+]. (2.6)
The following energy identity for u ∈ M([x˜−, u˜−], [x˜+, u˜+]; H˜, J) is
crucial in the theory of Floer(-Novikov) chain complexes:
E(u˜) =
∫ ∞
−∞
∫ 1
0
|
∂u˜
∂s
|2 dtds = AH˜([x˜
−, w˜−])−AH˜([x˜
+, w˜+]). (2.7)
The dimension of the space of connecting orbits is computed as follows
dimM([x˜−, u˜−], [x˜+, u˜+]; H˜, J) = µ([x˜−, w˜−])− µ([x˜+, w˜+]),
where µ([x˜, w˜]) is the Conley-Zehnder index of [x˜, w˜]. The Conley-
Zehnder index satisfies the following identity:
µ([x˜, A#w˜])− µ([x˜, w˜]) = 2c1(A) for A ∈ pi2(M
2n).
Let N be the minimal Chern number of (M2n, ω) and x˜ ∈ P˜(H˜).
We will write µ(x˜) = k ∈ Z2N := Z/2N if there is a bounding disk w˜
such that µ([x˜, w˜]) = k mod 2N .
For k ∈ Z2N we set
P˜k(H˜) := {[x˜, u˜] ∈ P˜(H˜)|µ([x˜, u˜]) = k}.
Let R be an integral domain. We define the Floer-Novikov chain groups
CFN∗(H˜, R) as follows.
CFNk(H˜, R) := {
∑
ξ[x˜,w˜] · [x˜, w˜], [x˜, w˜] ∈ P˜k(H˜), ξ[x˜,w˜] ∈ R|
for all c ∈ R there is only finite number of
[x˜, w˜] such that ξ[x˜,w˜] 6= 0&AH˜([x˜, w˜]) > c}
Set
Γ◦2 :=
ker Ic1
ker Ic1 ∩ ker Iω
⊂ Γ2,
Γ◦ := Γ1 ⊕ Γ
◦
2 ⊂ Γ.
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Then Γ0 is a finitely generated torsion free abelian group.
Following [LO1995] we denote by ΛRθ,ω the upward completion of the
group ring R[Γ◦] w.r.t. the weight homomorphism Ψθ,ω := Iθ ⊕ −Iω,
which we also call the Novikov ring. More precisely,
ΛRθ,ω := {
∑
λg · g, g ∈ Γ
◦, λg ∈ R | for all c ∈ R there is only
finite number of g such that λg 6= 0&Ψθ,ω(g) < c} (2.8)
The Novikov ring ΛRθ,ω is a commutative ring with unit. It acts on
CFN∗(H˜, R) in the following way. For λ =
∑
λg · g ∈ Λ
R
θ,ω and for
ξ =
∑
ξ[x˜,w˜] · [x˜, w˜] ∈ CFN∗(H˜, R) we let
(λ ∗ ξ) :=
∑
(λ ∗ ξ)[x˜,w˜][x˜, w˜]
where
(λ ∗ ξ)[x˜,w˜] :=
∑
g∈Γ0
λgξ−g◦[x˜,w˜].
Lemma 2.2. ([LO1995, Lemma 4.2]) For any k ∈ Z2N , the chain group
CFNk(H˜, R) is a finitely generated free module over the commutative
ring ΛRθ,ω. The rank of this module is the cardinal of the set Pk(ω, θ,H).
Remark 2.3. Lemma 2.2 reflects the fact that the ground ring ΛRθ,ω for
the chain group CFN∗(H˜, R) depends only on the cohomology class [θ]
such that pi∗(θ) = dH˜. We now express this fact in a slightly different
way. Using the compactness of M and the finiteness of P(ω, θ,H),
we characterize the chain group CFN∗(H˜, R) as follows. Let H˜
′ =
H˜ + pi∗(df) where f ∈ C∞(S1 ×M2n). Then it is not hard to see
CFNk(H˜, R) := {
∑
ξ[x˜,w˜] · [x˜, w˜], [x˜, w˜] ∈ P˜k(H˜), ξ[x˜,w˜] ∈ R|
for all c ∈ R there is only finite number of
[x˜, w˜] such that ξ[x˜,w˜] 6= 0&AH˜′([x˜, w˜]) > c}.
We regard R as a right Z-module, and we denote by 1R the unit
of R. For a generator [x˜, w˜] in CFNk(H˜, R), we define the boundary
operator ∂(J,H˜) as follows.
∂(J,H˜)([x˜, w˜]) :=
∑
µ([y˜,v˜])=k−1
1R · n([x˜, w˜], [y˜, v˜])[y˜, v˜],
where n([x˜, w˜], [y˜, v˜]) denotes of the algebraic number of the solutions
in the space M([x˜, w˜], [y˜, v˜]; H˜, J)/R, where R acts by translation in
variable s It is known that
∂(J,H˜)([x˜, w˜]) ∈ CFNk−1(H˜, R). (2.9)
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Observe that ∂(J,H˜) is invariant under the action of Γ
0. Taking
into account (2.9), this allows us to extend ∂(J,H˜) as a Λ
R
θ,ω-linear
map from CFNk(H˜, R) to CFNk−1(H˜, R). Using the standard glu-
ing argument and the weak compactness argument, see e.g. [AD2014,
McDS2004, Schwarz1995], we deduce that ∂2
(J,H˜)
= 0. The chain com-
plex (CFN∗(H˜, R), ∂J,H˜) is called the Floer-Novikov chain complex as-
sociated with (H˜, J). For k ∈ Z2N , the homology group
HFNk(H˜, J, R) =
ker ∂J,H˜ ∩ CFNk(H˜, R)
im ∂
J,H˜
(CFNk+1(H˜, R))
is called the kth Floer-Novikov homology group of the pair (H˜, J) with
coefficients in ΛRθ,ω. The following theorem shows that the Floer ho-
mology groups are invariant under exact deformations.
Proposition 2.4. (cf.[LO1995, Theorem 4.3]) For generic pairs (H˜α, Jα),
(H˜β, Jβ) such that H˜α−H˜β = pi∗(Hα,β) for some Hα,β ∈ C∞(S1×M2n)
there exists a natural chain homotopy equivalence
Φβ,α : (CFN∗(H˜
α, R), ∂(Jα,H˜α))→ (CFN∗(H˜
β, R), ∂(Jβ ,H˜β)).
Remark 2.5. In our simplified exposition of the theory of Floer-
Novikov homology we did not specify the regularity condition posed
on a compatible almost complex structure J ∈ Jreg(M
2n, ω) and we
also omit a J-regularity condition on a nondegenerate Hamiltonian H˜.
These conditions have been introduced in [HS1994] for compact weakly
monotone symplectic manifolds (M2n, ω) and extended in [LO1995] for
regular coverings of (M2n, ω). Roughly speaking, a compatible almost
complex complex structure J is called regular, if the moduli space of
J-holomorphic spheres realizing a homology class A ∈ H2(M
2n,Z) is
a manifold for any A. Given a regular compatible almost complex
structure J , a nondegenerate Hamiltonian H˜ ∈ C∞(S1 × M˜) is called
J-regular, if the following three conditions hold.
(1) The set of points in M2n that lie on contractible orbits in P(H˜)
does not intersect with the set M1(J) consisting of points lying on J-
holomorphic spheres of Chern index at most 1.
(2) The space of connecting orbits defined by (2.4), (2.5) , (2.6) is a
finite dimensional manifold.
(3) The set of points inM2n that lie on the connecting orbits of relative
Conly-Zehnder index at most 2 does not intersect with the set M0(J)
consisting of points lying on J-holomorphic spheres of Chern index at
most 0.
10 HOˆNG VAˆN LEˆ
By Proposition 2.4 the Floer Novikov homology groupHFN∗(H˜, J, R)
depends only on H˜, R. So we shall abbreviate it as HFN∗(H˜, R). We
also abbreviate (CFN∗(H˜, R), ∂(J,H˜)) as CFN∗(H˜, J, R) if it does not
cause a confusion.
3. The Betti numbers of Floer-Novikov homology
In this section we restrict ourselves to the case of weakly monotone
symplectic manifolds (M2n, ω) with minimal Chern number N . We
fix a covering M˜ associated with a class [θ] ∈ H1(M2n,R). First we
show that the Novikov ring ΛRθ,ω is an integral domain for any integral
domain R (Proposition 3.3). Hence the Betti numbers of the Floer-
Novikov homology are well-defined, see (3.7). Then we prove that the
Betti numbers of the Floer-Novikov homology HFN∗(H˜, R) do not de-
pend on the choice of H˜ (Theorem 3.16). For this purpose we first show
that the chain complex (CFN∗(H˜), ∂(J,H˜)) is an extension by scalars
of a chain complex with the same generators but defined on a proper
sub-ring of the Novikov ring (Theorem 3.12). Hence the Betti numbers
of the Floer-Novikov homology HFN∗(H˜, R) are equal to the Betti
numbers of the “smaller” Floer-Novikov homology groups (Proposi-
tion 3.15). Then we introduce the notions of an admissible family of
nondegenerate (multi-valued) J-regular Hamiltonian functions and its
good neighborhoods and study their properties (Definitions 3.9, 3.11,
Theorem 3.12, Proposition 3.15). Using the obtained results, we prove
that the Betti numbers of the Floer-Novikov homology HFN∗(H˜, R)
locally do not depend on the “weight” of their Calabi invariant (Propo-
sition 3.17). Finally we compute the Betti number of the Floer-Novikov
homology group HFN∗(H˜, R), where H˜ is a lift of a nondegenerate
Hamiltonian on M2n, using the Piunikhin-Salamon-Schwarz construc-
tion (Theorem 3.27, Corollary 3.30).
3.1. Novikov ring ΛRθ,ω revisited. Given a ring R, a group Γ and a
homomorphism φ : Γ→ R we denote by R((Γ, φ)) the upward comple-
tion of the group ring R[Γ] w.r.t. the weight homomorphism φ. More
precisely, as in (2.8), we define
R((Γ, φ)) := {
∑
λg · g, g ∈ Γ, λg ∈ R | for all c ∈ R there is only
finite number of g such that λg 6= 0&φ(g) < c} (3.1)
If Γ is a subgroup of R, e : Γ → R is the natural embedding, then we
abbreviate R((Γ, e)) as R((Γ)).
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In this paper we consider only commutative rings R with unit and
without zero divisor, i.e. R are integral domains.
Lemma 3.1. Assume that Γ is a torsion free finitely generated abelian
group and φ : Γ → R is a homomorphism. Then there is a subgroup
Γφ ⊂ Γ such that
Γ = ker φ⊕ Γφ.
Proof. Let t1, · · · , tn ∈ R be linearly independent generators of the
subgroup φ(Γ) ⊂ R. Pick elements γi ∈ Γ such that
φ(γi) = ti.
Let Γφ be the subgroup in Γ that is generated by {γi| i ∈ [1, n]}. Clearly
Γφ ∩ kerφ = 0. We shall show that Γ = kerφ ⊕ Γφ. Let γ ∈ Γ. If
φ(γ) 6= 0 then there are numbers ai ∈ Z such that φ(γ) =
∑
i aiti.
Then we have
γ −
∑
i
aiγi ∈ ker φ.
This completes the proof of Lemma 3.1. 
Proposition 3.2. Assume that Γ is a torsion free finitely generated
abelian group and φ : Γ→ R is a homomorphism. Then we have a ring
isomorphism R((Γ, φ)) = R[ker φ]((φ(Γ))).
Proof. Using Lemma 3.1 we write Γ = ker φ ⊕ Γφ. By definition any
element λ ∈ R((Γ, φ)) can be written as follows
λ =
∑
ij
λ(αi,βj) · (αi + βj)| λ(αi,βj) ∈ R, αi ∈ kerφ, βj ∈ Γφ such that
for any C ∈ R#{[αi, βj ]| λ(αi,βj) 6= 0 and φ(βj) < C} <∞.
It follows that given λ ∈ R((Γ, φ)), for each βj ∈ Γφ there is only
a finite number of λ(αi,βj) such that λ(αi,βj) · (αi + βj) is a term in λ.
Hence ∑
i
λ(αi,βj) · αi ∈ R[kerφ].
Now we define a map
R((Γ, φ))
φ∗
→ R[ker φ]((φ(Γ))), λ 7→
∑
j
(
∑
i
λ(αi,βj) · αi) · φ(βj). (3.2)
It is straightforward to verify that φ∗ is a ring homomorphism, since Γ
is abelian.
Since the restriction of φ to the subgroup Γφ is a monomorphism,
from (3.2) we conclude that φ∗ is a ring monomorphism.
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Now let δ ∈ R[ker φ]((φ(Γ))). We write
δ =
∑
i
δi · φ(βi)| βi ∈ Γφ, δi ∈ R[ker φ] such that
for any C ∈ R#{δi| δi 6= 0 and φ(βi) < C} <∞. (3.3)
We write δi =
∑N(i)
j=1 δij · αij , where δij ∈ R, αij ∈ kerφ. Then
δ =
∑
ij
δij · αij · φ(βi).
Since for each i the number of αij is finite, we obtain from (3.3)
#{δij | δij 6= 0 and φ(αij · βi) < C} <∞. (3.4)
Using (3.4), we define a map
R[ker φ]((φ(Γ)))
φ∗
→ R((Γ, φ)) , δ 7→
∑
i
∑
ij
δij(αij + βi).
Set δ(αij ,βi) := δij . Since Γ is abelian, φ∗ is a ring homomorphism.
Observing that φ∗ ◦ φ∗ = Id, we conclude that φ
∗ is an epimorphism.
Hence φ∗ is an isomorphism. This proves Proposition 3.2. 
Proposition 3.3. The ring ΛRθ,ω is an integral domain.
Proof. By Proposition 3.2
ΛRθ,ω = R[kerΨθ,ω]((Ψθ,ω(Γ
0)).
Since Γ0 is a finitely generated torsion free abelian group, kerΨθ,ω is
a finitely generated torsion free abelian group. Hence the group ring
R[kerΨθ,ω] is an integral domain, see [Passman1986, Chapter 3] for
a survey on Kaplansky’s zero-divisor conjecture, or see Corollary 3.5
below. To complete the proof of Proposition 3.3 we need the following
lemma, which has been formulated in [HS1994].
Lemma 3.4. Assume that R is an integral domain and Γ is a finitely
generated torsion free abelian group. Then R((φ(Γ))) is an integral
domain for any homomorphism φ : Γ→ R.
Proof. Since Hofer and Salamon omit a proof of Lemma 3.4, which, in
fact, can be constructed from their arguments in [HS1994, §4], for the
sake of reader’s convenience we present here a proof. Note that φ(Γ)
is a finitely generated torsion-free abelian group. Let m be the rank of
φ(Γ). We identify elements of φ(Γ) with tk, where t is a formal variable
and k = (k1, · · · , km) ∈ Z
m. We say that k > k′ if φ(tk) > φ(tk
′
).
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This defines a total ordering on φ(Γ), which is compatible with the
multiplication on φ(Γ):
k > k′ =⇒ k + k′′ > k′ + k′′ for all k′′ ∈ Zm. (3.5)
Then
R((φ(Γ))) = {
∞∑
i=1
ait
ki| ai ∈ R, a1 6= 0, ki < ki+1}. (3.6)
Assume the opposite, i.e. there exist elements A,B ∈ R((φ(Γ))) such
that A · B = 0 but A 6= 0 and B 6= 0. Using (3.39) we write
A =
∞∑
i=0
ait
ki, B =
∞∑
i=0
bit
li ,
where
k0 < k1 < · · · , and l0 < l1 < · · ·
and a0 6= 0 and b0 6= 0. Since A · B = 0 implies a0 · b0 = 0, taking into
account the fact that R is an integral domain, we conclude that a0 = 0
or b0 = 0. This contradicts our assumption that a0 6= 0 and b0 6= 0.
Hence the proof of Lemma 3.4 is completed. 
Corollary 3.5. Assume that R is an integral domain and G is a finitely
generated torsion free abelian group. Then R[G] is an integral domain.
Proof. Since G is a finitely generated torsion free abelian group, there
is a monomorphism φ : G → R. Lemma 3.4 implies that R((G, φ)) is
an integral domain. Since φ is a monomorphism, R[G] is a subring of
R((G, φ)). It follows that R[G] is also an integral domain. 
Clearly Proposition 3.2 follows from Lemma 3.4 and the fact that
R[kerΨθ,ω] is an integral domain. 
Recall that the rank of a module L over an integral domain A is
defined to be the dimension of the vector space F (A)⊗AL over the field
of fractions F (A) of A. By Proposition 3.3, ΛRθ,ω is an integral domain.
By Lemma 2.2 the chain group CFNk(H˜, R), and hence Floer-Novikov
homology group HFNk(H˜, R) are left modules over Λ
R
θ,ω. Thus we
define the Betti numbers bi(HFN∗(H˜, R)) as follows
bi(HFN∗(H˜, J, R)) = dimF (ΛR
θ,ω
)(F (Λ
R
θ,ω)⊗ΛRθ,ωHFNi(H˜, J, R)). (3.7)
Lemma 3.6. Assume that F = F (R) is the field of fractions of an
integral domain R. Then
(i) F (ΛRθ,ω) = F (Λ
F
θ,ω).
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(ii) bi(HFN∗(H˜, J, R)) ≤ rank (CFNi(H˜, R)).
(iii) bi(HFN∗(H˜, J, R)) = bi(HFN∗(H˜, J,F)).
Proof. (i) Since R ⊂ F we have F (ΛRθ,ω) ⊂ F (Λ
F
θ,ω). To show that
F (ΛRθ,ω) ⊃ F (Λ
F
θ,ω) it suffices to observe that F (Λ
R
θ,ω) ⊃ F . This proves
the first assertion of Lemma 3.6.
(ii) The second assertion of Lemma 3.6 follows from the universal
coefficient theorem. Since the field of fractions F (ΛRθ,ω) is a flat right
ΛRθ,ω-module, we obtain
bi(HFN∗(H˜, J, R)) = dimF(ΛR
θ,ω
)Hi(F (Λ
F
θ,ω)⊗ΛRθ,ω CFN∗(H˜, J, R))
≤ rank (CFNi(H˜, R)).
(iii) The last assertion of Lemma 3.6 follows from the first assertion,
the universal coefficient theorem (3.28), taking into account the identity
F (ΛFθ,ω)⊗ΛRθ,ω CFN∗(H˜, J, R) = F (Λ
F
θ,ω)⊗ΛFθ,ω CFN∗(H˜, J,F).
This completes the proof of Lemma 3.6.

3.2. Admissible family of nondegenerate Hamiltonian func-
tions. Our goal in this subsection is to prove Theorem 3.12, which is
an improvement of Lemma 2.2 and will be needed for our computation
of the Betti numbers of HFN∗(H˜, R) later. Let θ be a representative
of [θ] and let us pick a function hθ on M˜ such that
dhθ = pi∗(θ). (3.8)
For λ ∈ R we set
C∞(λ)(S
1 × M˜2n) := {f ∈ C∞(S1 × M˜2n)| f = λ · hθ + pi∗(f¯)}
for some f¯ ∈ C∞(S1 ×M2n).
The number λ will be called the weight of H˜ ∈ C∞(λ)(S
1 × M˜2n).
Let
C∞(∗)(S
1 × M˜2n) := ∪λ∈RC
∞
(λ)(S
1 × M˜2n).
Note that if J is regular, H˜ ∈ C∞(∗)(S
1 × M˜) is nondegenerate and
J-regular, then the Floer-Novikov chain complex (CFN∗(H˜, R), ∂(J,H˜))
is well defined.
Remark 3.7. (1) If H˜ ∈ C∞(∗)(S
1×M˜) then the time-dependent Hamil-
tonian vector field XH˜ is invariant under the covering transformation
group Γ1 of M˜
2n.
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(2) By Proposition 2.4, if H˜ and H˜ ′ belong to the same space C∞(λ)(S
1×
M˜2n), the chain complexes (CFN∗(H˜, R), ∂(J,H˜)) and (CFN∗(H˜
′, R), ∂(J,H˜′))
are chain homotopy equivalent. Hence the Floer-Novikov homology
group HFN∗(H˜, R) depends only on the number λ ∈ R such that
H˜ ∈ C∞(λ)(S
1 × M˜).
For H˜ ∈ C∞(λ)(S
1 × M˜2n) we set
CFN0k (H˜, R) := {
∑
#(gi)<∞
gi · ai| gi ∈ R, ai ∈ Critk(AH˜)},
Then CFN0k (H˜, R) is a R[Γ
0]-module.
For 0 ≤ τ1 ≤ τ2 ∈ R and for H˜ ∈ C
∞
(λ)(S
1 × M˜2n) we set
ΛRθ(τ1,τ2),ω := Λ
R
θ·τ1,ω
∩ ΛRθ·τ2,ω,
CFN (τ1,τ2)∗ (H˜, R) := Λ
R
θ(λ−τ1,λ+τ2),ω
⊗R[Γ0] CFN
0
∗ (H˜, R).
The chain complex CFN
(τ1,τ2)
∗ (H˜, R) will play important role in our
proof of the Main Theorem, so we shall describe them more carefully
in Lemma 3.8 below.
For a function H˜ ∈ C∞(λ)(S
1 × M˜) and for τ ∈ R we set
H˜(τ) := H˜ + τ · hθ. (3.9)
Lemma 3.8. We have
ΛRθ(τ1,τ2),ω = ∩τ∈[τ1,τ2]Λ
R
θ·τ,ω, (3.10)
CFN
(τ1,τ2)
k (H˜, R) := {
∑
ξ[x˜,w˜] · [x˜, w˜], [x˜, w˜] ∈ P˜k(H˜), ξ[x˜,w˜] ∈ R|
for all c ∈ R for any τ ∈ (τ1, τ2)
#{[x˜, w˜]| ξ[x˜,w˜] 6= 0&AH˜(τ)([x˜, w˜]) > c}
is finite (3.11)
Proof. W.l.o.g. we assume that τ1 < τ2. Since Λ
R
θ(τ1,τ2),ω
⊃ ∩λ∈[τ1,τ2]Λ
R
θ·λ,ω,
to prove (3.10) it suffices to show that
ΛRθ(τ1,τ2),ω ⊂ ∩λ∈[τ1,τ2]Λ
R
θ·τ,ω. (3.12)
Let λ ∈ ΛRθ(τ1,τ2),ω. Then we write (cf. (2.8))
λ =
∑
λg · g, g ∈ Γ
◦, λg ∈ R s.t. for all c ∈ R
#{g| λg 6= 0&Ψθ·τ1,ω(g) < c} <∞ and
#{g| λg 6= 0& Ψθ·τ2,ω(g) < c} <∞. (3.13)
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Now assume that (3.12) does not hold. This implies that (3.10) does
not hold for some c ∈ R and some τ ∈ (τ1, τ2), i.e. there exists λ =∑
λg · g ∈ Λ
R
θ(τ1,τ2),ω
such that
#{g|Ψθ·τ,ω(g) < c} =∞. (3.14)
Set
a =
τ2 − τ
τ2 − τ1
, b =
τ − τ1
τ2 − τ1
.
Then 0 < a, b < 1 and
Ψθ·τ,ω = aΨθ·τ1,ω + bΨθ·τ2,ω.
Since Ψθ·τ,ω(g) < c then either
Ψθ·τ1,ω(gi) <
c
2a
(3.15)
or
Ψθ·τ2,ω(gi) <
c
2b
. (3.16)
Denote by Γ0(λ, τ1) (resp. Γ
0(λ, τ2)) the set of all g ∈ Γ
0 such that
λg 6= 0 and g satisfies (3.15) (resp. (3.16)). The above argument implies
{g| λg 6= 0&Ψθ·τ,ω(g) < c} ⊂ Γ
0(λ, τ1) ∪ Γ
0(λ, τ2).
Since Γ0(λ, τ1) and Γ
0(λ, τ2) are finite sets by (3.13), it follows that
(3.14) cannot happen. This proves the first assertion of Lemma 3.8.
The second assertion of Lemma 3.8 follows from the first one. This
completes the proof of Lemma 3.8. 
In the remainder of this subsection we shall prove a family version
of [Ono2005, Proposition 4.5], which improves Lemma 2.2. We assume
that J is a regular compatible almost complex structure on (M2n, ω).
First we describe a special set of admissible perturbations of a non-
degenerate J-regular Hamiltonian function H˜0 = λ ·h
θ+pi∗(H0), where
H0 ∈ C
∞(S1 ×M2n). Let {x1, · · · , xk} be the set of one-periodic or-
bits of the locally Hamiltonian equation associated to λ · θ and H0.
Then {x˜i = pi
−1(xi)} are one-periodic orbits of the Hamiltonian flow
generated by H˜0. Let d denote the distance on M˜ induced from the
Riemannian metric pi∗(gJ). We define the distance between 1-periodic
orbits x˜ and y˜ as follows
ρ(x˜, y˜) :=
∫ 1
0
d(x˜(t), y˜(t)) dt.
It is easy to see that ρ(x˜, y˜) = 0 iff x˜ = y˜ and
ρ(x˜, y˜) ≤ ρ(x˜, z˜) + ρ(z˜, y˜).
PERIODIC SOLUTIONS OF LOCALLY HAMILTONIAN EQUATIONS 17
Since H˜0 is nondegenerate, there exists a positive number ε(H˜0) > 0
such that
1
4
max
t∈S1
d(x˜(t), y˜(t)) ≥
1
4
ρ(x˜, y˜) > ε(H˜0) (3.17)
for distinct orbits x˜, y˜ ∈ P(H˜0). Let Ui, i ∈ [1, k], be the ε-tubular
neighborhood of the graph Gxi of xi in S
1×M2n. Then Ui are mutually
disjoint. Set U˜i := pi
−1(Ui).
Definition 3.9. A family F := {H˜χ|χ ∈ [0, 1]} of nondegenerate
Hamiltonian functions in C∞(∗)(S
1 ×M2n) will be called admissible, if
(1) The map χ 7→ H˜χ is continuous in the C
1-topology induced on
F ,
(2) P(H˜χ) = P(H˜0) for all χ ∈ [0, 1].
The parameter space [0, 1] of an admissible family F can be replaced
by any compact interval [δ, δ′] ⊂ R, e.g. by reparametrization of [δ, δ′].
To make the exposition simple, we consider in this subsection only
admissible families with parameter χ ∈ [0, 1].
Given a function H˜χ in an admissible family F of nondegenerate
J-regular Hamiltonian functions we set
Uc(H˜χ) := {H˜χ+pi
∗(hχ)| hχ ∈ C
∞(S1×M2n), ||hχ||ε < c, (hχ)|Ui = 0∀i}
where
||h||ε :=
∞∑
k=0
εk||h||Ck(S1×M2n).
Here εk > 0 is a sufficiently rapidly decreasing sequence [Floer1988],
see also [AD2014, §8.3] for a detailed discussion. (In particular, we
borrow the condition (hχ)|Ui = 0 from [AD2014, p.233].)
We also fix a vector space RN0 and an isometric embedding (M2n, gJ)
into the Euclidean space RN0 . This shall simplify notations of different
norms on different bundles over submanifolds in M2n.
Further, we set P(F) := P(H˜0) and
ε(F) := ε(H˜0)
where ε(H˜0) is the constant in (3.17).
The following Lemma is a family version of [LO1995, Lemma 5.2].
It contains key estimates (3.18), (3.19), which we shall exploit later in
Subsection 3.3.
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Lemma 3.10. Assume that F := {H˜χ|χ ∈ [0, 1]} is an admissi-
ble family of nondegenerate Hamiltonian functions in C∞(∗)(S
1 × M˜2n).
There exist a positive number c := c(F) > 0 and a positive number
δ1 = δ1(F) > 0 such that for any χ ∈ [0, 1] the following statement
hold.
(i) Let σ(t) be a smooth contractible loop on M˜2n with
max
t
d(σ(t), x˜(t)) > ε(F)
for any x˜ ∈ P(F). Then for any H˜ ′χ ∈ Uc(H˜χ) we have
||σ˙ −X
H˜′χ
(Gσ)||L2(S1,RN0) > δ1(F). (3.18)
(ii) For any χ ∈ [0, 1] and any H˜ ′χ ∈ Uc(H˜χ) we have
P(H˜ ′χ) = P(F). (3.19)
Proof. (i) Assume the opposite, i.e. there exist the following sequences
(1) {cj ∈ R
+| limj→∞ cj = 0},
(2) {χ(j) ∈ [0, 1]| limj→∞ χ(j) = χ(∞) ∈ [0, 1]},
(3) {H˜j
χ(j) ∈ Ucj(H˜χ(j))},
(4) {σj ∈ LM
2n| maxt d(σj(t), x(t)) > ε(F) for all x ∈ P(F) and
lim
j→∞
||σ˙j −XH˜j
χ(j)
(Gσj )||L2(S1,RN0 ) = 0}.
By Definition 3.9(1),
lim
j→∞
||X
H˜
j
χ(j)
−X
H˜χ(∞)
||C0(S1×M2n) = 0.
Hence
lim
j→∞
||σ˙j −XH˜χ(∞)(Gσj )||L2(S1,RN0) = 0.
By Lemma 5.1 in [LO1995], the last relation implies that a subsequence
of {σj} converges to some contractible orbit x ∈ P(H˜χ(∞)) = P(F).
This is a contradiction, since maxt d(σj(t), x(t)) > ε(F). The proof of
Lemma 3.10(i) is completed.
(ii) Assume that there is a contractible orbit σ(t) of a Hamiltonian
function H˜ ′χ ∈ Uc(H˜χ) such that σ 6∈ P(F). If the graph of σ(t)
belongs to some neighborhood Ui ⊂ S
1 × M2n then σ = x˜i, since
(H˜ ′χ)|Ui = (H˜χ)|Ui. If not then
max
t
(σ(t), x˜i(t)) > ε(F)
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for any x˜ ∈ P(F). By the assertion proved above σ(t) cannot be an
orbit of the flow generated by H˜ ′χ. We arrive at a contradiction. This
completes the proof of Lemma 3.10. 
Definition 3.11. For an admissible family F := {H˜χ|χ ∈ [0, 1]} we
set
U(F) := ∪χ∈[0,1]Uc(F)(H˜χ).
where c(F) is the constant in Lemma 3.10. We call U(F) a good neigh-
borhood of F .
Theorem 3.12. Assume that J is a regular compatible almost complex
structure and F := {H˜χ ∈ C
∞
(∗)(M˜), χ ∈ [0, 1]} is an admissible family
of nondegenerate Hamiltonian functions. Assume that H˜0 is J-regular.
(i) For each χ ∈ [0, 1] the set U regc (H˜χ) of J-regular Hamiltonian
functions is dense in Uc(H˜χ) provided with the topology generated by
the Banach norm ||.||ε.
(ii) There exists a positive number τ := τ(F) > 0 with the follow-
ing property. Let H˜µ ∈ U(F) is J-regular. Then for any [x˜, w˜] ∈
Crit(AH˜µ) we have
∂(J,H˜µ)([x˜, w˜]) ∈ CFN
(−τ,τ)
∗ (H˜µ, R).
Consequently (CFN
(−τ,τ)
∗ (H˜µ, R), ∂(J,H˜µ)) is a chain complex.
Proof. (i) The J-regularity of H˜0 ensures that any nondegenerate H˜µ ∈
Uc(F) satisfies the requirement (1) in Remark 2.5 for the J-regularity,
since P(H˜µ) = P(H˜0) by (3.19). Clearly, the nondegeneracy condition
of H˜µ ∈ Uc(F) defines a open and dense subset of Uc(F). To prove
that the requirements (2), (3) of the J-regularity also define a dense
subset in Uc(H˜χ) we use the standard transversality argument in the
proof of Theorems 3.2, 3.3 in [HS1994], see also the proof of Theorems
3.2, 3.3 in [LO1995]. So we omit the proof.
(ii) Our proof of the second assertion uses many ideas in the proof
of [Ono2005, Proposition 4.5].
First we prove the following two Lemmas containing uniform esti-
mates for the proof of Theorem 3.12.
We set
e(F) := min(4ε2(F),
δ21(F)
2
).
Lemma 3.13. (cf. [Ono2005, Lemma 3.2]) Suppose that H˜µ ∈ U(F)
is J-regular, −∞ < R1 < R2 < ∞, x˜1, x˜2 ∈ P(H˜µ) = P(F) are
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distinct one-periodic orbits and u ∈ M([x˜1, w˜], [x˜2, v˜], H˜µ, J) satisfies
maxt d(u(Ri, t), x˜i(t)) ≤ ε(F). Then∫ R2
R1
∫ 1
0
|
∂u
∂s
|2 ds dt > e(F).
Lemma 3.14. (cf. [Ono2005, Lemma 3.4], cf. [LO1995, Lemma 3.5])
Suppose that H˜µ ∈ U(F) is J-regular and x˜, y˜ ∈ P(H˜µ) = P(F) are
distinct one-periodic orbits. For any u ∈ M([x˜, w˜], [y˜, v˜], H˜µ, J) we
have
E(u) =
∫ ∞
−∞
∫ 1
0
|
∂u
∂s
|2 ds dt ≥
δ1(F)
2
ρ(x˜, y˜).
Proof of Lemma 3.13. Our proof is a refinement of the proof of [Ono2005,
Lemma 3.2]. W.l.o.g. we may assume that
(1) maxt d(u(Ri, t), x˜i(t)) = ε(F),
(2) For any r ∈ (R1, R2) and for i = 1, 2 we have
maxt∈(R1,R2) d(u(r, t), x˜i(t)) > ε(F).
Case 1: R2 − R1 ≤ 1. Using the Cauchy-Schwarz inequality we
obtain∫ 1
0
∫ R2
R1
|
∂u
∂s
|2 dsdt ≥
∫ 1
0
(
∫ R2
R1
|
∂u
∂s
|ds)2dt ≥
∫ 1
0
(d(u(R1, t), u(R2, t)))
2 dt.
Applying the Cauchy-Schwarz inequality again, we obtain from the
above inequality∫ 1
0
∫ R2
R1
|
∂u
∂s
|2 ds dt ≥ ρ(u(R1,−), u(R2,−))
2
≥ (ρ(x˜1, x˜2)− ρ(x˜1, u(R1,−))− ρ(x˜2, u(R2,−))
2
≥ (ρ(x˜1, x˜2)− 2ε(F))
2 > 4ε2(F),
since ρ(x˜i, u(Ri,−)) ≤ maxt d(u(Ri, t), x˜i(t)) = ε(F) and by (3.17)
ρ(x˜1, x˜2)− 2ε(F) ≥ 2ε(F).
Since 4ε2(F) ≥ e(F), Lemma 3.13 holds in Case 1.
Case 2: R2−R1 > 1. Assume that Lemma 3.13 does not hold. Since
R2 − R1 > 1 there exists r ∈ (R1, R2) such that∫ 1
0
|
∂u(s, t)
∂s
|2(r, t) dt < e(F) ≤
δ21(F)
2
. (3.20)
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Since u is a connecting orbit associated with the Hamiltonian H˜µ we
obtain from (3.20)
||
∂u
∂t
(r, .)−XH˜µ(Gu(r,.))||L2(S1,RN0) < δ1(F). (3.21)
By Lemma 3.10, taking into account the assumption (2) at the begin-
ning og the proof of Lemma 3.13, (3.21) cannot happen. Hence Lemma
3.13 also holds in Case 2. This completes the proof of Lemma 3.13. 
Proof of Lemma 3.14. We repeat the proof of [Ono2005, Lemma 3.4],
which is a refinement of the proof of Lemma [LO1995, Lemma 3.5],
and we make precise the meaning of the constant δ in the statement of
[Ono2005, Lemma 3.4].
Let u ∈ M([x˜, w˜], [y˜, v˜], H˜µ, J). Since E(u) < ∞, by Lemma 3.13
there are finitely many real numbers −∞ < R1− < R1+ < · · ·Rk− <
Rk+ < +∞ and one-periodic solutions x˜0 = x˜, x˜1, · · · , x˜k = y˜ such that
(1) maxt d(x˜i−1(t), u(R
i−, t)) = maxt d(x˜t(t), u(R
i+, t)) = ε(F),
(2) maxt(u(s, t), z˜(t)) > ε(F) for s ∈ (R
i−, Ri+) and z˜ ∈ P(F).
First we estimate
ER
i+
Ri− (u) :=
∫ Ri+
Ri−
∫ 1
0
|
∂u
∂s
|2 ds dt
=
∫ Ri+
Ri−
(
√∫ 1
0
|
∂u
∂s
(s, t)−XH˜µ(t, u(s, t))|
2 dt)2 ds.
Applying the Cauchy-Schwarz inequality, we obtain
ER
i+
Ri− (u) ≥
1
Ri+ − Ri−
(
∫ Ri+
Ri−
√∫ 1
0
|
∂u
∂s
(s, t)−X
H˜µ
(t, u(s, t))|2 dt ds)2.
(3.22)
Combining the property (2) with Lemma 3.10, taking into account that
u is a connecting orbit associated with the Hamiltonian H˜µ, we obtain
from (3.22)
ER
i+
Ri− (u) ≥ δ1(F)
∫ Ri+
Ri−
√∫ 1
0
|
∂u
∂s
|2dt ds.
Applying the Cauchy-Schwarz inequality again, we obtain
ER
i+
Ri− (u) ≥ δ1(F)
∫ Ri+
Ri−
∫ 1
0
|
∂u
∂s
| dt ds ≥ δ1(F)(ρ(x˜i−1, x˜i)− 2ε(F)).
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Using (3.17), we obtain
ER
i+
Ri− (u) ≥ δ1(F)(ρ(x˜i−1, x˜i)− 2ε(F)) ≥
δ1(F)
2
ρ(x˜i−1, x˜i).
Hence
E(u) ≥
k∑
i=1
ER
i+
Ri− (u) ≥
δ1(F)
2
ρ(x˜, y˜).
This completes the proof of Lemma 3.14. 
Continuation of the proof of Theorem 3.12 (ii) Now assume that
H˜µ ∈ U(F) is J-regular. We set
τ = τ(F) :=
δ1(F)
4||θ||C0
. (3.23)
Recall that hθ is defined in (3.8) and H˜
(λ)
µ is defined in (3.9). To prove
Theorem 3.12 it suffices to show that for any C ∈ R and any [x˜, w˜]
with µ([x˜, w˜]) = k we have
#{u ∈M([x˜, w˜], [y˜, v˜])|µ([y˜, v˜]) = k − 1, A
H˜
(λ)
µ
([y˜, v˜]) > C} <∞
(3.24)
for λ = τ and for λ = −τ . We write
A
H˜
(±τ)
µ
([y˜, v˜]) = A
H˜
(±τ)
µ
([x˜, w˜]) +AH˜µ([y˜, v˜])
+
∫ 1
0
±τ · hθ(y˜(t))dt−AH˜µ([x˜, w˜])−
∫ 1
0
±τ · hθ(x˜(t)) dt. (3.25)
Taking into account (3.23) and Lemma 3.14, we obtain
|
∫ 1
0
±τ · hθ(x˜(t)) dt−
∫ 1
0
±τ · hθ(y˜(t)) dt|
≤ |τ · θ|C0 · ρ(x˜, y˜) <
E(u)
2
. (3.26)
We obtain from (3.25) and (3.26), taking into account the energy iden-
tity (2.7)
A
H˜
(±τ)
µ
([y˜, v˜]) > C
=⇒ AH˜µ([y˜, v˜]) > C −AH˜
′(±τ)
µ
([x˜, w˜]) +AH˜µ([x˜, w˜])−
E(u)
2
> C −A
H˜
(±τ)
µ
([x˜, w˜]) +A
H˜µ
([x˜, w˜])−
AH˜µ([x˜, w˜])−AH˜µ([y˜, v˜])
2
=⇒
A
H˜µ
([y˜, v˜])
2
≥ C −A
H˜
(±τ)
µ
([x˜, w˜]) +
A
H˜µ
([x˜, w˜])
2
. (3.27)
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Since the RHS of (3.27), which depends only on C and on [x˜, w˜], is
bounded form below, there is only finite numbers of [y˜, v˜] that satisfies
(3.27), because [y˜, v˜] enters in ∂J,H˜µ . This yields (3.24) and completes
the proof of Theorem 3.12. 
From now on we abbreviate the notation (CFN
(−τ,τ)
∗ (H˜, R), ∂(J,H˜))
as CFN
(−τ,τ)
∗ (H˜, J, R).
Proposition 3.15. Let N be the minimal Chern number of a com-
pact symplectic manifold (M2n, ω) and U(F) a good neighborhood of
an admissible family F of nondegenerate Hamiltonian functions in
C∞(∗)(S
1 × M˜). Assume that H˜ ∈ U(F) is a J-regular for some regular
compatible almost complex structure J on (M2n, ω). For any i ∈ Z2N
we have
bi(HFN∗(H˜, J, R)) = bi(HFN
(−τ,τ)
∗ (H˜, J, R)),
where τ = τ(F) is defined in (3.23).
Proof. Since the field of fractions F (ΛRθ(τ1,τ2)) is a flat right Λ
R
θ(τ1,τ2)
-
module, we obtain from (3.7), using the universal coefficient theorem
bi(HFN∗(H˜, J, R)) = dimF (ΛR
θ,ω
)Hi(F (Λ
R
θ,ω)⊗ΛRθ,ω CFN∗(H˜, J, R)).
(3.28)
Using Theorem 3.12, we obtain from (3.28)
bi(HFN∗(H˜, J, R)) = dimF (ΛR
θ,ω
)Hi(F (Λ
R
θ,ω)⊗ΛR
θ(−τ,τ),ω
(CFN (−τ,τ)∗ (H˜, J, R))
= dimF (ΛR
θ(−τ,τ),ω
)Hi(F (Λ
R
θ(−τ,τ),ω)⊗ΛR
θ(−τ,τ),ω
(CFN (−τ,τ)∗ (H˜, J, R))
= dimF (ΛR
θ(−τ,τ),ω
)(F (Λ
R
θ(−τ,τ),ω)⊗ΛR
θ(−τ,τ),ω
HFN
(−τ,τ)
i (H˜, J, R))
= bi(HFN
(−τ,τ)
∗ (H˜, J, R)).
This completes the proof of Proposition 3.15. 
3.3. Invariance of the Betti numbers of Floer-Novikov chain
complexes. In this subsection we assume that F is a field. The goal
of this subsection is to prove the following.
Theorem 3.16. The Betti numbers bi(HFN∗(H˜,F)) do not depend on
the choice of H˜ ∈ C∞(∗)(S
1 × M˜2n).
Proof. By Remark 3.7 the Betti numbers bi(HFN∗(H˜,F)) depend only
on λ, where H˜ ∈ C∞(λ)(S
1 × M˜2n). Thus, to prove Theorem 3.16, it
suffices to prove the following.
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Proposition 3.17. Assume that J is regular. Let H˜ ∈ C∞(λ)(S
1×M˜) be
nondegenerate and J-regular. Then there exists a number δ = δ(H˜) >
0 such that for any χ ∈ (−δ, δ) there is a nondegenerate J-regular
Hamiltonian function H˜µ(χ) ∈ C
∞
(λ+χ)(S
1 × M˜2n) with
bi(HFN∗(H˜,F)) = bi(HFN∗(H˜χ,F))
for all i ∈ Z2N .
Proof. Let H˜ ∈ C∞(λ)(S
1×M˜ ). We shall construct an admissible family
F ∋ H˜ and find an open interval (−δ, δ) such that for any χ ∈ (−δ, δ)
there is a function H˜µ(χ) ∈ C
∞
(λ+χ)(S
1×M˜2n)∩U(F) which satisfies the
required property in Proposition 3.17. This will be done in 6 steps.
Since H˜ ∈ C∞(λ)(S
1 × M˜), there is a function H ∈ C∞(S1 × M˜2n)
such that
H˜ − λ · hθ = pi∗(H).
Step 1. In this step we construct a “linear part” of the desired ad-
missible family F ∋ H˜ of Hamiltonians for the proof of Proposition
3.17. The main point of this step is Lemma 3.18.
Denote by Ui := Uε(Gxi) the open ε-tubular neighborhood of the
graph Gxi ⊂ S
1 × M2n of the periodic solution xi ∈ P(H˜), where
ε = ε(H˜) satisfies the inequality in (3.17)
1
4
max
t∈S1
d(xi(t), xj(t)) ≥
1
4
ρ(xi, xj) > ε(H˜)
if i 6= j.
Let p : S1 × M2n → M2n and q : S1 × M2n → S1 denote the
projections onto the second and the first component respectively. We
set
T 0,1(S1 ×M2n) := p∗(T ∗M2n), T 1,0(S1 ×M2n) := q∗(T ∗S1).
Then we have T ∗(S1×M2n) = T 0,1(S1×M2n)⊕T 1,0(S1×M2n). This
yields a direct decomposition
Ω1(S1 ×M2n) = Ω0,1(S1 ×M2n)⊕ Ω1,0(S1 ×M2n),
where
Ω0,1(S1 ×M2n) := {ζ ∈ Ω1(S1 ×M2n)| ζ(t, x) ∈ T 0,1(S1 ×M2n)},
Ω1,0(S1 ×M2n) := {ζ ∈ Ω1(S1 ×M2n)| ζ(t, x) ∈ T 1,0(S1 ×M2n)}.
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For a function H ∈ C∞(S1 × M2n) denote by dxH the projection
of dH on the component Ω0,1(S1 × M2n). Denote by p the natural
projection S1 ×M2n →M2n.
Lemma 3.18. There exists a 1-form η ∈ Ω0,1(S1×M2n) such that the
following conditions hold:
1) η − p∗(θ) = dxH, for some H ∈ C
∞(S1 ×M2n),
2) η|Ui = 0 for all i ∈ [1, k].
Proof. Lemma 3.18 has been used in [LO1995] without a (detailed)
proof. For the reader’s convenience we present a detailed proof here.
Since dxp
∗(θ) = dxθ = 0, and xi(t) is a contractible curve inM
2n, there
exists a function Hi ∈ C
∞(Ui) such that
p∗(θ)|Ui = dxHi. (3.29)
Since Ui are mutually disjoint, there exists a function H ∈ C
∞(S1 ×
M2n) such that
H|Ui = Hi. (3.30)
Now we set η = p∗(θ) − dxH . Then η satisfies the first condition in
Lemma 3.18. By (3.29), (3.30) we have
η|Ui = dxHi − dxHi = 0.
Thus η also satisfies the second condition of Lemma 3.18. This com-
pletes the proof of Lemma 3.18. 
Step 2. In this step, using η in Lemma 3.18, we construct “the
action” of the desired admissible family F . The main point of this step
is Lemma 3.20.
First we choose a positive number δ1 = δ1(H˜) from following Lemma,
which is a special case of Lemma 3.10.
Lemma 3.19. There exists a positive number δ1 = δ1(H˜) > 0 such
that
||σ˙ −XH˜(Gσ)||L2(S1,RN0 ) > δ1
for any loop σ(t) in M˜2n satisfying maxt d(σ(t), x(t)) > ε(H˜) for any
x ∈ P(H˜).
Let ηt := η(t,−). Denote by φ
η
t the symplectic flow on M
2n that is
generated by the time-depending symplectic vector field L−1ω (ηt) with
φη0 = Id.
Now we choose a small positive number 0 < δ2 = δ2(H˜, η) < δ1/3
such that
‖pi∗(XH˜t)− dφ
c·η
t (pi∗(XH˜t))‖C0(M2n) <
δ1
3
(3.31)
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and
‖Xc·ηt‖C0(M2n) <
δ1
3
(3.32)
for any c ∈ [−δ2, δ2] and any t ∈ [0, 1]. The number δ2 exists, since
[0, 1]×M2n is compact and dφ0·ηt = Id for all t ∈ [0, 1].
Denote by ϕt the symplectic flow on M
2n generated by the time-
dependent vector field pi∗(XH˜t).
Lemma 3.20. The symplectic flows ϕt and φ
c·η
t ◦ ϕt have the same
contractible one-periodic orbits for all c ∈ [−δ2, δ2].
Proof. Lemma 3.20 and our proof stem from analogous arguments in
[Ono2005, §3.2]. Assume the opposite, i.e. there are a number c ∈
[−δ2, δ2] and a contractible one-periodic orbit σ(t) of the flow φ
c·η
t ◦ ϕt
which is not a one-periodic orbit of ϕt. We abbreviate L
−1
ω (ηt) as Xηt .
We compute
d
dt
(φc·ηt ◦ ϕt(x)) = dφ
c·η
t (pi∗(XH˜t)(ϕt(x)) +Xc·ηt(φ
c·η
t ◦ ϕt(x)) (3.33)
Now let x = σ(0). If (t, σ(t)) ⊂ Ui then by (3.33)
d
dt
(φc·ηt ◦ ϕt(σ(0))) = dφ
c·η
t (pi∗(XH˜t)(ϕt(x)). (3.34)
Since η|Ui = 0, it is not hard to conclude from (3.34) that
σ(t) := φc·ηt (ϕt(σ(0)) = ϕt(σ(0)).
Hence σ(t) is also an one-periodic orbit of ϕt, which is a contradiction.
This implies that (t, σ(t)) does not lie in Ui for any i. Hence
max
t
d(σ(t), xi(t)) > ε(H˜)
for any i. Combining with Lemma 3.19 we obtain
‖pi∗(XH˜t)(σ(t))− σ˙(t)‖L2(S1,RN0 ) > δ1(H˜). (3.35)
Using (3.33) we obtain the following inequalities, taking into account
the inequalities (3.35), 3.32), (3.31),
||
d
dt
(φc·ηt ◦ ϕt)(σ(0))− σ˙(t)||L2(S1,RN0 )
= ||dφc·ηt (pi∗(XH˜t)(ϕt(σ(0))) +Xc·ηt(σ(t))− σ˙(t)||L2(S1,RN0)
≥ ||pi∗(XH˜t)(σ(t))− σ˙(t)||L2(S1,RN0) − ||Xc·ηt||C0(M2n)
−||pi∗(XH˜t)(σ(t))− dφ
c·η
t (pi∗(XH˜t))(σ(t))||L2(S1,RN0 )
≥ δ1 −
δ1
3
−
δ1
3
> 0.
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We arrive at a contradiction. This completes the proof of Lemma
3.20. 
Step 3 In this step we construct the desired admissible family F ∋ H˜.
The main point of this step is Lemma 3.21.
Assume that χ ∈ [−δ2, δ2]. Then for all t ∈ [0, 1]
[L−1ω (dφ
χ·η
t (pi∗(XH˜t(φt(x))− pi∗(XH˜t)(φ
χ·η
t ◦ ϕt(x))] = 0 ∈ H
1(M2n,R).
Hence there exists a unique function h0χ ∈ C
∞(S1×M2n) such that for
a given point x0 ∈M
2n
h0χ(x0) = 0
and H˜ + χ · hθ + pi∗(h0χ) generates the Hamiltonian isotopy whose pro-
jection on M2n is the isotopy φχ·ηt ◦ ϕt. We set
h˜0χ := χ · h
θ + pi∗(h0χ), (3.36)
H˜χ := H˜ + h˜
0
χ. (3.37)
From Lemma 3.20 we obtain immediately the following, observing
that the nondegeneracy of H˜ is an open property.
Lemma 3.21. There is a positive number δ3(H˜) ≤ δ2(H˜, η) such that
the following statement holds. The family F(H˜) := {H˜χ ∈ C
∞
(λ+χ)(S
1×
M˜2n)|χ ∈ [−δ3(H˜), δ3(H˜)]} is an admissible family of nondegenerate
Hamiltonian functions.
Step 4. In this step we shall choose first candidates for δ(H˜) and a J-
regular nondegenerate Hamiltonian H˜µ(χ) for the proof of Proposition
3.17.
Set
δ4 = δ4(H˜) := min{
δ3(H˜)
2
,
τ(F)
2
}.
Then
δ4 ≤ min{τ(F)− χ, τ(F) + χ} for all χ ∈ [−δ4, δ4]. (3.38)
Lemma 3.22. For any χ ∈ [−δ4, δ4] and any J-regular Hamiltonian
function H˜µ(χ) ∈ U
reg
c (H˜χ) the following assertion holds. Let [x˜, w˜] ∈
Crit(AH˜µ(χ)). Then
∂
J,H˜µ(χ)
(x˜, w˜) ∈ ΛFθ(λ−δ4,λ+δ4),ω ⊗F[Γ0] CFN
0
∗ (H˜µ(χ)),F).
Furthermore
bi(CFN∗(H˜µ(χ), J,F) = bi(Λ
F
θ(λ−δ4,λ+δ4),ω
⊗F[Γ0] CFN
0
∗ (H˜µ(χ)), J,F).
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Proof. Let H˜µ(χ) ∈ U
reg
c (H˜χ). We set τ := τ(F). By Theorem 3.12 we
have
∂J,H˜µ(χ)(x˜, w˜) ∈ CFN
−τ,τ
∗ (H˜µ(χ),F). (3.39)
Since H˜µ(χ) ∈ C
∞
(λ+χ)(S
1 × M˜2n), by definition we have
CFN−τ,τ∗ (H˜µ(χ),F) = Λ
F
θ(λ+χ−τ,λ+χ+τ),ω ⊗F[Γ0] CFN
0
∗ (H˜µ(χ),F). (3.40)
From (3.38) we obtain
λ+ χ− τ ≤ λ− δ4 ≤ λ+ δ4 ≤ λ+ χ+ τ. (3.41)
Using Lemma 3.8 we deduce from (3.39), (3.40) and (3.40) the first
assertion of Lemma 3.22 immediately. The second assertion follows
from the first assertion and Proposition 3.15. This completes the proof
of Lemma 3.22. 
Step 5 In this step we shrink the chosen interval [−δ4, δ4] to a smaller
sub-interval [−δ, δ] and shrink the good neighborhood U(F ′) to a “bet-
ter” neighborhood Uc′(F
′), where F ′ is the subfamily of F with pa-
rameter χ ∈ [−δ, δ]. This is necessary for the proof of different energy
estimates, which we use in establishing a chain map between the chain
complexes arising from the map in (3.49).
First, δ = δ(H˜) must satisfy the following two conditions.
||δ · θ||C0(S1×M2n) <
δ1(H˜)
12
, (3.42)
||d(h0χ − h
0
χ′)||C0(S1×M2n) <
δ1(H˜)
12
, for any χ, χ′ ∈ [−δ, δ]. (3.43)
Further, we define
Uc′(H˜χ) := Uc(H˜χ)∩{H˜χ+pi
∗(hχ)| ||dhχ||C0(S1×M2n) <
δ1(H˜)
12
}. (3.44)
Lemma 3.23. Let χ ∈ [−δ, δ], H˜µ(0) ∈ Uc′(H˜0) and H˜µ(χ) ∈ Uc′(H˜χ).
Then there exists h˜µ(χ) ∈ C
∞
(∗)(S
1 × M˜2n) such that
H˜µ(χ) = H˜µ(0) + h˜µ(χ),
||dh˜µ(χ)||C0(S1×M2n) <
δ1(H˜)
3
.
In Lemma 3.23, under the norm ||dh˜µ(χ)||C0(S1×M2n) we mean the
norm ||θ′||C0(S1×M2n) where dh˜µ(χ) = pi
∗(θ′). The 1-form θ′ exists
uniquely, since h˜µ(χ) ∈ C
∞
(∗)(S
1 × M˜2n).
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Proof. By (3.44), (3.36), (3.37), we have
H˜µ(χ) − H˜µ(0) = (H˜χ + pi
∗(hχ))− (H˜0 + pi
∗(h0)))
= h˜0χ − h˜
0
0 + pi
∗(hχ)− pi
∗(h0)
= χ · hθ + (pi∗(h0χ)− pi
∗(h00)) + pi
∗(hχ)− pi
∗(h0).
Now using (3.42, (3.44) and (3.43) we obtain
||dhµ(χ)||C0(S1×M2n) < 4 · (
δ1(H˜)
12
) =
δ1(H˜)
3
,
what is required to prove. 
To simplify notations we shall re-denote in the remainder of this
subsection c′ as c and we let
CFN red∗ (H˜µ(χ)),F) := Λ
F
θ(λ−δ,λ+δ),ω ⊗F[Γ0] CFN
0
∗ (H˜µ(χ)),F)
for any χ ∈ [−δ, δ].
Now we are ready to define a linear mapping between CFN red∗ (H˜µ(0),F)
and CFN red∗ (H˜µ(χ),F) for χ ∈ [−δ, δ]. Let φ(s) be a monotone increas-
ing smooth function on [−R,R] which vanishes near −R and equals 1
near R. Taking into account Lemma 3.23, we set with
(Js, H˜s,t) = (J, (H˜µ(0))t) for s < −R,
(Js, H˜s,t) = (J,+(H˜µ(χ))t) for s > R,
H˜s,t = (H˜µ(0))t + φ(s) · (h˜µ(χ))t.
We consider the space M([x˜, w˜−], [y˜, w˜+], H˜s,t, Js) of the solution u˜ :
R × S1 → M˜2n of the following Floer chain map equation (cf: (2.4),
2.5), 2.6)
∂u
∂s
+ Js(u)(
∂u
∂t
−XH˜s,t) = 0, (3.45)
with the following boundary conditions
lim
s→−∞
= x˜ ∈ P(F), (3.46)
lim
s→∞
= y˜ ∈ P(F), (3.47)
[x˜, w˜−#u˜] = [y˜, w˜+] (3.48)
Lemma 3.24. M([x˜, w˜−], [y˜, w˜+], H˜s,t, Js) is a finite set if µ([x˜, w˜
−]) =
µ([y˜, w˜+]).
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Proof. We define the energy of a solution u˜ ∈M([x˜, w˜−], [y˜, w˜+], H˜s,t, Js)
as follows
E(u) =
∫ ∞
∞
∫ 1
0
|
∂u
∂s
|2 dtds.
The following estimate has been obtained in [LO1995].
Lemma 3.25. ([LO1995, Lemma 5.4]) Assume that |dh˜µ(χ)|C0(S1×M2n) <
δ1/3. For a solution u˜ of (3.45) satisfying (3.46, 3.47) and (3.48) we
have
E(u˜) ≤ 3(AH˜µ(0)([x˜, w˜
+])−AH˜µ(χ)([y˜, w˜
−])).
Recall that our choice of h˜µ(χ) satisfies the estimate in Lemma 3.23
and hence the condition of Lemma 3.25 is fulfilled. Hence the energy of
a solution u˜ ∈ M([x˜, w˜−], [y˜, w˜+], H˜s,t, Js) is uniformly bounded. The
weak compactness theorem yields Lemma 3.24 immediately. 
Now we define a map ψ : P(H˜)→ CFN red∗ (H˜µ(χ),F) as follows
ψ(x˜) :=
∑
µ(y˜)=µ(x˜)
m(x˜, y˜) · y˜ (3.49)
where m(x˜, y˜) denotes the algebraic cardinality of M(x˜, y˜, H˜s,t, Js).
Lemma 3.24 and the existence of a coherent orientation on the moduli
space of the solutions of the Floer chain map equation imply that the
number m(x˜, y˜) is well defined, but there are possibly infinitely many
terms in the RHS of (3.49). So we need the following
Lemma 3.26. Given x˜ ∈ P(H˜) and a number C ∈ R there exists only
finitely many y˜ in the RHS of (3.49) such that AH˜τ (y˜) > C for any
τ ∈ [−δ, δ].
Proof. This Lemma is an analogue of the relation (3.24). As the proof
of (3.24) is based on the uniform energy estimate in Lemma 3.14 our
proof is based on the following estimate in [Ono2005, Lemma 3.5] for
a solution u˜ ∈M([x˜, w˜−], [y˜, w˜+], H˜s,t, Js), which states that
A
H˜
([x˜, w˜−])−A
H˜
([y˜, w˜+]) >
δ1(F)
6
ρ(x˜, y˜). (3.50)
Repeating the argument in the proof of (3.24), using (3.50) instead of
Lemma 3.14, we obtain immediately Lemma 3.26. This completes the
proof of Lemma 3.26. 
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Step 6. In this step we complete the proof of Proposition 3.17. By
Lemmas 3.24, 3.26, the map ψ in (3.49) extends uniquely as a chain
map, which we also denote by ψ:
ψ : CFN red∗ (H˜µ(0),F)→ CFN
red
∗ (H˜µ(χ),F).
We need to show that ψ is a chain homotopy equivalence. The proof
of the chain homotopy equivalence is proceeded using standard argu-
ments as in the proof of [LO1995, Theorem 5.3], see also [Ono2005,
Theorem 4.6]. Combining with Lemma 3.22, this completes the proof
of Proposition 3.17 
As we have remarked, Proposition 3.17 yields Theorem 3.12. 
3.4. Computing the Betti numbers of HFN∗(pi
∗(H),F). Let F be
a field. In this subsection we compare the sum of the Betti numbers
of the Floer-Novikov homology HFN∗(pi
∗(H),F) with the sum of the
Betti numbers of the Novikov homology HN∗(M, [θ],F). It is known
that the latter ones can be computed via the refined Morse complex
CM∗(pi
∗(f), ∂Morse,F) with coefficients in F of a lifted Morse function
f ∈ C∞(M2n), see e.g. [Farber2004, Pajitnov2006]. Recall that ΛF0,ω is
the completion of F[Γ0] w.r.t. the weight homomorphism 0⊕−Iω, see
(2.8). By Proposition 3.2, ΛF0,ω = F[Γ1]((−Iω(Γ
0
2))). Thus Λ
F
0,ω is the
underlying ring of the Floer-Novikov chain complex CFN∗(pi
∗(H),F),
which is also called a refined Floer chain complex by Ono-Pajitnov
[OP2014], see also [LO2015] for further discussion.
Theorem 3.27. Assume that J is a regular compatible almost com-
plex structure and H ∈ C∞(S1×M2n) is nondegenerate and J-regular.
There is a chain isomorphism between the Floer-Novikov chain complex
CFN∗(pi
∗(H), J,F) and the Z2N -graded extended Novikov chain com-
plex (ΛF0,ω ⊗F[Γ1] τ2N (CM∗+n(f˜)), Id ⊗ ∂
Morse), where τ2N denotes the
natural projection of Z-grading to Z2N -grading. Consequently∑
bi(HFN∗(pi
∗(H),F) =
∑
bi(HN∗(M ; [θ],F)).
Theorem 3.27 is a partial case of Theorem 2.8 in [OP2014] which con-
siders refined Floer complexes over Z, see also Theorem 2.9 in [OP2014]
concerning general compact symplectic manifolds. Ono and Pajitnov
omit the proof of [OP2014, Theorems 2.8, 2.9], which can be done in
the same way as in the Floer homology theory. For the reader conve-
nience we shall outline the proof of Theorem 3.27, using the Piunikhin-
Salamon-Schwarz scheme for comparing Floer chain complexes with
Morse chain complexes [PSS1996]. We use the analytical framework
developed by Oh-Zhu in [OZ2011] and by Lu in [Lu2004], see also
[OZ2012] for another analytical approach.
32 HOˆNG VAˆN LEˆ
Outline of the proof of Theorem 3.27. Let H ∈ C∞(S1 ×M2n) be a
nondegenerate Hamiltonian and J-regular for some regular compatible
almost complex structure J . We shall define a chain map
Φ : (ΛF0,ω ⊗F[Γ1] τ2N (CM∗(pi
∗(f))), Id⊗ ∂Morse)→ CFN∗(pi
∗(H), J,F)
and a chain map
Ψ : CFN∗(pi
∗(H), J)→ (ΛF0,ω ⊗F[Γ1] τ2N (CM∗(pi
∗(f))), Id⊗ ∂Morse)
by defining the value of Φ and Ψ on the generators of each involved
module, and then extending Φ and Ψ linearly over the ring ΛF0,ω.
Recall that the generators of ΛF0,ω⊗F[Γ1]CM∗(pi
∗(f)) are critical points
of f˜ , which we shall denote by p˜. Note that p˜ := pi−1(p), where p are
critical points of f . The generators of CFN∗(pi
∗(H), J) are the critical
points [x˜, w˜] ∈ P˜(pi∗(H)) of the action functional Api∗(H). Similarly we
have P˜(pi∗(H)) = pi−1(P˜(H)).
We define Φ by the following formula
Φ(p˜) :=
∑
[x˜,w˜]∈P˜(pi−1(H))
m(p˜, [x˜, w˜];A)[x˜, w˜]e−A, (3.51)
where A ∈ Γ0. We define Ψ as follows
Ψ([x˜, w˜]) :=
∑
p˜∈Crit(f˜)
n([x˜, w˜], [p˜, A])p˜ · eA, (3.52)
where A ∈ Γ0. The coefficient m(p˜, [x˜, w˜];A) (resp. n([x˜, w˜], [p˜, A]))
will be defined as the algebraic cardinal of the moduli spaceM(p˜, [x˜, w˜];A)
(resp. M([x˜, w˜], [p˜, A])) of spiked disks that consist of (perturbed) holo-
morphic disks equivalent to [A# − w˜] and bounding x˜ and of a spike
which is a gradient flow line from p˜ to a holomorphic disk in consider-
ation.
In the first step we shall describe the moduli spaces of involved spiked
disks. Then we shall show that Φ and Ψ are well-defined and Γ0-
invariant and therefore extensible over ΛF0,ω. Finally we shall show that
Ψ and Φ are chain homotopy equivalences.
Description of the moduli space M(p˜, [x˜, u˜];A). Let Σ˙+ (resp. Σ˙−)
denote the the punctured sphere with one marked point o+ (resp. o−)
and one positive puncture e+ (resp. e−). We fix an identification
Σ˙± \ {o±} ∼= R× S
1 (3.53)
and denote by (τ, t) the corresponding coordinates so that {∓∞}×S1
and {±∞} × S1 correspond to o± and e± respectively.
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Set
K±(s, t, x) := β±(s) · pi
∗(H)(t, x),
where β± : R→ [0, 1] is a smooth cut-off function given by
β+(s) = 0 for s ≤ 0,
= 1 for s ≥ 1,
β−(s) := β+(−s)
such that
0 < s′+(τ) < 2 for s ∈ (0, 1).
For a regular compatible almost complex structure J on M2n we de-
fine a perturbed Cauchy-Riemann operator ∂¯(K±,J) acting on the space
of smooth mappings u± : Σ˙± \ {o±} → M˜ as follows.
∂¯(K±,J)u± := ∂su+ J(u)(∂tu− β±(s)Xpi∗(H)).
Assume that ∂¯(K±,J)u = 0 and the energy
E(u±) :=
∫ ∞
∞
|∂su±|
2
gJ
dsdt < +∞.
Then u± extends to Σ˙±, since nearby the marked point o± the pertur-
bation term K± vanishes.
We set
M±(p˜, [x˜, w˜];A) = {(χ±, u±)|u± : Σ˙± → M˜, [u±#w˜] = A,
u±(±∞, t) = x˜(t), ∂¯(K±,J)u± = 0,
χ˙± = ∇(f˜(χ±)), χ±(∓∞) = p˜, χ±(0) = u±(o±)}.
In the above expression we require that
m(x˜, w˜]) = n− (µ(±f)(p)
so that
dimM±(p˜, [x˜, w˜];A]) = 0.
Then we set
m(p˜, [x˜, w˜];A) := #M+(p˜, [x˜, w˜];A+).) (3.54)
Similarly we set
n([x˜, w˜], [p˜, A]) := #M−(p˜, [x˜, w˜];A).) (3.55)
Theorem 3.28. The maps Φ and Ψ defined in (3.54) and (3.55) are
well-defined and they are Γ1-equivariant. Furthermore, the composi-
tions Ψ ◦ Φ and Φ ◦Ψ are chain homotopy equivalent to the identity.
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Outline of the proof. The first assertion of Theorem 3.28 follows from
the compactness and the coherent orientability of the moduli spaces
M±(p˜, [x˜, w˜];A). The compactness is proved by using an upper esti-
mation for the energy of the perturbed holomorphic disks u± involved
in the moduli spaces in consideration. Recall that
E(u±) := E(u±|Σ˙±\{o±}) =
∫ ∞
−∞
∫ 1
0
|∂τu|
2
gJ
dtdτ. (3.56)
Lemma 3.29. Assume that u+ ∈M+(p˜, [x˜, w˜];A). Then
E(u) ≤ ω(A)−AH([x, w]) + 2 max
(t,x)∈S1×M2n
H(t, x).
Proof. We write
E(u+) =
∫ ∞
−∞
∫ 1
0
|∂τu|
2
gJ
dtdτ =
∫ ∞
−∞
∫ 1
0
〈∂τu, J∂tu+β(τ)∇H(t, u)〉dtdτ
= ω(A)− ω(w˜)−
∫ ∞
−∞
∫ 1
0
β(τ)
d
ds
H(t, u) dtdτ
= ω(A)−A
H˜
([x˜, w˜]) +
∫ 1
0
β ′(τ)
∫ 1
0
H(t, u) dtdτ,
since β ′(s) = 0 for s ∈ R \ [0, 1]. Taking into account 0 ≤ β+(s)
′ ≤ 2,
we obtain Lemma 3.29 immediately. 
Lemma 3.29 provides the weak compactness of the moduli space
M+(p˜, [x˜, w˜];A). In the same way we obtain the weak compactness
of the moduli space M−(p˜, [x˜, w˜];A). The regularity of J and the
J-regularity of H yield the compactness of the moduli spaces in con-
siderations. The coherent orientation of the moduli space is defined as
in the [FH1993].
The second assertion of Theorem 3.28 follows from the fact, that on
the covering space M˜ all objects under consideration are Γ1-invariant.
Finally the last assertion of Theorem 3.28 is proved in the same way
as in the Floer homology case, so we omit the proof.
We obtain immediately from Theorems 3.16, 3.27 the following.
Corollary 3.30. For any nondegenerate J-regular Hamiltonian func-
tion H˜ ∈ C∞(∗)(S
1 × M˜) we have∑
i
bi(HFN∗(H˜,F)) =
∑
i
bi(HN∗(M, [θ]),F).
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4. Proof of Theorem 1.3
The second assertion of Theorem 1.3 follows immediately from Corol-
lary 3.30 and Lemmas 3.6.(ii), 2.2.
To prove the first assertion of Theorem 1.3 we consider the Floer-
Novikov chain complexes and their homology with coefficients inQ as in
[Ono2005, FO1999]. We also refer the reader to [FOOO2015] for the lat-
est account of the Fukaya-Oh-Ohta-Ono theory of Kuranishi structures
and their applications. Let us rapidly recall the construction of the
Floer-Novikov chain complexes on general compact symplectic mani-
folds. First we compactify the quotient spaces M([x˜, w−], [y˜, w+])/R.
The compactified space M([x˜, w−], [y˜, w+]) is obtained from the quo-
tient space M([x˜, w−], [y˜, w+])/R by adding stable connecting orbits
as in [FO1999, Definitions 19.9, 19.10, p.1018-1019]. Here we do not
require the regularity of a compatible almost complex structure J and
the J-regularity of a Hamiltonian function H˜ ∈ C∞(∗)(S
1× M˜2n). There
exists a natural Kuranishi structure on M([x˜, w−], [y˜, w+]). Using ab-
stract multi-valued perturbation technique, we can define the “alge-
braic cardinality” 〈[x˜, w−], [y˜, w+]〉 ∈ Q when µ([x˜, w−]−µ([y˜, w+]) = 1
and set
∂J,H˜ [x˜, w
−] :=
∑
〈[x˜, w−], [y˜, w+]〉[y˜, w+],
where [y˜, w+] runs over the set of critical points of AH˜ such that
µ([x˜, w−] − µ([y˜, w+]) = 1. It is known that ∂2
J,H˜
= 0. The resulting
homology is called the Floer-Novikov homology of the Floer-Novikov
chain complex CFN∗(H˜, J,Q). We also know that the Floer-Novikov
homology is invariant under Hamiltonian isotopy [Ono2005, Theorem
3.1].
To prove the invariance of the Floer-Novikov homologyHFN∗(H˜,Q)
where H˜ ∈ C∞(∗)(S
1×M2n) we use a simplified argument in the previous
subsection. Namely it suffices to use an admissible family F ′ defined
in Step 5 (but not the “better” neighborhood Uc′(F) which contains
J-regular Hamiltonian functions). With F ′ we have all necessary en-
ergy estimates without taking care on the J-regularity of perturbed
Hamiltonians H˜ ′. This completes the proof of Theorem 1.3.
5. Concluding remarks
1. One of main technical difficulties in the computation of the Floer-
Novikov homology is the variation of the isomorphism type of the un-
derlying Novikov ring ΛRθ,ω under the variation of [θ] inside its conformal
class R · [θ]. For example, when R is a field, by Proposition 3.3, the
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Novikov ring ΛRθ,ω is a field, if and only if ker Ψθ,ω = 0. The impor-
tant idea that the Floer-Novikov chain complex can be defined over a
proper sub-ring of ΛRθ,ω, which is constant for a small variation of [θ]
in its conformal class, has been appeared first in [Ono2005]. If there is
a completion of R[Γ0] which is an integral domain and contains both
different Novikov rings ΛFθ,ω, Λ
F
c·θ,ω as its sub-rings, the proof of the
Main Theorem can be simplified.
2. In [Seidel1997, Seidel2002] Seidel defined his version of Floer
homology of a symplectomorphism φ as the Floer homology of the
symplectic fibration obtained from the torus mapping of φ. It is not
clear how Seidel’s version of Floer-Novikov homology is related to our
construction, especially how to recognize the Calabi invariant of φ, if
φ is symplectic isotopic to the identity.
3. Based on [FO2001] we conjecture that we could remove the re-
striction of the field Q in our Main Theorem.
4. In [LO2015] we develop other aspects of the theory of Floer-
Novikov chain complexes to obtain new lower bounds for the number
of symplectic fixed points.
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