Abstract-Previous results on blind multiuser detection apply in situations where the signal parameters of the users of interest are known, and those of the interferers are unknown. In this paper, we consider the new paradigm of an -user system, in which users are active, and the problem is to detect users of interest out of those active users when the signal parameters (codes, amplitudes) of the users of interest are known, as are the codes of all users. What is not known at the receiver, however, is , the number of active interferers, and the identity of these interferers. A solution to such a problem could be to ignore the knowledge of the remaining codes, and apply known blind multiuser detectors based on stochastic approximation or subspace tracking techniques. However, it is shown here that the additional knowledge of those codes can be used to obtain an interference-identificationbased blind multiuser receiver that has much faster convergence properties. We illustrate the underlying principle in the context of blind group detection in synchronous direct-sequence/code-division multiple-access (DS/CDMA) systems operating in channels that exhibit frequency-selective fading.
I. INTRODUCTION
T HE code-division multiple-access (CDMA) technique, implemented with the direct-sequence (DS) modulation format, has established itself as the leading technology for the realization of the physical layer of the third millennium wireless cellular networks, both terrestrial [1] , [2] , and satellite-based [3] . Indeed, the CDMA technique can offer superior performance with respect to the conventional frequency and/or time-division multiple access systems, when coupled with the adoption of advanced multiuser receivers at the demultiplexing stage [4] .
In fact, in a nonorthogonal CDMA system, the conventional correlation receivers suffer from the so-called near-far problem, namely, the situation where a strong nearby user prevents detection of users that are farther away and are received with low power. Reliable demodulation based on conventional Paper approved for publication by G. Caire, the Editor for Multiuser Detection and CDMA of the IEEE Communications Society. Manuscript received September 15, 2000; revised July 15, 2001 . This paper was presented in part at the IEEE Vehicular Technology Conference VTC'99, Houston, TX, May [16] [17] [18] [19] 1999 .
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receivers can be achieved by adopting strict power control and large values of power, and the ratio of spreading factor to the number of users (cf. [5] ). A much better way to overcome the near-far problem is to resort to multiuser receivers [6] , [7] , namely, to detection strategies which account for the presence of other interferers in the channel (without [7] or with power control [8] ). In a seminal paper [9] , it was shown that it is the thermal noise and not the multiaccess interference (MAI) which determines the ultimate performance levels attainable in a CDMA communication system. Although the optimum multiuser receiver entails an exponential complexity in the number of active users, it is possible to resort to suboptimum multiuser receivers of lower complexity, as the decorrelating and the minimum mean square error (MMSE) detectors which achieve optimum resistance against the near-far problem, albeit at the price of an increase over the optimum bit-error rate. Adaptive implementations of both detectors have also been derived, see [10] , while an adaptive multiuser detector which converges to the MMSE detector has been proposed in [11] .
The above multiuser detectors are all special group detectors [12] - [15] . Group detection deals with those situations where only a subset of the active users is to be decoded [12] , thus trading performance for complexity. In fact, the complexity of a group detector is exponential in the group size. The group size is a design parameter and, hence, can be chosen to satisfy a wide range of complexity constraints.
However, the reason why group detection has recently gained more and more attention is its suitability for the design of advanced wireless cellular CDMA-based networks. Indeed, due to the explosive growth of multimedia applications, nowadays networks are required to transport several kinds of data such as voice, packet data, multimedia e-mail, low-resolution video, etc., each with its own required quality of service and data rate [16] , [17] . A very simple way to accommodate a high-rate data stream over a lower-rate CDMA network amounts to assigning to the high-rate user many signature waveforms, so that it is able to transmit in parallel, in just one bit interval, several information bits. This technique, commonly referred to as multicode, has been incorporated in many standard proposals for the implementation of the third generation wireless networks air interface [1] . Thus, in a multirate CDMA network implemented with a multicode access technique, a high-rate bit stream is multiplexed onto multiple low-rate signals. The mobile receiver of a high-rate user is thus interested in decoding multiple bits at each signaling interval, i.e., it is to behave like a group detector.
Moreover, in a multicell environment, a base station is to jointly detect the bits from the users present in its own covered 0090-6778/02$17.00 © 2002 IEEE area, while not being interested in demodulating the signals originating from the out-of-cell users. In this context, group detectors appear much more suited than classical multiuser detectors, as they take into account the presence of the (unwanted) intercell interference, which may be up to 40% of the total interference [18] .
The implementation of the group detectors proposed in [12] , [13] would require knowledge of the signatures of all the users which is not realistic in most situations of practical interest. It is thus of primary concern to obtain blind implementations of the group detectors, i.e., to design detectors capable of being implemented with as limited prior knowledge on the interference structure as possible, and also of achieving performance close to that of their nonblind counterparts for small sizes of the estimation sample. In this context, we cite here the work [19] , wherein a semiblind version of the group detector introduced in [12] is proposed, and [20] , [21] wherein linear group detectors are derived, and the tools of subspace tracking theory are applied.
In this paper, we make the assumption that the codes assigned to the active users belong to a set of "admissible" ones, , for example, known at the receiver. To fix the ideas, assume that the detector has to decode out of the active users, and that it knows the codes of the users of interest. It has to determine the signatures assigned to the interfering users, among the remaining spreading codes available in , based upon the observations from previous signaling intervals. The number of active users is, in turn, determined by resorting to the Akaike Information Criterion (AIC) [22] .
In order to verify the suitability of the proposed strategy, we assess the performance of a group detector designed to implement a mobile terminal of a terrestrial cellular network. We show that the newly introduced approach leads to a blind detector, which guarantees the same performance of the corresponding nonblind counterpart even for relatively small values of ; in particular, the blind version of the decorrelating detector, i.e., the blind group detector designed for , has a rate of convergence to the decorrelating detector significantly higher than that of the receiver proposed in [10] (i.e., the former requires a much smaller sample size than the latter to ensure the same loss with respect to the nonblind decorrelating detector).
The paper is organized as follows. The system model is introduced in Section II, while the newly proposed identification procedure together with a blind implementation of the group detector are derived in Section III. The effectiveness of the new paradigm is shown in Section IV, and concluding remarks are given in Section V.
II. SYSTEM MODEL
Let us consider a synchronous CDMA system, wherein users simultaneously and synchronously transmit a binary phase-shift keying (BPSK) signal (the results trivially extend to quadrature amplitude modulation (QAM) alphabets). Each user is assigned a different pseudonoise (PN) waveform or signature, which directly modulates the source signal, and the number of chips per information bit coincides with the processing gain .
Assume that the signals are transmitted across a wide-sense stationary, uncorrelated scattering Rayleigh fading channel [23] . In particular, consider a frequency-selective, slowly-fading channel, which means that the bandwidth of the PN waveforms is much larger than the coherence bandwidth of the channel, and the signaling interval is smaller than the coherence time of the channel. It follows that the th channel can be represented as a tapped-delay line (TDL) with tap spacing , and tap weights is the number of resolvable paths and is given by where is a measure of the channel multipath spread, while denotes the integer part of the real number .
In the following, we focus on the downlink of a terrestrial cellular system. For this case, all of the channels (as viewed by a given mobile terminal) are described by the same set of coefficients, , for example. Then, the complex envelope of the received waveform can be written as (1) where complex amplitude of the th user in the th signaling interval that hereafter is modeled as a deterministic parameter; stream of binary digits transmitted by the users in the th signaling interval; signature of the th user with support included in ; bit interval; noise term that we model as a sample function from a complex, zero mean, white Gaussian process, with power spectral density (PSD) . The tap weights represent the channel state and, for the case at hand, should be modeled as zero mean, complex valued, Gaussian random variables [23] . It is reasonable, though, to suppose that such fading coefficients are known at the receiver. For future reference, it is also convenient to rewrite (1) as (2) where is the effective signature of the th user.
Note that, due to channel dispersion is nonzero within . Thus, when each user transmits a sequence of information bits, there is intersymbol interference (ISI) as well as interuser interference (IUI). Although symbol-by-symbol decision rules are no longer optimal, both ISI and IUI occur over a small fraction of a single bit interval if the symbol duration is much larger than the multipath spread, i.e., if . However, when one resorts to symbol-by-symbol decisions, ignoring such interference, near-far conditions may accentuate their negative effect. We thus choose to eliminate, rather than ignore, ISI and IUI by masking out the received signal over time intervals where both ISI and IUI are possibly present. Otherwise stated, in order to detect symbols transmitted in the th signaling interval, we only process the corresponding portion of the interval which is not overlapped with the tail of the previous symbols. Now let a proper subset of of cardinality , and the complement of with respect to . Then, consider the problem of detecting the -dimensional vector whose entries are the symbols transmitted by the users indexed by in the th signaling interval, , for example. Without loss of generality, it can be assumed that . To construct the decision statistic, we project the restriction to of the received signal (1) along the unit vectors of an orthonormal basis of the space spanned by all of the admissible signatures. To this end, note that, after masking out that portion of the received signal affected by ISI and IUI, the space spanned by all of the admissible signatures is -dimensional at most. The effective signature can, thus, be written as where represents the effective PN sequence of the th user, denotes transpose, is a unit-energy chip waveform which is nonzero in , with the chip interval, and the chip waveforms for , form a -dimensional basis for the signal space as observed in the interval . A succinct description of the discrete-time statistics obtained by projecting the received waveform along the chosen basis is where , -dimensional vectors of the sampled output (at ) of a chip-matched filter fed by the received signal and the additive noise, respectively; matrix whose columns are the effective PN sequences of the users, i.e., is the diagonal matrix containing the amplitudes of the users in the th signaling interval; .
III. DETECTOR DESIGN

A. Preliminaries
The generalized-likelihood rule (GLR) has been proposed to detect the symbols of the users 1 in [12] , [13] . According to the GLR, the detector selects that value of , for example, which maximizes the generalized-likelihood function (GLF), namely, the maximum value of the likelihood function over the signal (complex) amplitudes and the transmitted bits of the users in . Knowledge of the signatures of all the users and of the amplitudes of the users in was assumed therein. In [12] it was also shown that, when the signal phases of all the users can be acquired, it is possible to improve upon the performance of the above GLR maximizing with respect to the signal energies of the interfering users only. However, acquiring the phases of all the users is unrealistic for the downlink of a terrestrial cellular system; for this reason, this alternative will not be pursued in the following.
To illustrate the GLR further, it is convenient to resort to the following notation. Let be an matrix and be an -dimensional column vector over the complex field . Denote by the matrix obtained from by striking out the th row and the th column and . Finally, denote by the vector obtained from by striking out the th row . Set . Assume and, for the moment, that , is a set of vectors linearly independent with probability one (w.p. 1). Then, the GLR leads to the following decision strategy: (3) where projector onto the orthogonal complement of the subspace spanned by the signatures of the users in , i.e.,
with the identity matrix; conjugate transpose; Euclidean norm on . In principle, a GLR strategy would be applicable also if the signatures of the users in were not known. However, a GLR implemented over (consecutive) signaling intervals has a time complexity per symbol which increases exponentially with (see Appendix A). In order to circumvent this drawback, a viable alternative is that of plugging a proper estimate of the unknown projector into the decision strategy derived assuming known signatures. To this end, the signal subspace can be determined via an eigendecomposition of the sample covariance matrix of the received signal as observed on successive signaling intervals; knowledge of the signatures of the users in allows us, in turn, to calculate the projector. This idea has been successfully exploited to obtain adaptive implementations of both the decorrelating and the MMSE detectors [10] and of the group detector for coded systems [24] .
A different strategy is described in the following: it exploits the additional, but reasonable, assumption that belong to a set of cardinality , whose elements are known at the receiver. Hence, the receiver has to determine the number of interferers (users in ), and the corresponding signatures among the remaining codes (remember that the signatures are available at the receiver). The former task can be easily accomplished by resorting to standard techniques. We use the AIC, also adopted in [10] , to obtain adaptive implementations of the decorrelating and the MMSE detectors. As for the acquisition of the unknown signatures, we propose a procedure which allows us to incorporate the additional a priori knowledge into the decision process, while retaining the computational complexity at a more reasonable level than that required to implement the plain GLR of Appendix A.
B. Identification of the Interferers
To illustrate this point, assume that the signatures in , the set , and, for the moment, the number of interferers, are known quantities. Denote by the orthogonal complement of the subspace spanned by the signatures of the users in , and by the projections of onto . Moreover, denote by the projector onto the orthogonal complement of the subspace spanned by To visualize these ideas, consider the situation illustrated in Fig. 1 . It assumes (hence, , and ), and . In Fig. 1 , is directed along the axis while lies in the plane and has a nonzero component along the axis (and, hence, and are linearly independent). As a consequence, is the plane and is directed along . It follows that , namely the projector onto the orthogonal complement of the subspace spanned by , is the projector onto the plane. It is apparent that . In addition, as long as is linearly independent of and , or, otherwise stated, has a nonzero component along the axis, . Hence, knowledge of can be exploited to determine and, eventually, . More generally, Proposition 1 shows that, when the signatures of the users in and are known, knowledge of uniquely determines . 
In addition, is a linear combination of and , i.e.
and, by plugging (6) into (7), it follows that (8) with ; but (8) contradicts the assumption that the vectors are linearly independent, and the proposition is thus proved.
Two remarks are in order about the above proposition. The hypothesis of linear independence is necessary for the proposition to hold true since, if the vectors were linearly dependent, would be the zero vector; also note that the Euclidean norm can be replaced by any vector norm on . So far, we have shown how knowledge of and can be exploited to determine the codes of the interferers. In practice, though,
is not known and we have to estimate it. Proposition 2 shows how can be estimated from the observables. Note that, neglecting irrelevant additive and multiplicative factors, the logarithm of the likelihood function over consecutive intervals can be written as where .
Proposition 2:
The following equality holds true:
where and denotes the projection of onto , namely, the orthogonal complement of the subspace spanned by the codes of the users in . Moreover, assume that the eigenvalues of the sample covariance matrix (10) (each of them appearing as many times as its own multiplicity) are ordered in such a way that and let be any set of eigenvectors corresponding to the last eigenvalues of , selected in order to form an orthonormal family. Then the maximum likelihood (ML) estimate of , for example, based upon consecutive bit intervals, can be expressed as (11) Proof: Equality (9) is a straightforward, although not trivial, generalization of the latter equality in (3) [12] , [14] . For this reason, we simply sketch the main steps of its derivation. To this end, note that where is the projector onto the orthogonal complement of the subspace spanned by , namely, the signatures of all the active users. Thus, since it is not difficult to show that where is the projector onto , (9) follows (see Appendix B).
In order to evaluate the minimum over in (11) , it is convenient to recast the projector as [25] where form a family of orthonormal vectors. Moreover, the quantity to be minimized in the right-hand side of (9) can be rewritten as where denotes the trace of a matrix. Hence, it follows that (12) and the minimum, given by (13) is attained at , see Corollary 4.3.18 in [25] . Thus, based upon the proposed estimate of , we can choose those signatures whose projections have the smallest possible norms.
It is also important to stress that the matrix has rank less than or equal to and that the ML estimate is, in general, not unique.
As , and the 's, , the 's are independent, Gaussian distributed, -dimensional random vectors with mean vectors and covariance matrix given by respectively, where denotes statistical expectation.
Since can be decomposed as [25] where is a matrix with orthonormal columns, it follows that the 's can be represented as where , , and
In addition, the 's, , are independent and identically distributed, -dimensional Gaussian vectors with zero-mean vector and covariance matrix where, in turn, is the identity matrix. On the other hand, can be rewritten as (14) where use has been made of an SVD of the sample covariance matrix of the 's, , i.e. (15) Thus, given the 's, , , and the 's, , the above sample matrix (15) has a noncentral Wishart distribution and, hence, its eigenvalues are nonzero and distinct w.p. 1 [26] .
To conclude the proof, it is now sufficient to observe that the columns of the matrix are orthonormal eigenvectors of , and the corresponding eigenvalues are the diagonal entries of , , for example, which are, as already stated, nonzero and distinct w.p. 1.
C. Blind Group Detector
So far, we have left aside the problem of estimating the number of active users. As already mentioned, it is possible to resort to the AIC to estimate or . In the following, we focus on a possible estimate of based upon . In fact, we want to stress here that, although the matrix is rank deficient, a modified AIC can still be adopted. To this end, note that, if
, by the proof of Proposition 3, the sample covariance matrix, based upon the -dimensional vectors , , i.e. is full rank (w.p. 1) and its eigenvalues coincide with the nonzero eigenvalues of . Thus, the AIC has to choose the value of , for example, by the equation shown at the bottom of the page, where the 's, , are the nonzero eigenvalues of arranged in nonincreasing order. Finally, if , it is reasonable to restrict the search for the minimizing argument to . Summarizing, we propose to detect the symbols in the th signaling interval (of the users in ) using the following procedure.
Step 1) Construct the sample covariance matrix (10).
Step 2) Calculate its eigenvalues and eigenvectors.
Step 3) Estimate the number of interferers resorting to the AIC.
Step 4) Implement the projector according to (11).
Step 5) Evaluate , , and select the signatures whose projections onto the range of have the smallest Euclidean norms.
Step 6) Construct the projector according to (4).
Step 7) Implement the decision strategy obtained by plugging into (3).
IV. PERFORMANCE ASSESSMENT
The aim of this section is twofold. First we investigate the properties of and, eventually, of the newly proposed blind group detector as becomes increasingly large. Secondly, we show the effectiveness of the group detector for finite sample sizes.
A. Consistency of
In the previous section, we have shown that is an ML estimate when we assume that the amplitudes of the active users are independent (deterministic parameters) from symbol interval to symbol interval. However, this result is no longer true when the amplitudes are independent of the signaling interval. In this case, the fact that the bits are discrete would make the ML estimate much more complex. Nevertheless, the next proposition shows that is a consistent estimate of , even when the amplitude of each user is constant over consecutive signaling intervals. Proposition 4: Assume that the amplitude of the -user is independent of the signaling interval and, accordingly, let , . Then the projector converges to w.p. 1 in the limit as . Proof: First note that, given the 's, , by the strong law of large numbers [27] , the sample covariance matrix converges w.p. 1 to the matrix as . Then, construct an orthonormal basis for the Euclidean space , for example, as follows: 1) denote by a set of orthonormal eigenvectors corresponding to the positive eigenvalues, , for example, of the matrix ordered in such a way that ; 2) extend the above set to an orthonormal basis of the space spanned by the columns of by adding additional vectors to it, , for example; 3) produce the orthonormal basis of by appending additional vectors to , for example. As is an orthonormal basis of the space spanned by can be recast as (16) where It is now sufficient to observe that is an orthonormal basis of the orthogonal complement of the space spanned by . Finally, since converges to w.p. 1 as diverges, due to (11) and (16), it follows that w.p. 1 and the proposition is proved. Thus, the proposed blind detector tends to its nonblind counterpart as increases. It is, however, of primary concern to verify to what extent the proposed algorithm ensures a negligible loss for finite sample sizes. The performance assessment of the blind detector under finite sample sizes is conducted by Monte Carlo simulation in the next section.
B. Simulation Results
The proposed algorithm has been simulated by resorting to standard Monte Carlo counting procedures; the error probabilities have been evaluated over a number of independent trials which produce the occurrence of 100 errors. All of the figures assume Gold codes as signatures [23] , , active users, with the same power and amplitudes independent of the symbol interval. As for the physical channel, note that delays are not equally spaced; however, a tapped-delay line with equally spaced, generally correlated, taps is still valid if the transmitted signals are band limited. In the following, we consider, for the sake of simplicity, two sets of delays corresponding to cases of propagation conditions used for performance measurements in the Universal Mobile Telecommunications Standard context [28] ; more precisely, we refer to
• a channel with 2 paths with relative delays 0 and 3.75 and average powers 0 and dB, respectively, or • a channel with 4 paths with relative delays , and and average powers dB, respectively. In addition, we suppose that the taps are independent, Gaussian distributed, random variables; finally, each tap is assumed constant over the processing interval. Note that the time delay of the second path is not an integer multiple of for the former channel. As a consequence, projecting the restriction to of the useful signal along the unit vectors of the basis yields slightly correlated coefficients.
In Figs. 2 and 3 we plot the of the blind group detector with , versus the energy contrast for the cases of a 2-paths and 4-paths channel, respectively, and . For comparison purposes, the performance of the corresponding group detector which assumes knowledge of all the signatures is reported also. The comparison shows that the proposed blind receiver ensures practically the same performance of its nonblind counterpart for values of . However, given , the loss slightly increases with the number of paths.
In Figs. 4 and 5, we plot the of the blind group detector with , namely, a blind decorrelating detector [12] , versus for the cases of a 2-paths and 4-paths channel, respectively. For comparison purposes, we also plot the corresponding curves of the subspace-based blind decorrelating detector (B-DEC-D) proposed in [10] , and those of the non- V. CONCLUSION
We have described a method to identify the active interferers of an -users synchronous CDMA system exploiting knowledge of the set of the -admissible codes. To show its effectiveness, we have assessed the performance of the corresponding blind group detector operating over a frequency-selective Rayleigh fading channel.
Simulation results indicate that the proposed processing can adapt to nonstationary scenarios more rapidly than previously proposed adaptive detectors. This feature, though, is to be traded for an increase in the computational complexity. In fact, the proposed algorithm requires the additional processing of Step 5 when compared with a batch version of the blind detector introduced in [10] .
In order to reduce the complexity of the proposed decision scheme, it is also possible to implement it recursively. More precisely, the sample covariance matrix can be updated based upon the following rank-2 modification of its current value: (17) It follows that the eigenvalues and the eigenvectors of can be determined in terms of those of , thus trading the amount of computation for that of storage [29] . In fact, the overall computational complexity necessary to calculate the eigensystem is improved from to . On the other hand, implementing recursion (17) requires knowledge of . It follows that at time , the processor must have in memory the signal received at time instants . As a final remark, note that the ideas underlying the procedure we have introduced are not specific to the example we focused on, and can be easily extended to a more general framework.
APPENDIX A
1) The GLR-Based Detection Strategy: Assume that the amplitudes of the users in in the th bit interval, , are known, while the amplitudes and the bits of the users in , are unknown, all of them possibly varying on a bit to bit interval basis. If the signatures of the users in are unknown, the GLR over is given by where is the matrix whose th column contains the binary digits transmitted by the users in in the th signaling interval; is the matrix whose th column contains the binary digits transmitted by the users in in the th signaling interval;
is the block matrix with the th block given by ; full-rank matrix. Moreover, it is easy to show that the GLR can be recast as which is, in fact, a plain generalization of (3). Finally, following the guidelines of the proof of Proposition 2, it can be proved that where are the eigenvalues of (each of them appearing as many times as its own multiplicity) arranged in nonincreasing order, and namely, is a sample covariance matrix over . Thus, it is apparent that the time complexity per symbol is , namely, that it increases exponentially with . 
APPENDIX B
