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Abstract
In the first part, we obtain two easily calculable lower bounds for ‖A−1‖, where ‖ · ‖ is an arbitrary
matrix norm, in the case when A is an M-matrix, using first row sums and then column sums. Using those
results, we obtain the characterization of M-matrices whose inverses are stochastic matrices. With different
approach, we give another easily calculable lower bounds for ‖A−1‖∞ and ‖A−1‖1 in the case when A is
an M-matrix. In the second part, using the results from the first part, we obtain our main result, an easily
calculable upper bound for ‖A−1‖1 in the case when A is an SDD matrix, thus improving the known bound.
All mentioned norm bounds can be used for bounding the smallest singular value of a matrix.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction and notation
Let us first introduce some notation:
N :={1, 2, . . . , n}, the set of all indices,
ri(A) :=
∑
j∈N\{i}
|aij |, deleted ith row sum,
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cj (A) :=
∑
i∈N\{j}
|aij |, deleted j th column sum.
Next, given any A ∈ Cn×n, letM(A) = [αij ] ∈ Rn×n denote its comparison matrix, i.e.
αii :=|aii |, for all i ∈ N,
αij := − |aij |, for all i, j ∈ N, i /= j
and let us define the possibly empty set U(A) ⊆ Rn by
U(A) :={u > 0|M(A)u > 0 and ‖u‖∞ = 1}. (1)
We shall say that a matrix A ∈ Cn×n, n  2, is an SDD (strictly diagonally dominant) if
|aii | > ri(A) for all i ∈ N
and that it is a DD (diagonally dominant) if
|aii |  ri(A) for all i ∈ N.
For the given matrix A let us define
K(A) :={j ∈ N ||ajj | − rj (A) = max
i∈N (|aii | − ri(A))}. (2)
We shall say that an SDD matrix A is uniformly SDD if K(A) = N .
If A is an SDD matrix, then
‖A−1‖∞  1
mini∈N(|aii | − ri(A)) . (3)
This is the Ahlberg–Nilson–Varah bound for ‖A−1‖∞ (see [1,2]).
Throughout the paper we consider M- and H-matrices to be what some authors call nonsingular
M- and H-matrices. Assuming that A is an H-matrix (which is equivalent to the fact that U(A) is
nonempty), let us define
fA(u) := min
i∈N (M(A)u)i , for any u ∈ U(A) (the closure of U(A)).
In [3], Varga improved the Ahlberg–Nilson–Varah bound, and extended it to the class of H-
matrices. Namely, if A is an H-matrix, then
‖A−1‖∞  1
maxu∈U(A) fA(u)
= 1
fA(u0)
= ‖M−1(A)‖∞, (4)
where
u0 = M
−1(A)z
‖M−1(A)z‖∞
for z = [1 1 · · · 1]T. (5)
The Varga bound is the sharpest bound that can be applied to all matrices equimodular to a given
H-matrix A, but it is not easily calculable.
We shall say that a matrix A ∈ Rn×n is monotone if A−1  0. Assuming that A is monotone,
let us define nonempty set V (A) ⊆ Rn by
V (A) :={v > 0|Av > 0 and ‖v‖∞ = 1}
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and
gA(v) := min
i∈N (Av)i , for any v ∈ V (A) (the closure of V (A)).
In [4], Axelsson and Kolotilina obtained the following upper bound for ‖A−1‖∞ in the case
when A is monotone
‖A−1‖∞ = 1
maxv∈V (A) gA(v)
= 1
gA(v0)
, (6)
where
v0 = A
−1z
‖A−1z‖∞ for z = [1 1 · · · 1]
T.
Bounds (4) and (6) coincide for the class of M-matrices. However, if A is a monotone H-matrix
which is not an M-matrix, then bound (6) is sharper.
In Section 2, we obtain two easily calculable lower bounds for ‖A−1‖, where ‖ · ‖ is an arbitrary
matrix norm, in the case when A is an M-matrix, using first row sums and then column sums. We
characterize M-matrices for which those bounds, applied to ‖A−1‖∞ and ‖A−1‖1, respectively,
are attained. Using those results, we obtain the characterization of M-matrices whose inverses are
stochastic matrices. With different approach, we give another easily calculable lower bounds for
‖A−1‖∞ and ‖A−1‖1 in the case when A is an M-matrix. In Section 3, by using the results from
Section 2, we obtain our main result, an easily calculable upper bound for ‖A−1‖1 in the case when
A is an SDD matrix, thus improving the known result. The main difference to related Ahlberg–
Nilson–Varah bound for ‖A−1‖∞ is that our bound can be applied to some DD H-matrices that
are not SDD. In Section 4, all mentioned norm bounds are used for bounding the smallest singular
value of a matrix. All results are accompanied with illustrative numerical examples.
2. Lower bounds for ‖A−1‖ for M- and some H-matrices
The following proposition is a well-known fact in the context of M-matrices.
Proposition 1. If A ∈ Rn×n, n  2, is an M-matrix, then it has at least one SDD row and column.
In the following proposition, we shall obtain an easily calculable lower bound for ‖A−1‖ in
the case when A is an M-matrix, using row sums. We shall use it later in the proof of our main
result in this paper.
Proposition 2. Let A = [aij ] ∈ Rn×n, n  2, be an M-matrix. Then, with A−1 = [bij ]  0, we
have
‖A−1‖  ρ(A−1)  min
i∈N
∑
j∈N
bij 
1
maxi∈N(|aii | − ri(A)) , (7)
where ρ(·) denotes the spectral radius, and ‖ · ‖ an arbitrary matrix norm.
Proof. For an arbitrary matrix norm, we have ‖A−1‖  ρ(A−1). For the Perron root, we have
ρ(A−1)  mini∈N
∑
j∈N bij (see [5]). Let us denote di = |aii | − ri(A) for all i ∈ N . Then, with
d = [d1 d2 · · · dn]T and z = [1 1 · · · 1]T we have that Az = d i.e.
A−1d = z. (8)
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We know that dk = maxi∈N di > 0 because of Proposition 1. Now we easily obtain from (8) that
for every i ∈ N
dk
∑
j∈N
bij 
∑
j∈N
bij dj = 1, (9)
i.e. ∑
j∈N
bij 
1
maxi∈N(|aii | − ri(A)) .  (10)
In the following corollary, we shall obtain the characterization of M-matrices for which bound
(7), applied to ‖A−1‖∞, is attained. It will also be used in the proof of our main result in this
paper.
Corollary 1. Let A = [aij ] ∈ Rn×n, n  2, be an M-matrix. Then
‖A−1‖∞  1
maxi∈N(|aii | − ri(A)) (11)
with equality holding if and only if A is uniformly SDD.
Proof. If (11) holds with equality, then from (10),∑
j∈N
bij = 1
maxi∈N(|aii | − ri(A)) = c, for all i ∈ N, (12)
where A−1 = [bij ]  0. Relation (12) means that A−1z = cz. Since A−1 is free of zero rows,
we have c > 0 and d = Az = c−1z, i.e. A is uniformly SDD. The sufficiency stems from (3) and
(7). 
From the last corollary, we have that the Ahlberg–Nilson–Varah bound (3) is attained for
uniformly SDD M-matrices. Varah in [2] gave an example how that bound can be attained asymp-
totically, when the size of the matrix approaches infinity. Also, note how the condition that an
M-matrix is uniformly SDD is not necessary for equality in (3) applied to SDD M-matrices.
Counterexamples can easily be found among diagonal matrices.
For an uniformly SDD M-matrix, we know ‖A−1‖∞ exactly from Corollary 1. But we know
more than that.
Corollary 2. Let A = [aij ] ∈ Rn×n, n  2, be an M-matrix. We have that all row sums of A−1
are equal to ‖A−1‖∞ = 1/δ if and only if A is uniformly SDD with
|a11| − r1(A) = |a22| − r2(A) = · · · = |ann| − rn(A) = δ > 0.
In particular, the inverse of an M-matrix A is a stochastic matrix if and only if A is uniformly
SDD with δ = 1.
In the last corollary, we obtained the characterization of M-matrices whose inverses are sto-
chastic matrices. It would be interesting to obtain the characterization of stochastic matrices whose
inverses are M-matrices. However, that is an open problem.
We have that A is an M-matrix if and only if AT is. Thus, since (A−1)T = (AT)−1 and ρ(A) =
ρ(AT), we have the analogous statement for columns.
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Corollary 3. Let A = [aij ] ∈ Rn×n, n  2, be an M-matrix. Then, with A−1 = [bij ]  0, we
have
‖A−1‖  ρ(A−1)  min
j∈N
∑
i∈N
bij 
1
maxj∈N(|ajj | − cj (A)) , (13)
where ‖ · ‖ denotes an arbitrary matrix norm.
Also, we have the characterization of M-matrices for which bound (13), applied to ‖A−1‖1, is
attained.
Corollary 4. Let A = [aij ] ∈ Rn×n, n  2, be an M-matrix. Then
‖A−1‖1  1
maxj∈N(|ajj | − cj (A)) ,
with equality holding if and only if A is uniformly SDD by columns.
And we have the characterization of M-matrices whose inverses are stochastic matrices by
columns.
Corollary 5. Let A = [aij ] ∈ Rn×n, n  2, be an M-matrix. We have that all column sums of
A−1 are equal to ‖A−1‖1 = 1/δ if and only if A is uniformly SDD by columns with
|a11| − c1(A) = |a22| − c2(A) = · · · = |ann| − cn(A) = δ > 0.
In particular, the inverse of an M-matrix A is a column stochastic matrix if and only if A is
uniformly SDD by columns with δ = 1.
With different approach and using column sums instead of row sums, we shall obtain another
easily calculable lower bound for ‖A−1‖∞, which is dependant on n, in the case when A is an
M-matrix.
Let T (A) be the set of non SDD rows of a matrix A, i.e.
T (A) :={i ∈ N ||aii |  ri(A)} (14)
and let T (A) :=N \ T (A) denote its complement.
Proposition 3. Let A = [aij ] ∈ Rn×n, n  2, be an M-matrix. Then
‖A−1‖1  n∑
i∈T (A)(|aii | − ri(A))
. (15)
with equality holding if A is a DD matrix which is uniformly SDD by columns.
Proof. Let us first notice that the set T (A) is nonempty because of Proposition 1. From (8), we
can easily obtain∑
j∈T (A)
bij dj  1 for all i ∈ N, (16)
where A−1 = [bij ]  0. Taking sum of (16) over all i ∈ N , we get
‖A−1‖1
∑
j∈T (A)
dj 
∑
j∈T (A)
(∑
i∈N
bij
)
dj  n, (17)
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which proves (15). If A is a DD matrix which is uniformly SDD by columns, then (16) holds with
equality and, by Corollary 5, (17) also holds with equality. 
As an immediate consequence of Proposition 3 we get that
‖A−1‖1  n
r · maxi∈N(|aii | − ri(A)) 
1
maxi∈N(|aii | − ri(A)) , (18)
where r is the number of SDD rows of the given M-matrix A.
Similarly as before, we have that the same analysis applies to ‖A−1‖∞.
Corollary 6. Let A = [aij ] ∈ Rn×n, n  2, be an M-matrix. Then
‖A−1‖∞  n∑
j∈T (AT)(|ajj | − cj (A))
, (19)
with equality holding if A is a DD by columns matrix which is uniformly SDD.
If we, for the given M-matrix A, need to bound ‖A−1‖∞ from below, we can use (7), (13) or
(19). Bound (19) is always sharper than bound (13). In some situations bound (7) is sharper than
(19), in some other bound (19) is sharper than (7). For example, if A is DD by columns, then it can
easily be shown that (19) is sharper. If it is uniformly SDD, then (7) is sharper (and is attained).
If A is DD by columns and uniformly SDD, both (7) and (19) are attained. Therefore, in order to
obtain the sharpest bound in the general situation, maximum of the two should be used.
Example 1. Let
A =
⎡
⎣ 8 −2 −1−5 7 −3
−3 −4 5
⎤
⎦ and B =
⎡
⎣ 7 −3 −2−2 5 −1
−3 −4 9
⎤
⎦ .
The M-matrix A is DD by columns and ‖A−1‖∞ = 1.6667. The bound (7) gives ‖A−1‖∞  0.2
and bound (19) gives ‖A−1‖∞  1.5. The M-matrix B is uniformly SDD and ‖B−1‖∞ = 0.5.
Bound (7) gives ‖B−1‖∞  0.5 and bound (19) gives ‖B−1‖∞  0.375.
Remark 1. Let U = diag(eφ1i , eφ2i , . . . , eφni), φi ∈ R for all i ∈ N , be a unimodular diago-
nal matrix. Multiplying A by U does not change ‖A−1‖1, ‖A−1‖2 and ‖A−1‖∞. Therefore,
all bounds for ‖A−1‖1, ‖A−1‖2 and ‖A−1‖∞ from this section, can also be applied to all H-
matrices A ∈ Cn×n, for which there exist unimodular diagonal matrices U,V ∈ Cn×n such that
M(A) = UAV . If A ∈ Rn×n, then it can be shown that there exist unimodular diagonal matrices
U,V ∈ Cn×n such thatM(A) = UAV , if and only if there exist unimodular diagonal matrices
U ′, V ′ ∈ Rn×n such thatM(A) = U ′AV ′.
Example 2. Let
C =
⎡
⎣−5 2 −43 −6 −2
−1 −4 −8
⎤
⎦ and D =
⎡
⎣−1 −
√
3i
√
3 − i −i
1 9i −√3 − i
−i −1 1 − √3i
⎤
⎦ .
Then C is an H-matrix such that M(C) = U1CV1 for U1 = diag(1, 1,−1) and V1 =
diag(−1,−1, 1). Also, D is an H-matrix such thatM(D) = U2DV2 for U2 = diag
(
e− π3 i , 1, i
)
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and V2 = diag
(
−1,−i, e− π6 i
)
. Therefore, we can bound ‖C−1‖p and ‖D−1‖p, p ∈ {1, 2,∞},
from below, using the results from this section.
Remark 2. Propositions 1–5 can easily be generalized to the case of monotone matrices. In that
case the quantities |aii | − ri(A) are replaced by (Az)i , where z = [1 1 · · · 1]T. And not
only in the formulations of proposition, but also in the definitions of DD, SDD and uniformly
SDD matrices, as well as in the definition of the set T (A).
3. Upper bounds for ‖A−1‖1 for SDD matrices
In this section, we shall prove our main results. Throughout the paper, it has been natural to
consider both row and column sums together. It will also be manifested in the following theorem,
where both ri(A) and ci(A) are used in the same formula.
Theorem 1. Let A = [aij ] ∈ Cn×n, n  2, be an SDD matrix. Then
‖A−1‖1 
n −
∑
i∈N(|aii |−ri (A))−mini∈N(|aii |−ri (A))
maxj∈N(|ajj |−cj (A))
mini∈N(|aii | − ri(A)) . (20)
Proof. As a consequence of the Ostrowski inequality |A−1| M−1(A) which proof can be found
in [6,7], or as a consequence of (4), we have that for H-matrices
‖A−1‖1  ‖M−1(A)‖1.
Therefore, it is enough to prove (20) in the case when A is an SDD M-matrix. Then, with A−1 =
[bij ]  0, by Corollary 3, we have∑
i∈N
bij 
1
maxk∈N(|akk| − ck(A)) for every j ∈ N. (21)
By taking sum of all n equations given by (8), we get
n = d1
∑
i∈N
bi1 + d2
∑
i∈N
bi2 + · · · + dn
∑
i∈N
bin.
Now from (21), we obtain that for every k ∈ N ,
n  dk
∑
i∈N
bik +
∑
i∈N\{k} di
maxj∈N(|ajj | − cj (A)) ,
i.e.
∑
i∈N
bik 
1
maxj∈N(|ajj | − cj (A)) +
n −
∑
i∈N di
maxj∈N(|ajj |−cj (A))
dk
.
Since ‖A−1‖1 = maxk∈N ∑i∈N bik , we conclude that
‖A−1‖1  1
maxj∈N(|ajj | − cj (A)) +
n −
∑
i∈N di
maxj∈N(|ajj |−cj (A))
mink∈N dk
,
which is exactly (20). 
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Bound (20) looks cumbersome, but it is very easily calculable.
Since every SDD matrix has at least one SDD column, bound (20) is sharper than bound
‖A−1‖1  n
mini∈N(|aii | − ri(A)) ,
derived from (3) and that fact that l1 and l∞ matrix norms are equivalent, i.e.
1
n
‖B‖∞  ‖B‖1  n‖B‖∞, for every B ∈ Cn×n.
Let A be an SDD M-matrix, which is uniformly SDD by columns. If we analyze the proof of
Theorem 1, we shall conclude using Corollary 5 that bound (20) is attained for A (as well as the
Ahlberg–Nilson–Varah bound for ‖A−1‖1).
If a matrix A is SDD by columns, we have the analogous upper bound for ‖A−1‖∞.
Theorem 2. Let A = [aij ] ∈ Cn×n, n  2, be SDD by columns. Then
‖A−1‖∞ 
n −
∑
j∈N(|ajj |−cj (A))−minj∈N(|ajj |−cj (A))
maxi∈N(|aii |−ri (A))
minj∈N(|ajj | − cj (A)) . (22)
If a matrix A ∈ Cn×n is SDD both by rows and by columns, then we can use either (3) or (22)
in order to bound ‖A−1‖∞ from above. In some situations, bound (3) is sharper, in some other,
bound (22) is sharper (see Example 3).
If an SDD matrix A is uniformly SDD by columns, i.e.
|a11| − c1(A) = |a22| − c2(A) = · · · = |ann| − cn(A) = δ > 0,
then bound (20) becomes ‖A−1‖1  1δ (which could also be derived from ‖A−1‖1  ‖M−1(A)‖1
and Corollary 4). Since it is attained in the case when A is an M-matrix, it cannot be sharpened
so that remains valid for all matrices equimodular to A. But in the case when A is not uniformly
SDD by columns, bound (20) can be sharpened even more and it’s interesting that the sharper
bound can be applied to some DD H-matrices which are not SDD. But in order to do that, we
shall first need the following lemma.
Lemma 1. Let A = [aij ] ∈ Cn×n, n  2, be an M-matrix which is not uniformly SDD. Then,
with A−1 = [bij ]  0, we have that for every i ∈ K(A),∑
j∈N
bij < ‖A−1‖∞,
where K(A) is defined in (2).
Proof. Let us take i ∈ N such that∑j∈N bij = ‖A−1‖∞. Then from the ith equation ofA(A−1z) =
z, where z = [1 1 · · · 1]T, we get
1  ‖A−1‖∞(|aii | − ri(A)).
If we assume that i ∈ K(A), then from Corollary 1 and the latter relation, we get
1
maxi∈N(|aii | − ri(A))  ‖A
−1‖∞  1
maxi∈N(|aii | − ri(A)) ,
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implying that
‖A−1‖∞ = 1
maxi∈N(|aii | − ri(A)) ,
whence, by Corollary 1, A is uniformly SDD, which is a contradiction. 
Let A|T (A)2 denote the principal submatrix of A, corresponding to the set of indices T (A). In
[8], the following characterization of DD H-matrices is obtained.
Theorem 3. Let A = [aij ] ∈ Cn×n, n  2, be a DD matrix. Then A is an H-matrix if and only if
T (A) = ∅ or A|T (A)2 is an H-matrix.
In the following theorem, we shall sharpen bound (20) and extend it to some DD H-matrices
which are not SDD. We will say that a DD matrix A is DD+, if there exists i ∈ N such that
|aii | > ri(A).
Theorem 4. Let A = [aij ] ∈ Cn×n, n  2, which is not uniformly SDD by columns, be a DD+
matrix such that T (A) ⊆ K(AT). Then
‖A−1‖1 
n −
∑
i∈N(|aii |−ri (A))−mini∈K(AT)(|aii |−ri (A))
maxj∈N(|ajj |−cj (A))
min
i∈K(AT)(|aii | − ri(A))
. (23)
Proof. From T (A) ⊆ K(AT) ⊂ N , we conclude that T (A) = ∅ or that A|T (A)2 is SDD by col-
umns. By Theorem 3, A is an H-matrix and hence nonsingular. Since ‖A−1‖1  ‖M−1(A)‖1, it
is enough to prove (23) in the case when A is an M-matrix. Applying Lemma 1 to AT, we get
that, with A−1 = [bij ]  0∑
i∈N
bij < ‖A−1‖1, for every j ∈ K(AT). (24)
Similarly as in the proof of Theorem 1, and using the fact that T (A) ⊆ K(AT), we can prove that
for every k ∈ K(AT),
∑
i∈N
bik 
1
maxj∈N(|ajj | − cj (A)) +
n −
∑
i∈N di
maxj∈N(|ajj |−cj (A))
dk
,
where di = |aii | − ri(A) for all i ∈ N . From this and (24), follows (23). It is obvious that the
upper bound (23) is sharper than bound (20) because it is obtained as maximum over K(AT),
which is a subset of N . 
Obviously, bound (23) can be applied to all SDD matrices which are not uniformly SDD by
columns.
The main qualitative difference between the Ahlberg–Nilson–Varah bound and bound (23)
(beside the fact that they consider different matrix norms) is that the latter can be applied to some
DD H-matrices that are not SDD (without knowing the scaling matrix as in [9]).
As usually, we have the analogous bound for ‖A−1‖∞.
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Theorem 5. Let A = [aij ] ∈ Cn×n, n  2, which is not uniformly SDD, be DD+ by columns,
such that T (AT) ⊆ K(A). Then
‖A−1‖∞ 
n −
∑
j∈N(|ajj |−cj (A))−minj∈K(A)(|ajj |−cj (A))
maxi∈N(|aii |−ri (A))
minj∈K(A)(|ajj | − cj (A))
. (25)
Obviously, bound (25) can be applied to all matrices that are SDD by columns and which are
not uniformly SDD.
The comments after Theorem 2 also hold for bounds (23) and (25).
Example 3. Let
E =
⎡
⎣9 3 52 5 2.5
6 1 8.5
⎤
⎦ , F =
⎡
⎣6 3 12 8 4
2 4 7
⎤
⎦ ,
G =
⎡
⎣8 2 14 9 4
3 4 11
⎤
⎦ and H =
⎡
⎣7 2 14 9 3
2 2 6
⎤
⎦ .
The matrices E, F , G and H are SDD both by rows and by columns, and none of them is uniformly
SDD. The following table shows the relation between the upper bounds (3), (22) and (25) for l∞
norm of the inverse:
‖ ·−1 ‖∞ (3) (22) (25)
E 0.3645 2 1.6667 1.6667
F 0.3178 1 1 0.75
G 0.2462 1 1.2 0.5333
H 0.2586 0.5 1.25 0.75
4. Bounds for the smallest singular value
All the bounds for norms of the matrix inverse from the previous sections can be used for
bounding the smallest singular value σn. Here we denote the singular values of A by σ1  σ2 
· · ·  σn  0.
If A is an M-matrix, we have easily calculable upper bounds for σn.
Proposition 4. Let A = [aij ] ∈ Cn×n, n  2, be an M-matrix. Then
1.
σn  min{max
i∈N (|aii | − ri(A)),maxj∈N (|ajj | − cj (A))}, (26)
2.
σn 
1√
n
min
⎧⎪⎨
⎪⎩
∑
i∈T (A)
(|aii | − ri(A)),
∑
j∈T (AT)
(|ajj | − cj (A))
⎫⎪⎬
⎪⎭ . (27)
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Proof. Bound (26) follows directly from (7) and (13) and the fact that σn = ‖A−1‖−12 . In order
to prove (27), we shall use
‖A−1‖2  1√
n
max{‖A−1‖1, ‖A−1‖∞}.
Combining (15) and (19) we get
‖A−1‖2  1√
n
max
{
n∑
i∈T (A)(|aii | − ri(A))
,
n∑
j∈T (AT)(|ajj | − cj (A))
}
,
which implies (27). 
Bounds (26) and (27) can also be applied to all H-matrices A ∈ Cn×n, for which there exist
unimodular diagonal matrices U,V ∈ Cn×n such thatM(A) = UAV (see Example 2).
Example 4. Let A and B be M-matrices from Example 1, and let C and D be H-matrices from
Example 2. The following table shows the relation between upper bounds (26) and (27) for σn:
σn (26) (27)
A 0.7744 1 1.1547
B 1.883 2 3.4641
C 0.9015 2 1.7321
D 0.4806 6 3.4641
Therefore, in order to obtain the sharpest bound in the general situation, minimum of the two
should be used.
If a matrix A is SDD we can bound σn from below. We shall assume that A is not uniformly
SDD by columns because in that situation, it is trivial to bound ‖A−1‖1.
Theorem 6. Let A = [aij ] ∈ Cn×n, n  1 be an SDD matrix which is not uniformly SDD by
columns. Then
σn 
1√
αβ
, (28)
where
α = 1
mini∈N(|aii | − ri(A))
and
β =
n −
∑
i∈N(|aii |−ri (A))−mini∈K(AT)(|aii |−ri (A))
maxj∈N(|ajj |−cj (A))
min
i∈K(AT)(|aii | − ri(A))
.
Proof. The assertion follows by (3), (23), the inequality ‖B‖22  ‖B‖1 · ‖B‖∞, for every B ∈
Cn×n, and the fact that σn = ‖A−1‖−12 . 
If a matrix A, which is not uniformly SDD, is SDD by columns, we have the similar lower
bound for σn.
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Theorem 7. Let A = [aij ] ∈ Cn×n, n  2 which is not uniformly SDD, be SDD by columns.
Then
σn 
1√
αβ
, (29)
where
α = 1
minj∈N(|ajj | − cj (A))
and
β = n −
∑
j∈N(|ajj |−cj (A))−minj∈K(A)(|ajj |−cj (A))
maxi∈N(|aii |−ri (A))
minj∈K(A)(|ajj | − cj (A))
.
In the case when a given matrix A is both SDD and SDD by columns, we have four easily
calculable lower bounds for σn (one of which is considered by Varah in [2]). In order to get the
sharpest bound in the general situation, maximum of the four should be used.
Bounds (28) and (29) can be generalized to the case of rectangular matrices (see Remarks in
[11]).
We shall end this paper by comparison of our lower bounds for σn with prior results in this
area. In [11], Johnson obtained the following easily calculable lower bound for σn of an arbitrary
matrix A ∈ Cn×n
σn  min
i∈N
(
|aii | − ri(A) + ci(A)2
)
. (30)
This bound improves the bounds from [2] and [10]. In [12], Johnson and Szulc obtained further
lower bounds for σn of an arbitrary matrix A ∈ Cn×n
σn  min
i∈N
⎛
⎝
√
|aii |2 +
(
ri(A) − ci(A)
2
)2
− ri(A) + ci(A)
2
⎞
⎠ , (31)
σn  min
i,j∈N
i /=j
⎛
⎝ |aii | + |ajj |
2
−
√( |aii | − |ajj |
2
)2
+ ri(A) + ci(A)
2
· rj (A) + cj (A)
2
⎞
⎠ ,
(32)
σn  min{αJ , αG}, (33)
where
αJ = min
i∈I (A)
(
|aii | − ri(A) + ci(A)2
)
,
αG = min
i∈I (A)
⎡
⎣|aii | − 12
⎛
⎝ ∑
j∈N\{i}
(|aij | + |aji |) rj (A) + cj (A)2||aii | − |ajj || − ri(A) − ci(A)
⎞
⎠
⎤
⎦
(we take minimum over empty set to be +∞), and
I (A) =
{
i ∈ N |||aii | − |ajj || > ri(A) + ci(A)2 +
rj (A) + cj (A)
2
for every j ∈ N \ {i}
}
.
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Bounds (31), (32) and (33) all sharpen bound (30) and are mutually noncomparable. We shall
demonstrate the relation between bounds (28), (30), (31), (32) and (33) in the following example.
Example 5. Let
I =
⎡
⎣10 1 11 20 1
1 1 30
⎤
⎦ , J =
⎡
⎣10 1 11 20 1
10 1 30
⎤
⎦ ,
K =
⎡
⎣10 1 11 20 1
20 1 30
⎤
⎦ and L =
⎡
⎣10 1 110 20 1
20 1 30
⎤
⎦ .
The matrix I is taken from the example in [12], and matrices J , K and L are obtained from I ,
by increasing two off-diagonal entries. The matrices I , J , K and L are SDD, and none of them
is uniformly SDD by columns. Therefore, the new bound (28) can be applied to all of them. The
old bounds (30), (31), (32) and (33) can be apllied to all matrices. The following table shows the
relation between bounds (28), (30), (31), (32) and (33):
σn (28) (30) (31) (32) (33)
I 9.8606 6.8672 8 8 9.6148 9.6389
J 9.0409 6.1748 3.5 4.4659 8.0731 6.7804
K 7.6233 5.607 −1.5 2.2931 4.7602 −1.5
L 6.7547 5.2107 −6 1.2047 3.1477 −6
We see that the new bound (28) is noncomparable with the old ones. We also see that there
exist matrices for which the new bound is the sharpest one.
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