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Zusammenfassung
Eine Vielzahl von natu¨rlichen, ra¨umlich ausgedehnten, komplexen dynamischen
Systemen kann als Kombination interagierender eigensta¨ndiger (Sub-)Systeme auf-
gefasst werden. Interaktionen zwischen diesen Systemen sind jedoch meist nicht
direkt beobachtbar, sie ko¨nnen aber anhand von Zeitreihen geeigneter Observablen
charakterisiert werden. In der vorliegenden Dissertation wird eine Methode ent-
wickelt, die, basierend auf dem Konzept der Phasensynchronisation, die Richtung
von transienten Interaktionen zwischen dynamischen Systemen u¨ber ein Ensem-
ble von Realisierungen (Messwiederholungen) zeitlich aufgelo¨st charakterisiert. Um
eine Interpretierbarkeit – zumindest im statistischen Sinne – einer detektierten In-
teraktionsrichtung zu gewa¨hrleisten, wird zusa¨tzlich ein auf dem Monte-Carlo-Kon-
zept basierendes Surrogatverfahren entwickelt. Die Methode wird zuna¨chst anhand
synthetischer Zeitreihen, die aus Bewegungsgleichungen von einer Vielzahl von Mo-
dellsystemen mit wohlbekannten Eigenschaften generiert wurden, in Abha¨ngigkeit
von verschiedenen Einflussfaktoren und Randbedingungen u¨berpru¨ft, um die Per-
formanz in Hinblick auf die Analyse empirischer Daten abzuscha¨tzen. Anschließend
wird gezeigt, dass mit der entwickelten Methode erstmalig transiente Interaktionen
zwischen verschiedenen Hirnstrukturen wa¨hrend kognitiver Prozesse durch Analyse
sogenannter ereigniskorrelierter Potentiale nachgewiesen werden ko¨nnen. Ereignis-
korrelierte Potentiale sind transiente Vera¨nderungen der hirnelektrischen Aktivita¨t,
die durch die wiederholte Pra¨sentation geeigneter Stimuli hervorgerufen werden
und das Relaxationsverhalten involvierter Hirnstrukturen widerspiegeln. Die dabei
erzielten Ergebnisse stehen im Einklang mit Hypothesen aus etablierten neurowis-
senschaftlichen Theorien zur Prozessierung von Geda¨chtnisinhalten. Die vorgestellte
Methode ist geeignet, die Richtung transienter Interaktionen zwischen komplexen
dynamischen Systemen zeitaufgelo¨st auch unter nicht optimalen Bedingungen zu
charakterisieren.

Inhaltsverzeichnis
1 Einleitung 1
2 Grundlagen der Synchronisationstheorie 5
2.1 Dynamische Systeme . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Interagierende Systeme . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Interaktionen zwischen stationa¨ren Systemen . . . . . . . . . . . . . 11
2.3.1 Phasendynamik und Synchronisation . . . . . . . . . . . . . 11
2.3.2 Synchronisationsformen . . . . . . . . . . . . . . . . . . . . 16
2.4 Transiente Interaktionen und Ergodenhypothese . . . . . . . . . . . 17
3 Kenngrößen für Stärke und Richtung von Interaktionen 21
3.1 Phasenbestimmung . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2 Sta¨rke der Interaktion . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2.1 Mittlere Phasenkoha¨renz fu¨r stationa¨re Systeme . . . . . . . 24
3.2.2 Mittlere Phasenkoha¨renz fu¨r transiente Dynamiken . . . . . 25
3.3 Richtung der Interaktionen . . . . . . . . . . . . . . . . . . . . . . . 26
3.3.1 Direktionalita¨tsindex fu¨r stationa¨re Systeme . . . . . . . . . 27
3.3.2 Direktionalita¨tsindex fu¨r transiente Dynamiken . . . . . . . 29
4 Untersuchungen an Zeitreihen transient gekoppelter Modellsysteme 35
4.1 Gekoppelte stochastische Phasenoszillatoren . . . . . . . . . . . . . 36
4.2 Gekoppelte chaotische Oszillatoren . . . . . . . . . . . . . . . . . . 38
4.2.1 Zeitlich aufgelo¨ster Direktionalita¨tsindex . . . . . . . . . . . 40
4.2.2 Zeitlich aufgelo¨ste mittlere Phasenkoha¨renz . . . . . . . . . 45
4.2.3 Analyse der Surrogatmethode . . . . . . . . . . . . . . . . . 47
4.3 Verschiedene Einflussfaktoren . . . . . . . . . . . . . . . . . . . . . 51
4.3.1 Kopplungssta¨rke . . . . . . . . . . . . . . . . . . . . . . . . 51
4.3.2 Signal-zu-Rausch-Verha¨ltnis . . . . . . . . . . . . . . . . . . 54
4.3.3 Sehr kurz andauernde Kopplungen . . . . . . . . . . . . . . 55
4.4 Netzwerk von gekoppelten chaotischen Oszillatoren . . . . . . . . . 59
4.5 Zwischenfazit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5 Untersuchungen transienter gerichteter Interaktionen im Gehirn 67
5.1 Ereigniskorrelierte Potentiale und kognitive Prozesse . . . . . . . . . 68
i
Inhaltsverzeichnis
5.2 Gerichtete Interaktionen und Geda¨chtnisbildung . . . . . . . . . . . 73
5.3 Interindividuelle Varianz gerichteter Interaktionen . . . . . . . . . . 79
5.4 Zeitliche und ra¨umliche Aspekte gerichteter Interaktionen . . . . . . 89
6 Zusammenfassung und Ausblick 95
A Phasendynamik gekoppelter Systeme 99
B Bestimmung von Phasenzeitreihen 101
C Modellsysteme 103
D Weitere Abbildungen und Tabellen 107
Literatur 115
Eigene Veröffentlichungen 131
ii
1 Einleitung
Eine Vielzahl von natu¨rlichen, ra¨umlich ausgedehnten, komplexen dynamischen
Systemen kann als Kombination interagierender eigensta¨ndiger (Sub-)Systeme auf-
gefasst werden. Interaktionen zwischen diesen Systemen sind jedoch meist nicht
direkt beobachtbar, sie ko¨nnen aber anhand von Zeitreihen geeigneter Observablen
charakterisiert werden. Unter der Annahme, dass solche Zeitreihen Projektionen
von hochdimensionalen Zustandsra¨umen der Systeme darstellen, wurde eine Viel-
zahl von Methoden zur Zeitreihenanalyse entwickelt [Bri81, Pri88, PRK01, KS03].
Dabei werden mit sogenannten univariaten Methoden die Zusta¨nde einzelner Sys-
teme charakterisiert, wohingegen Sta¨rke oder Richtung von Interaktionen zwischen
zwei Systemen u¨ber sogenannte bivariate Methoden bestimmt werden ko¨nnen. Ers-
te Verfahren, die die Interaktionsrichtung zwischen zwei Systemen anhand linearer
Abha¨ngigkeiten charakterisieren, gehen auf Norbert Wiener [Wie56] zuru¨ck und
wurden vor allem durch die Arbeiten von Clive Granger [Gra69] zu dem Konzept
der sogenannten Granger-Kausalita¨t popula¨r. In den letzten Jahren ru¨ckten gera-
de chaotische Dynamiken nichtlinearer Systeme, d.h. Systeme, die eine sensitive
Abha¨ngigkeit von den Anfangsbedingungen zeigen, in den Fokus der Forschung
[AVR86, PC90, PRK01]. Fu¨r die Charakterisierung von Interaktionen wurde eine
Vielzahl von bivariaten Methoden vorgeschlagen, die auf Konzepten der nichtlinea-
ren Dynamik, der Informationstheorie oder der Synchronisationstheorie basieren
[PQB05, HSPVB07, LBH+09a].
Eine erste wissenschaftliche Beschreibung von Synchronisation wurde vom nieder-
la¨ndischen Physiker Christiaan Huygens [Huy73] im 17. Jahrhundert verfasst. Syn-
chronisation kann pha¨nomenologisch als Justierung der Rhythmen zweier schwach
interagierender Oszillatoren verstanden werden [PRK01] und wird in verschiede-
nen wissenschaftlichen Bereichen zur Beschreibung von Interaktionen herangezo-
gen. Diese Beschreibung ist beispielsweise in der Festko¨rperphysik [PYW95], der
Laserphysik [TDHH98, DBOR01, AP09], der Plasmaphysik [RPT+00], der Elektro-
nik [Pik85, HCP94, PJLK96] oder der Thermodynamik [MVMB00], aber auch bei
biologischen Systemen wie beispielsweise dem zirkadianen Rhythmus von Pflanzen
[PRK01] und Menschen [CAS+86, Moo99, CDS+99] in Abha¨ngigkeit vom Zyklus
der Sonne relevant. Des Weiteren wird in den Neurowissenschaften das Gehirn als
komplexes Netzwerk wechselwirkender Systeme aufgefasst, bei welchem Synchroni-
sation sowohl fu¨r kognitive Prozesse wie z.B. die Bildung von Geda¨chtnisinhalten
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[Buz06, FA11] als auch fu¨r pathologische Fehlfunktionen wie Epilepsie [LBH+09b]
eine entscheidende Rolle spielt. Fu¨r das Pha¨nomen der Synchronisation existieren
heute verschiedene mathematische Formulierungen, wobei das Konzept der Pha-
sensynchronisation fu¨r die vorliegende Arbeit relevant ist. Phasensynchronisation
beschreibt Interaktionen anhand von Abha¨ngigkeiten zwischen Phasen unter der
Annahme, dass diese ausgezeichnete Variablen von autonomen dissipativen Syste-
men sind. Die Phase entspricht per Definition derjenigen Variable, die die Dyna-
mik in der Ausbreitungsrichtung, in welcher das Zustandsraumvolumen erhalten
bleibt, auf dem Attraktor beschreibt, und ist demnach besonders sensitiv gegen-
u¨ber schwachen Interaktionen [PRK01]. Das Konzept der Phasensynchronisation
konnte durch einen verallgemeinerten Begriff der Phase fu¨r die Beschreibung von
Interaktionen zwischen nichtlinearen Systemen mit chaotischen Dynamiken erwei-
tert werden [RPK96].
Ha¨ufig wird fu¨r die Charakterisierung von Interaktionen angenommen, dass die
Systeme in einem Beobachtungsintervall stationa¨r sind und sich insbesondere die
Interaktion zwischen den Systemen nicht a¨ndert. Mit dieser Annahme konkurriert
die Tatsache, dass in diesem Beobachtungsintervall eine ausreichende Anzahl von
Messwerten erfasst werden muss, um Interaktionssta¨rke bzw. -richtung statistisch
valide bestimmen zu ko¨nnen. Es ko¨nnen jedoch gerade kurz andauernde, transien-
te Interaktionen von besonderem Interesse sein. In vielen Gebieten, beispielsweise
in der klassischen Mechanik [RPH09], der Quantenphysik [Lev01], der Atomphysik
[MEW+09] oder der Klimaforschung [Wei91] sind transiente Interaktionen Gegen-
stand aktueller Forschung. Auch in den Neurowissenschaften sind die Untersuchun-
gen kognitiver Prozesse anhand von Zeitreihen transienter hirnelektrischer Aktivita¨t
fu¨r das Versta¨ndnis der Funktionsweise des Systems Gehirn von entscheidender Be-
deutung. Durch die wiederholte Pra¨sentation externer Stimuli kann der Zustand des
Systems gezielt gesto¨rt werden, wobei die nachfolgende Relaxation einer transien-
ten Dynamik entspricht. Diese als ereigniskorrelierte Potentiale oder event-related
potentials (ERPs) [Bar86, GC86, MA87] bekannten A¨nderungen der Systemdyna-
mik ko¨nnen z.B. mit Hilfe des Elektroenzephalogramms (EEGs) bestimmt werden.
Hieran konnte in fru¨heren Studien beispielsweise die Interaktionssta¨rke [FKL+01]
zwischen zwei Hirnstrukturen in Abha¨ngigkeit kognitiver Prozesse bestimmt wer-
den, die u¨ber einen Zeitbereich von hundert Millisekunden oder weniger variiert.
Um Interaktionssta¨rke bzw. -richtung zeitaufgelo¨st anhand transienter Signale be-
stimmen zu ko¨nnen, kann die Ergodenhypothese, die 1887 von dem o¨sterreichi-
schen Physiker Ludwig Boltzmann aufgestellt wurde, ausgenutzt werden. Dabei
wird fu¨r ergodische Systeme angenommen, dass fu¨r beliebige Maße der zeitliche Mit-
telwert mit dem Ensemblemittelwert (Scharmittel) u¨bereinstimmt. Hierzu ko¨nnen
Ensembles bestimmter Zusta¨nde u¨ber Realisierungen (Messwiederholungen) defi-
niert werden, um den Zustandsraum eines Systems zu bestimmen. Wa¨hrend fu¨r die
Charakterisierung der Sta¨rke von transienten Interaktionen verschiedene Methoden
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vorgeschlagen wurden (vergleiche Zitate in [ALD06, 4]) sind fu¨r die Charakterisie-
rung der transienten Interaktionsrichtung bisher nur wenige zustandsraumbasierte
[ALD06, IOLK08] oder informationstheoretische [3] Methoden verfu¨gbar.
In der vorliegenden Arbeit wird eine bivariate Methode [4], die auf Konzepten der
Phasensynchronisation basiert, zur Charakterisierung transienter Interaktionsrich-
tungen pra¨sentiert. Die Methode zeichnet sich im Vergleich mit den zustandsraum-
basierten oder informationstheoretischen Methoden dadurch aus, dass keine Ein-
bettung [Tak81], die stark von der Wahl geeigneter Parameter abha¨ngt, notwendig
ist. Im Gegensatz hierzu kann die Bestimmung der Phasen beispielsweise unter Ver-
wendung der Hilbert-Transformation [Boa92] vergleichsweise einfach durchgefu¨hrt
werden.
Im folgenden Kapitel wird ein U¨berblick u¨ber die theoretischen Grundlagen und
Konzepte ausgehend von dynamischen Systemen bis hin zur Phasensynchronisa-
tion gegeben. Anschließend wird im dritten Kapitel die neu entwickelte Methode
zur Charakterisierung transienter Interaktionsrichtungen hergeleitet und theore-
tisch beschrieben. Des Weiteren wird ein Verfahren zur Erstellung von sogenannten
Surrogaten vorgestellt, mit denen die Signifikanz der Charakterisierungen bestimmt
werden kann und somit mo¨gliche Fehlinterpretationen vermieden werden ko¨nnen.
Im vierten Kapitel werden verschiedene Algorithmen zur Berechnung des Direk-
tionalita¨tsindex getestet und daru¨ber hinaus wird die Performanz des Direktiona-
lita¨tsindex in Abha¨ngigkeit von Randbedingungen, wie sie bei der Analyse von
Felddaten auftreten ko¨nnen, mit Hilfe der Surrogatmethode u¨berpru¨ft. In Kapitel
fu¨nf werden transiente Interaktionsrichtungen zwischen Hirnstrukturen wa¨hrend
Einspeichern oder Abruf von Geda¨chtnisinhalten in Hinblick auf eine neurowissen-
schaftliche Hypothese [KHK05] mit dem Direktionalita¨tsindex anhand von ERPs
charakterisiert. Die Ergebnisse der Arbeit werden in Kapitel sechs zusammengefaßt
und es wird ein Ausblick auf zuku¨nftig relevante Fragestellungen gegeben.
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2 Grundlagen der
Synchronisationstheorie
In der vorliegenden Arbeit werden gerichtete und gewichtete Interaktionen zwi-
schen zwei Systemen mit Methoden der Zeitreihenanalyse basierend auf dem Pha¨-
nomen der Phasensynchronisation untersucht. Der Begriff Synchronisation stammt
von den griechischen Wo¨rtern συ´ν, syn = zusammen und χρo´νoς, chronos = Zeit
und bedeutet gleichzeitig, gleichlaufend oder simultan. Die ersten wissenschaftli-
chen Beschreibungen des Pha¨nomens der Synchronisation stammen aus dem 17.
Jahrhundert und gehen auf den niederla¨ndischen Physiker Christiaan Huygens zu-
ru¨ck [Huy73]. Huygens beschreibt die gegenseitige Justierung der Oszillationen der
Pendel zweier Pendeluhren, deren Geha¨use u¨ber einen beweglichen Holzbalken mit-
einander verbunden sind. Diese gegenseitige Wechselwirkung bezeichnet Huygens
als Sympathie zwischen zwei Uhren [Huy67]. Synchronisation wird pha¨nomenolo-
gisch als Justierung der Rhythmen zwischen Oszillatoren aufgrund einer schwa-
chen (gegenseitigen) Wechselwirkung beschrieben [PRK01], was mit verschiedenen
mathematischen Formulierungen wie vollsta¨ndige, Zeitversatz-, Phasen- oder ge-
neralisierte Synchronisation erfasst werden kann (vgl. Abschnitt 2.3.2). Fu¨r das
Versta¨ndnis von Synchronisation ist der Begriff des chaotischen dynamischen Sys-
tems (vgl. Abschnitt 2.1), insbesondere gekoppelter Systeme (vgl. Abschnitt 2.2)
hilfreich. In dieser Arbeit werden Kenngro¨ßen fu¨r Direktionalita¨t hinsichtlich ihrer
Performanz in Bezug auf die Charakterisierung von Felddaten untersucht, die auf
dem Konzept der Phasensynchronisation (vgl. Abschnitt 2.3.1) basieren. Ein beson-
derer Schwerpunkt bildet dabei der U¨bergang von der Charakterisierung stationa¨rer
Systeme zu der Charakterisierung transienter Dynamiken, was durch die Annahme
der Ergodizita¨t (vgl. Abschnitt 2.4) der beobachteten Systeme ermo¨glicht wird.
2.1 Dynamische Systeme
Fluss und Abbildung
Dynamische Systeme dienen der mathematischen Beschreibung der zeitlichen Ent-
wicklung realer Systeme oder deren Teilsysteme. Der Fluss eines Systems ist defi-
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niert durch eine Familie von Abbildungen,
ϕt : M→M, (2.1)
vom Zustandsraum M auf sich selber mit den Parameter t ∈ R, der die zeitliche
Entwicklung beschreibt. Es gilt:
ϕ0 = Id, (2.2)
ϕt ◦ ϕt′ = ϕt+t′ , ∀t, t′ ∈ R. (2.3)
Der Zustandsraum wird im Weiteren alsM = RdX angenommen, wobei jeder Vektor
x(t) = (x1(t), . . . , xdX (t)) den Zustand des Systems zum Zeitpunkt t repra¨sentiert.
Fu¨r diesen zeitkontinuierlichen Fall kann das dynamische System durch eine Familie
von Differentialgleichungen erster Ordnung beschrieben werden, d.h.
x˙(t) = ϕ(t,x(t)), t ∈ R. (2.4)
Im Folgenden wird angenommen, dass die Systeme autonom, d.h. nicht explizit von
der Zeit abha¨ngig, sind:
x˙(t) = ϕ(x(t)), t ∈ R. (2.5)
Falls zeitlich diskrete Zeitreihen vorliegen, z.B. durch eine zeitliche diskrete Abtas-
tung kontinuierlicher Systeme mit dem Abtastintervall δt, kann zur Beschreibung
dynamischer Systeme eine diskrete Darstellung verwendet werden. Die Entwicklung
des dynamischen Systems ist u¨ber die Abbildung Φ definiert, so dass
xj+1 = Φ(xj), j ∈ N. (2.6)
Die gesamte zeitliche Entwicklung des Systems fu¨r j > 0 wird durch rekursive
Anwendung der Abbildung bestimmt,
xk+j = Φ
k(xj), mit Φ
k = Φ ◦ · · · ◦ Φ︸ ︷︷ ︸
k-mal
, (2.7)
und das Bild dieser Entwicklung,
{Φk(x0)}k∈N, (2.8)
wird als Trajektorie oder Orbit mit Anfang x0 bezeichnet. Fu¨r invertierbare Syste-
me ist die Abbildung fu¨r die negative Zeit (j < 0) mit der Umkehrfunktion analog
zu Gleichung (2.7) definiert. Diese zeitdiskrete Darstellung wird im Folgenden ver-
wendet. Ein dynamisches System wird nichtlinear genannt, wenn Φ nichtlinear ist.
Im Fall einer deterministischen Abbildung Φ ist jeder Zustandsvektor xj eindeu-
tig vom xj−1 abha¨ngig und die Trajektorien kreuzen sich nicht. Im Gegensatz zu
deterministischen Systemen bilden stochastische Systeme die Zusta¨nde xj gema¨ß
bestimmten Wahrscheinlichkeitsverteilungen ab.
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Chaotische Systeme
Dynamische Systeme ko¨nnen als konservativ (hamiltonisch) oder dissipativ unter-
schieden werden. Bei konservativen Systemen bleibt ein beliebiges Volumen im Zu-
standsraum wa¨hrend der zeitlichen Entwicklung erhalten, d.h. fu¨r die Determinante
der Jacobimatrix det JΦ(x) gilt:
|det JΦ(x)| = 1, ∀x ∈ RdX . (2.9)
Im Gegensatz dazu bleiben kleine Zustandsraumvolumina durch dissipative Abbil-
dungen nicht erhalten, d.h. Volumina ko¨nnen expandieren oder kontrahieren. Fu¨r
stabile dissipative Systeme gilt:
|det JΦ(x)| < 1, ∀x ∈ RdX . (2.10)
Ein Großteil der Trajektorien verschiedener Anfangsbedingungen erreicht nach ei-
nem Einschwingvorgang eine beschra¨nkte Untermenge des Zustandsraum. Diese
kompakte Menge Λ ⊂M heißt Attraktor der Abbildung Φ : M→M, wenn fu¨r eine
Nachbarschaft U von Λ
Φ(U) ⊂ U (2.11)
und
Λ =
⋂
j∈N
Φj(U) (2.12)
gilt [KH95, Jos05]. Neben dissipativen Systemen mit (quasi-)periodischen Oszilla-
tionen gibt es Systeme, welche sensitiv abha¨ngig von den Anfangsbedingungen sind
und als chaotisch bezeichnet werden. Ein Indikator hierfu¨r ist die exponentielle
Divergenz zweier benachbarter Trajektoriensegmente, welche durch die Lyapunov-
Exponenten quantifiziert werden kann. Die Folge der Lyapunov-Exponenten,
λ1 ≥ λ2 ≥ · · · ≥ λdX , (2.13)
einer Abbildung wird u¨ber die zugeho¨rigen Singula¨rwerte1 s˜k der Jacobi-Matrix JΦ
definiert [BSMM05]:
λk = lim
t→∞
1
t
ln s˜k. (2.14)
Fu¨r chaotische Systeme ist der gro¨ßte Lyapunov-Exponent positiv und das Inverse
von λmax := λ1 bestimmt die charakteristische Zeit der Instabilita¨t.
2 Ha¨ufig besitzen
chaotische Systeme so genannte seltsame Attraktoren, welche sich durch eine frak-
tale Dimension auszeichnen [Ott94]. Dies impliziert, dass die chaotische Dynamik
eines Systems durch geometrische Eigenschaften des Attraktors im Zustandsraum
reflektiert wird.
1Singula¨rwerte einer beliebigen Matrix L sind die nichtnegativen Wurzeln der Eigenwerte der
positiv semidefiniten Matrix LTL.
2Die charakteristische Zeit der Instabilita¨t entspricht ungefa¨hr der Verdopplung einer Sto¨rung
in Richtung des maximalen Lyapunov-Exponenten.
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2.2 Interagierende Systeme
In der vorliegenden Arbeit werden Wechselwirkungen zwischen dynamischen Syste-
men untersucht. Ein gleichzeitiger, gegenseitiger Einfluss wird dabei als bidirektional
bezeichnet, ein einseitiger Einfluss von z.B. einem System X auf ein System Y als
unidirektional.
Mit den Zustandsvektoren der autonomen Systeme x ∈ RdX , y ∈ RdY kann die
ungekoppelte Dynamik gema¨ß Gl. (2.5) beschrieben werden:
X : x˙(t) = ϕ(X)(x(t)), mit ϕ(X) : RdX → RdX , (2.15)
Y : y˙(t) = ϕ(Y )(y(t)), mit ϕ(Y ) : RdY → RdY .
Fu¨r bidirektional gekoppelte Systeme sind die Bewegungsgleichungen funktional
voneinander abha¨ngig:
X : x˙(t) = ϕ(X)(x(t),y(t)), mit ϕ(X) : RdX+dY → RdX , (2.16)
Y : y˙(t) = ϕ(Y )(y(t),x(t)), mit ϕ(Y ) : RdY +dX → RdY .
Bei eingeschalteter Kopplung ko¨nnen die Systeme X und Y als ein gemeinsames
System Z betrachtet werden. Der Zustandsraum dieses System entspricht einer Pro-
jektion der Dynamik auf einen gemeinsamen Unterraum z ∈ RdZ beider Systeme.
Die Gesamtdimension von beiden Systemen bleibt i.d.R. dabei nicht erhalten:
dZ ≤ dX + dY . (2.17)
Diffusive Kopplung
Die diffusive Kopplung verbindet die beiden freien Differentialgleichungssysteme
u¨ber einen additiven Da¨mpfungsterm. Dabei ist fu¨r diese Art der Kopplung charak-
teristisch, dass die Kopplung bei x(t) = y(t) verschwindet. Die Gleichungssysteme
ko¨nnen als Gl. (2.15) plus einen diffusiven Kopplungsterm geschrieben werden,
X : x˙(t) = ϕ(X)(x(t)) + XKX(y(t)− x(t)), (2.18)
Y : y˙(t) = ϕ(Y )(y(t)) + YKY (x(t)− y(t)),
wobei die Kopplungssta¨rke u¨ber die Parameter X,Y gegeben sind und die Kom-
ponenten der linearen Abbildung KX,Y die Koordinaten festlegen, welche auf das
jeweilige System wirken. U¨ber die Kopplungssta¨rken X,Y kann der Grad der Syn-
chronisation fu¨r stationa¨re nichtlineare Systeme [Pik84] eingestellt werden. Eine
Erho¨hung der Kopplungssta¨rke vergro¨ßert i.d.R. den Grad der Synchronisation fu¨r
t→∞. Der Grad der Synchronisation ha¨ngt einerseits von der Kopplungssta¨rke ab,
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welche im Folgenden als bidirektional  = X = Y angenommen wird. Andererseits
wird dieser durch die exponentielle Divergenz des Systems Z, die u¨ber den maxima-
len Lyapunov-Exponenten λmax (siehe Gl. (2.13)) abgescha¨tzt wird, bestimmt. Die
effektive Kopplung ∗ stationa¨rer Systeme ist von diesen Parametern abha¨ngig:
∗ ∝ 
ln (λmax)
. (2.19)
Durch die effektive Kopplung kann der wechselseitige Einfluss in drei verschiedene
Regimes unterteilt werden: Unterhalb eines kritischen Werts ∗ < ∗min sind die
Systeme weitgehend unbeeinflusst und verhalten sich nach Gl. (2.15). Fu¨r ∗ >
∗max sind die Systeme vollsta¨ndig synchronisiert, x(t) = y(t). Im Kopplungsbereich
∗min ≤  ≤ ∗max, welcher als intermittent bezeichnet wird [PST93, OS94, ZPRK99],
beeinflussen sich die Systeme merklich, sind aber im zeitlichen Mittel verschieden.
In diesem Bereich kann sich die Dynamik des stationa¨ren Systems Z u.a. durch
blow-out-Bifurkationen auszeichnen, d.h. synchronisierte und nicht synchronisierte
Systemzusta¨nde wechseln sich ab. Dabei ist die Dynamik von Z im Allgemeinen
chaotisch.
Transiente Kopplung
Ein Ziel dieser Arbeit ist es, insbesondere transiente Signale nichtstationa¨rer Sys-
teme in Hinblick auf Interaktionen zu charakterisieren. Kopplungen werden als
transient bezeichnet, wenn sich das System Z aufgrund einer vorausgegangenen
A¨nderung der Kopplungssta¨rke in einem transienten Zustand befindet. Dies setzt
eine zeitabha¨ngige Kopplungssta¨rke (t) voraus und impliziert damit eine zeitliche
A¨nderung des Gesamtsystems Z. Den A¨nderungen anderer Systemparameter hin-
gegen entspricht, dass im Gegenzug die effektive Kopplung vera¨ndert wird, falls ein
Einfluss auf λmax vorhanden ist. Im Zeitintervall des transienten Einschwingvor-
gangs t ∈ [0, Tmax] ist der gegenseitige Einfluss zwischen Systemen von der Dauer
der Kopplung abha¨ngig. Die effektive Kopplung variiert daher im zeitlichen Mittel
mit der Kopplungsdauer T zwischen den Systemen:
∗ ∝ (t)
ln (λmax)
T
Tmax , fu¨r T ≤ Tmax. (2.20)
U¨ber den zeitlichen Verlauf nach dem Einsetzen einer transienten Kopplung kann
aufgrund des Einschwingvorgangs in Abha¨ngigkeit von den Dynamiken der unter-
suchten Systeme keine triviale Aussage geta¨tigt werden. Der Einfluss der Kopp-
lungsdauer auf die Synchronisation zweier Systemen wird in dieser Arbeit na¨her
untersucht.
Bidirektionale Kenngro¨ßen fu¨r die Sta¨rke oder Richtung von Interaktionen ko¨nnen
als symmetrisch (M(X, Y ) = M(Y,X)) oder asymmetrisch (M(X, Y ) 6= M(Y,X))
9
2 Grundlagen der Synchronisationstheorie
Abbildung 2.1: Abha¨ngigkeit idealisierter Kenngro¨ßen fu¨r Sta¨rke MS und Richtung MD
der Synchronisation von der effektiven Kopplung zwischen zwei Systemen.
Die effektive Kopplungssta¨rke ∗min,max trennt die nicht, schwach und stark
synchronisierten Regime.
unterschieden werden. Die Kenngro¨ße fu¨r die Sta¨rke der Synchronisation entspricht
einer Korrelationsmessung zwischen X und Y und ist somit symmetrisch, die Rich-
tung der Interaktion wird u¨ber einen asymmetrischen Einfluss von X → Y und
Y → X bestimmt. Die Abha¨ngigkeit idealisierter Synchronisationskenngro¨ßen fu¨r
Sta¨rke MS und Richtung MD von transienten Interaktionen kann durch Schreib-
weise der effektiven Kopplung von stationa¨ren [Wag06, Ost08, 10] auf transiente
Systeme u¨bertragen werden (siehe Abb. 2.1):
∗ < ∗min : Die Systeme sind nicht ausreichend gekoppelt, um Sta¨rke oder
Richtung zu detektieren, MS,D = 0.
∗min ≤ ∗ ≤ ∗max : Mit wachsender Kopplungssta¨rke steigt der Grad der Syn-
chronisationssta¨rke MS. Die Richtung der Interaktion MD kann bei mittleren
Kopplungssta¨rken optimal (|MD| = max) detektiert werden. Wa¨hrend in der
Na¨he von ∗min die Interaktion noch nicht ausreichend ist, um Asymmetrien
zu detektieren, na¨hern sich Systemzusta¨nde bei Kopplungssta¨rken um ∗max
symmetrischen Verteilungen x(t) ≈ y(t) an, und die Detektion der Interakti-
onsrichtung wird schwieriger.
∗ > ∗max : Die Systeme sind vollsta¨ndig synchronisiert, d.h. x(t) = y(t). Eine
Kenngro¨ße fu¨r Interaktionssta¨rke MS ist maximal. Die Interaktionsrichtung
zwischen den Systemen kann nicht mehr detektiert werden, da die Zusta¨nde
der Systeme gleich sind.
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2.3 Interaktionen zwischen stationären Systemen
2.3.1 Phasendynamik und Synchronisation
Die theoretische Beschreibung der Dynamik von Phasen ungekoppelter, aber auch
uni- oder bidirektional gekoppelter Systeme kann u¨ber geschlossene Differentialglei-
chungen erfolgen [Mal56, Kur84]. Die Systeme werden hierzu als selbst-erhaltende
Oszillatoren, also als dissipative Systeme angenommen. Zur mathematischen Be-
schreibung wird von schwachen Kopplungen, d.h. Kopplungen, die in erster Na¨he-
rung nur die Phasen aber nicht die Amplituden beeinflussen, ausgegangen.
Die Differentialgleichungen der Phasendynamik sind unabha¨ngig von Mittelungen
formuliert. Dagegen werden Kenngro¨ßen wie z.B. die beobachteten Frequenzen (Gl.
(2.24)) und damit auch die Beschreibungen von Synchronisation im Allgemeinen
u¨ber ein zeitliches Mittel 〈.〉T betrachtet. Dies geschieht unter der Annahme der
(schwachen) Stationarita¨t und der Ergodizita¨t der Systeme im Beobachtungs-
zeitraum. Der U¨bergang zu transienten Dynamiken wird im Abschnitt 2.4 disku-
tiert.
Ungekoppeltes System
Die Dynamik eines autonomen dissipativen Systems (vgl. Gl. (2.5)) mit periodischen
selbst-erhaltenden Oszillationen entspricht einem stabilen Attraktor Λ, auch als
Grenzzyklus bezeichnet, im Zustandsraum. Die zyklische Variable, die die Bewegung
eines Systems X auf dem Attraktor beschreibt, wird als Phase bezeichnet:
φX = φ(x(t)), mit x ∈ Λ. (2.21)
Aus der Forderung, dass die Phase proportional mit der Zeit pro Periode TX um
2pi wa¨chst, folgt:
dφX
dt
=
2pi
TX
= ωX , (2.22)
mit der natu¨rlichen Kreisfrequenz ωX . Die Phase kann als die Variable mit der
neutralen, stabilen Ausbreitungsrichtung des Systems definiert werden, d.h. sie ist
sensitiv bezu¨glich der Anfangsbedingungen und Sto¨rungen der Phase bleiben erhal-
ten. Diese Definition der Phase bedingt ein autonomes System, d.h. das System ist
unabha¨ngig von der Zeit t. Die Dynamik ist alleine von den Anfangsbedingungen
x0 abha¨ngig. Auf Λ entspricht die Phase der Variable mit der Ausbreitungsrich-
tung entlang des null-Lyapunov-Exponenten (λ = 0). Der Amplitude entsprechen
alle anderen Variablen des Systems, welche sich in lokal transversaler Richtung zum
Attraktor befinden (λ 6= 0).
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In der Na¨he des Attraktors kann die Phase u¨ber isochrone transversale Hyperfla¨chen
definiert werden [Win67, Guc75, Win80, Kur84]. Falls die Hyperfla¨chen konstanter
Phasen nicht-orthogonal zum Grenzzyklus stehen, ist die Phasengeschwindigkeit
des Systems von der Amplitude abha¨ngig, was als nicht-isochron bezeichnet wird.
Fu¨r nicht-isochrone Phasen ist eine gemessene Phase i.d.R. nicht monoton. Die
monoton rotierende Phase φX ist theoretisch anhand jeder anderen zyklischen aber
nicht monotonen Variable θ u¨ber eine Transformation
φX = ωX
∫ θ′
0
dt
dθ
dθ′ (2.23)
bestimmbar. Die praktische Anwendbarkeit dieser Transformation wird in Abschnitt
3.1 diskutiert. Eine wichtige Folgerung aus dieser U¨bertragbarkeit ist, dass gemes-
sene Kreisfrequenzen ΩX im zeitlichen Mittel 〈.〉T von φX und θ gleich sind, d.h.
ΩX =
〈
φ˙X
〉
T
=
〈
θ˙
〉
T
. (2.24)
Unidirektionale Kopplung
Unter der Annahme einer schwachen externen periodischen Kraft kann die Dynamik
der Phase durch eine Erweiterung der Differentialgleichung Gl. (2.22) beschrieben
werden. Die externe Sto¨rung kann allgemeiner als eine unidirektionale oder master-
slave Kopplung des Systems, der die externe Kraft zugrunde liegt, auf System X
verstanden werden. Die externe Kraft wird im Folgenden als periodisch mit der
Phase φext angenommen. Die Differentialgleichung fu¨r die Phase kann somit als
dφX
dt
= ωX + K(φext, φX), (2.25)
geschrieben werden (zur Herleitung siehe Anhang A). Hierbei ist die Kopplungs-
sta¨rke  proportional zur Amplitude der Kraft. Die Kopplungsfunktion K ist 2pi-
periodisch sowohl in φext als auch in φX und Gl. (2.25) beschreibt eine Dynamik
auf dem φX-φext-Torus.
Eine mathematische Beschreibung von Synchronisation gelingt u¨ber eine strobosko-
pische Beobachtung der Phase φX mit der Kreisfrequenz ωext, was der Untersuchung
in einem rotierenden Referenzsystem entspricht. Hierdurch kann die zweidimensio-
nale Differentialgleichung Gl. (2.25) auf eine diskrete eindimensionale Abbildung,
die so genannte Kreisabbildung, u¨berfu¨hrt werden. U¨ber das Verha¨ltnis zwischen
der gemessenen Anzahl von Oszillationen am System X und der Frequenz der ex-
ternen Kraft (α : β), welches als rotation number bezeichnet wird, kann der Grad
der Synchronisation definiert werden [Ott94, KH95]:
ΩX =
α
β
Ωext, ∀α, β ∈ N. (2.26)
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Abbildung 2.2: Links: Unterschied zwischen der beobachteten Frequenz ΩX des getriebe-
nen Systems X und der Frequenz ωext der externen Kraft in Abha¨ngig-
keit von ωext (graue Linie). Die Kopplungssta¨rke  zwischen den beiden
Systemen ist dabei fix. In der Na¨he der Eigenfrequenz ωX des Systems
X ist der Frequenzunterschied zwischen beiden Systemen null, was dem
frequency locking (in diesem Fall 1:1) entspricht. Auch in der Na¨he der
Frequenzsynchronisation weicht die beobachtete Frequenz ΩX von der Dif-
ferenz der Frequenzen ωX − ωext (gestrichelte Linie) ab. Die Frequenz des
getriebenen Systems wird so beeinflusst, dass ΩX 6= ωX . Rechts: Die Re-
gion, in der das System X mit der externen Kraft synchronisiert, wird
Synchronisationsregion oder Arnoldzunge genannt (grau gefu¨llte Fla¨che).
Die Frequenzsynchronisation ha¨ngt sowohl von der Frequenz der exter-
nen Kraft ωext als auch von der Kopplungssta¨rke zwischen den Systemen
ab. Die linke Abbildung kann hierbei als Schnitt durch die Arnoldzunge
(rechts) bei einer fixen Kopplungssta¨rke  aufgefasst werden.
U¨ber ein festes rationales Verha¨ltnis (α : β) ist die Frequenzsynchronisation oder
frequency locking definiert (siehe Abbildung 2.2). Eine sta¨rkere Definition fu¨r Syn-
chronisation, das phase locking, bezieht sich auf das Verha¨ltnis der Phasen beider
Systeme:
αφX − βφext = 0, ∀α, β ∈ N, (2.27)
wobei im Folgenden der Fall α = β = 1, also eine 1 : 1 Synchronisation ange-
nommen wird. Diese Definition fordert fu¨r den Fall der Synchronisation φX = φext.
Allgemeiner kann ein konstanter Versatz zwischen beiden Phasen erlaubt werden,
was einer gleichma¨ßigen Rotation beider Systeme mit exakt gleichen Frequenzen
und unterschiedlichen Phasen entspricht. U¨ber die Phasendifferenz ψ = φX − φext
kann Gl. (2.25) mit der Kopplungsfunktion K(φext, φX) =: Q(ψ) als
dψ
dt
= ωX − ωext + Q(ψ) (2.28)
geschrieben werden. Falls der Frequenzunterschied ausreichend klein ist (Qmin <
|ωX − ωext| < Qmax), ist die Phasendifferenz konstant. In Abha¨ngigkeit von der
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Kopplungssta¨rke und dem Frequenzunterschied ko¨nnen folglich Synchronisations-
regionen, so genannte Arnoldzungen bestimmt werden, in denen frequency locking
und phase locking auftreten (siehe Abbildung 2.2).
Die Folgerungen aus Gl. (2.28) gelten nur, falls die Kopplungsfunktion allein von
der Differenz der Phasen abha¨ngt. Dies ist sowohl fu¨r starke Kopplungen als auch
fu¨r chaotische Systeme i.d.R. nicht erfu¨llt und die Phasendifferenz ψ kann innerhalb
der Synchronisationsregion variieren. Allgemeiner kann die Phasensynchronisation
zwischen System X und der periodischen Kraft u¨ber eine Beschra¨nktheit der Pha-
sendifferenz definiert werden:
|φX − φext| < konst. (2.29)
Stochastische und chaotische Oszillatoren
Der Einfluss von Rauschen auf die Phasensynchronisation kann [Str58, Str63] fol-
gend untersucht werden. Aus Gl. (2.28) ist durch Hinzunahme eines stochastischen
Terms ξX(t) eine Langevin-Gleichung definiert:
dψ
dt
= ωX − ωext + Q(ψ) + ξX(t). (2.30)
Fu¨r synchronisierte Systeme ist die Phase φX unter Beobachtung in einem rotieren-
den Referenzsystem konstant. In diesem Fall kann die Phase als imagina¨res Teilchen
in einem lokalen Minimum auf einem globalen steilen Potentialverlauf verstanden
werden [PRK00, PRK01]. Die Steigung des globalen Potentialverlaufs entspricht
dem Frequenzunterschied zwischen beiden Systemen, die Tiefe des lokalen Mini-
mums der Amplitude  der externen Kraft. Der Potentialverlauf V (φX) kann mit
V (φX) = (ωX − ωext)φX − 
∫ ψ
0
Q(x˜)dx˜ (2.31)
beschrieben werden. Unter Einfluss von schwachem Rauschen mit beschra¨nkter
Amplitude kann das lokale Minimum nicht u¨berwunden werden. Das Phasenteil-
chen fluktuiert um einen konstanten Wert, die Beschra¨nkung der Phasendifferenzen
bleibt erhalten. Fu¨r gro¨ßere stochastische Terme, z.B. durch weißes gaußverteiltes
Rauschen, kann das Potentialminimum u¨berwunden werden. Dies impliziert Pha-
senspru¨nge oder phase slips zwischen den Minima, bevorzugt um 2pi. Die Dynamik
der Phase a¨hnelt einem random walk und die Synchronisation wird statistisch be-
schrieben (siehe Abbildung 2.3). Eine quantitative Beschreibung von Synchronisa-
tion durch Rauschen getriebener Systeme ist fu¨r gaußverteiltes δ-korreliertes Rau-
schen u¨ber die Wahrscheinlichkeitsdichte mit Hilfe der Fokker-Planck-Gleichung
mo¨glich [Str63, Ris96].
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Abbildung 2.3: Potentialverlauf eines imagina¨ren Teilchens, dass der Phase φX unter dem
Einfluss einer externen Kraft mit der Phase φext entspricht. Die Tiefe der
lokalen Minima entspricht der Kopplungssta¨rke , die Steigung des Poten-
tials dem Frequenzunterschied zwischen ωX und ωext. Links: Das Phasen-
teilchen unter Einfluss von schwachem Rauschen mit beschra¨nkter Am-
plitude kann das lokale Minimum nicht u¨berwinden. Daraus folgt, dass
das Teilchen um einen bestimmten Wert fluktuiert, die Beschra¨nkung der
Phasendifferenz jedoch erhalten bleibt. Rechts: Durch einen stochastischen
Einfluss mit gro¨ßerer Rauschamplitude kann das Phasenteilchen das lokale
Minimum verlassen und springt zwischen den Minima bevorzugt um 2pi.
Sowohl die Aufenthaltswahrscheinlichkeit als auch die bevorzugte Richtung
dieser phase slips wird dabei durch den Potentialverlauf bestimmt.
Das Konzept der Phasensynchronisation kann auch auf chaotische Oszillatoren
u¨bertragen werden [RPK96, PROK97, PRK00, PRK01]. Die Idee ist hierbei, dass
niedrig-dimensionale Systeme genau eine neutrale Variable mit λ = 0 besitzen, die
der Phase eines periodischen Oszillators entspricht. Die Dynamik entlang dieser
Variable wird fu¨r chaotische Systeme als Dynamik der Phase verstanden. Verfahren
fu¨r die praktische Berechnung der Phase werden im Abschnitt 3.1 behandelt, zum
einfachen Versta¨ndnis wird hier angenommen, dass die Phase u¨ber Schnitte mit ei-
ner Poincare´-Fla¨che im Zustandsraum [Ric44, KS03, CHL+02] gewonnen wird. Die
Phase wird linear zwischen den Zeitpunkten tj und tj+1 zweier aufeinanderfolgender
Schnitte der Trajektorie mit der Poincare´-Fla¨che interpoliert:
φP = 2pi
t− tj
tj+1 − tj + 2pij, tj ≤ t < tj+1. (2.32)
Bei chaotischen Systemen ist die Dynamik von der Amplitude Aj an den Schnitt-
stellen mit den Poincare´-Fla¨chen abha¨ngig. Da der Schnittpunkt und die Umlauf-
periode TX variieren ko¨nnen, ist der zeitliche Verlauf von φX nicht gleichma¨ßig.
Die Phase fluktuiert in Abha¨ngigkeit von den Systemeigenschaften des beobachte-
ten Oszillators. Mathematisch kann die gesto¨rte Phase eines chaotischen Oszillators
nach Gl. (2.25) als
dφX
dt
= ωX + K(Aj, φX, φext) +N (Aj) (2.33)
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geschrieben werden. Die Kopplungsfunktion K ist im Allgemeinen auch abha¨ngig
von der Amplitude Aj. Die Funktion N (Aj) beschreibt das chaotische Verhalten
der Amplitude, welches deterministisch ist, aber als effektives Rauschen betrachtet
werden kann. Die Phasensynchronisation bei chaotischen Oszillatoren kann in die-
sem Sinne, a¨hnlich wie bei verrauschten Systemen, statistisch interpretiert werden.
Hierbei muss eingeschra¨nkt werden, dass N (Aj) i.d.R. weder bekannt ist, noch die
Werte der Funktion als gaußverteilt angenommen werden ko¨nnen.
2.3.2 Synchronisationsformen
Die pha¨nomenologische Beschreibung von Synchronisation hat verschiedene mathe-
matische Formulierungen und Konzepte angeregt, wobei die von Huygens beschrie-
bene Phasensynchronisation nur ein Aspekt ist. Aktuelle Ansa¨tze [BK00, BPP01,
HK05] bescha¨ftigen sich mit einer vereinheitlichten mathematischen Formulierung
von Synchronisation. Im Folgenden werden die vier dominierenden Formulierun-
gen vorgestellt, wobei x(t) und y(t) die Zustandsvektoren und φX(t) bzw φY (t) die
Phasen der Systeme X, Y bezeichnen.
Vollständige Synchronisation
Die Systeme X und Y sind vollsta¨ndig synchronisiert, wenn die Differenz der Zu-
standsraumvektoren asymptotisch verschwindet:
lim
t→∞
(x(t)− y(t)) = 0. (2.34)
Diese starke Forderung nach vollsta¨ndiger Synchronisation kann nur erfu¨llt werden,
wenn die Systeme X und Y strukturell gleich sind. Andernfalls ko¨nnen die Systeme
nur sehr a¨hnliche Zusta¨nde annehmen, aber ein geringer Unterschied bleibt erhalten
[Pik84, RPK97].
Zeitversatzsynchronisation
Die Zeitversatzsynchronisation entspricht vollsta¨ndig synchronisierten Systemen
mit einem festen Zeitversatz τ , so dass gilt:
lim
t→∞
(x(t+ τ)− y(t)) = 0. (2.35)
Die Systeme nehmen gleiche Zusta¨nde an, welche jedoch um τ verzo¨gert sind.
Fu¨r τ = 0 geht die Zeitversatzsynchronisation in die vollsta¨ndige Synchronisati-
on u¨ber.
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Phasenynchronisation
Fu¨r die Beschreibung von Phasensynchronisation bidirektional wechselwirkender
Systeme X, Y ko¨nnen die Definitionen Gl. (2.26) und Gl. (2.29) erweitert werden
[PRK01]. Die schwa¨chere Forderung fu¨r Synchronisation, das frequency locking,
wird u¨ber das rationale Verha¨ltnis α : β der zeitlich gemittelten Frequenzen ΩX,Y =〈
φ˙X,Y (t)
〉
T
definiert:
ΩX
ΩY
=
α
β
, ∀α, β ∈ N. (2.36)
Die sta¨rkere Forderung, das phase locking, entspricht der Beschra¨nktheit der Pha-
sendifferenz,
|φX(t)− φY (t)| < konst, (2.37)
wobei in diesem Fall eine 1 : 1-Synchronisation angenommen wird.
Generalisierte Synchronisation
Die generalisierte Synchronisation ist eine allgemeinere mathematische Formulie-
rung fu¨r Synchronisation. Fu¨r unidirektional gekoppelte Systeme [AVR86], hier
X → Y , wird ein Funktional G gefordert, welches Zusta¨nde von System X auf
System Y abbildet,
y(t) = G(x(t)). (2.38)
Der Zustand von System Y zum Zeitpunkt t kann durch die Funktion G eindeu-
tig aus dem Zustand von System X bestimmt werden. Das Konzept kann fu¨r die
Anwendung auf bidirektional gekoppelte Systeme erweitert werden [ZWC02]. Die
vollsta¨ndige Synchronisation sowie die Zeitversatzsynchronisation lassen sich als
Sonderfa¨lle der generalisierten Synchronisation schreiben:
G(x(t)) = x(t), (2.39)
G(x(t)) = x(t+ τ).
2.4 Transiente Interaktionen und Ergodenhypothese
Im Abschnitt 2.3 wurde beispielsweise die Synchronisation zwischen zwei Systemen
unter der Annahme der Stationarita¨t u¨ber eine zeitliche Mittelung definiert. U¨ber
diese Definition ist eine hohe zeitliche Auflo¨sung transienter Kopplung nicht mo¨g-
lich. Um Interaktionen u¨ber transiente Signale zu untersuchen, kann die zeitliche
Mittelung durch eine Mittelung u¨ber ein Ensemble von Realisierungen unter der
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Annahme der Ergodizita¨t der beobachteten Systeme ersetzt werden. Verschie-
dene Realisierungen ko¨nnen z.B. u¨ber strukturell gleiche, gekoppelte Systeme her-
gestellt werden. Bei Untersuchungen eines Ensembles ko¨nnen somit zeitabha¨ngige
Synchronisationspha¨nomene beobachtet werden [PROK97], indem fu¨r die Berech-
nung vom Zeitmittel 〈.〉T zum Scharmittel 〈.〉E u¨bergegangen wird. Dabei wird das
System in Bezug auf ein physikalisches Wahrscheinlichkeitsmaß µ als (quasi-)ergo-
disch angenommen. Fu¨r die Untersuchung transienter Felddaten muss Ergodizita¨t
des Systems ebenso angenommen werden, wie die Stationarita¨t bei der Charakte-
risierung mit Kenngro¨ßen u¨ber das zeitliche Mittel. Zur Generierung von Modell-
daten werden in dieser Arbeit die Differentialgleichungen der Lorenz- bzw. Ro¨ssler-
Oszillatoren [Lor63, Ro¨s76] verwendet. Diese Systeme ko¨nnen als ergodisch ange-
nommen werden [ER92]. Aktuelle Untersuchungen [AOVS05, PSWT05, LMP05]
zeigen weiterhin, dass diese Systeme auch Eigenschaften der sta¨rkeren, die Ergodi-
zita¨t implizierenden, Annahme des Mischens erfu¨llen. Mischen kann als dynamische
Instabilita¨t des Systems beschrieben werden: Anfa¨nglich unterschiedliche Volumen
im Zustandsraum werden u¨ber die Zeit so transformiert (gemischt), dass die Volu-
men nicht mehr trennbar sind.
Ergodizität
Ludwig Boltzmann formulierte 1887 die Ergodenhypothese, die besagt, dass eine
endliche zeitliche Entwicklung eines ergodischen dynamischen Systems – von einem
beliebigen Punkt startend – jeden Punkt im Zustandsraum des Systems erreicht.
Dies ist nicht fu¨r beliebige Systeme gu¨ltig und diese Forderung kann abgeschwa¨cht
so formuliert werden, dass ein System als quasi-ergodisch angenommen wird, falls
die typische Trajektorie jedem Punkt im Zustandsraum beliebig nahe kommt. Im
Fall von nichtlinearen Systemen wird das Wahrscheinlichkeitsmaß nicht fu¨r den ge-
samten Zustandsraum definiert, sondern auf eine Untermenge E ⊂ RdX beschra¨nkt,
welcher dem Attraktor des Systems entspricht.
Ein Wahrscheinlichkeitsmaß µ sei invariant3 bezu¨glich der Untermenge E und der
Abbildung Φ nach Gl. (2.6), dann gilt
µ(Φ−j(E)) = µ(E), j > 0. (2.40)
Ein System heißt ergodisch, wenn fu¨r eine beliebige Untermenge ein invariantes
Maß entweder 1 oder 0 ergibt [BS93, KH95]. Aus der Ergodenhypothese folgt,
3U¨ber invariante Wahrscheinlichkeitsmaße werden Ensembles von Zusta¨nden beschrieben, deren
Dichte sich unter der zeitlichen Entwicklung nicht a¨ndert. Die einzelnen Zusta¨nde entwickeln
sich jedoch gema¨ß der Abbildung Φ.
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dass fu¨r ein Wahrscheinlichkeitsmaß µ der zeitliche Mittelwert 〈µ〉T gleich dem
Ensemblemittelwert 〈µ〉E fu¨r fast alle Anfangsbedingungen x(0) ist [ER92]:
〈µ〉T = 〈µ〉E (2.41)
⇔ lim
n→∞
1
n
n∑
j=0
µ(Φj(x(0))) =
∫
RdX
µ(x)dµ(x). (2.42)
Dabei ist dµ(x) = ρ(x)dx, falls die Dichte im Zustandsraum u¨ber ρ(x) definiert
ist. Die Integration la¨uft hierbei u¨ber den gesamten Zustandsraum RdX . Aus der
Annahme der Ergodizita¨t folgt, dass die Beobachtung einer Realisierung u¨ber einen
langen Zeitraum der Beobachtung vieler einzelner Realisierungen entspricht.
19
2 Grundlagen der Synchronisationstheorie
20
3 Kenngrößen für Stärke und Richtung
von Interaktionen
Die Sta¨rke oder Richtung einer Interaktion komplexer (Sub-)Systeme kann mit Hilfe
bivariater oder multivariater Kenngro¨ßen charakterisiert werden. Die multivariaten
Kenngro¨ßen, die Interaktionen zwischen mehr als zwei Systemobservablen erfassen,
werden dabei ha¨ufig aus einer zusa¨tzlichen Analyse von bivariaten Kenngro¨ßen,
welche Interaktionen zwischen zwei Systemobservablen charakterisieren, gewonnen.
Dabei kann zwischen Kenngro¨ßen, die die Sta¨rke der Interaktion bestimmen, und
denen, welche die Richtung der Interaktion bestimmen, unterschieden werden. Wei-
terhin unterscheiden sich die Kenngro¨ßen danach, ob sie zur Untersuchung von Si-
gnalen von stationa¨ren oder nicht-stationa¨ren Systemen geeignet sind. In Abha¨ngig-
keit von diesen konkurrierenden Annahmen kann – wie bereits im letzten Abschnitt
erla¨utert – die Charakterisierung von Interaktionen u¨ber Zeit- bzw. Ensemblemit-
tel erfolgen. Allen Ansa¨tzen liegt eine Informationsreduktion der urspru¨nglichen
Signale zugrunde. Bei den phasenbasierten Ansa¨tzen kommt der Berechnung der
Phasenwerte aus den Zeitreihen eine besondere Stellung zu, siehe Abschnitt 3.1.
Bei den informationstheoretischen oder zustandsraumbasierten Verfahren ist die
Wahl der Einbettungsparameter von entscheidener Bedeutung [KS03, 9].
Eine Vielzahl von bivariaten Kenngro¨ßen wurden fu¨r die Charakterisierung von
stationa¨ren Interaktionen vorgeschlagen – zur U¨bersicht sei [PQB05, HSPVB07,
10] empfohlen. Ein Konzept, auf welchem u.a. Kenngro¨ßen fu¨r Sta¨rke oder Rich-
tung basieren, ist die Informationstheorie. Die Sta¨rke der Interaktion wird hierbei
u¨ber den ungerichteten gegenseitigen Informationsgehalt bestimmt [Sha48, KSG04].
Ein gerichteter Informationsfluss kann sowohl u¨ber das Konzept der Granger-Kau-
salita¨t [Gra69, AMS04, DRD08] als auch u¨ber das der Transferentropie [Sch00,
PKHSˇ01, PS03, Liu04, LPK07, FP07, PV07, WDB+07, Lia08, SL08, Sta10] be-
stimmt werden. Diese Ansa¨tze verwenden zur Charakterisierung von Interaktionen
die Vera¨nderung der Vorhersagbarkeit zuku¨nftiger Werte eines Systems durch Hin-
zunahme zusa¨tzlicher Informationen des vermeintlich beeinflussenden Systems. Ein
weiterer Ansatz, die Interaktionsrichtung zwischen zwei Signalen zu bestimmen,
kann durch die Trennung zwischen stochastischen und deterministischen Anteilen
der Dynamik, basierend auf der Fokker-Planck-Gleichung, vorgenommen werden
[PL08, Pru08, BGS+09].
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Die Ansa¨tze, die aus der Synchronisationstheorie abgeleitet werden, beziehen sich
i.d.R. auf die Formulierungen der generalisierten Synchronisation oder der Pha-
sensynchronisation. Im ersten Fall werden geometrische [RSTA95, AGLE99, CA09]
oder dynamische [SSC+96, LRMV99] Abha¨ngigkeiten in den aus den Zeitreihen
rekonstruierten Zustandsra¨umen [Tak81, SYC91, KS03] genutzt, um Sta¨rke oder
Richtung der Interaktion zu charakterisieren. Vergleiche zwischen den verschie-
denen Ansa¨tzen finden sich in [Ost03, FPN08]. Mit dem Ansatz der Rekurrenz,
welcher die periodische Wiederkehr a¨hnlicher Zusta¨nde im Zustandsraum unter-
sucht, ko¨nnen sowohl Sta¨rke als auch Richtung von Interaktionen untersucht werden
[MM04, TRRK04, TRK+06, MRTK07, SMK07, RTKG07]. Mit Hilfe von Kenngro¨-
ßen, die sich auf das Konzept der Phasensynchronisation beziehen, kann die Sta¨rke
von Interaktion u¨ber zirkula¨re Statistik [LRMV99, MLDE00, TBF01, WSK+06,
SWM+06, SWTP07, SND07, NRT+10] oder u¨ber informationstheoretische Verfah-
ren [TRW+98] abgescha¨tzt werden. Der informationstheoretische Ansatz kann auch
fu¨r die Richtung von Interaktionen erweitert werden [PS03, BGS+08]. Um die Rich-
tung von Interaktionen u¨ber die Phasenvariablen zweier Systeme zu bestimmen,
wurde von Rosenblum und Pikovsky ein Ansatz vorgeschlagen [RP01], bei welchem
die Phasendynamik in Abha¨ngigkeit der Phasen beider Systeme modelliert wird.
Dieser Ansatz hat einen großen Einfluss auf die aktuelle Forschung, was die Viel-
zahl von Untersuchungen und Anwendungen auf Felddaten belegt [RCB+02, SB03,
CRF+03, Wag06, 7, 8, SSWT07, SB09, 5]. Ein Vergleich zwischen zustandsraum-
und phasenbasierten Ansa¨tzen zeigt, dass die Beru¨cksichtigung verschiedener Aspek-
te der Signale zu abweichenden Ergebnissen fu¨hren kann [SA05, 9, Ost08].
Fu¨r den Fall transienter Signale zur Bestimmung der Interaktionssta¨rke sind zahl-
reiche Verfahren [RGL+99, FKL+01, AK04, KES+04,  LW08], basierend auf ver-
schiedenen Konzepten, vorgeschlagen wurden. Fu¨r die Charakterisierung der In-
teraktionsrichtung sind bisher nur wenige, zustandsraumbasierte [ALD06, IOLK08]
oder informationstheoretische Verfahren [3] verfu¨gbar. Basierend auf dem Konzept
der Phasensynchronisation, kann die von Rosenblum und Pikovsky vorgeschlagene
Kenngro¨ße zur Analyse von Zeitreihen transienter Systeme erweitert werden [4].
Das Hauptziel dieser Arbeit ist die ausfu¨hrliche Darstellung, Untersuchung und
Weiterentwicklung einer Kenngro¨ße, mit welcher transiente gerichtete Interaktio-
nen, basierend auf dem Konzept der Phasensynchronisation, charakterisiert werden
ko¨nnen.
3.1 Phasenbestimmung
Zur Bestimmung der Phasenwerte aus Messreihen wurden verschiedene Verfah-
ren vorgeschlagen. Phasenwerte ko¨nnen aus Zeitreihen bestimmt werden, indem
22
3.1 Phasenbestimmung
zwischen aufeinanderfolgenden Ereignissen linear interpoliert wird (z.B. u¨ber die
Poincare´-Fla¨che, siehe Gl. (2.32)), oder indem der Winkel einer beliebigen Projek-
tion eines mehrdimensionalen Zustandsraums in einem zweidimensionalen Unter-
raum gescha¨tzt wird [PRK00, PRK01].
Diese Methoden erscheinen intuitiv versta¨ndlich, die Anwendung auf Felddaten
kann jedoch wegen der Wahl der Parameter aufwa¨ndig und ambivalent sein. In
der vorliegenden Arbeit wird die Hilbert-Transformation (vgl. B), die eindeutig
und verha¨ltnisma¨ßig einfach zu implementieren ist, zur Phasenbestimmung ver-
wendet. Allgemein unterscheiden sich Techniken zur Phasenbestimmung anhand
der Frequenzanteile, welche zur Berechnung der Phase verwendet werden, und ko¨n-
nen entweder als frequenzselektiv oder adaptiv bezeichnet werden. Bei der adap-
tiven Methode wird die Phase aus einem Breitbandsignal berechnet, wobei die
mittleren Frequenzen der Phase mit der Schwerpunktfrequenz des Signals u¨ber-
einstimmen [Boa92]. Dabei werden die Phasenzeitreihen aus dem analytischen Si-
gnal [Gab46, Pan65] u¨ber die Hilbert-Transformation bestimmt. Frequenzselektive
Methoden bestimmen die Phasenwerte allein aus einem beschra¨nkten Frequenz-
band und enthalten somit nur Phaseninformationen aus diesem Frequenzbereich.
Es konnte gezeigt werden [LFL+01, QKKG02, Bru04], dass sich die Phasen, die mit
der Hilbert-Transformation bestimmt werden, durch die Verwendung von ada¨qua-
ten Filtern denjenigen, die u¨ber die Wavelet-Transformation bestimmt wurden, an-
gleichen. Bei Untersuchungen, bei welchen Interaktionen in Abha¨ngigkeit von einem
bestimmten Frequenzband erwartet werden – in den Neurowissenschaften werden
z.B. frequenzbandspezifische Kopplungen bestimmter kognitiver Prozesse angenom-
men [FKL+01] – wurde in der vorliegenden Arbeit eine Kombination von digitalen,
phasenerhaltenden Filtern und der Hilbert-Transformation angewendet (siehe B).
Aktuelle Entwicklungen bescha¨ftigen sich mit der Bestimmung von invarianten Pha-
senvariablen unabha¨ngig von der Berechnungsmethode [KCR+07, KCR+08] und mit
der Identifizierung stochastischer Anteile einer Phasendynamik [SP10] fu¨r den Fall
gekoppelter Systeme.
Die in dieser Arbeit bestimmten Phasenzeitreihen ko¨nnen als
φ(tj) = φ(jδt), j = 1, . . . , n, (3.1)
mit dem Abtastintervall δt geschrieben werden. Falls die Phasenzeitreihen ein En-
semble von Realisierungen darstellen, ko¨nnen diese, bezogen auf einen gemeinsamen
Zeitpunkt j, mit dem Ensemble-Index r dargestellt werden:
φ(trj) = φ
r(jδt), j = 1, . . . , n, r = 1, . . . ,m. (3.2)
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3.2 Stärke der Interaktion
Die Sta¨rke der Interaktion kann u¨ber eine Korrelationsmessung zwischen den Pha-
senvariablen bestimmt werden, wobei die Verteilung der Phasendifferenzen mit Hilfe
der zirkula¨ren Varianz quantifiziert wird [Mar72]. Als Beispiel sind die Verteilun-
gen zweier gekoppelter bzw. nicht-gekoppelter Ro¨ssler-Oszillatoren in Abbildung
3.1 dargestellt: Fu¨r den ungekoppelten Fall sind die Phasendifferenzen zwischen
den Systemen nahezu gleichverteilt. Durch die Kopplung zwischen den Systemen
wird eine bevorzugte Phasendifferenz induziert und die Verteilung na¨hert sich einer
unimodalen an.
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Abbildung 3.1: Verteilung der Phasendifferenzen ψ zwischen Ro¨ssler-Oszillatoren mit je-
weils n = 1000 Werten. Links: Fu¨r ungekoppelte Systeme sind die Werte
eher gleichverteilt, ein eindeutiges Maximum ist nicht zu erkennen. Rechts:
Fu¨r schwach gekoppelte Systeme ist die Verteilung unimodal.
3.2.1 Mittlere Phasenkohärenz für stationäre Systeme
Untersuchungen der Interaktionssta¨rke zwischen stationa¨ren Systemen wurden so-
wohl an Modellsystemen als auch an Felddaten vorgenommen [LRMV99, MLDE00,
TBF01]. Mit Gl. (3.1) kann die Phasendifferenz als
ψ(tj) = φX(tj)− φY (tj) (3.3)
geschrieben werden. Die mittlere Phasenkoha¨renzR [MLDE00] entspricht der La¨nge
des Vektors, der u¨ber die Summation der Phasendifferenzen auf dem Einheitskreis
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berechnet wurde:
R(X, Y ) =
1
n
∣∣∣∣∣∑
j
exp(ıψ(tj))
∣∣∣∣∣ . (3.4)
Wegen der Stationarita¨t der Systeme ko¨nnen die Phasendifferenzen im Beobach-
tungsintervall j = 1, . . . , n aufsummiert werden. Aus dieser Definition folgt, dass R
zwischen 0 und 1 beschra¨nkt ist und gro¨ßere Werte annimmt, wenn die Varianz der
Verteilung kleiner wird. In dem Fall des 1:1-phase locking im Sinne von Gl. (2.27)
entspricht die Verteilung der Phasendifferenz einem δ-Peak und R ist gleich 1.
3.2.2 Mittlere Phasenkohärenz für transiente Dynamiken
Diese Kenngro¨ße fu¨r die Sta¨rke von Interaktion wurde fu¨r die Analyse transienter
Signale z.B. in den Neurowissenschaften verwendet [RGL+99, FKL+01]. U¨ber die
multiplen Realisationen r = 1, . . . ,m eines Systemzustandes kann nach Gl. (3.2)
die zeitaufgelo¨ste Kenngro¨ße Rj bestimmt werden:
Rj(X, Y ) =
1
m
∣∣∣∣∣∑
r
exp(ıψ(trj))
∣∣∣∣∣ . (3.5)
Hierbei ist die Phasendifferenz ψ(trj) der Gl. (3.3) folgend definiert. Die Werte von
Rj sind analog zu denen von R interpretierbar. Hier und im Folgenden wird die No-
tation verwendet, dass zeitaufgelo¨ste Kenngro¨ßen mit dem Index j gekennzeichnet
sind.
Durch die Beschra¨nkung endlich vieler Realisierungen sind die Extrema von 0 und
1 i.d.R. nicht messbar. Um zu evaluieren, ob die mittlere Phasenkoha¨renz signifi-
kant auf transient gekoppelte Systeme hinweist, kann ein Testverfahren angewandt
werden. Dazu werden sogenannte Surrogate erzeugt, die aus den urspru¨nglichen
Daten generiert werden, bestimmte Eigenschaften dieser Daten jedoch nicht er-
halten [TEL+92, SS00]. Hier sollen die Surrogate die Verteilung der Phasen φX,Y
erhalten, die Korrelationen zwischen den Phasen jedoch zersto¨ren. Mit diesen Sur-
rogaten wird auf die Nullhypothese getestet, dass die Phasen unkorreliert sind (vgl.
auch Abschnitt 3.3.2). Im Gegensatz zu statistischen Tests, wie dem Rayleigh Test
[Mar72], braucht bei dem Vergleich mit Surrogaten keine Annahme u¨ber die zu-
grundeliegende Verteilung der Phasenwerte gemacht werden. Die Surrogate von Rj
werden berechnet, indem eine Phasenzeitreihe u¨ber die Realisierungen zufa¨llig per-
mutiert und die mittlere Phasenkoha¨renz bestimmt wird,
Rpj (X, Y ) = R(X, Yp), p = 1, . . . , s, (3.6)
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mit den permutierten Phasenwerten Yp. Falls fu¨r s = 39 Surrogate die originale
mittlere Phasenkoha¨renz kleiner ist als der maximale Wert, der u¨ber die verschie-
denen Surrogate bestimmt wurde, ist dies mit einer Wahrscheinlichkeit von 97, 5%
signifikant. In diesem Fall wird Rj(X, Y ) = 0 gesetzt. Falls der maximale Surrogat-
wert kleiner als Rj(X, Y ) ist, wird die Nullhypothese verworfen und der originale
Wert bleibt erhalten. Die so erhaltene Kenngro¨ße wird mit R∗j bezeichnet.
3.3 Richtung der Interaktionen
Fu¨r eine theoretische Betrachtung der Phasendynamik zweier gekoppelter Systeme
ko¨nnen geschlossene Differentialgleichungen analog zu Anhang A hergeleitet werden
[Kur84, PRK01]:
dφX
dt
= ωX + KX(φX, φY ), (3.7)
dφY
dt
= ωY + KY (φY , φX).
Durch die Beschreibung mit den Differentialgleichungen der Phase wird die Dy-
namik des mo¨glicherweise ho¨herdimensionalen Zustandsraums auf eine invariante
zweidimensionale Oberfla¨che der Variablen φX und φY projeziert. Diese Fla¨che ent-
spricht einem 2pi-periodischen Torus (siehe Gl. (2.25)). Die Kopplungsfunktionen
in Gl. (3.7) ko¨nnen dabei als Fourrierreihen entwickelt werden:
KX =
∑
k,l
ak,lX exp (ı(kφX + lφY )), (3.8)
KY =
∑
k,l
ak,lY exp (ı(kφY + lφX)).
Wird die Dynamik aus Gl. (3.7) in einem Zeitintervall eines stationa¨ren Systems
untersucht, kann zwischen schnell variierenden Fouriertermen und denen mit na-
hezu konstanten Werten unterschieden werden. Letztere werden als resonant be-
zeichnet und tragen entscheidend zur Phasendynamik bei. Fu¨r ungekoppelte oder
schwach gekoppelte Systeme (∗ < ∗min) mit inkommensurablen Frequenzen be-
schreiben die Fourierterme schnelle Rotationen mit Ausnahme der Terme, welche
den Resonanzfrequenzen von ωX,Y entsprechen. Fu¨r 
∗ > ∗min existiert ein rationales
Frequenzverha¨ltnis,
ωX
ωY
≈ α
β
, (3.9)
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und die Fourierreihen mit den Termen k = βh und l = −αh sind resonant und
als
QX(βφX − αφY ) =
∑
h
aβh,−αhX exp (ıh(βφX − αφY )), (3.10)
QY (αφY − βφX) =
∑
h
aαh,−βhY exp (ıh(αφY − βφX))
darstellbar. Fu¨r die geschlossenen Differentialgleichungen gilt dann:
dφX
dt
= ωX + QX(βφX − αφY ), (3.11)
dφY
dt
= ωY + QY (αφY − βφX).
Mit der Kenntnis der Einflu¨sse X,YQX,Y kann eine asymmetrische Abha¨ngigkeit
zwischen der Dynamik der Phasen φX und φY definiert werden. Ziel der vorge-
stellten Verfahren ist es daher, einen funktionellen Zusammenhang zwischen den
Phasendynamiken zu approximieren, der der Beschreibung (3.11) entspricht.
3.3.1 Direktionalitätsindex für stationäre Systeme
Der Direktionalita¨tsindex [RP01], auch cross dependency oder directional relation-
ship, wird u¨ber eine Methode zur Bestimmung von Interaktionsrichtungen zwischen
zwei Systemen bestimmt, die darauf basiert, den deterministischen Anteil der Dy-
namik zu approximieren bzw. die resonanten Terme der Kopplungsfunktion u¨ber
die zeitliche Mittelung 〈.〉T zu identifizieren. Fu¨r unbekannte Systeme, bei denen
weder Eigenfrequenzen noch Kopplungsterme bekannt sind, kann Gl. (3.11) unter
der Annahme schwacher Kopplungen verallgemeinert werden. Die Phasendynamik
der Systeme X, Y kann durch unbekannte zweidimensionale Abbildungen FX,Y ge-
ma¨ß
∆φX(tj) = FX[φX(tj), φY (tj)] + ξX, (3.12)
∆φY (tj) = FY [φY (tj), φX(tj)] + ξY
dargestellt werden, wobei mit ξX,Y stochastische Einflu¨sse beschrieben werden. Fu¨r
eine vereinfachte Schreibweise wird im Folgenden der Einfluss Y → X betrachtet,
der inverse Einfluss kann analog bestimmt werden. Zur Modellierung der Abbildung
FX wird eine Fourierreihe der Ordnung d˜∗,
FX(φX(tj), φY (tj)) =
d˜∗∑
k,l
ak,l exp (ı[k φX(tj) + l φY (tj)]), (3.13)
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mit den Termen |k| ≤ 3 fu¨r l = 0, |l| ≤ 3 fu¨r k = 0 und |k| = |l| = 1 verwendet
[RCB+02] . Die zeitliche Ableitung von φX in Gl. (3.11) wird durch das Phasenin-
krement,
∆φX(tj) = φX(tτ+j)− φX(tj), (3.14)
mit dem Zeitversatz τ gena¨hert. Fu¨r die Berechnung der Steigung wird die Phase φX
auf das Intervall [0;∞) entfaltet1, um singula¨res Verhalten der Steigungen um den
Phasenwert 2pi zu vermeiden. Die Wahl von τ wird im Abschnitt 3.3.2 erla¨utert.
Die Approximation F ≈ 〈F〉T geschieht u¨ber die Minimierung des Fehlers eines
linearen quadratischen Problems,∥∥∥A~a−~b∥∥∥2 → min, (3.15)
wobei ~a der Lo¨sungsvektor der Approximation darstellt. Die Designmatrix A kann
mit der vereinfachten Syntax [Fjk]j=1...n, k=1...,d˜ fu¨r jeden Fourierterm k und Zeit-
punkt j = 0, . . . , n˜ mit n˜ = n− τ aufgestellt werden:
A =
 F11 . . . F1d˜... ...
Fn˜1 . . . Fn˜d˜
 . (3.16)
Der Steigungsvektor ~b ist analog zu Gl. (3.14) u¨ber das Phaseninkrement zu jedem
Zeitpunkt j definiert:
~b =
 ∆φX(t1)...
∆φX(tn˜)
 . (3.17)
Der Lo¨sungsvektor ~a wird hierbei u¨ber die verschiedenen Zeitpunkte j = 1, . . . , n˜
gena¨hert. Damit F ≈ 〈F〉T sinnvoll approximiert werden kann, muss die Annahme
der Stationarita¨t zumindest na¨herungsweise gegeben sein. Auf der anderen Seite
ha¨ngt die statistische Validita¨t der Approximation von der Anzahl der Zeitpunkte
n ab, so dass bei unbekannten Systemen immer eine Abwa¨gung zwischen Stationa-
rita¨t und Validita¨t bei der Wahl des Beobachtungszeitraums vorgenommen werden
muss.
Die Abha¨ngigkeit der Funktion FX von der Phase φX bestimmt den Einfluss Y →
X, wie in Abbildung 3.2 gezeigt wird. Numerisch kann dies, [RP01] folgend, u¨ber
c2(X|Y ) =
〈(
∂FX
∂φY
)2〉
P
=
d∑
k,l
l2(ak,l)2 (3.18)
1Die Phasen werden entfaltet, indem die einzelnen Perioden der Oszillationen so angeschlossen
werden, dass die Spru¨nge um 2pi verschwinden.
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Abbildung 3.2: Approximierte Funktionen FX(φX , φY ) (links) und F Y (φY , φX) (rechts)
fu¨r Ro¨ssler-Oszillatoren, die unidirektional (Y → X) gekoppelt sind. Wa¨h-
rend die Abha¨ngigkeit von φY durch eine große Steigung der Funktion
FX(φX , φY ) reflektiert wird, ist F Y (φX , φY ) anna¨hernd unabha¨ngig von
φX . Der gegenseitige Einfluss kann u¨ber die Summation der Steigungen
u¨ber den gesamten Phasenraum bestimmt werden.
berechnet werden. Dabei ist der Mittelwert u¨ber den Phasenraum als
〈.〉P =
∫ 2pi
0
∫ 2pi
0
(.) dφXdφY (3.19)
definiert. Die Summe auf der rechten Seite kann analytisch hergeleitet werden
[SB03, Wag06, Ost08]. Mit der analog definierte Kenngro¨ße fu¨r einen asymme-
trischen Einfluss c(Y |X) kann die normierte Interaktionsrichtung mit dem Direk-
tionalita¨tsindex
d(X, Y ) =
c(Y |X)− c(X|Y )
c(X|Y ) + c(Y |X) (3.20)
berechnet werden, wobei die Kenngro¨ße zwischen −1 und 1 beschra¨nkt ist. Fu¨r
positive Werte von d(X, Y ) ist der Einfluss von X auf Y dominierend, fu¨r negative
Werte ein Einfluss von System Y auf System X. Bei Werten um null wird ein
bidirektionaler Zusammenhang angezeigt, falls die Systeme hinreichend gekoppelt
sind.
3.3.2 Direktionalitätsindex für transiente Dynamiken
Eine Methode, um den Direktionalita¨tsindex zur zeitaufgelo¨sten Charakterisierung
transienter Signale zu erweitern, wurde in [4] vorgestellt. Die Fourierreihen wer-
den dazu u¨ber das Ensemblemittel F = 〈F〉E approximiert. Dies entspricht einer
Approximation von F u¨ber einen φX, φY -Phasenraum, der mit Phasenwerten u¨ber
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die verschiedenen Realisierungen gefu¨llt ist. Unter Verwendung der Phasenzeitrei-
hen der verschiedenen Realisierungen nach Gl. (3.2) mit dem Ensembleindex r und
dem Zeitindex j kann die Funktion FX als
FXj (φX(t
r
j), φY (t
r
j)) =
d˜∑
k,l
ak,lj exp (i[kφX(t
r
j) + lφY (t
r
j)]) (3.21)
geschrieben werden. Der Index j markiert dabei die Zeitabha¨ngigkeit von FXj . Das
Phaseninkrement ist in Abha¨ngigkeit von der Zeit wie folgt definiert:
∆φX(t
r
j) = φX(t
r
τ+j)− φX(trj). (3.22)
Dabei ist zu beachten, dass die Steigung weiterhin u¨ber die Differenz der Zeitpunkte
j und j + τ bestimmt wird. Durch die Wahl von τ wird daher auch das minimale
Zeitintervall festgelegt, fu¨r welches eine Interaktionsrichtung beschrieben werden
kann. Mit der Notation [F rjk]
r=1...m
j=1...n,k=1...d˜
kann die Designmatrix als
Aj =
 F
1
j1 . . . F
1
jd˜
...
...
Fmj1 . . . F
m
jd˜
 , (3.23)
und der Steigungsvektor als
~bj =
 ∆φX(t
1
j)
...
∆φX(t
m
j )
 , (3.24)
geschrieben werden. Die Lo¨sung des linearen quadratischen Problems in Gl. (3.15)
wird u¨ber die Gro¨ßen Aj und ~bj zeitaufgelo¨st definiert und der Lo¨sungsvektor ~aj ist
zeitabha¨ngig. Mit diesem Verfahren ist die Analyse von Interaktionsrichtungen an-
hand transienter Signale mo¨glich. In Analogie zu Gl. (3.18) kann der asymmetrische
Einfluss von Y auf X u¨ber die Kenngro¨ße
c2j(X|Y ) =
〈(
∂FXj
∂φY
)2〉
P
=
d˜∑
k,l
l2(ak,lj )
2 (3.25)
beschrieben werden. Zusammenfassend wird der zeitaufgelo¨ste Direktionalita¨tsin-
dex u¨ber
dj(X, Y ) = cj(Y |X)− cj(X|Y ) (3.26)
definiert. Die Gro¨ße dj(X, Y ) ist nicht beschra¨nkt, nimmt positive Werte an, falls
der Einfluss von X auf Y vorherrschend ist, und negative Werte im inversen Fall.
Selbst bei ungekoppelten Systemen kann nicht davon ausgegangen werden, dass der
zeitabha¨ngige Direktionalita¨tsindex genau null wird. Um diese Fa¨lle zu unterschei-
den, wird eine U¨berpru¨fung mit Surrogaten verwendet.
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Surrogate und Nullhypothese
Um falsche Interpretationen zu vermeiden, wurde in [4] eine U¨berpru¨fung der Kenn-
gro¨ßen fu¨r asymmetrische Einflu¨sse cj mit einem Verfahren vorgeschlagen. Hierbei
werden sogenannte Surrogate von den Kenngro¨ßen erzeugt [TEL+92, LRMV99,
ALD06], die anhand einer Nullhypothese bestimmte Eigenschaften der Kenngro¨ße
erhalten und andere verwerfen (vgl. Seite 25). Durch den Vergleich der Surrogate
mit der originalen Kenngro¨ße kann die Signifikanz gegen die Nullhypothese abge-
scha¨tzt werden.
Ausgehend von der Nullhypothese, dass die Phasendynamiken von einander un-
abha¨ngig generiert wurden und kein kausaler Zusammenhang vorliegt, werden die
Surrogate so konstruiert, dass die Abha¨ngigkeiten zwischen den Phasenzeitreihen
zersto¨rt werden, aber die jeweilige Phasendynamik erhalten bleibt. Um Surrogate
fu¨r die Abha¨ngigkeit der Dynamik von System X von System Y zu bestimmen,
werden die Phasenzeitreihen φY (t
r
j) u¨ber die verschiedenen Realisationen r zufa¨llig
permutiert und u¨ber die so erhaltenen Zeitreihen die Kenngro¨ße,
cpj(X|Y ) = cj(X|Yp), p = 1, . . . , s, (3.27)
berechnet. Fu¨r einen einseitigen Test folgt, dass das Signifikanzniveau 97, 5% fu¨r
s = 39 Surrogate entspricht. Der maximale Wert (cˆpj = max[c
p
j(X|Y )]), der u¨ber
alle Surrogate bestimmt wurde, ist fu¨r ungekoppelte Systeme mit einer Wahrschein-
lichkeit von 97, 5% kleiner als cj(X|Y ). Dieses Verfahren wird in Abschnitt 4.2.3
na¨her untersucht.
Eine Mo¨glichkeit, den Direktionalita¨tsindex mit Hilfe der Surrogate zu korrigieren,
ist der Vergleich mit den maximalen Surrogatwerten cˆpj . Falls diese die originalen
Kenngro¨ßen u¨bersteigen, werden diese gleich null gesetzt. Sonst wird die Nullhy-
pothese verworfen und cj(X|Y ) bzw. cj(Y |X) bleiben unvera¨ndert. Der aus die-
ser Abscha¨tzung resultierende Direktionalita¨tsindex wird als d∗j bezeichnet. Diese
Kenngro¨ße ist unter der Annahme, dass die statistischen Verteilungen der Werte
von cpj(X|Y ) und cpj(Y |X) statistisch unabha¨ngig sind, mit einer Wahrscheinlichkeit
von 95% gleich null fu¨r den Fall ungekoppelter Systeme.
Wahl der Zeitverzögerung
Dem Abschnitt 2.3 folgend ist die Phase als diejenige Variable definiert, die pro
Periode proportional mit der Zeit steigt. Bei der Bestimmung der Phase ist die
gleichma¨ßige Steigung nicht immer gewa¨hrleistet, woraus folgt, dass nicht alle Pha-
senwerte zwischen 0 und 2pi gleich ha¨ufig auftreten. Dies ist sowohl von der Me-
thode zur Phasenbestimmung, als auch von den untersuchten Systemen abha¨ngig.
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In Abbildung 3.3 ist die Phasenverteilung eines ungekoppelten Lorenz-Oszillators
skizziert. In diesem Beispiel ist die Aufenthaltswahrscheinlichkeit der Phase nicht
gleichverteilt: Die relative Ha¨ufigkeit fu¨r −pi/2 ist deutlich geringer als fu¨r pi/2.
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Abbildung 3.3: Phasenverteilung eines ungesto¨rten Lorenz-Oszillators. Die 30000 Phasen-
werte wurden u¨ber die Hilbert-Transformation berechnet.
Die nicht gleichverteilten Aufenthaltswahrscheinlichkeiten der Phasen ko¨nnen einen
Einfluss auf die Approximation von FX,Yj haben, da das verschieden ha¨ufige Auftre-
ten von Phasenwerten mit verschiedenen Phasengeschwindigkeiten innerhalb einer
Oszillation korrespondiert. Anders ausgedru¨ckt, die Phasendynamik in Gl. (2.33)
variiert wa¨hrend einer Periode in Abha¨ngigkeit von den Phasenwerten und der
Term N (Aj), der den chaotischen Anteil der Dynamik beschreibt, entspricht nicht
ausschließlich stochastischen Fluktuationen, sondern entha¨lt eine intrinsische Dy-
namik. Um die Phasenverteilung zwischen j und j + τ konstant zu halten, wird
die Zeitverzo¨gerung τ in Abha¨ngigkeit von den Perioden der Oszillationen TX,Y der
Systeme bestimmt [RP01]:
τ = min(TX , TY ). (3.28)
Diese Wahl von τ beschra¨nkt die zeitliche Auflo¨sung des Direktionalita¨tsindex dj
auf eine Periode des schnelleren Oszillators, mittelt aber die intrinsische Dyna-
mik der Phasen heraus. Alternative Korrekturen der Phasenberechnung [KCR+07,
KCR+08], die die Phasenverteilung gla¨tten, ko¨nnten dieses Problem beheben. Eine
systematische Untersuchung dieser Korrekturen in Bezug auf transiente Zeitreihen
steht jedoch noch aus und ist nicht Ziel dieser Arbeit.
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Kenngröße für den asymmetrischen Einfluss ohne Gewichtung
Die von Rosenblum und Pikovsky vorgeschlagene Summation zur Bestimmung des
asymmetrischen Einflusses nach Gl. (3.25) entha¨lt den Faktor l2, der Fourierterme
ho¨herer Ordnungen sta¨rker gewichtet. Diese Fourierterme, die eventuell stochasti-
sche Anteile abbilden ko¨nnen, gehen bevorzugt in die Kenngro¨ßen fu¨r den asym-
metrischen Einfluss ein. In verschiedenen Untersuchungen werden daher alternative
Summationen und Korrekturen vorgeschlagen [SB03, SB09].
In dieser Arbeit wird eine Alternative [KCR+08] adaptiert und fu¨r die Bestimmung
von Interaktionsrichtungen an transienten Signalen getestet. Die Berechnung einer
Kenngro¨ße fu¨r den Einfluss von System Y auf System X ohne den quadratischen
Term ist u¨ber
C2j (X|Y ) =
1
a0,0j
∑
k,l
(ak,lj )
2 (3.29)
definiert, wobei u¨ber alle Fourierterme mit l 6= 0 summiert wird. Die so definierten
Kenngro¨ßen entsprechen damit der Summation u¨ber die quadrierten Komponenten
des Lo¨sungsvektors ~aj. C
2
j (X|Y ) kann durch die Normierung mit a0,0j , also dem
Term der unabha¨ngig von den Werten von φX und φY approximiert wurde, als
dimensionslose Gro¨ße verstanden werden.
Mit einer analog definierten Kenngro¨ße, die den Einfluss von System X auf System
Y quantifiziert, kann der zeitaufgelo¨ste Direktionalita¨tsindex als
Dj(X, Y ) = Cj(Y |X)− Cj(X|Y ) (3.30)
geschrieben werden. Nach dem Vergleich mit den maximalen Surrogatwerten wird
der so definierte Direktionalita¨tsindex als D∗j notiert.
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4 Untersuchungen an Zeitreihen
transient gekoppelter Modellsysteme
In diesem Kapitel werden die Kenngro¨ßen hinsichtlich ihrer Eignung zur Charak-
terisierung von gerichteten Interaktionen untersucht. Dazu wird die Performanz
der Kenngro¨ßen an synthetischen Zeitreihen von kontrollierten Modellsystemen be-
stimmt. Dies bietet die Mo¨glichkeit, Eigenschaften der Kenngro¨ßen und notwendige
Anforderungen an die Signale zu testen. Die Modellsysteme werden typischerwei-
se durch numerische Integration am Computer erzeugt, so dass u.a. Stationari-
ta¨t und Kopplungen streng kontrollierbar sind. In Hinblick auf Zeitreihen statio-
na¨rer Systeme sind fu¨r die Kenngro¨ße d(X, Y ) bereits Voruntersuchungen erfolgt
[RPK+01, RCB+02, SB03, CRF+03, Wag06, SSWT07, 9, 8, Ost08, SB09], so dass
sich in dieser Arbeit auf Analysen transient gekoppelter Modellsysteme beschra¨nkt
wird. Fu¨r die Charakterisierung gerichteter Interaktionen anhand transient gekop-
pelter Zeitreihen mit der Kenngro¨ße d∗j wurden erste Analysen durchgefu¨hrt [4], die
darauf hinweisen, dass wenige hundert Realisierungen ausreichen, um bei hinrei-
chend großen Kopplungssta¨rken und einem geeigneten Signal-zu-Rausch-Verha¨ltnis
die Interaktionsrichtungen vorwiegend richtig zu detektieren.
Im Folgenden wird die Performanz fu¨r die Charakterisierung transienter Kopplun-
gen an Kuramoto-, Lorenz- und Ro¨ssler-Oszillatoren untersucht – fu¨r eine ausfu¨hr-
liche Beschreibung der Modellsysteme siehe Anhang C. Um verschiedene Realisie-
rungen eines Ensembles zu generieren, wurden die Anfangsbedingungen der Mo-
dellsysteme aus einem geeigneten Intervall zufa¨llig gezogen. Die Systeme mit tran-
sienten Kopplungen wurden nach festen Kopplungsschemata angelegt, u.a. nach
dem Kopplungsschema A: Unidirektionale Kopplungen von System Y auf Sys-
tem X wurden fu¨r das Intervall j ∈ B = [301; 600] und von System X auf System
Y fu¨r j ∈ D = [901; 1200] eingeschaltet. In den Abschnitten j ∈ A = [1; 300] und
j ∈ C = [601; 900] gabt es keine Kopplungen zwischen den Systemen. Aus den
bisherigen Ergebnissen [4] ging hervor, dass die Performanz des Direktionalita¨tsin-
dizes bei einer großen Ensemblegro¨ße (m > 2000) nahezu unabha¨ngig von anderen
Einflussfaktoren ist. In dieser Arbeit wurde sich daher auf den kritischen Fall von
Ensemblegro¨ßen m ≤ 1000 beschra¨nkt.
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4.1 Gekoppelte stochastische Phasenoszillatoren
In einem ersten Beispiel wurde die Charakterisierung transienter gerichteter In-
teraktionen mit d∗j an einem maßgeschneiderten Modellsystem vorgenommen (vgl.
[4]). Hierzu wurden Kuramoto-Oszillatoren nach Anhang C mit den Kontrollpara-
metern ω
(K)
X = 1, 1, ω
(K)
Y = 0, 9 nach Kopplungsschema A numerisch integriert: X =
0, 0∧Y = 0, 0 fu¨r j ∈ {A,D}, X = 0, 1∧Y = 0, 0 fu¨r j ∈ B und X = 0, 0∧Y = 0, 1
fu¨r j ∈ D. Dabei wurde eine Schrittweite von 0, 009pi bei einem Abtastintervall von
δt = 0, 113 verwendet, so dass der Zeitversatz τ = min(TX, TY ) = 50 (vgl. Gl.
(3.28)) entsprach.
Die Methode zur Bestimmung der Interaktionsrichtungen wurde in der Abbildung
4.1 illustriert: Zwei beispielhafte Realisierungen der gekoppelten Kuramoto-Oszilla-
toren sind in den oberen beiden Teilen der Abbildung 4.1 dargestellt. Um cj(X|Y )
zum Zeitpunkt j = 1 zu bestimmen, wurde fu¨r jede der m Realisierungen das Pha-
seninkrement (vgl. Gl. (3.22)) der Phase φX mit τ = 50 bestimmt und in den Vektor
~bj (vgl. Gl. (3.24)) eingetragen. Der dadurch entstandenen zeitlichen Unscha¨rfe fu¨r
kausale Zusammenha¨nge wurde Rechnung getragen, indem die Kenngro¨ßen um 50
Zeitpunkte versetzt und das Intervall einer mo¨glichen kausalen Abha¨ngigkeit B um
τ vergro¨ßert wurde. Die Phasen φX,Y aller Realisierungen zum Zeitpunkt j = 1 gin-
gen u¨ber die Entwicklung in den Fourierreihen (vgl. Gl. (3.21)) in die Designmatrix
Aj (vgl. Gl. (3.23)) ein. Nach Gl. (3.25) konnte cj(X|Y ) und analog dazu cj(Y |X)
berechnet werden. U¨ber das auf Seite 31 vorgeschlagene Verfahren wurden je s = 39
Surrogate fu¨r cj(X|Y ) und cj(Y |X) bestimmt. Mit den Kenngro¨ßen c∗j , die gleich
null fu¨r cj < max[c
p
j ] und sonst gleich cj gesetzt wurden, wurde der Direktionali-
ta¨tsindex d∗j berechnet.
Die beiden Realisierungen der gekoppelten Kuramoto-Oszillatoren zeigten Unregel-
ma¨ßigkeiten in den Phasendynamiken, die den stochastischen Anteilen der Differen-
tialgleichungen geschuldet waren. Auch fu¨r die Intervalle eingeschalteter Kopplung
war eine Abha¨ngigkeit zwischen φX und φY nicht trivial erkennbar. Die Kenngro¨-
ße cj spiegelte die erwartete Abha¨ngigkeit von der transienten Kopplung wider: In
den nicht gekoppelten Intervallen A, C und in dem Intervall D, in dem System X
unidirektional in das System Y gekoppelt war, war cj(X|Y ) < max[cpj(X|Y )], von
statistischen Ausreißern abgesehen. Im Intervall B stieg die Kenngro¨ße kurz nach
dem Einsetzen der Kopplung u¨ber den maximalen Wert der Surrogate, so dass
cj(X|Y ) > max[cpj(X|Y )] bis kurz vor dem Ende des Intervalls war. Analog dazu
spiegelte die Kenngro¨ße cj(Y |X) das Einsetzen der Kopplung im Intervall D wider.
Der Direktionalita¨tsindex d∗j konnte die Kopplungen in den Intervallen B und D
richtig detektieren, in den ungekoppelten Intervallen A und C war die Kenngro¨ße
weitestgehend gleich null.
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Abbildung 4.1: Obere zwei Abbildungen: Exemplarische Phasenzeitreihen von zwei Reali-
sierungen transient gekoppelter Kuramoto-Oszillatoren, wobei φX in Blau
und φY in Gru¨n dargestellt sind. Die Intervalle B,D, in welchen die un-
idirektionalen Kopplungen eingeschaltet waren, sind farblich unterlegt.
Farblich heller gekennzeichnet sind die Intervalle, in denen die transi-
enten Kopplungen u¨ber die Berechnung der Phaseninkremente mit dem
Zeitversatz τ = 50 eingingen, φX(trj) und φY (t
r
j) aber noch unabha¨ngig
von der Kopplung waren. Mittlere Abbildungen: Zeitabha¨ngige Kenngro¨-
ßen cj(X|Y ) fu¨r den Einfluss von System Y auf System X bzw. cj(Y |X)
von System X auf System Y fu¨r eine Ensemblegro¨ße m = 1000. Die ma-
ximalen Werte der Surrogate fu¨r s = 39 Permutationen sind in Gru¨n
eingezeichnet. Der Verlauf der Kenngro¨ßen ist um τ versetzt dargestellt,
so dass eine kausale Beziehung zwischen den Systemen genau fu¨r j = 301
und j = 901 wie in den oberen Abbildungen von φX,Y vorlag. Unten: Der
resultierende Direktionalita¨tsindex d∗j , wobei durch d
∗
j > 0 das System X
und durch d∗j < 0 das System Y als treibend identifiziert werden kann.
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4.2 Gekoppelte chaotische Oszillatoren
Fu¨r den Vergleich zwischen der Performanz der Kenngro¨ßen d∗j und D
∗
j , und fu¨r
Untersuchungen verschiedener Effekte bieten sich, neben den maßgeschneiderten
Modellsystemen wie den Kuramoto-Oszillatoren, insbesondere chaotische Modell-
systeme an. Diese bilden nicht optimale Bedingungen ab, bei denen die Performanz
der Kenngro¨ßen von entscheidener Bedeutung ist. Gerade solche Bedingungen ko¨n-
nen bei der Charakterisierung von Interaktionsrichtungen an Felddaten auftreten.
Als prototypische chaotische Systeme werden in dieser Arbeit transient gekoppel-
te Lorenz- bzw. Ro¨ssler-Oszillatoren verwendet. Analog zu Abbildung 4.1 wurden
Darstellungen fu¨r beispielhafte Zeitreihen und Charakterisierungen von Interak-
tionsrichtungen im Anhang auf Seite 108 bzw. 109 angefu¨hrt. Fu¨r einen ersten
Vergleich der Kenngro¨ßen cj, Cj wurden gekoppelte Lorenz-Oszillatoren (vgl. An-
hang C) untersucht. Hieraus ließen sich Hypothesen fu¨r weitere Analysen ableiten.
Die Lorenz-Oszillatoren wurden mit einem Abtastintervall von δt = 0, 012 und den
Kontrollparametern ρX = 35 und ρY = 39 integriert, so dass τ = 50 Zeitpunkten
entsprach. Um nicht optimale Bedingungen zu simulieren, wurden die Systeme in
einem kritischen Regime nach [4] gekoppelt: Mit den Kopplungssta¨rken X = 2, 0
fu¨r j ∈ B und Y = 2, 0 fu¨r j ∈ D lagen diese unterhalb der Kopplungssta¨rken, die
als hinreichend fu¨r die Untersuchung mit wenigen Realisierungen bestimmt wurden.
Die Kenngro¨ßen cj bzw. Cj und die maximalen Werte der Surrogate sind fu¨r die
transient gekoppelten Lorenz-Oszillatoren in Abbildung 4.2 dargestellt. Im unge-
koppelten Intervall A waren Cj und cj, von statistischen Ausreißern abgesehen, klei-
ner als die Maximalwerte der Surrogate. Kurz nach dem Einsetzen der Kopplung
im Intervall B u¨bertrafen sowohl cj(X|Y ) als auch Cj(X|Y ) die maximalen Surro-
gatwerte und detektierten den korrekten Richtungseinfluss. Obwohl im Intervall B
nur eine unidirektionale Kopplung von System Y auf System X vorlag, detektierte
auch die Kenngro¨ße Cj(Y |X) eine signifikante Interaktionsrichtung X → Y . Dies
ist dadurch erkla¨rbar, dass die Phasen aufgrund der unidirektionalen Kopplung der
Systeme einen funktionellen Zusammenhang aufweisen, welcher zu falsch positiven
Werten der Kenngro¨ße fu¨hren kann. Da Cj(Y |X) < Cj(X|Y ), ist diese Abha¨ngig-
keit in d∗j bzw. D
∗
j zu vernachla¨ssigen. Auffa¨llig war, dass die Surrogate mit dem
Einsetzen der Kopplung anstiegen, obwohl diese unabha¨ngig vom Einfluss des Sys-
tems Y nur die intrinsische Dynamik des Systems X abbilden sollten. Die Abha¨n-
gigkeit der Surrogate von der transienten Kopplung wird in Abschnitt 4.2.3 na¨her
untersucht. Im Intervall C waren die Kenngro¨ßen fu¨r die asymmetrischen Einflu¨sse
vorwiegend kleiner als die maximalen Surrogatwerte. Im Intervall D konnte die ein-
geschaltete Kopplungsrichtung sowohl u¨ber cj(Y |X) als auch u¨ber Cj(Y |X) richtig
detektiert werden. Um die Performanz der Kenngro¨ßen abzuscha¨tzen, konnte die
Fla¨che zwischen den Maximalwerten der Surrogate und der Kenngro¨ßen beschrie-
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Abbildung 4.2: Kenngro¨ßen cj und Cj gemessen an transient gekoppelten Lorenz-
Oszillatoren fu¨r die Ensemblegro¨ße m = 1000. Oben links: Die Kenngro¨-
ße cj(X|Y ) quantifiziert die Abha¨ngigkeit des Systems X von System Y ,
oben rechts cj(Y |X) den umgekehrten Einfluss. Unten: Die Kenngro¨ßen
Cj(X|Y ) und Cj(Y |X), welche u¨ber die Summation ohne Gewichtung der
Fourierterme berechnet wurden. Die Maximalwerte der Surrogate u¨ber
s = 39 Permutationen sind in Gru¨n eingetragen. Die Intervalle transienter
Kopplungen B und D sind, wie in Abbildung 4.1, farblich unterlegt, so dass
darauf verzichtet wurde, die Kenngro¨ßen zusa¨tzlich um τ zu verschieben.
ben werden. Beispielsweise konnte die Fla¨che zwischen cˆpj(X|Y ) und cj(X|Y ) im
Intervall B u¨ber
∆A˜ =
1
ω˜
∫
B
cj(X|Y )− cˆpj(X|Y ) (4.1)
erfasst werden, wobei ω˜ =
∫
B cˆj(X|Y ) die Normierung auf die Fla¨che der maximalen
Surrogatwerte war. Im Vergleich war ∆A˜ in den gekoppelten Intervallen B und D
fu¨r Cj gro¨ßer als fu¨r cj, was darauf hindeutet, dass diese Kenngro¨ße zur Detektion
von Interaktionsrichtungen besser geeignet sein ko¨nnte.
Aus diesen Beobachtungen lassen sich fu¨r einen ersten Teil weiterer Untersuchungen
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die folgenden Hypothesen ableiten:
1. Hypothese: Die Kenngro¨ßen Cj sind zur Charakterisierung von Signalen tran-
sienter Systeme mit wenigen Realisierungen besser geeignet als cj.
2. Hypothese: Die Surrogate detektieren das Einsetzen der Kopplung aufgrund
einer fehlerhaften Generierung der Surrogate.
4.2.1 Zeitlich aufgelöster Direktionalitätsindex
Die Performanz der Direktionalita¨tsindizes d∗j und D
∗
j wird in diesem Abschnitt ver-
glichen. Dabei wurden die Kenngro¨ßen anhand 20 Ensembles von bis zu 1000 Rea-
lisierungen transient gekoppelter Lorenz- bzw. Ro¨ssler-Oszillatoren berechnet. Die
transienten Kopplungen und Systemeinstellungen der Lorenz-Oszillatoren entspra-
chen dabei denen aus Abschnitt 4.2, die Ro¨ssler-Oszillatoren wurden mit ω
(R)
X = 1, 1,
ω
(R)
Y = 1, 3 und δt = 0, 134 integriert. Die Periode der gemittelten schnelleren Os-
zillationen entsprach τ = min(TX, TY ) = 35 Zeitpunkten. Die Kopplungen wurden
dem Schema A folgend mit X = 0, 1 im Intervall B und Y = 0, 1 im Intervall D
gewa¨hlt.
Die Performanz beliebiger Kenngro¨ßen M wurde im Folgenden mit verschiede-
nen Gu¨tekriterien bewertet. Angelehnt an die Erfassung der Fla¨che ∆A˜, wurden,
um das Kriterium γ?(M) zu berechnen, die richtig bzw. falsch detektieren Werte
des Direktionalita¨tsindex u¨ber alle Intervalle verschiedener Kopplungssta¨rken, d.h.⋃ {A,B, C,D}, aufsummiert (vgl. [4]). Dabei wurde der Absolutwert der Summe
der negativen Kenngro¨ßen M im Intervall B plus die positiven Kenngro¨ßen M in
D via γ?K als richtig klassifiziert. Die Absolutwerte aller anderen nichtnegativen
Werte von d∗j oder D
∗
j wurden zur Summe der falsch detektierten Interaktionsrich-
tungen γ?I aufsummiert. Die Bereiche einer mo¨glichen kausalen Beziehung – die in
Abbildung 4.2 hell unterlegten Intervalle – wurden hier und im Folgenden zu den
jeweiligen Intervallen B und D geza¨hlt.
Weiterhin konnte die Performanz von d∗j bzw. D
∗
j in den jeweiligen Kopplungsin-
tervallen mit zwei Gu¨tekriterien bewertet werden. Das Gu¨tekriterium γ◦(M,W)
bestimmte die Anzahl der mit der Kenngro¨ße M richtig (γ◦K) bzw. falsch (γ
◦
I ) de-
tektierten Interaktionsrichtungen in einem beliebigen Intervall W ∈ {A,B, C,D}.
Die maximale Anzahl der richtig (γ•K) oder falsch (γ
•
I ) detektierten, aufeinanderfol-
genden Werte von d∗j bzw. D
∗
j gingen in das Gu¨tekriterium γ
•(M,W) ein. Dieses
Kriterium ist a¨hnlich zu γ◦(M,W). Gerade bei Kenngro¨ßen, welche an Felddaten
berechnet werden, ist die Interpretation aufeinanderfolgender Werte gleicher Inter-
aktionsrichtungen oftmals intuitiver, als Ha¨ufigkeiten schnell wechselnder Kenngro¨-
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ßen auszuwerten. Alle drei Kriterien wurden u¨ber
γ?,◦,• =
γ?,◦,•K
γ?,◦,•I + γ
?,◦,•
K
(4.2)
auf das Intervall [0, 1] normiert, wobei die Gu¨te γ?,◦,• = 1 einer Kenngro¨ße mit
einer optimalen Performanz entspra¨che. Der Mittelwert der Kriterien u¨ber die 20
Ensembles wurde mit γ¯?,◦,• bezeichnet.
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Abbildung 4.3: Performanz der Kenngro¨ßen d∗j und D
∗
j bestimmt u¨ber die gemittelten
Gu¨tekriterien γ¯?. Oben: Die gemittelten Kriterien fu¨r transient gekoppelte
Lorenz-Oszillatoren in Abha¨ngigkeit von der Ensemblegro¨ße m; Mittelwer-
te und Standardabweichungen wurden u¨ber die 20 Ensembles bestimmt.
Unten: Das gemittelte Gu¨tekriterium fu¨r die Kenngro¨ßen von transient
gekoppelten Ro¨ssler-Oszillatoren (20 Ensembles) in Abha¨ngigkeit von m.
Die Performanz, die u¨ber die gemittelten Kriterien γ¯? fu¨r die Charakterisierung
von Interaktionsrichtungen mit D∗j an gekoppelten Lorenz-Oszillatoren abgescha¨tzt
wurde, war fu¨r alle Ensemblegro¨ßen m gro¨ßer als die der Performanz von d∗j (vgl.
Abbildung 4.3). Fu¨r eine Ensemblegro¨ße von 100 < m < 500 und m = 90 war
der Unterschied der Performanz beider Direktionalita¨tsindizes signifikant im den
Sinne, dass sich die Standardabweichungen nicht u¨berschnitten. Fu¨r den Fall großer
Ensembles m > 500 na¨herten sich die Gu¨tekriterien fu¨r d∗j und D
∗
j an. Fu¨r die
Untersuchungen an transient gekoppelten Ro¨ssler-Oszillatoren gab es bei der Gu¨te
der Richtungsdetektion fu¨r m ≥ 200 keine statistisch signifikanten Unterschiede,
fu¨r m ≤ 100 war die Charakterisierung mit D∗j signifikant besser als die mit d∗j .
Die unterschiedliche Performanz beider Kenngro¨ßen an gekoppelten Lorenz-Oszil-
latoren zeigte sich auch bei einem Vergleich fu¨r die einzelnen Intervalle A,B, C,D
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Abbildung 4.4: Die Gu¨tekriterien γ¯◦(M,W) (oberer Reihe) und γ¯•(M,W) (mittlere Rei-
he) fu¨r Interaktionsrichtungen zwischen gekoppelten Lorenz-Oszillatoren.
Die Kenngro¨ßen d∗j und D
∗
j wurden in Abha¨ngigkeit von der Ensemb-
legro¨ße m bestimmt. Die Spalten entsprechen den Intervallen transienter
Kopplungen A,B, C,D. Die Gu¨te fu¨r die surrogat-korrigierte mittlere Pha-
senkoha¨renz R∗j wurde u¨ber das Kriterium γ
◦ bestimmt (untere Reihe).
mit den Gu¨tekriterien γ¯◦ und γ¯• (siehe Abbildung 4.4). Die beiden Kriterien be-
werteten die Kenngro¨ßen u¨ber alle Bedingungen sehr a¨hnlich, d.h. die Ha¨ufigkeit
der richtig bzw. falsch detektierten Interaktionsrichtungen bedingten, dass diese
zusammenha¨ngend waren. Die Gu¨tekriterien γ◦ und γ• ko¨nnen somit zusammen
beschrieben werden. Im ungekoppelten Intervall A waren die beiden Kenngro¨ßen
d∗j und D
∗
j gleich null mit Ausnahme statistischer Ausreißer. Die Performanz der
Kenngro¨ßen entsprach dabei fu¨r alle m der statistischen Genauigkeit von 95% fu¨r
unabha¨ngige Verteilungen, die fu¨r s = 39 Surrogate festgelegt wurde. Fu¨r j ∈ B und
j ∈ D, also in den Intervallen mit eingeschalteter Kopplung, war die Performanz
von D∗j , bewertet u¨ber alle verschiedenen Ensemblegro¨ßen, sensitiver als die von d
∗
j .
Dieser Unterschied war fu¨r nahezu alle Vergleiche (57 aus 60) signifikant. Im Inter-
vall C detektierte d∗j gerade fu¨r Ensemblegro¨ßen m > 200 die wieder ausgeschalteten
42
4.2 Gekoppelte chaotische Oszillatoren
Kopplungen signifikant besser als D∗j , was in Abschnitt 4.2.2 na¨her untersucht wird.
Diese Klassifizierungen der Gu¨te fu¨r die einzelnen Kopplungsintervalle waren fu¨r
die Ro¨ssler-Oszillatoren qualitativ a¨hnlich. Gerade fu¨r den Fall kleiner Ensembles
konnten Interaktionsrichtungen an den Ro¨ssler-Oszillatoren quantitativ besser de-
tektiert werden als an den Lorenz-Oszillatoren (siehe Abbildung D.3 im Anhang).
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Abbildung 4.5: Abweichung der Phase von der linearen Interpolation der mittleren gemes-
senen Frequenz fu¨r ungekoppelte Lorenz- (links) bzw. Ro¨ssler-Oszillatoren
(rechts).
Diese unterschiedlich gute Performanz ist unter anderem von der Phasendiffusion
der chaotischen Systeme1 abha¨ngig [PROK97] (vgl. Anhang C). Der Phasendiffusi-
on liegt die Annahme zugrunde, dass der chaotische Term N (Aj) aus Gl. (2.33) als
effektives Rauschen betrachtet werden kann, welches die Bedingungen fu¨r die Cha-
rakterisierung von Interaktionsrichtungen verschlechtert. Um die Phasendiffusion
zu veranschaulichen, kann mit der mittleren gemessenen Frequenz,
ΩX,Y = 2pi
φX,Y (tn)− φX,Y (t1)
n
, (4.3)
die Abweichung der Phase von der linearen Interpolation von ΩX,Y nach
δφX,Y (tj) = φX,Y (tj)− ΩX,Y tj (4.4)
bestimmt werden. Um die Phasendiffusion der verwendeten Systeme zu illustrie-
ren, wurde eine Realisierung von Lorenz-Oszillatoren mit n = 75000 Datenpunkten
ohne Kopplungen, den Kontrollparametern ρX = 35, ρY = 39 und dem Abtastin-
tervall δt = 0, 012 integriert. Fu¨r den Vergleich mit den Ro¨ssler-Oszillatoren wur-
de eine Realisierung ungekoppelter Systeme fu¨r n = 75000 Datenpunkte mit den
1Die Phasendiffusion wird u.a. von der Methode zur Phasenbestimmung in Abha¨ngigkeit vom
jeweiligen System beeinflusst.
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Kontrollparametern ω
(R)
X = 1, 1, ω
(R)
Y = 1, 3 und dem Abtastintervall δt = 0, 134
generiert. Fu¨r beide Systeme sind die Differenzen zwischen Phase und der linearen
Interpolation in Abbildung 4.5 dargestellt, wobei die maximalen Abweichungen der
Lorenz-Oszillatoren eine Gro¨ßenordnung u¨ber denen der Ro¨ssler-Oszillatoren lagen.
Daru¨ber hinaus unterschied sich δφX von δφY zwischen den Oszillatoren desselben
Typs aufgrund der verschiedenen Parameter ρX und ρY bzw. ω
(R)
X und ω
(R)
Y .
Eine Kenngro¨ße fu¨r die Phasendiffusion wurde u¨ber die auf die Frequenz normierte
Standardabweichung von δφX,Y mit dem Mittelwert 〈δφX,Y (tj)〉T definiert:
σ∗(δφX,Y ) =
1
ΩX,Y
√√√√ 1
n
n∑
j
(δφX,Y (tj)− 〈δφX,Y (tj)〉T )2. (4.5)
Die Werte fu¨r σ∗(δφX,Y ) fu¨r die hier analysierten Systeme sind in Tabelle 4.1 zu-
sammengefaßt.
Oszillator Phase σ∗(δφX,Y )
Lorenz
φX 11,07
φY 15,01
Ro¨ssler
φX 0,35
φY 0,15
Tabelle 4.1: Kenngro¨ße σ∗(δφX,Y ) fu¨r die Phasendiffusion einer Realisation von ungekop-
pelten Lorenz- bzw. Ro¨ssler-Oszillatoren mit jeweils n = 75000 Datenpunkten.
Der Unterschied der Phasendiffusion σ∗(δφX,Y ) zwischen den beiden Systemen ent-
sprach ungefa¨hr dem Literaturwert [PROK97]: Die Phasendiffusion der Lorenz-
Oszillatoren war bis zu einem Faktor 100 gro¨ßer als die der Ro¨ssler-Oszillatoren.
Diesen Beobachtungen folgend, kann die Phasendynamik eines Systems bei gro¨ßeren
Werten der Phasendiffusion als chaotischer, bei kleineren Werten der Phasendiffusi-
on als periodischer bezu¨glich der Phasendynamik eines anderen Systems bezeichnet
werden.
Demnach kann die schlechtere Performanz der Kenngro¨ßen d∗j und D
∗
j an gekoppel-
ten Lorenz-Oszillatoren so verstanden werden, dass, aufgrund der wesentlich gro¨ße-
ren Phasendiffusion, das effektive Rauschen die Detektion der Interaktionsrichtun-
gen gerade fu¨r kleine Ensemblegro¨ßen erschwerte. Bei ausreichender Ensemblegro¨ße
m > 800 wurde ein Teil des effektiven Rauschens durch die Approximation der Fou-
rierreihe gegla¨ttet, so dass die Performanz sich derjenigen fu¨r die Charakterisierung
der Interaktionsrichtungen an gekoppelten Ro¨ssler-Oszillatoren anna¨herte.
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Unabha¨ngig von der schlechteren Performanz von D∗j im Intervall C kann die Hy-
pothese 1 als verifiziert angesehen werden: Aus der Summe der bisherigen Analy-
sen folgt, dass eine Klassifizierung der Interaktionsrichtung mit dem Direktionali-
ta¨tsindex D∗j gerade fu¨r kleine Ensemblegro¨ßen besser geeignet ist als mit d
∗
j . Im
Folgenden wird daher die Kenngro¨ße D∗j ohne quadratischen Faktor l
2 zur Charak-
terisierung von Interaktionsrichtungen verwendet.
4.2.2 Zeitlich aufgelöste mittlere Phasenkohärenz
Um die unterschiedlich gute Performanz von d∗j bzw. D
∗
j zwischen den Intervallen B
bzw. D und C zu verstehen, wurden zusa¨tzlich die transienten Kopplungen mit der
mittleren Phasenkoha¨renz als Kenngro¨ße fu¨r Sta¨rke der Interaktion analysiert. Dazu
wurde die Sta¨rke der Interaktion fu¨r Zeitreihen von transient gekoppelten Ro¨ssler-
bzw. transient gekoppelten Lorenz-Oszillatoren mit der Kenngro¨ße R∗j charakteri-
siert und die Performanz hiervon mit dem Kriterium γ◦ bewertet.
Aus Abbildung 4.4, in der die Performanz von R∗j fu¨r die Lorenz-Oszillatoren dar-
gestellt ist, sowie aus Abbildung D.3 fu¨r die Performanz an Ro¨ssler-Oszillatoren
geht hervor, dass die mittlere Phasenkoha¨renz a¨hnlich wie die Interaktionsrichtun-
gen fu¨r das ungekoppelte Intervall A unabha¨ngig von der Ensemblegro¨ße m war.
Im Intervall B und D verbesserte sich die Performanz zunehmend fu¨r gro¨ßere En-
sembles. Fu¨r das Intervall C, in welchem die Kopplung ausgeschaltet war, wurde
die Interaktionssta¨rke fu¨r m > 100 fu¨r die Ro¨ssler- und die Lorenz-Oszillatoren
falsch charakterisiert. Dabei folgt aus γ◦ → 0, dass trotz ausgeschalteter Kopp-
lung die Kenngro¨ße R∗j signifikante Interaktionen detektierte. Diese falsch positiven
Werte ko¨nnen dadurch erkla¨rt werden, dass, obwohl die Kopplungen zwischen den
Systemen im Intervall C ausgeschaltet waren (X,Y = 0), die Phasen der zuvor ent-
koppelten Systeme a¨hnliche Zusta¨nde aufwiesen.
Der zeitliche Verlauf der mittleren Phasenkoha¨renz Rj ist fu¨r ein Ensemble transient
gekoppelter Lorenz-Oszillatoren in Abbildung 4.6 dargestellt. Fu¨r das Intervall C
ist auffa¨llig, dass Rj nach dem Ausschalten der Kopplung zwar abfiel, jedoch nicht
unterhalb der Maximalwerte der Surrogate fiel. Hingegen war, von statistischen
Ausreißern abgesehen, Rj < max[R
p
j ] fu¨r das ungekoppelte Intervall A. Fu¨r j ∈ B
und j ∈ D wurden die Kopplungen richtig detektiert. Eine Besonderheit der chao-
tischen Dynamik gekoppelter Lorenz-Systeme war bei j ≈ 900 Datenpunkten zu
beobachten: Aufgrund der eingeschalteten inversen unidirektionalen Kopplung be-
einflussten sich die Systeme gegenseitig dahingehend, dass kurzzeitig Rj < max[R
p
j ].
Die Kenngro¨ße Rj charakterisierte qualitativ dieselbe Abha¨ngigkeit von den tran-
sienten Kopplungen fu¨r die Ro¨ssler-Oszillatoren, siehe Abbildung 4.8. Fu¨r j ∈ A
wurde die mittlere Phasenkoha¨renz als nicht signifikant, in den Intervallen B und
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Abbildung 4.6: Mittlere Phasenkoha¨renz Rj u¨ber m = 1000 Realisierungen fu¨r transient
gekoppelte Lorenz-Oszillatoren aus Abbildung 4.2. Die maximalen Werte
u¨ber s = 39 Surrogate sind in Gru¨n dargestellt. Die Intervalle B und D,
in denen die Kopplung eingeschaltet war, sind farblich unterlegt.
D gro¨ßer als die Maximalwerte der Surrogate, detektiert. Im Intervall ausgeschal-
teter Kopplung C fiel die mittlere Phasenkoha¨renz nicht merklich ab. Dies kann
u¨ber die geringere Phasendiffusion der Ro¨ssler-Oszillatoren (vgl. Tabelle 4.1) er-
kla¨rt werden: Die Phasen der Systeme streben so langsam auseinander, dass sich
die Phasendifferenzen im Beobachtungszeitraum nicht merklich a¨ndern.
Daraus kann gefolgert werden, dass die Phasendynamiken kurz nach dem Aus-
schalten der Kopplungen weiterhin synchron sind, weshalb die Systeme mit R∗j als
signifikant gekoppelt detektiert werden. In Hinblick auf die Charakterisierung von
Interaktionsrichtungen zwischen den Systemen scheint die Kenngro¨ße D∗j sensitiver
auf schwache Kopplungen und damit auch sensitiver auf die falschen Abha¨ngigkei-
ten zu sein als d∗j . Aus der Abbildung 4.3 folgt, dass die Werte der falsch detek-
tieren Interaktionsrichtungen im Intervall C im Vergleich zu den richtigen in den
Intervallen B,D gering sind und die Kenngro¨ßen d∗j und D∗j sich nicht signifikant
verschlechtern.
Aus diesen Analysen kann eine weitere Schlussfolgerung gezogen werden. In fru¨heren
Studien (z.B. [8]) wurde bei der Charakterisierung von Interaktionsrichtungen die
Sta¨rke der Interaktionen hinzugezogen, um nicht-gekoppelte, gekoppelte und sehr
stark gekoppelte Systeme von einander unterscheiden zu ko¨nnen. Durch die Ver-
wendung der Surrogate ko¨nnen die nicht gekoppelten Systeme von den gekoppelten
gut unterschieden werden (vgl. Abbildung 4.4, 1. Spalte), so dass eine zusa¨tzliche
Betrachtung der Sta¨rke der Interaktion nicht notwendig ist. Um in Hinblick auf
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Charakterisierung von Interaktionsrichtungen unterscheiden zu ko¨nnen, ob die Sys-
teme zu stark gekoppelt bzw. die Phasen fast vollsta¨ndig synchronisiert sind, ist
dennoch weiterhin die Bestimmung der Interaktionssta¨rke notwendig.
4.2.3 Analyse der Surrogatmethode
Im Abschnitt 4.2 konnte an transient gekoppelten Lorenz-Oszillatoren beobachtet
werden, dass der Maximalwert der Surrogate kurz nach dem Einsetzen der tran-
sienten Kopplung anstieg. Dies fu¨hrte zur Hypothese 2, dass die Vera¨nderung der
Surrogatwerte direkt vom Einsetzen der Kopplung abha¨ngt. Damit wa¨re jedoch die
Nullhypothese verletzt, weil die generierten Surrogate z.B. fu¨r die Dynamik von
System X unabha¨ngig von der Phasendynamik von System Y sein sollten. Dass die
Erho¨hung der Surrogatwerte nicht direkt, sondern nur indirekt, durch eine Vera¨n-
derung der Phasendynamik induziert, vom Einsetzen der Kopplung abha¨ngt und
die Nullhypothese somit nicht verletzt ist, wird im folgenden Abschnitt gezeigt.
Abbildung 4.7: Die Kenngro¨ßen Cj(X|Y ) und Cj(Y |X) fu¨r ein Ensemble von Ro¨ssler-
Oszillatoren mit einer Ensemblegro¨ße m = 1000. Die Kontrollparameter
der Systeme und deren transiente Kopplungen waren analog zu Abschnitt
4.2.1 eingestellt. Die Zeitverzo¨gerung wurde nach Gl. (3.28) bestimmt und
betrug τ = 35. Die maximalen Werte, die u¨ber die Surrogate mit je s = 39
Permutationen bestimmt wurden, sind in Gru¨n dargestellt. Die Fluktua-
tionen von Cj(X|Y ) im beeinflussten Intervall B sind dem chaotischen
Verhalten der unidirektional gekoppelten Ro¨ssler-Oszillatoren geschuldet.
Fu¨r ein Ensemble transient gekoppelter Ro¨ssler-Oszillatoren aus Abschnitt 4.2.1
mit ω
(R)
X = 1, 1, ω
(R)
Y = 1, 3 und δt = 0, 134, sowie X,Y = 0, 1 in den entsprechenden
Intervallen, wurde die Abha¨ngigkeit der Surrogate fu¨r die Kenngro¨ßen Cj vom Ein-
setzen der Kopplung untersucht. Aus Abbildung 4.7 ging hervor, dass die transiente
Kopplung nach Schema A mit Cj(X|Y ) und Cj(Y |X) analog zum zeitlichen Verlauf
der Kenngro¨ßen an den transient gekoppelten Lorenz-Oszillatoren aus Abschnitt 4.2
beschrieben wurde: In den Intervallen B und D wurden die Interaktionsrichtungen
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richtig bestimmt, in den ungekoppelten Intervallen A und D waren die Kenngro¨ßen
zum gro¨ßten Teil kleiner als die maximalen Surrogatwerte.
Fu¨r den zeitlichen Verlauf der Kenngro¨ßen, die u¨ber die Surrogatmethode berech-
net wurden, konnten Abweichungen beobachtet werden: Zwar stiegen die maximalen
Surrogatwerte (Cˆpj = max[C
p
j (X|Y )]) im Intervall B mit eingeschalteter Kopplung
gegenu¨ber der Grundlinie, die als mittlere Werte von Cˆpj aus dem Intervall A be-
stimmt wurde, an – analog zu den Ergebnissen gemessen an gekoppelten Lorenz-
Oszillatoren. Im zweiten Kopplungsintervall D aber verringerte sich Cˆpj gegenu¨ber
der Grundlinie.
Abbildung 4.8: Die mittlere Phasenkoha¨renz Rj und deren Surrogatwerte fu¨r das Ensem-
ble von gekoppelten Ro¨ssler-Oszillatoren aus Abbildung 4.7. Die maxima-
len Surrogatwerte aus s = 39 Permutationen sind in Gru¨n dargestellt.
Es ist zu beachten, dass bei j ≈ 500 und j ≈ 900 die Werte der mittle-
ren Phasenkoha¨renz aufgrund der chaotischen Dynamik der gekoppelten
Oszillatoren stark schwanken. Dieses Verhalten ist analytisch nicht vor-
hersagbar, da bereits die analytische Herleitung der Phase eines ungekop-
pelten Ro¨ssler-Systems aus den Bewegungsgleichungen nicht mo¨glich ist
[PRK01].
Eine mo¨gliche Erkla¨rung fu¨r diese Abha¨ngigkeit ko¨nnte die A¨nderung der Inter-
aktionssta¨rke Rj zwischen System X und System Y sein. Mit der Annahme, dass
sich die Phasen der Systeme durch eine gro¨ßere Kopplungssta¨rke anna¨hern, ko¨nnten
die Werte der Surrogate aufgrund einer gro¨ßeren A¨hnlichkeit der Phasendynamiken
der Systeme ansteigen. Eine Konsequenz aus dieser Annahme wa¨re, dass sich beide
Kenngro¨ßen Cˆpj (X|Y ) und Cˆpj (Y |X) in gleichem Maße vera¨nderten. Im Gegensatz
dazu, zeigten nur die Surrogatwerte des beeinflussten Systems eine A¨nderung: Fu¨r
den Fall der Kopplung von Y → X im Intervall B stieg nur Cˆpj (X|Y ) im Mittel an.
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Im Intervall D, in welchem eine Kopplung X → Y vorlag, vera¨nderte sich Cˆpj (Y |X)
nicht. Daru¨ber hinaus sollten fu¨r die obige Annahme auch die maximalen Surrogate
max[Rpj (X, Y )], die zur Korrektur der mittleren Phasenkoha¨renz verwendet wurden,
das Einsetzen der Kopplungen widerspiegeln. Es konnte jedoch gezeigt werden, dass
in diesem Fall keine Abha¨ngigkeit detektierbar war (siehe Abbildung 4.8 und 4.6).
Eine mo¨gliche Erkla¨rung kann daher eine Vera¨nderung der intrinsischen Phasendy-
namik aufgrund des Einsetzens der Kopplung sein.
Fu¨r das folgende Gedankenexperiment wird vereinfachend angenommen, dass die
Phasendiffusion einen direkten Einfluss auf die Kopplung zwischen zwei Systeme 1
und 2 hat. Weiter kann angenommen werden, die Phase von System 1 sei periodi-
scher, die von System 2 chaotischer im Sinne der Beschreibung u¨ber die Phasendif-
fusion (vgl. Seite 43). Demzufolge wu¨rde durch eine Kopplung von System 2 auf 1
die Phasendynamik von System 1 dahingehend beeinflusst, dass die Phasendiffusion
von System 1 vergro¨ßert wird. Wie bereits beschrieben, kann dies als Erho¨hung des
stochastischen Anteils an der Phasendynamik gedeutet werden. Diese Vera¨nderung
geht in die die Approximation der Phasendynamik mit der Funktion F (1) in Ab-
ha¨ngigkeit von System 1 und den u¨ber die Realisierungen permutierten Phasen von
System 2 ein: Der Fehler bei der Minimierung nach Gl. (3.15) zur Bestimmung des
deterministischen Anteils der Phasendynamik von System 1 wa¨chst und der Beitrag
der Phasenvariablen φ1 zu der Approximation von F
(1) wird geringer. Im Gegen-
zug wa¨chst der Einfluss der stochastischen Terme, die u.a. durch die permutierten
Phasenwerte von System 2 beschrieben werden. Hieraus folgt, dass die gemittelten
Werte der Surrogate,
C¯pj (1|2) =
1
s
s∑
p=1
Cpj (1|2) =
1
s
s∑
p=1
Cj(1|2p), (4.6)
ansteigen. Im umgekehrten Fall, in welchem System 1 in System 2 gekoppelt wird,
kann durch den Einfluss des periodischeren Systems die Phasendiffusion verringert
werden, und der Anteil der mittleren Surrogatwerte C¯pj (2|1) an F (2) wird kleiner.
Bei der Kopplung dynamischer Systeme wirkt die Phasendiffusion eines Systems
jedoch nicht direkt auf die Dynamik eines anderen Systems ein. Vielmehr ko¨nnen
die beiden Systeme durch die Kopplung als ein neues System mit einer nicht vorher-
sagbaren Dynamik betrachtet werden (vgl. Abschnitt 2.2). Hierdurch wird auch die
Phasendynamik der Systeme, die durch eine Kopplung beeinflusst werden, gea¨ndert.
Dass diese A¨nderung nicht trivial von der Phasendiffusion der Systeme abha¨ngig
ist, wird am Beispiel des Lorenz-Oszillators deutlich: Sowohl fu¨r das Einsetzen der
Kopplung X → Y als auch fu¨r Y → X stiegen die gemittelten Werte der Surrogate
an, was so interpretiert werden konnte, dass in beiden Fa¨llen die Phasendynamik
des beeinflussten Systems diffusiver wurde. Eine Kenngro¨ße, mit welcher die Vera¨n-
derung der Phasendynamik verifiziert werden kann, ist die mittlere Koha¨renz der
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Phasensteigung ∆φ. Diese wurde z.B. fu¨r das System X als
Vτ (X) =
1
m
∣∣∣∣∣∑
r
exp
[
ı∆φX(t
r
j)
]∣∣∣∣∣ = 1m
∣∣∣∣∣∑
r
exp
[
ı
(
φX(t
r
j+τ )− φX(trj)
)]∣∣∣∣∣ (4.7)
definiert. Diese Kenngro¨ße war analog zur mittleren Phasenkoha¨renz nach Gl. (3.4)
auf das Intervall [0; 1] beschra¨nkt. Fu¨r die folgende Analyse wurde die Zeitverzo¨ge-
rung τ mit der Bedingung (3.28) gewa¨hlt, so dass die Phaseninkremente denen aus
D∗j entsprachen. U¨ber diese Kenngro¨ße konnte die Koha¨renz der Phasensteigung
mit den mittleren Surrogatwerten C¯pj in Abha¨ngigkeit gebracht werden.
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Abbildung 4.9: Mittlere Koha¨renz der Phasensteigung Vτ , die mittleren Surrogatwerte C¯
p
j
und die Korrelationen von diesen Kenngro¨ßen fu¨r das System X aus einem
Ensemble von gekoppelten Ro¨ssler-Oszillatoren. Die lineare Regression ist
in Rot eingezeichnet (axx+ bx: ax = −0, 088; bx = 0, 090; r-Wert = -0,969;
p-Wert < 0, 0001 (zweiseitiger Test)).
Die Kenngro¨ßen C¯pj und Vτ sind in den Abbildungen 4.9 und 4.10 fu¨r das zuvor be-
schriebene Ensemble von gekoppelten Ro¨ssler-Oszillatoren dargestellt. Sowohl die
mittlere Koha¨renz der Phasendynamik Vτ (X) von System X war mit den Surroga-
ten C¯pj (X|Y ) als auch Vτ (Y ) mit C¯pj (Y |X) antikorreliert. Fu¨r den Fall einer Kopp-
lung von System Y auf System X verringerte sich die Koha¨renz der Phasensteigung
des Systems X und die mittleren Surrogatwerte stiegen an. Fu¨r den umgekehrten
Fall der Kopplung von System X auf Y wurde die Phasendynamik koha¨renter, und
die mittleren Surrogatwerte wurden geringer. Die Kenngro¨ßen C¯pj und Vτ waren
auch fu¨r gekoppelte Lorenz-Oszillatoren antikorreliert (siehe Abbildungen D.4 und
D.5). Wegen der gro¨ßeren Phasendiffusion waren die Abha¨ngigkeiten jedoch nicht
so ausgepra¨gt wie bei den Ro¨ssler-Oszillatoren.
Dieser Analyse folgend kann die Hypothese 2 verworfen werden. U¨ber die vorge-
schlagene Surrogatmethode aus Abschnitt 3.3.2 wird die intrinsische Dynamik eines
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Abbildung 4.10: Mittlere Koha¨renz der Phasensteigung Vτ , die mittleren Surrogatwerte
C¯pj wie in Abbildung 4.9 nur fu¨r System Y . Die lineare Regression ist in
Rot eingezeichnet (axx+ bx: ax = −0, 081; bx = 0, 082; r-Wert = -0,936;
p-Wert < 0, 0001 (zweiseitiger Test)).
Systems abgebildet, welche durch die Kopplung mit einem anderen System vera¨n-
dert wird. Diese Kopplung wird von den Surrogaten nicht direkt, sondern indirekt
u¨ber die vera¨nderte Phasendynamik des Systems detektiert. Die Surrogate entspre-
chen somit der Nullhypothese.
4.3 Verschiedene Einflussfaktoren
In Abschnitt 4.2 wurden Eigenschaften der Kenngro¨ßen d∗j und D
∗
j mit Hilfe von
Modelldaten miteinander verglichen, wobei D∗j insgesamt eine verbesserte Perfor-
manz zeigte. Im folgenden Abschnitt soll nun die Performanz von D∗j in Abha¨n-
gigkeit von verschiedenen Systemparametern von gekoppelten Oszillatoren na¨her
untersucht werden. Um die Performanz der Kenngro¨ße fu¨r die Anwendung an Feld-
daten zu u¨berpru¨fen, wurde der Einfluss der Kopplungssta¨rke, von additivem weißen
Rauschen und von sehr kurz andauernden transienten Kopplungen mit Hilfe von
Modellsystemen untersucht.
4.3.1 Kopplungsstärke
Analog zu [4] wurden gekoppelte Lorenz-Oszillatoren mit verschiedenen Kopplungs-
sta¨rken X 6= 0 im Intervall B und Y 6= 0 im Intervall C nach Kopplungsschema A
generiert – vgl. Seite 35. Die Lorenz-Oszillatoren wurden dabei mit den Kontrollpa-
rametern ρX = 35 und ρY = 39 und einem Abtastintervall von δt = 0, 012 integriert.
Die Kopplungssta¨rken X,Y wurden zwischen 0,5 und 6 in Schritten von 0,5 variiert.
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Fu¨r die verschiedenen X,Y wurde D
∗
j fu¨r 20 Ensembles mit unterschiedlichen En-
semblegro¨ßen m bestimmt. An diesen Charakterisierungen wurde die Performanz
von D∗j mit dem Gu¨tekriterium γ
? bewertet. Der Mittelwert u¨ber die Ensembles
γ¯?(D∗j ) in Abha¨ngigkeit von m und X,Y ist in Abbildung 4.11 dargestellt.
Abbildung 4.11: Gemittelte Gu¨tekriterien γ¯? fu¨r D∗j in Abha¨ngigkeit von verschiedenen
Kopplungssta¨rken X,Y und unterschiedlichen Ensemblegro¨ßen m. Die
Interaktionsrichtungen wurden anhand 20 Ensembles von gekoppelten
Lorenz-Oszillatoren bestimmt. Die Werte der Gu¨tekriterien sind farbko-
diert dargestellt. Schnitte durch die Parameterebene inklusive der Stan-
dardabweichungen u¨ber die Ensembles sind in Abbildung D.6 dargestellt.
Fu¨r Kopplungssta¨rken 2, 0 <  ≤ 6, 0 war die Performanz von D∗j selbst fu¨r klei-
ne Ensemblegro¨ßen m = 50 hinreichend (hier als γ¯? > 0, 75 definiert), um die
Interaktionsrichtungen sinnvoll zu detektieren. Fu¨r kleinere Kopplungssta¨rken wie
 = 0, 5 waren gro¨ßere Ensemblegro¨ßen (m > 800) notwendig, um eine hinreichende
Performanz zu erreichen. Fu¨r die gewa¨hlten Parameter und Systeme wurden Int-
eraktionsrichtungen hin zu gro¨ßeren Kopplungssta¨rken besser charakterisiert. Aus
Abbildung D.6 ging weiterhin hervor, dass die Varianz der Performanzen hin zu
gro¨ßeren Ensemblegro¨ßen und Kopplungssta¨rken verringert wurde. Die Performanz
zur Charakterisierung von Interaktionsrichtungen sollte analog zu Abbildung 2.1 fu¨r
steigende Kopplungssta¨rken wieder abnehmen, was aufgrund der Wahl der Kontroll-
parameter der gekoppelten Lorenz-Oszillatoren nicht aufgelo¨st werden konnte.
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Aus diesem Grund wurden Interaktionsrichtungen an unidirektional gekoppelten
Ro¨ssler-Oszillatoren untersucht, fu¨r die die Kopplungssta¨rken in einem gro¨ßeren
Bereich variiert wurden. Die Kopplungen wurden nach Kopplungsschema A ein-
gestellt und die Ro¨ssler-Oszillatoren wurden mit den Kontrollparametern ω
(R)
X =
1, 1, ω
(R)
Y = 1, 3 und dem Abtastintervall δt = 0, 134 integriert. Fu¨r jeweils 20
Ensembles wurden die Kopplungssta¨rken zwischen X,Y = 0, 002 und X,Y = 0, 8 lo-
garithmisch variiert. Das gemittelte Gu¨tekriterium γ¯? fu¨r D∗j in Abha¨ngigkeit von
X,Y und m ist in Abbildung 4.12 dargestellt.
Abbildung 4.12: Gemittelte Gu¨tekriterien fu¨r D∗j wie in Abbildung 4.11 jedoch fu¨r ge-
koppelte Ro¨ssler-Oszillatoren. Die Kopplungssta¨rke X,Y wurde fu¨r die
einzelnen Charakterisierungen logarithmisch variiert. Schnitte durch die
Parameterebene sind in Abbildung D.7 dargestellt.
Fu¨r geringe Kopplungssta¨rken X,Y < 0, 006 waren die gerichteten Interaktionen
selbst fu¨r große Ensemblegro¨ßen nicht hinreichend auflo¨sbar (γ¯? < 0, 75). In einem
Bereich mittlerer Kopplungen 0, 008 ≤ X,Y < 0, 2 konnten Interaktionsrichtungen
fu¨r Ensemblegro¨ßen m > 200 hinreichend charakterisiert werden. Fu¨r X,Y = 0, 06
war die Performanz dabei nahezu unabha¨ngig von der Ensemblegro¨ße und fu¨r m =
50 noch hinreichend um die Interaktionsrichtungen zu beschreiben. Die Performanz
von D∗j verschlechterte sich fu¨r X,Y > 0, 2 und entsprach somit den Vorhersagen
aus Abschnitt 2.2: Die Systeme synchronisierten fu¨r große Kopplungssta¨rken fast
vollsta¨ndig, und die Interaktionsrichtung zwischen den beiden Systemen war nicht
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mehr auflo¨sbar.
4.3.2 Signal-zu-Rausch-Verhältnis
Gerade bei der Charakterisierung von Interaktionsrichtungen anhand von Felddaten
sind die Zeitreihen i.d.R. nicht frei von Messrauschen. Die Performanz der Kenn-
gro¨ßen in Abha¨ngigkeit von der Amplitude des Rauschens wird daher im Folgen-
den bestimmt. Das Messrauschen wurde dabei simuliert, indem gaußverteiltes, δ-
korreliertes Rauschen zu den bereits integrierten Modellzeitreihen addiert wurde.
Als Kenngro¨ße fu¨r die Sta¨rke des Rauschen wurde das Signal-zu-Rausch-Verha¨ltnis
(SNR) verwendet. Dieses wurde definiert als
SNR =
σ2S
σ2N
, (4.8)
wodurch die Varianz der Signalamplitude (σ2S) mit der des additiven Rauschens
(σ2N) in Beziehung stand. Fu¨r 20 Ensembles gekoppelter Lorenz-Oszillatoren nach
Abschnitt 4.3.1 mit den Kopplungssta¨rken X,Y = 4, 0 wurde die Performanz von D
∗
j
in Abha¨ngigkeit vom Signal-zu-Rausch-Verha¨ltnis und der Ensemblegro¨ße bestimmt
(siehe Abbildung 4.13).
Wie zu erwarten war, verschlechterte sich die Performanz von D∗j mit wachsen-
der Amplitude des additiven Rauschens. Bei SNR = 1 konnten die Interaktions-
richtungen selbst bei einer Ensemblegro¨ße m = 1000 nicht aufgelo¨st werden. Ab
einem Signal-zu-Rausch-Verha¨ltnis von 10 konnten die Interaktionsrichtungen fu¨r
Ensemblegro¨ßen m > 300 u¨berwiegend richtig detektiert werden. Fu¨r SNR ≥ 50
war die Charakterisierung mit D∗j nahezu unabha¨ngig von der Ensemblegro¨ße.
Der Einfluss des Messrauschen wurde weiterhin an gekoppelten Ro¨ssler-Oszillatoren
untersucht. Hierzu wurden Ro¨ssler-Oszillatoren mit ω
(R)
X = 1, 1, ω
(R)
Y = 1, 3 und
δt = 0, 134 nach Kopplungsschema A mit X,Y = 0, 1 integriert. Das gaußverteilte
additive Rauschen wurde wie vorher bei den Lorenz-Oszillatoren zwischen SNR =
1 und 100 variiert. Das Gu¨tekriterium fu¨r den Direktionalita¨tsindex γ¯?(D∗j ) u¨ber
20 Ensembles in Abha¨ngigkeit vom Signal-zu-Rausch-Verha¨ltnis (SNR) und der
Ensemblegro¨ße m ist in Abbildung 4.14 dargestellt.
Auch unter Einfluss von simuliertem Messrauschen ist die Performanz des Direk-
tionalita¨tsindex D∗j bei gekoppelten Ro¨ssler-Oszillatoren deutlich besser als bei den
Lorenz-Oszillatoren. Ab einem Signal-zu-Rausch-Verha¨ltnis gro¨ßer als 10 ist die
Charakterisierung der Interaktionsrichtungen selbst fu¨r m = 50 vorwiegend richtig.
Bei SNR = 1 ist eine Ensemblegro¨ße m ≥ 300 ausreichend um eine hinreichende
Performanz des Direktionalita¨tsindex zu messen.
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Abbildung 4.13: Performanz von D∗j bestimmt u¨ber das gemittelte Gu¨tekriterium γ¯
?
in Abha¨ngigkeit von der Ensemblegro¨ße m und dem Signal-zu-Rausch-
Verha¨ltnis (SNR) bei additiven gaußverteilten Rauschen. Die Int-
eraktionsrichtungen wurden u¨ber 20 Ensembles gekoppelter Lorenz-
Oszillatoren berechnet. Die Werte der Gu¨tekriterien sind farbkodiert dar-
gestellt. Schnitte durch die Parameterebene sind in Abbildung D.8 dar-
gestellt.
4.3.3 Sehr kurz andauernde Kopplungen
In diesem Abschnitt soll die Performanz des Direktionalita¨tsindex in Hinblick auf
sehr kurze transiente Kopplungen getestet werden. Die relevanten Fragestellungen
hierbei lauten: Wie lange muss eine Kopplung zwischen zwei Systemen andauern,
damit sie mit Hilfe des Direktionalita¨tsindex aufgelo¨st werden kann? Ist der Ab-
solutwert der Kenngro¨ße, wie in Abbildung 2.1 angenommen, von der Dauer der
Kopplung T abha¨ngig?
Fu¨r diese Analysen wurden Lorenz-Oszillatoren nach dem Kopplungsschema B
transient gekoppelt: In den Intervallen A = [1; 500] und C = [1001; 1500] waren
die Systeme ungekoppelt, d.h. X = 0, 0 ∧ Y = 0, 0. Fu¨r das Intervall j ∈ B =
[501; 1500] wurde die Dauer T der unidirektionalen Kopplung X 6= 0 zwischen
5 und 500 Datenpunkten variiert. Aufgrund der Einstellungen des Integrators –
siehe unten – entsprachen 5 Datenpunkten genau 5% der mittleren Periode des
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Abbildung 4.14: Performanz von D∗j wie in Abbildung 4.13 jedoch fu¨r transient gekoppelte
Ro¨ssler-Oszillatoren. Schnitte durch die Parameterebene sind in Abbil-
dung D.9 dargestellt.
schnelleren Systems. Um sicher zu stellen, dass die Systeme trotz extrem kurzer
Kopplungen miteinander interagieren, wurde die Kopplungssta¨rke mit X = 4, 0
in einem unkritischen Bereich [4] folgend gewa¨hlt. Die Lorenz-Oszillatoren wurden
mit den Kontrollparametern ρX = 35 und ρY = 39 und dem Abtastintervall δt =
0, 006 numerisch integriert. Die Einstellungen hierbei wurden so gewa¨hlt, dass die
Zeitverzo¨gerung der Systeme nach Gl. (3.28) τ = 100 entsprach.
Aus Abbildung 4.15, in welcher die Kenngro¨ßen Cj(X|Y ), die Maximalwerte der
Surrogate und D∗j exemplarisch fu¨r verschiedene Kopplungsdauern T dargestellt
sind, geht hervor, dass der Richtungseinfluss mit zunehmender Kopplungsdauer
besser detektiert wurde. Fu¨r T = 5 konnte im Intervall B ein mo¨glicher kausaler
Einfluss zwischen den Systemen nicht von statistischen Ausreißern unterschieden
werden. Mit zunehmender Kopplungsdauer detektierten die Kenngro¨ßen die rich-
tige Interaktionsrichtung, die ab T = 25 fu¨r ca. 90 Datenpunkte konstant u¨ber
den maximalen Surrogatwerten lagen. Dieser Bereich aufeinanderfolgender richti-
ger Interaktionsrichtungen vergro¨ßerte sich mit zunehmender Kopplungsdauer, bis
bei T = 500 Datenpunkten fu¨r anna¨hernd das gesamte Intervall B die Richtung
richtig detektiert wurde. Zusa¨tzlich stieg mit zunehmenden Kopplungsdauern die
Amplitude der maximalen Werte der Kenngro¨ßen an, wobei bei T = 250 und
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Abbildung 4.15: Zeitverlauf der Kenngro¨ßen Cj(X|Y ) und D∗j fu¨r nach Kopplungsschema
B gekoppelte Lorenz-Oszillatoren mit der Ensemblegro¨ße m = 1000 in
Abha¨ngigkeit von verschiedenen Kopplungsdauern T . Der Bereich ein-
geschalteter Kopplung innerhalb des Intervalls B variiert mit der Kopp-
lungsdauer T (gru¨n hervorgehoben). Farblich heller unterlegt ist der Ein-
flussbereich, in welchem die transienten Kopplungen aufgrund des Zeit-
versatzes τ in die Berechnung der Kenngro¨ße eingehen ko¨nnen.
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T = 500 keine signifikanten Unterschiede fu¨r die maximalen Werte zu erkennen
waren (maxCj(X|Y ) ≈ 0, 4).
Die Abha¨ngigkeit der Amplitude von D∗j von der Dauer der Kopplung entspricht
dabei genau den theoretischen Vorhersagen u¨ber die effektiven transienten Kopp-
lungen (vgl. Gl (2.20)): Mit la¨ngerer Kopplungsdauer T vergro¨ßert sich die effektive
Kopplung zwischen den beiden Systemen. Diese Abha¨ngigkeit wird durch die Dauer
des Einschwingvorgangs Tmax beschra¨nkt, nach welcher die Kopplung nicht mehr
als transient angesehen werden kann.
Abbildung 4.16: Gu¨tekriterium γ¯•(D∗j ) gemittelt u¨ber 20 Ensembles von transient gekop-
pelten Lorenz-Oszillatoren in Abha¨ngigkeit von der Ensemblegro¨ße m
und der Dauer der Kopplung T im Intervall B. Schnitte durch die Para-
meterebene sind in Abbildung D.10 dargestellt.
Die Performanz von D∗j in Abha¨ngigkeit von der Kopplungsdauer T und von der
Ensemblegro¨ße m wurde u¨ber 20 Ensembles na¨her bestimmt. Hierfu¨r wurde das
Gu¨tekriterium γ• nach Gl. (4.2) verwendet, wobei alle Werte von D∗j , die in den
Intervallen A und C ungleich null waren, als falsch betrachtet wurden. Als richtig
detektiert galten alle Werte, die wa¨hrend der eingeschalteten Kopplung im Inter-
vall B den richtigen Richtungseinfluss detektierten. Der Bereich eines mo¨glichen
Einflusses, der aufgrund der Zeitverzo¨gerung τ vergro¨ßert wurde, wurde dabei zum
Intervall mit eingeschalteter Kopplung (B) geza¨hlt. In das Gu¨tekriterium ging die
maximale Anzahl von aufeinanderfolgenden Werten, die als richtig oder falsch be-
stimmt wurden, u¨ber γ•K bzw. γ
•
I ein. Der Mittelwert der Gu¨tekriterien γ¯
•(D∗j ) fu¨r
die 20 Ensembles unterschiedlicher Ensemblegro¨ßen und verschiedener Kopplungs-
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dauern ist in Abbildung 4.16 dargestellt. Hieraus ging hervor, dass fu¨r die maximale
Ensemblegro¨ße von m = 1000 eine Kopplungsdauer von T = 10 Datenpunkten aus-
reichend war, um Interaktionsrichtungen aufgrund der eingeschalteten Kopplungen
von zufa¨llig auftretenden, die außerhalb des Intervalls B charakterisiert wurden, zu
unterscheiden. Um eine a¨hnliche Performanz fu¨r eine kleine Ensemblegro¨ße m = 50
zu erreichen, war eine Kopplungsdauer von T > 100 Datenpunkten notwendig. Im
Falle einer Kopplungsdauer von T = 5 Datenpunkten war die Performanz selbst bei
der Ensemblegro¨ße m = 1000 nicht ausreichend, um die Kopplung mit einer hinrei-
chenden Auflo¨sung zu detektieren – analog zu den Befunden aus Abbildung 4.15.
Dies kann sowohl der Sensitivita¨t der Kenngro¨ße D∗j als auch einer unzureichenden
Wechselwirkung zwischen den Lorenz-Oszillatoren geschuldet sein. Ob die Systeme
sich bei extrem kurzen Kopplungsdauern u¨berhaupt nachhaltig beeinflussen, ko¨nnte
in zuku¨nftigen Studien durch eine Erho¨hung der Ensemblegro¨ße m oder durch den
Vergleich mit anderen Kenngro¨ßen fu¨r gerichtete und gewichtete Interaktionen wei-
ter untersucht werden. Auch die Charakterisierung von Interaktionsrichtungen an
anderen Modellsystemen, die u¨ber sehr kurz andauernde Kopplungen interagieren,
ko¨nnte fu¨r weitere Studien fruchtbar sein.
4.4 Netzwerk von gekoppelten chaotischen
Oszillatoren
Wie einleitend beschrieben, ko¨nnen komplexe dynamische Systeme als Kombination
interagierender (Sub-)Systeme aufgefasst werden, wobei zur vollsta¨ndigen Beschrei-
bung i.d.R. mehr als zwei interagierende Systeme untersucht werden. In diesem Ab-
schnitt soll u¨berpru¨ft werden, ob die in dieser Arbeit vorgestellte Kenngro¨ße dazu
geeignet ist, Interaktionsrichtungen in solchen Netzwerken zu charakterisieren. In
fru¨heren Studien [8, Ost08, SL09, Sta10] wurden bereits umfangreiche Voruntersu-
chungen zur Charakterisierung von Interaktionsrichtungen anhand von Netzwerken
stationa¨rer Systeme durchgefu¨hrt, so dass sich auf die Fragestellung beschra¨nkt
wird, ob die vorgestellte zeitaufgelo¨ste Kenngro¨ße grundsa¨tzlich zur Beschreibung
solcher Interaktionen geeignet ist.
Zur Untersuchung der Interaktionen zwischen verschiedenen Kombinationen inter-
agierender Systeme wurde ein Ensemble von synthetischen Zeitreihen fu¨r ein Netz-
werk bestehend aus zehn diffusiv gekoppelten Lorenz-Oszillatoren i = 1 . . . 10 ge-
neriert, die aufgrund ihrer Kopplungen in zwei Cluster (LA : Systeme 1 - 5; LB :
Systeme 6 - 10) eingeteilt wurden. Um unterschiedliche Dynamiken zu generieren,
wurden die Kontrollparameter der Systeme ρ(i) zufa¨llig aus dem Intervall [27,5;
28,5] gezogen. Die Ensemblegro¨ße der generierten Zeitreihen betrug m = 1000 pro
Oszillator. Das Abtastintervall entsprach δt = 0, 03.
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Abbildung 4.17: Oben: Kopplungsschema fu¨r das Netzwerk transient gekoppelter Lorenz-
Oszillatoren. Das Netzwerk ist in zwei Cluster unterteilt, wobei jedes aus
fu¨nf gekoppelten Oszillatoren besteht. Die bidirektionale Kopplungssta¨r-
ke A zwischen den jeweiligen benachbarten Oszillatoren eines Clusters
wurde konstant gehalten, wohingegen die unidirektionalen Kopplungs-
sta¨rken B3 und B8 zwischen den Clustern fu¨r verschiedene Zeitinterval-
le zwischen den Oszillatoren 3 und 8 ein- und ausgeschaltet wurden. Die
transienten Kopplungen wurden dabei so realisiert, dass B8 im Intervall
B und B3 im Intervall D ungleich null war. Unten: Beispiel fu¨r Interakti-
onsmatrizen von D∗j und Rj fu¨r ein Netzwerk mit den Kopplungssta¨rken
A = B3 = 0 und B8 6= 0. Die Matrix fu¨r die Interaktionsrichtungen ist
so definiert, dass die Eintra¨ge positiv sind, falls in der Spalte eingetra-
gene Systeme einen Einfluss auf die in der Zeile eingetragenen Systeme
ausu¨ben. Die schwarzen Linien unterteilen die Inter- bzw. Intracluster-
Interaktionen voneinander.
Wie die Kopplungen zwischen benachbarten Systemen innerhalb eines Clusters bzw.
zwischen den beiden Clustern realisiert wurden, ist schematisch in Abbildung 4.17
dargestellt. Hierbei ist zu betonen, dass die bidirektionalen Kopplungssta¨rken in-
nerhalb der Cluster A = 0, 02 fu¨r jeden Integrationsschritt konstant blieben. Im
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Gegensatz dazu wurden die Kopplungssta¨rken zwischen den Systemen 3 und 8 nach
Kopplungsschema A (vgl. Seite 35) realisiert, so dass B8 = 1, 0 fu¨r j ∈ [301; 600],
B3 = 1, 0 fu¨r j ∈ [901; 1200] und B3 = B8 = 0 sonst gesetzt wurden. Die Kopp-
lungen zwischen den Clustern waren fu¨r diese Zeitbereiche folglich unidirektional
realisiert. Die Differentialgleichungen, mit denen dieses Schema fu¨r transiente In-
teraktion in einem Netzwerk gekoppelter Oszillatoren generiert wurden, sind im
Anhang C aufgefu¨hrt.
Um die Interaktionssta¨rken bzw. -richtungen fu¨r das gesamte Netzwerk zu bestim-
men, wurden zu jedem Zeitpunkt j die Kenngro¨ßen M = D∗j bzw. M = Rj suk-
zessive zwischen zwei Systemen berechnet und in eine Interaktionsmatrix Ij(M)
eingetragen, wobei die Werte fu¨r D∗j so normiert wurden, dass die maximalen oder
minimalen Werte 1 oder -1 entsprachen. Der Interaktion zwischen System i und
System k entsprach hierbei der Eintrag I
(i,k)
j , wobei I
(i,i)
j := 0 definiert wurde. Die
resultierenden Interaktionsmatrizen wurden farbkodiert dargestellt (vgl. Abbildung
4.17), wobei die Hauptdiagonale entsprechend der Definition gleich null war. Den
Definitionen der Kenngro¨ßen folgend war Ij fu¨r die Interaktionsrichtungen antisym-
metrisch und fu¨r die Interaktionssta¨rken symmetrisch zur Hauptdiagonalen.
In Abbildung 4.18 sind Interaktionsrichtung bzw. -sta¨rke fu¨r acht Zeitpunkte aus
den unterschiedlichen Kopplungsintervallen dargestellt. Die bidirektionalen Kopp-
lungen innerhalb der Cluster waren fu¨r alle Zeitpunkte anhand der Interaktions-
sta¨rke zwischen benachbarten Systemen detektierbar und entsprachen den erho¨h-
ten Werten von Rj direkt neben der Hauptdiagonalen. An der Grenze zwischen
den Clustern war die Interaktionssta¨rke I
(5,6)
j (Rj) wie zu erwarten nicht erho¨ht.
Obwohl die Kopplungen bidirektional eingestellt waren, waren die gegenseitigen
Einflu¨sse, die u¨ber D∗j charakterisiert wurden, zwischen benachbarten Oszillatoren
leicht unterschiedlich aufgrund der unterschiedlichen Systemdynamiken, die u¨ber
die verschiedenen Kontrollparameter der Systeme ρ(i) realisiert wurden. Auch in
der Intervallen ohne Intercluster-Interaktionen (j ∈ {50; 250}) wurden Interak-
tionsrichtungen detektiert, die jedoch als statistische Ausreißer angesehen werden
ko¨nnen.
In den Intervallen B und D mit eingeschalteter Kopplung wurden die Interaktions-
richtungen I
(3,8)
j (D
∗
j ) den Kopplungssta¨rken B3,B8 entsprechend richtig wiederge-
geben. Fu¨r viele Zeitpunkte waren die Werte von D∗j fu¨r diese Kopplungen im Ver-
gleich mit den anderen Eintra¨gen von Ij am gro¨ßten, jedoch war dieses Verha¨ltnis
nicht fu¨r alle Zeitpunkte erfu¨llt (vgl. Abbildung 4.18, j ∈ {550; 1150}). Aufgrund
der chaotischen Dynamik der gekoppelten Oszillatoren war der Einfluss zwischen
den beiden Systemen nicht immer gleich ausgepra¨gt, was dazu fu¨hrte, dass die In-
teraktionsrichtung nicht fu¨r alle Zeitpunkte gleich gut detektierbar (vgl. Abbildung
4.2) war. Durch die bidirektionalen Kopplungen innerhalb der beiden Cluster LA
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und LB waren erho¨hte Interaktionssta¨rken und -richtungen auch zwischen Kom-
binationen von Oszillatoren nachweisbar, die zur Kombination der Oszillatoren 3
und 8 direkt benachbart waren. Diese Kopplungen entsprachen den indirekten Ab-
ha¨ngigkeiten, die bei Netzwerken von gekoppelten Oszillatoren zu erwarten waren
[SWTP07, NRT+10]. Nach dem Ausschalten der transienten Kopplungssta¨rke zwi-
schen den Oszillatoren 3 und 8 (j = 650) waren noch gerichtete und gewichtete
Interaktionen zwischen den Clustern beobachtbar, was beispielsweise den Ergebnis-
sen aus Abschnitt 4.2.3 entspricht. Im Gegensatz dazu waren diese Interaktionen zu
einem spa¨teren Zeitpunkt (j = 850) aus dem Intervall C nicht mehr nachweisbar.
Um die statistischen Ausreißer und die Schwankungen der Kenngro¨ßen aufgrund der
chaotischen Dynamiken zu minimieren, wurden die Kenngro¨ßen u¨ber die Intervalle
der verschiedenen Kopplungen (W ∈ {A,B, C,D}) gemittelt,
〈
D∗j
〉
T
=
∑
j∈W
D∗j , (4.9)
〈Rj〉T =
∑
j∈W
Rj,
und die Ergebnisse in Abbildung 4.19 dargestellt. Fu¨r das ungekoppelte Intervall
A wurden keine gerichteten oder gewichteten Intercluster-Interaktionen aber die
oben beschriebenen Intracluster-Interaktionen zwischen benachbarten Oszillatoren
charakterisiert. In C wurden, aufgrund der nach dem Ausschalten noch a¨hnlichen
Dynamiken der Systeme, Interaktionsrichtungen und -sta¨rken zwischen den Oszilla-
toren 3 und 8 charakterisiert, wobei u¨ber
〈
D∗j
〉
T
eine zur ausgeschalteten Kopplung
inversen Einfluss detektiert wurde. Die Dauer dieser A¨hnlichkeit war von der Pha-
sendiffusion (vgl. Seite 43) abha¨ngig. Fu¨r die Intervalle B und D, in denen die
Oszillatoren 3 und 8 transient gekoppelt waren, konnte die eingeschaltete Kopp-
lung richtig nachgewiesen werden. Daru¨ber hinaus entsprachen I
(3,8)
j
(〈
D∗j
〉
T
)
und
I
(3,8)
j
(〈Rj〉T ) in diesen Zeitintervallen den maximalen Eintra¨ge in Ij. Zusa¨tzlich
konnten indirekte Abha¨ngigkeiten zwischen Kombinationen benachbarter Oszilla-
toren nachgewiesen werden. Fu¨r die Interaktionsrichtung wurde jedoch nicht in
allen Fa¨llen der richtige Einfluss zwischen den Clustern wiedergegeben.
Insgesamt kann zusammengefasst werden, dass die Ergebnisse im Einklang mit den
Studien [8, Ost08, SL09, Sta10] sowie mit den vorangegangenen Untersuchungen
in der vorliegenden Arbeit stehen. Daru¨ber hinaus sollten in zuku¨nftigen Studi-
en transiente Interaktionsrichtungen in Netzwerken in Abha¨ngigkeit von weiteren
Einflussfaktoren untersucht werden.
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Abbildung 4.18: Transiente Interaktionsrichtung und -sta¨rke fu¨r zehn gekoppelte Lorenz-
Oszillatoren. Die Kenngro¨ßen D∗j bzw. Rj sind hierbei fu¨r acht verschie-
dene Zeitpunkte j angegeben, wobei die jeweiligen Interaktionsmatrizen
Ij den Kopplungsintervallen A bis D den Zeilen absteigend zugeordnet
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Abbildung 4.19: Wie Abbildung 4.18, jedoch fu¨r die Kenngro¨ßen
〈
D∗j
〉
T
und 〈Rj〉T , die
u¨ber die jeweiligen Intervalle A bis D gemittelt wurden.
4.5 Zwischenfazit
Aus der Untersuchung der Kenngro¨ßen mit Hilfe synthetischer Zeitreihen, die aus
Modellsystemen mit wohldefinierten Eigenschaften gewonnen wurden, konnten wich-
tige Hinweise fu¨r die Charakterisierung von Interaktionsrichtungen an Felddaten ge-
wonnen werden. Die 1. Hypothese (vgl. Seite 40) konnte besta¨tigt werden: Die Per-
formanz von D∗j , also der Kenngro¨ße bei welcher keine Gewichtung mit dem Faktor
l2 vorgenommen wurde, war insgesamt vielversprechender als die von d∗j . Daru¨ber
hinaus konnte gezeigt werden, dass die vorgeschlagenen Surrogate die Nullhypo-
these erfu¨llen, wodurch die 2. Hypothese verworfen werden konnte. Mit Hilfe des
vorgestellten Surrogatverfahrens kann zwischen nicht-gekoppelten und gekoppelten
Systemen ohne die Hinzunahme einer Kenngro¨ße fu¨r die Sta¨rke der Interaktion un-
terschieden werden. Insbesondere ko¨nnen so Fehlinterpretationen der Kenngro¨ßen
aufgrund fehlender Kopplung zwischen den Systemen, wie in [Ost08] beschrieben,
vermieden werden.
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In einem zweiten Teil wurden Einflussfaktoren wie die Gutartigkeit der gekoppelten
Systeme, die Kopplungssta¨rke zwischen den Systemen, die Dauer der Kopplung und
Messrauschen fu¨r die Performanz der Charakterisierungen mit D∗j untersucht. Es
konnte gezeigt werden, dass die Gu¨te der Approximation entscheidend durch die En-
semblegro¨ße beeinflusst wird. Hin zur großen Ensemblegro¨ße m verbesserte sich die
Performanz der Kenngro¨ßen unter den meisten Bedingungen. Durch eine Abnahme
des Signal-zu-Rausch-Verha¨ltnisses oder in Abha¨ngigkeit von Modellsystemen mit
einer gro¨ßeren Phasendiffusion verschlechterte sich die Performanz der Kenngro¨-
ßen. Aus den bisherigen Untersuchungen an Modelldaten kann gefolgert werden,
dass bei Charakterisierungen von Interaktionsrichtungen anhand von Felddaten,
die ein geeignetes Signal-zu-Rausch-Verha¨ltnis aufweisen, die Grenze von m ≈ 200
nicht unterschritten werden sollte, um die Interpretierbarkeit zu gewa¨hrleisten.
Weiterhin konnten die Vorhersagen u¨ber die Regime verschiedener Kopplungssta¨r-
ken, in welchen Interaktionsrichtungen detektiert werden ko¨nnen, aus Abschnitt
2.2 besta¨tigt werden: Die Kenngro¨ße charakterisiert Interaktionsrichtungen opti-
mal bei einer mittleren Kopplungssta¨rke. Sind die Systeme schwach oder zu stark
gekoppelt, sind gerichtete Kenngro¨ßen nicht sinnvoll interpretierbar. Dabei konnte
gezeigt werden, dass die effektive Kopplung neben der Sta¨rke der Kopplung auch
von der Kopplungsdauer abhing (vgl. Gl. (2.20)). Mit der vorgestellten Kenngro¨-
ße D∗j konnten dabei sehr kurz andauernde Kopplungen im Bereich zwischen 10%
und 15% einer mittleren Periode ada¨quat aufgelo¨st werden. Abschließend konnte
gezeigt werden, dass durch die sukzessive Charakterisierung von Interaktionsrich-
tungen zwischen jeweils 2 Systemen die Interaktionsrichtungen in einem Netzwerk
von gekoppelten Oszillatoren bestimmt werden konnte, die im Einklang mit dem
vorangegangenen Ergebnissen standen.
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5 Untersuchungen transienter
gerichteter Interaktionen im Gehirn
In diesem Kapitel werden Ergebnisse aus Charakterisierungen von transienten Int-
eraktionsrichtungen zwischen Hirnregionen anhand sogenannter ereigniskorrelierter
Potentiale oder event-related potentials (ERPs) pra¨sentiert, die an Epilepsiepatien-
ten mit einer hohen ra¨umlichen und zeitlichen Auflo¨sung gemessen wurden. Dabei
wird in einem ersten Teil der Stand der Forschung dargestellt. Anschließend werden
zeitaufgelo¨ste Charakterisierungen von Interaktionsrichtungen zwischen Hirnregio-
nen wa¨hrend kognitiven Aufgaben gezeigt, die anhand ERPs eines Epilepsiepati-
enten bestimmt wurden und hierauf aufbauend, Ergebnisse, die u¨ber eine Gruppe
von acht Patienten anhand der ERPs berechnet wurden, pra¨sentiert.
Kenngro¨ßen fu¨r Interaktionen, die auf dem Konzept der Phasensynchronisation
basieren, scheinen geeignet, um Sta¨rke und Richtung von Interaktionen im mensch-
lichen Gehirn bezu¨glich verschiedener Fragestellungen zu charakterisieren. Bei der
Messung hirnelektrischer Aktivita¨t, z.B. in einem klinischen Umfeld, werden ha¨u-
fig Elektroenzephalogramme (EEG) u¨ber mehrere Tage aufgezeichnet. Zur weite-
ren Analyse ko¨nnen diese EEG-Ableitungen in Beobachtungsintervalle von mehre-
ren Sekunden bis hin zu wenigen Minuten unterteilt werden. Fu¨r diese Interval-
le ko¨nnen unter der Annahme der Stationarita¨t beispielsweise Sta¨rke oder Rich-
tung von Interaktionen zwischen zwei Hirnstrukturen charakterisiert werden. Da-
bei ist die zeitliche Auflo¨sung fu¨r A¨nderungen der Interaktionen auf die Gro¨ße des
Beobachtungsintervalls beschra¨nkt. Eine Fragestellung, die anhand solcher EEG-
Ableitungen untersucht werden kann, ist, wie sich pathologische Aktivita¨t, beispiels-
weise der Einfluss eines epileptischen Anfallsherds auf die umliegende Strukturen,
u¨ber lange Zeitra¨ume auswirkt. Dabei wird davon ausgegangen, dass diese Aktivi-
ta¨t fu¨r ca. 20 s (quasi-)stationa¨r ist. Hierzu wurden Untersuchungen durchgefu¨hrt,
die gezeigt haben, dass mit Hilfe der Charakterisierung von Interaktionsrichtungen
ein epileptischer Anfallsherd auch zwischen den Anfa¨llen bestimmt werden kann
[9, 19, 8, 18, 15]. Weiterhin konnte eine Abha¨ngigkeit gerichteter Interaktionen zwi-
schen verschiedenen Hirnstrukturen wa¨hrend verschiedener Schlafstadien bestimmt
werden [5]. Die Schlafstadien wurden hierbei wiederum als (quasi)-stationa¨re Zu-
sta¨nde betrachtet.
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Im Gegensatz zu der Analyse solcher (quasi-)stationa¨rer Systeme ko¨nnen transiente
Signale hirnelektrischer Aktivita¨t anhand von Messwiederholungen bestimmt wer-
den. Mit Hilfe neurophysiologischer Experimente werden kognitive Prozesse durch
die Pra¨sentation externer Stimuli (z.B. Bilder von Gesichtern) unter kontrollierten
Bedingungen ausgelo¨st. Die Signale, die mit diesen kognitiven Prozessen assoziiert
werden ko¨nnen, werden als ERPs bezeichnet und haben eine zeitliche Variabilita¨t im
Bereich zwischen 10 und 1000 ms. Die in dieser Arbeit vorgestellten Kenngro¨ßen d∗j
und D∗j eignen sich fu¨r die Charakterisierung von Interaktionsrichtungen zwischen
verschiedenen Hirnstrukturen anhand von ERPs. Es konnte bereits in mehreren
Studien [13, 2] gezeigt werden, dass neurowissenschaftlich relevante Ergebnisse mit
Hilfe dieser Kenngro¨ßen gewonnen werden konnten. Ein Teil der Ergebnisse aus [4]
sowie eine Studie auf der Basis einer Gruppe von acht Patienten wird im Folgenden
pra¨sentiert.
5.1 Ereigniskorrelierte Potentiale und kognitive
Prozesse
Die hirnelektrische Aktivita¨t wurde erstmals 1929 am Menschen als Zeitreihen
von Spannungsschwankungen U(t) gemessen [Ber29], die im Bereich von einigen
µV liegen und dieser Studie folgend als Elektroenzephalogramme bezeichnet wer-
den. Obwohl bis heute der exakte Zusammenhang zwischen den Aktionspotentialen
einzelner Nervenzellen und der gemittelten, mit dem EEG aufgezeichneten Span-
nungsschwankungen noch nicht vollsta¨ndig gekla¨rt ist [Zsc02], kann als gesichert
angesehen werden, dass die EEG-Zeitreihen die u¨berlagerte Dynamik von Neuro-
nenverba¨nden widerspiegeln [dS99]. Die ERPs, welche zur Charakterisierung von
Interaktionsrichtungen mit den bisher vorgestellten Methoden verwendet wurden,
wurden aus EEG-Aufzeichnungen gewonnen, die intrakraniell an Patienten in der
Klinik fu¨r Epilepsie der Universita¨t Bonn gemessen worden sind. Epilepsie ist eine
Erkrankung des Gehirns, von der weltweit 0, 6% − 0, 8% der Bevo¨lkerung betrof-
fen ist. Das Kardinalsymptom dieser Erkrankung ist der epileptische Anfall, der
mit einem abnormal synchronen Feuern von großen Neuronenverba¨nden einher-
geht. Bei der Behandlung von nicht medikamento¨s therapierbaren Epilepsien mit
besonders schweren Krankheitsverla¨ufen ist die operative Entfernung des Anfalls-
herds eine letzte Therapiemo¨glichkeit. Zur pra¨chirurgischen Abkla¨rung, bei welcher
der Anfallsherd und mo¨gliche kognitive Defizite durch einen chirurgischen Eingriff
bestimmt werden, werden dem Epilepsiepatienten Elektroden in das Gehirn im-
plantiert. An diesen Elektroden kann das intrakranielle EEG (iEEG) abgleitet wer-
den, welches im Vergleich zum nicht-invasiven Oberfla¨chen-EEG eine hohe ra¨um-
liche Auflo¨sung und ein sehr gutes Signal-zu-Rausch-Verha¨ltnis aufweist [EP97].
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Abbildung 5.1: Beispiel fu¨r ein Leistungsspektrum gemittelt u¨ber 738 ERPs von je 1200
ms Dauer. Das Ensemble der ERPs entspricht dem aus Abbildung 5.3.
Obwohl bei der Ableitung der Signale ein 50 Hz Filter verwendet wurde,
ist der Einfluss der Netzfrequenz noch erkennbar.
Die ERPs, die im Folgenden analysiert werden, stammen aus Studien an Patien-
ten, welche sich wa¨hrend ihrer pra¨chirurgischen Diagnostik bereit erkla¨rt haben, an
neurophysiologischen Experimenten teilzunehmen.
Der Frequenzgehalt von ERPs (vgl. Abbildung 5.1) kann analog zu dem des EEG
in Frequenzba¨nder eingeteilt werden, in welchen prominente Rhythmen auftreten
ko¨nnen. Die Ba¨nder werden aufsteigend zwischen ca. 1 und 100 Hz als δ-, θ-, α-, β-
und γ-Band bezeichnet. Fu¨r eine U¨bersicht u¨ber die Definitionen der Frequenzbe-
reiche, siehe Tabelle 5.1. Den Rhythmen in den einzelnen Frequenzba¨ndern werden
bestimmte Prozesse im menschlichen Gehirn zugeschrieben. Beispielsweise ist die
Amplitude des EEGs im α-Band bei geschlossenen Augen gegenu¨ber der Amplitude
bei geo¨ffneten Augen deutlich erho¨ht.
Gemittelte ERPs
Die ersten EEG-Korrelate von kognitiven Prozessen wurden im Jahr 1929 von Hans
Berger publiziert [Ber29]: In dieser Studie wurde gezeigt, dass sich die Amplitu-
de des EEGs im α-Band wa¨hrend Kopfrechenaufgaben verringerte. Die zeitliche
Auflo¨sung dieser und weiterer Studien (vgl z.B. [GS80]) mit Hilfe des EEGs war
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auf mehrere Sekunden limitiert, so dass kognitive Prozesse im Bereich von Millise-
kunden nicht aufgelo¨st werden konnten. Um transiente Antworten auf bestimmte
a¨ußere Reize bzw. Stimuli zu erhalten, ko¨nnen diese wiederholt pra¨sentiert werden.
Dabei ko¨nnen, in Abha¨ngigkeit vom Zeitpunkt der Stimuluspra¨sentation, ERPs
aufgezeichnet werden [CTK78, MFH+05]. Die Stimuluspra¨sentation zur Messung
von ERPs kann in diesem Fall als gezielte Sto¨rung eines Zustands, in dem sich
das System Gehirn zum Zeitpunkt der Stimuluspra¨sentation befindet, verstanden
werden. Das ERP ist demnach ein transientes deterministisches Signal, welches die
Relaxation des Systems hin zu einem ungesto¨rten Zustand widerspiegelt. Der Sys-
temzustand vor der gezielten Sto¨rung und die damit verbundene Dynamik, welche
als Hintergrund-EEG bezeichnet wird, u¨berlagert dabei das ERP. Das gemessene
EEG x(tj) ist in Abha¨ngigkeit des Zeitpunkts der Stimuluspra¨sentation eine Su-
perposition von dem ERP s1(tj) und dem Hintergrund-EEG s2(tj). Weiterhin wird
angenommen, dass das Signal s1(tj) einen deterministischen Anteil s(tj) hat, das
Hintergrund-EEG s2(tj) innerhalb weniger Sekunden stationa¨r ist und die Amplitu-
denwerte von s2(tj) in diesem Zeitintervall gleichverteilt sind. Das Hintergrund-EEG
und mo¨gliche nichtdeterministische Anteile des ERPs ko¨nnen daher als Rauschen
ξ(tj) erfasst werden. Das ERP entspricht somit dem invarianten transienten Signal
s(tj):
x(tj) = s1(tj) + s2(tj) (5.1)
= s(tj) + ξ(tj).
Die statistischen Eigenschaften des Hintergrund-EEGs wurden in mehreren Studien
untersucht, siehe z.B. [MA75, CS77].
In der Regel hat das ERP s(tj) eine geringe Amplitude im Vergleich zum additiven
Rauschen ξ(tj). Durch Mittelwertbildung u¨ber die Amplituden eines Ensembles von
ERPs mit der Ensemblegro¨ße m,
s¯(tj) =
1
m
m∑
r=1
x(trj) =
1
m
m∑
r=1
s(trj) + ξ(t
r
j), (5.2)
kann ausgenutzt werden, dass die Amplituden der stochastischen Anteile nur mit√
m in s¯(tj) eingehen. Das Signal s¯(tj) wird auch als gemitteltes ERP oder averaged
event-related potential (AERP) bezeichnet. Neben der einfachen Mittelwertbildung
nach Gl. (5.2) wurde eine Vielzahl komplexerer Verfahren und Korrekturen zur
Bestimmung von AERPs vorgeschlagen (siehe hierzu z.B. [Bar86, MA87]).
In der vorliegenden Arbeit wurden ERPs und AERPs nach folgendem Schema be-
stimmt: Wa¨hrend eines neurowissenschaftlichen Experiments wurden bestimmte
Stimuli unter kontrollierten Bedingungen wiederholt pra¨sentiert. Zeitgleich wurden
EEG-Ableitungen an ca. 50 Elektroden sowie die Zeitpunkte der Stimuluspra¨senta-
tion aufgezeichnet. Aus diesen EEG-Ableitungen wurden in Abha¨ngigkeit von den
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Abbildung 5.2: Beispiel fu¨r die Berechnung eines AERP aus 16 aufeinanderfolgenden
ERPs, welche in der linken Spalte dargestellt sind, fu¨r ein Zeitintervall
von -200 bis 500 ms bezu¨glich des Zeitpunkts der Stimuluspra¨sentation.
In jedem Schritt wurden die Amplitudenwerte U von jeweils zwei aufein-
anderfolgenden ERPs gemittelt (zweite bis fu¨nfte Spalte von links). Das
resultierende AERP (rechte Spalte) repra¨sentierte bereits nach der Mit-
telung u¨ber die Amplituden von 16 ERPs ein invariantes Signal s(t). Die
ERPs wurden aus dem Ensemble, welches auch fu¨r die Abbildung 5.3 ver-
wendet wurde, entnommen.
Zeitpunkten der Stimuluspra¨sentation Zeitintervalle bestimmt, die von besonderen
Interesse fu¨r die Analyse der ERPs waren. Diese Zeitintervalle bestanden aus einem
Intervall vor der Stimuluspra¨sentation (z.B. -300 ms - 0 ms vor dem Zeitpunkt der
Stimuluspra¨sentation), der sogenannten Grundlinie, und dem ERP s(tj), welches
von 0 ms bis ca. 1000 ms nach der Stimuluspra¨sentation andauerte. Um Rand-
effekte bei Filterungen oder der Berechnung der Phasenzeitreihen mit Hilfe der
Hilbert-Transformation zu vermeiden, wurde vor und nach jedem dieser Stimulus-
abha¨ngigen Zeitintervalle jeweils ein zusa¨tzliches Intervall von mindestens 1024 ms
hinzugefu¨gt, welches nach der Vorverarbeitung (vgl. Anhang B) wieder verworfen
wurden. Bei der Berechnung von AERPs wurde der zeitliche Mittelwert der Grund-
linie von jedem ERP abgezogen und anschließend u¨ber alle ERPs nach Gleichung
5.2 gemittelt. In Abbildung 5.2 ist beispielhaft das Verfahren zur Mittelungen von
ERPs dargestellt. Schon nach der Mittelwertbildung u¨ber wenige 4, 8 oder 16 ERPs
71
5 Untersuchungen transienter gerichteter Interaktionen im Gehirn
Abbildung 5.3: AERP gemittelt u¨ber ein Ensemble von 738 ERPs. Die Grundlinie ist
von -200 ms bis 0 ms vor dem Zeitpunkt der Stimuluspra¨sentation defi-
niert. Die ERPs wurden im Rahmen der Studie, welche in Abschnitt 5.2
pra¨sentiert wird, an einer Elektrode im Hippocampus gemessen. Nega-
tive Amplitudenwerte werden gema¨ß der Amplitudenkonvention aus der
Elektrophysiologie auf der positiven y-Achse aufgetragen, positive auf der
negativen y-Achse. Der Zeitpunkt der Stimuluspra¨sentation bei j = 0 ms
ist mit einer gestichelten vertikalen Linie gekennzeichnet. Mit den roten
bzw. blauen Pfeilen sind die positiven bzw. negativen Komponenten des
AERPs gekennzeichnet.
ist das AERP vergleichbar mit dem AERP, welches u¨ber 738 Mittelungen erhalten
wurde (vgl. Abbildung 5.3).
In Abbildung 5.3 ist beispielhaft ein AERP dargestellt. Das AERP besteht aus ei-
ner Serie von Maxima und Minima der Amplitude, die als positive bzw. negative
Komponenten bezeichnet werden. Die Komponenten ko¨nnen weiterhin bezu¨glich ih-
rer Zeitverzo¨gerung, mit welcher die Komponenten nach der Stimuluspra¨sentation
auftreten, und ihrer zeitlichen Dauer unterschieden werden. Die positiven Kompo-
nenten bei ca. 150 und 300 ms, welche mit roten Pfeilen gekennzeichnet sind, und
die negative Komponente (blauer Pfeil) bei ca. 200 ms haben eine zeitlicher Dau-
er von 100 - 200 ms. Die negative Komponente, die bei ca. 500 ms beginnt, hat
eine zeitliche Dauer von u¨ber 500 ms. Das AERP reflektiert verschiedene Stufen
der Informationsverarbeitung im Gehirn und liefert so Einblicke in die gemittelte
Aktivita¨t großer neuronaler Verba¨nde. Da das AERP vom Zeitpunkt der Stimu-
luspra¨sentation abha¨ngt, ist es mo¨glich, Unterschiede der einzelnen Komponenten
fu¨r verschiedene Prozesse zu charakterisieren. Diese Komponenten ko¨nnen in Ab-
ha¨ngigkeit von ihrer Zeitverzo¨gerung in exogene und endogene Komponenten un-
terschieden werden. Erstere sind Komponenten, die prima¨r von den physikalischen
Eigenschaften der Stimuli abha¨ngen und eine Zeitverzo¨gerung von bis zu 100 ms
nach Stimuluspra¨sentation haben [CJ86]. Die exogenen Komponenten werden auch
als evozierte Potentiale bzw. evoked potentials bezeichnet. Die endogenen Kompo-
nenten sind prima¨r durch kognitive Funktionen bestimmt und weisen i.d.R. eine
Zeitverzo¨gerung von u¨ber 100 ms auf [GC86].
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Einspeichern und Abruf von Gedächtnisinhalten
In der vorliegenden Arbeit wurden Interaktionen zwischen dem rhinalen Kortex und
dem Hippocampus in Abha¨ngigkeit von der Prozessierung von Geda¨chtnisinhalten
untersucht. Aus La¨sionsstudien ist bekannt, dass der Hippocampus eine zentrale
Hirnstruktur u.a. fu¨r die Bildung von Geda¨chtnisinhalten im Langzeitgeda¨chtnis ist.
Den Hypothesen der Standardtheorien (siehe z.B. [Mar71, Eic00, KHK05, WM10])
zufolge gelangen dabei Sinneseindru¨cke aus den sensorischen Arealen des Neocortex
in den Hippocampus und werden zur Konsolidierung oder zum Abruf wieder vom
Hippocampus in den Neocortex geholt. Der rhinale Kortex, welcher als Schaltstation
zwischen Neocortex und Hippocampus angesehen werden kann [FT06], ist dabei in
die Prozessierung von Geda¨chtnisinhalten involviert [FEG+99, FKL+01]. Obwohl
einige Studien [FEG+99, MZO+07] diese Hypothese stu¨tzen, ko¨nnen aus AERPs
keine eindeutigen Aussagen u¨ber die Richtung von Interaktionen zwischen diesen
Hirnstrukturen getroffen werden.
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Im folgenden Abschnitt werden Charakterisierungen von transienten Interaktions-
richtungen mit ERPs zwischen rhinalem Kortex und Hippocampus gezeigt. Unter
der Annahme der Ergodizita¨t der beobachteten Systeme werden die ERPs als un-
terschiedliche Realisierungen eines Prozesses fu¨r die Berechnung von d∗j aufgefasst.
Die Ergebnisse dieser Untersuchungen sind teilweise in [4] vero¨ffentlicht. Die ERPs
wurden an einem Epilepsiepatienten erhoben, der an einer Epilepsie mit einem An-
fallsherd im linken Schla¨fenlappen litt. Im Rahmen der pra¨chirurgischen Abkla¨rung
wurden dem Epilepsiepatienten Tiefenelektroden bilateral entlang der longitudi-
nalen Achse des Hippocampus sowie temporobasale Streifenelektroden implantiert
[VRSS+98]. Anhand von Magnetresonanztomographie-(MRT) Aufnahmen, die nach
der Implantation der Elektroden aufgezeichnet wurden, konnte die genaue Lage der
Elektroden bestimmt werden. Hierdurch konnten die EEG-Ableitungen bzw. die
ERPs den Hirnregionen zugeordnet werden, in denen diese aufgenommen wurden
(siehe Abbildung 5.4). Um die Funktionen des gesunden menschlichen Gehirns zu
charakterisieren und den Einfluss der Epilepsie mo¨glichst gering zu halten, wurden
nur Daten, die in der rechten, gesunden Hemispha¨re abgeleitet wurden, verwen-
det.
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Abbildung 5.4: Strukturelle magnetresonanztomographische Aufnahmen (T1-gewichtet)
des untersuchten Patienten. Die Schnittbilder (koronal und sagittal) wur-
den so ausgewa¨hlt, dass die Elektroden im rhinalen Kortex (links) und im
Hippocampus (rechts) sichtbar sind. Die Lage der Elektroden, an denen
die ERPs fu¨r die weitere Studie abgeleitet wurden, ist mit roten Punkten
markiert – adaptiert aus [14, 12].
Design des Experiments
Die ERPs, die zur Charakterisierung von Interaktionsrichtungen in Bezug auf Ein-
speichern und Abruf von Geda¨chtnisinhalten verwendet wurden, stammten aus ei-
ner neurophysiologischen Studie1 [ACF+10]. Wa¨hrend der Einspeicherphase wur-
den 896 Bilder von Ha¨usern oder Gesichtern fu¨r 2500 ms mit einem Interstimulus-
Intervall von 1500 ms auf einem Bildschirm pra¨sentiert. Um die Aufmerksamkeit
des Patienten sicher zu stellen, wurde die Aufgabe gestellt, durch Dru¨cken verschie-
dener Tasten zu beurteilen, ob das Bild gefa¨llt oder nicht. Anschließend wurden
in einer Abrufphase 576 Bilder von Ha¨usern oder Gesichtern pra¨sentiert. Ein Teil
dieser Bilder war wa¨hrend der Einspeicherphase zuvor pra¨sentiert worden (alt: 384
Bilder), ein anderer Teil bestand aus unbekannten Bildern (neu: 192). Der Patient
sollte in dieser Phase durch Dru¨cken verschiedener Tasten beurteilen, ob die Bil-
der sicher bekannt, unsicher bekannt, unsicher unbekannt oder unbekannt waren.
Wa¨hrend dieses Experiments wurde das iEEG u¨ber Vielkanalelektroden mit der
Abtastrate 1000 Hz im Frequenzband 0,1 - 300 Hz mit einem 16 Bit Analog-zu-
Digital-Konverter abgeleitet und die Zeitpunkte der Stimuluspra¨sentation parallel
dazu aufgezeichnet. Als Referenzelektroden wurden dabei verbundene Elektroden
verwendet, die auf dem linken und rechten Mastoid (Warzenfortsatz) platziert wa-
ren. Abschnitt 5.1 folgend wurden aus diesen EEG-Ableitungen die ERPs fu¨r die
weitere Analyse bestimmt. Nach Entfernung von ERPs mit auffa¨lligen Artefakten
standen 738 Realisierungen fu¨r die Einspeicherphase und 434 Realisierungen fu¨r die
Abrufphase zur weiteren Analyse zu Verfu¨gung.
1Im Rahmen dieser Studie wurde der sogenannte Von Restorff Effekt [vR33, PWA98] untersucht,
welcher beinhaltet, dass unerwartete visuelle Stimuli im Vergleich mit erwarteten visuellen
Stimuli besser erinnert werden ko¨nnen.
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Abbildung 5.5: AERPs gemessen im rhinalen Kortex bzw. Hippocampus wa¨hrend der Be-
dingung fu¨r Einspeichern bzw. Abruf. Die Grundlinie wurde zwischen−300
ms und 0 ms definiert. Der Zeitpunkt der Stimuluspra¨sentation bei j = 0
ms ist mit einer gestrichelten vertikalen Linie markiert. Abbildung adap-
tiert aus [4], die Bezeichnungen wurden hierbei ins Deutsche u¨bertragen.
Anhand der Untersuchungen an Modellsystemen konnte gefolgert werden, dass die
Anzahl von Realisierungen in einem Bereich liegt (m ≥ 300), in welchem die Cha-
rakterisierung von Interaktionsrichtungen mittels der Kenngro¨ßen d∗j mo¨glich ist.
Um eine mo¨glichst große Ensemblegro¨ße zu erreichen, wurden alle ERPs aus der
Einspeicher- bzw. der Abrufphase fu¨r die weitere Analyse zusammengefasst. Die
untersuchten Bedingungen Einspeichern und Abruf waren daher unabha¨ngig von
einem erfolgreichen oder nicht-erfolgreichen Abruf des Bildes. Wie bereits in Ab-
schnitt 5.1 motiviert, wurden Elektroden im rhinalen Kortex sowie im Hippocam-
pus nach anatomischen Kriterien ausgewa¨hlt, um Interaktionsrichtungen als Funk-
tion der Bedingungen Einspeichern bzw. Abruf zu charakterisieren. In Abbildung
5.4 sind die ausgewa¨hlten Elektroden auf der MRT-Aufnahme des Patienten mar-
kiert.
Berechnung der AERPs
Dem Abschnitt 5.1 folgend wurden AERPs fu¨r die ausgewa¨hlten Elektroden und
die jeweiligen Bedingungen fu¨r das Zeitintervall zwischen -300 - 1000 ms in Abha¨n-
gigkeit vom Zeitpunkt der Stimuluspra¨sentation bestimmt und in Abbildung 5.5
dargestellt. Die Komponenten der AERPs a¨hnelten dabei Komponenten, welche
bereits in fru¨heren Studien [FDG+04, ACF+10] berichtet worden sind. Insbeson-
dere war die Zeitverzo¨gerung und Dauer der Komponenten im Hippocampus mit
denen in Abbildung 5.3 vergleichbar: Es wurden zwei positive Komponenten bei
100 ms und 300 ms sowie eine negative Komponente bei 200 ms gemessen. Dar-
u¨ber hinaus war eine negative Komponente zwischen 500 ms und 1000 ms nach
dem Stimulusbeginn beobachtbar. Im rhinalen Kortex war vor allem eine negative
Komponente zwischen 400 ms und 800 ms prominent. Fu¨r beide Strukturen waren
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die Amplituden der AERPs zwischen Einspeichern und Abruf unterschiedlich in
einem Intervall von ca. 100 - 900 ms. Bei 1000 ms waren die AERPs der verschie-
denen Bedingungen wieder nahezu gleich. Aus diesen Ergebnissen kann gefolgert
werden, dass der rhinale Kortex sowie auch der Hippocampus in die Prozessierung
von Geda¨chtnisinhalten involviert waren.
Berechnung von d∗j
Um die Interaktionsrichtungen zwischen dem rhinalen Kortex und dem Hippo-
campus sowohl Zeit- als auch Frequenzband-aufgelo¨st zu untersuchen, wurde die
Kenngro¨ße d∗j fu¨r verschiedene Frequenzba¨nder bestimmt (vgl. Anhang B). Als Fre-
quenzba¨nder wurden neurophysiologisch relevante EEG-Ba¨nder ausgewa¨hlt (siehe
Tabelle 5.1). Hierbei ist anzumerken, dass EEG-Aktivita¨t sowohl im θ- als auch
im γ-Band mit der Bildung von Geda¨chtnisinhalten assoziiert wurde [FEG+99,
SKH+03, OTO+06, MZO+07].
EEG-Frequenzband Frequenzbereich [Hz]
θ 3, 0− 8, 0
α 8, 0− 12, 0
β1 12, 0− 16, 0
β2 16, 0− 25, 0
γ1 25, 0− 48, 0
γ2 48, 0− 90, 0
Tabelle 5.1: Definitionsbereich der verwendeten EEG-Frequenzba¨nder. Fu¨r die Bestim-
mung der Kenngro¨ßen in den einzelnen Frequenzba¨ndern siehe Anhang B.
Die Kenngro¨ßen dj und d
∗
j wurden, dem Abschnitt 3.3 folgend, anhand der instan-
tanen Phasen, die aus den gefilterten (Bandpass Filter; Butterworth Charakteris-
tik; 3. Ordnung) ERPs berechnet wurden, bestimmt. Die Ensembles von Realisie-
rungen wurden dabei als Ensembles der ERPs in Abha¨ngigkeit von Einspeichern
bzw. Abruf definiert. Da in die vorliegende Analyse 15600 Werte von d∗j eingingen,
mussten die Signifikanzen nach Bonferroni fu¨r multiple Vergleiche korrigiert wer-
den. Die korrigierte Wahrscheinlichkeit, dass cj > cˆ
p
j (vgl. Abschnitt 3.3.2), betra¨gt
αB = 0, 025/15600 = 1, 6 · 10−6 fu¨r diese Anzahl von Vergleichen. Unter der An-
nahme, dass aufeinanderfolgende signifikante Werte von cj statistisch unabha¨ngig
von einander sind, ko¨nnen vier aufeinanderfolgende Werte, die auf einem 2.5% Ni-
veau signifikant sind, als statistisch signifikant im Sinne der Bonferroni-Korrektur
(0, 0254 < αB) angesehen werden. Aufgrund der zeitlichen Auflo¨sung fu¨r sehr kurz
76
5.2 Gerichtete Interaktionen und Geda¨chtnisbildung
Abbildung 5.6: Kenngro¨ßen dj (schwarze Linie) und d∗j (blaue Fla¨che) fu¨r die Charakteri-
sierung von Interaktionsrichtungen zwischen Hippocampus und rhinalem
Kortex wa¨hrend des Einspeicherns von Geda¨chtnisinhalten. Die Kenngro¨-
ßen (mit M bezeichnet) sind fu¨r die verschiedenen Frequenzba¨nder dar-
gestellt. Positive Werte entsprechen einem Einfluss vom rhinalen Kortex
auf den Hippocampus, negative einem Einfluss vom Hippocampus auf den
rhinalen Kortex. Falls die Interaktionsrichtungen nicht signifikant im Sin-
ne der Bonferroni-Korrektur sind, ist d∗j = 0 (blaue horizontale Linie).
Die vertikale gestrichelte Linie bei j = 0 ms entspricht dem Zeitpunkt der
Stimuluspra¨sentation. Die Zeitverla¨ufe der Kenngro¨ßen wurden ihrer Zeit-
verzo¨gerung τ (vgl. Abschnitt 3.3.2) entsprechend nach rechts verschoben,
so dass alle Messwerte fu¨r j < 0 ms vor dem Stimulusbeginn lagen. Abbil-
dung adaptiert aus [4], Bezeichnungen wurden ggf. denen der Dissertation
entsprechenden angepasst.
andauernde Kopplungen, die in Abschnitt 4.3.3 an Modellsystemen untersucht wur-
den, kann davon ausgegangen werden, dass beobachtbare Interaktionsrichtungen
i.d.R. la¨nger als 4 ms andauern. Da sich die maximalen Werte der Direktionali-
ta¨tsindizes in Abha¨ngigkeit der beobachteten Systeme bzw. deren Parameter stark
unterschieden (vgl. u.a. Abbildung 4.7 bzw. [4]), wurden d∗j bzw. dj so normiert,
dass entweder der maximale oder minimale Wert auf 1 bzw. -1 entsprach.
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Abbildung 5.7: Kenngro¨ßen dj (schwarze Linie) und d∗j (blaue Fla¨che) fu¨r die Charakteri-
sierung von Interaktionsrichtungen zwischen Hippocampus und rhinalem
Kortex wa¨hrend des Abrufs von Geda¨chtnisinhalten analog zu Abbildung
5.6. Positive Werte entsprachen einem Einfluss vom rhinalen Kortex auf
den Hippocampus, negative dem inversen Einfluss. Abbildung adaptiert
aus [4], Bezeichnungen wurden ggf. denen der Dissertation entsprechen-
den angepasst.
Ergebnisse
In den Abbildungen 5.6 und 5.7 sind die zeitaufgelo¨sten Interaktionsrichtungen
zwischen rhinalem Kortex und Hippocampus fu¨r die verschiedenen Frequenzba¨nder
dargestellt. Mit Ausnahme der gerichteten Interaktionen im α-Band waren signifi-
kante Werte der Kenngro¨ße d∗j in allen Frequenzba¨ndern sowohl fu¨r Einspeichern
als auch fu¨r Abruf zu beobachten. Gerade im θ-Band, welches zusammen mit dem
γ-Band in der aktuellen Forschung mit der Prozessierung von Geda¨chtnisinhal-
ten assoziiert wird [FKL+01, SKH+03, OTO+06, MZO+07], konnten signifikante
Interaktionsrichtungen beobachtet werden: Fu¨r die Bedingung des Einspeicherns
konnten signifikante direktionale Einflu¨sse vom rhinalen Kortex auf den Hippocam-
pus bei ca. 130 ms und umgekehrte Einflu¨sse vom Hippocampus auf den rhinalen
Kortex bei ca. 500 ms detektiert werden. Diese Sequenz unterschiedlicher Interak-
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tionsrichtungen war fu¨r die Abrufbedingung invertiert. Hier konnte ein gerichteter
Einfluss bei ca. 270 ms vom Hippocampus auf den rhinalen Kortex und inverse Ein-
flu¨sse bei ca. 550 ms und 900 ms beobachtet werden. Obwohl auch Interaktionen in
ho¨heren Frequenzba¨ndern (β1,β2,γ1 und γ2) fu¨r diese Zeitbereiche signifikant wa-
ren, waren diese aufgrund der schnelleren A¨nderungen der Interaktionsrichtungen
schwieriger interpretierbar. Insgesamt schienen die Interaktionsrichtungen mit der
Hypothese u¨ber die gerichteten Interaktionen zwischen rhinalem Kortex und Hip-
pocampus (vgl. Seite 73) u¨bereinzustimmen. Eine Interpretation dieser Ergebnisse
anhand eines einzelnen Patienten ist jedoch nicht aussagekra¨ftig. Im Folgenden wur-
den daher die Interaktionsrichtungen zwischen rhinalem Kortex und Hippocampus
anhand von ERPs, die an einer Gruppen von acht Patienten bestimmt wurden, cha-
rakterisiert. Um die bisher erzielten Ergebnisse weiter zu untermauern, wurde das
θ-Band als interessantes Frequenzband fu¨r die weitere Untersuchung ausgewa¨hlt.
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Im folgenden Abschnitt werden Ergebnisse fu¨r Charakterisierungen von Interak-
tionsrichtungen zwischen rhinalem Kortex und Hippocampus fu¨r eine Gruppe von
acht Patienten pra¨sentiert. In Erweiterung zu Abschnitt 5.2 wurden Unterschiede
zwischen den gerichteten Interaktionen in Bezug auf Einspeichern bzw. Abruf von
Geda¨chtnisinhalten fu¨r eine Gruppe von acht Patienten bestimmt. Alle acht Pati-
enten hatten an einer Studie [AHF+08] teilgenommen, die den Einfluss sogenannter
Tagschlafepisoden (kurze Schlafepisoden zur Mittagszeit) auf die Bildung von Ge-
da¨chtnisinhalten untersuchte. Die Interaktionsrichtungen im θ-Band wurden fu¨r
jeden Patienten anhand der ERPs mit den Kenngro¨ßen Dj bzw. D
∗
j bestimmt. An-
schließend wurden Unterschiede zwischen den Bedingungen fu¨r Einspeichern bzw.
Abruf anhand einer Statistik u¨ber die gesamte Gruppe bestimmt.
Design des Experiments
Die Patienten hatten zwischen 2005 und 2006 an einer Studie u¨ber Bildung von
Geda¨chtnisinhalten in Abha¨ngigkeit von Tagschlafepisoden in der Klinik fu¨r Epi-
leptologie der Universita¨t Bonn teilgenommen. Alle Patienten (5 Frauen und 3
Ma¨nner, mittleres Alter ± Standardabweichung: 37, 4± 9, 9 Jahre) litten unter ei-
ner nicht medikamento¨s therapierbaren Epilepsie. Zur pra¨chirurgischen Diagnostik
wurden ihnen bilaterale Elektroden entlang der longitudinalen Achse des Hippo-
campus implantiert (fu¨r eine U¨bersicht u¨ber die Daten der Patienten siehe Tabelle
D.1). Anhand der MRT-Bilder konnte die Lage der Elektroden dem rhinalen Kortex
oder dem Hippocampus zugeordnet werden.
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Das Experiment wurde an zwei aufeinanderfolgenden Tagen durchgefu¨hrt, wobei
an jedem Tag in den ersten beiden Sitzungen Bilder pra¨sentiert wurden, welche in
einer dritten Sitzung wieder abgerufen wurden. Simultan dazu wurde das iEEG des
Patienten und die Zeitpunkte der Stimuluspra¨sentation aufgezeichnet. An einem
der beiden Tage hielten die Patienten eine Tagschlafepisode zwischen den beiden
ersten Sitzungen von 60 Minuten. An dem anderen Tag wurde das Experiment
mit dem Unterschied durchgefu¨hrt, dass die Patienten in den 60 Minuten zwischen
den Sitzungen nicht schliefen. In den ersten beiden Sitzungen, wurden die Bilder
fu¨r 1200 ms mit einem Interstimulus-Intervall von 1800 ± 200 ms pra¨sentiert. Der
Patient sollte durch das Dru¨cken verschiedener Tasten bewerten, ob eine Landschaft
oder ein Gesicht gezeigt wurde. In der dritten Sitzung wurden 80 neue Bilder in
einer zufa¨lligen Reihenfolge zu den bereits gezeigten Bildern hinzugefu¨gt. Aufgabe
der Patienten war es, die Bilder als bereits gesehen (alt) oder als neu zu bewerten.
Fu¨r die weitere Analyse wurden fu¨r jeden Patienten, in Analogie zu Abschnitt 5.2,
die ERPs der ersten beiden Sitzungen von beiden Tagen zu einem Ensemble fu¨r die
Bedingung Einspeichern zusammengefasst. Die ERPs der dritten Sitzungen wurden
zu einem Ensemble fu¨r die Bedingung Abruf kumuliert. Anhand dieser Daten konn-
ten Interaktionsrichtungen zwischen dem rhinalen Kortex und dem Hippocampus
fu¨r Einspeichern und Abruf unterschieden werden.
EEG-Aufnahmen und Berechnung von D∗j
Die intrakraniellen Elektroden wurden auf verbundene Elektroden, die auf den lin-
ken und rechten Mastoiden platziert waren, referenziert, mit einer Abtastrate von
1000 Hz mit einem 16 Bit Analog-zu-Digital-Wandler aufgenommen und zwischen
0,01 und 300 Hz gefiltert. Anschließend wurden die ERPs in Abha¨ngigkeit von den
Zeitpunkten der Stimuluspra¨sentation aus dem iEEG bestimmt (vgl. Abschnitt 5.1).
Die Elektroden, an denen die ERPs abgeleitet wurden, wurden fu¨r die Bedingungen
Einspeichern und Abruf nach folgenden Kriterien ausgesucht:
1. Nach anatomischen Kriterien wurden die Elektroden, welche im rhinalen Kor-
tex bzw. Hippocampus lagen, von erfahrenen Neurowissenschaftlern ausge-
sucht. Es wurden nur Elektroden in der nicht-fokalen Hemispha¨re beru¨cksich-
tigt.
2. Die Anzahl der ERPs, die bei einer visuellen Inspektion auffa¨llige Artefak-
te zeigten, wurde fu¨r jede Elektrode bestimmt. Die Elektroden, fu¨r die die
wenigsten ERPs mit Artefakten bestimmt wurden, wurden ausgewa¨hlt.
3. Fu¨r die ausgewa¨hlten Elektroden wurden alle ERPs, die mit auffa¨lligen Ar-
tefakten u¨berlagert waren, von der weitere Analyse ausgeschlossen.
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Die Auswahl der Elektroden und die Verwerfung der Artefakte wurden fu¨r Ein-
speichern und Abruf sowie fu¨r jeden Patienten gesondert durchgefu¨hrt, die ver-
bleibenden ERPs wurden anschließend in den Ensembles fu¨r die Berechnung der
Kenngro¨ßen zusammengefasst.
Patient 1 2 3 4 5 6 7 8
m Einsp. 294 307 305 310 316 285 291 311
Abruf 450 460 462 451 460 451 458 471
Tabelle 5.2: Ensemblegro¨ße m der fu¨r weitere Analysen zur Verfu¨gung stehenden ERPs.
Die Anzahl der ERPs ist nach den Bedingungen Einspeichern und Abruf ge-
trennt aufgefu¨hrt.
Die Ensemblegro¨ße m fu¨r die einzelnen Patienten ist in Tabelle 5.2 zusammenge-
fasst. Im Mittel standen fu¨r die Berechnung von D∗j fu¨r die Bedingung Einspeichern
302, 4 ± 10, 3 und fu¨r die Bedingung Abruf 457, 9 ± 6, 6 ERPs zu Verfu¨gung. Auf
der einen Seite waren dies im Vergleich zu Abschnitt 5.2 deutlich weniger ERPs, die
in die Berechnung einflossen. Auf der anderen Seite wurde hier die Kenngro¨ße D∗j
verwendet, fu¨r die gezeigt werden konnte, dass diese gerade fu¨r wenige Realisierun-
gen eine ho¨here Performanz bei der Charakterisierung von Interaktionsrichtungen
hat als d∗j (vgl. Kapitel 4.2.1).
Wie bereits im vorherigen Abschnitt motiviert, wurden die Daten vor der Berech-
nung von Dj und D
∗
j gefiltert (vgl. Tabelle 5.1): digitaler Bandpass fu¨r das θ-Band
(Butterworth 1. Ordnung), sowie ein Bandstop zwischen 49, 0 und 51, 0 Hz um den
Einfluss der Netzfrequenz zu minimieren. Damit in die Berechnung der Kenngro¨ßen
fu¨r alle Patienten dieselbe Zeitverzo¨gerung τ (vgl. Abschnitt 3.3.2) einging, wurde
diese auf einen gemeinsamen Mittelwert τ¯ u¨ber Zeitverzo¨gerungen aller Patienten
gesetzt: τ¯ = 175ms =̂ 5, 7 Hz. Die resultierenden Kenngro¨ßen wurden dem Ab-
schnitt 5.2 folgend zwischen -1 und 1 normiert. Des Weiteren wurden, analog zu
Abschnitt 5.2, die Signifikanzen nach Bonferroni fu¨r multiple Vergleiche korrigiert:
Die korrigierte Wahrscheinlichkeit dafu¨r, dass eine Einzelmessung signifikant ist,
entspricht bei 21200 Vergleichen αB = 0, 025/21200 = 1, 18 · 10−6. Vier aufeinan-
derfolgende Werte der Kenngro¨ße cj, die auf einem 2, 5% Niveau signifikant sind,
sind demnach signifikant im Sinne der Bonferroni-Korrektur (0, 0254 < αB).
Ergebnisse
Die AERPs im rhinalen Kortex bzw. Hippocampus aller Patienten sind fu¨r die
verschiedenen Bedingungen in Abbildung 5.8 dargestellt. Aufgrund der hohen in-
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Abbildung 5.8: AERPs fu¨r die verschiedenen Patienten und Bedingungen (Einspeichern
und Abruf ) gemessen im rhinalen Kortex bzw. Hippocampus. Die Grund-
linie zur Korrektur der Amplitude wurde zwischen -300 ms und 0 ms vor
dem Zeitpunkt der Stimuluspra¨sentation definiert (vgl. Abschnitt 5.1). Das
Einsetzen des Stimulus (j = 0 ms) ist mit einer vertikalen Linie gekenn-
zeichnet.
terindividuellen Varianz und der Dauer der Stimuluspra¨sentation wurden die AE-
RPs fu¨r das Zeitintervall von 0 ms und 1200 ms bestimmt. Dieses Zeitintervall
schien ausreichend, um die Komponenten der AERPs darzustellen. Obwohl einige
der AERPs sich fu¨r die einzelnen Patienten stark unterschieden, konnten bekannte
Komponenten identifiziert werden: Sowohl im rhinalen Kortex als auch im Hippo-
campus waren zwischen ∼ 300 ms und ∼ 900 ms negative Komponenten fu¨r alle
Patienten und Bedingungen enthalten. Die Zeitverzo¨gerung der Komponenten so-
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wie ihre Dauer waren jedoch unterschiedlich. Gerade fu¨r den Hippocampus konnten
positive Komponenten um 200 ms bei den Patienten 1, 3 und 8 beobachtet werden.
Fu¨r die Patienten 2 und 4 konnten Amplitudenausschla¨ge zu diesem Zeitpunkt be-
obachtet werden, welche jedoch nicht positiv waren. Die Bedingungen Einspeichern
bzw. Abruf induzierten nicht in allen Fa¨llen große Unterschiede in den AERPs.
Wa¨hrend im rhinalen Kortex der negative Peak bei 400 ms fu¨r Einspeichern fu¨r
sieben von acht Patienten gro¨ßere Werte als fu¨r den Abruf zeigte, konnte im Hip-
pocampus keine Tendenz ausgemacht werden. Die Hauptkomponenten der AERPs
schienen trotz einer großen interindividuellen Varianz denen aus Abschnitt 5.2 zu
a¨hneln. Aufgrund der ausgepra¨gten Komponenten konnte gefolgert werden, dass
u.a. die untersuchten Hirnstrukturen an der Prozessierung von Geda¨chtnisinhalten
beteiligt sind.
Wie im vorherigen Abschnitt beschrieben, wurden die Kenngro¨ßen Dj und D
∗
j an-
hand der ERPs der einzelnen Patienten fu¨r Einspeichern bzw. Abruf berechnet
und in Abbildung 5.9 dargestellt. Die Ergebnisse zeigten eine hohe interindividu-
elle Varianz, welche sich gerade bei der surrogat-korrigierten Kenngro¨ße D∗j zeigte.
Wa¨hrend des Einspeicherns wurden bei Patient 3 insgesamt vier signifikante Inter-
aktionsrichtungen detektiert, bei Patient 6 waren wa¨hrend des Abruf s 1196 Werte
von D∗j ungleich null. Die Anzahl der signifikanten Interaktionsrichtungen sind in
der Tabelle 5.3 angegeben. Hierbei war auffa¨llig, dass die Zahl der signifikanten Wer-
te fu¨r das Einspeichern fu¨r 7 von 8 Patienten geringer war als fu¨r den Abruf. Dieser
Befund steht in Einklang mit den Ergebnissen aus Abschnitt 4.3, welche zeigten,
dass D∗j eine ho¨here Performanz mit zunehmender Anzahl von Realisierungen auf-
wies: Fu¨r den Abruf standen im Schnitt ca. 160 ERPs mehr zur Charakterisierung
von Interaktionsrichtungen zu Verfu¨gung als beim Abruf, vgl. Tabelle 5.2.
Ein Beitrag zur großen interindividuellen Varianz ko¨nnte auf die unterschiedlichen
Interaktionssta¨rken zwischen den untersuchten Hirnstrukturen zuru¨ckgefu¨hrt wer-
den. Um dies weiter zu untersuchen, wurde die transiente mittlere Phasenkoha¨renz
Rj fu¨r alle Patienten und beide Bedingungen bestimmt (siehe Abbildung 5.10). Die
Sta¨rke der Interaktionen war interindividuell sehr unterschiedlich. Im Vergleich mit
allen anderen Patienten waren die Werte von Rj der Patienten 3 und 8 im Mit-
tel wesentlich geringer. Des Weiteren war die Sta¨rke der Interaktion bei einigen
Patienten im zeitlichen Verlauf nur im geringen Maße abha¨ngig von der Stimulus-
pra¨sentation. Fu¨r die Patienten 4 und 7 war Rj ≈ 0, 5 oder gro¨ßer, die Werte von Rj
zeigten aber nahezu keine A¨nderungen u¨ber die Dauer der Stimuluspra¨sentation,
im Gegensatz zu den gerichteten Interaktionen bei diesen Patienten (vgl. Abbil-
dung 5.9). Die A¨nderungen der Interaktionsrichtungen u¨ber die Zeit in Bezug auf
die Stimuluspra¨sentation war daher nicht trivial mit A¨nderungen der gewichteten
Interaktionen zu erkla¨ren.
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Abbildung 5.9: Kenngro¨ßen Dj (schwarze Linie) und D∗j (blaue Fla¨che) fu¨r die Charak-
terisierung von Interaktionsrichtungen anhand von ERPs gemessen an 8
Patienten zwischen Hippocampus und rhinalem Kortex fu¨r verschiedene
Bedingungen (Einspeichern, Abruf ). Die Kenngro¨ßen M wurden fu¨r das
θ-Band berechnet. Positive Werte entsprechen einem Einfluss vom rhinalen
Kortex auf den Hippocampus, negative einem Einfluss vom Hippocampus
auf den rhinalen Kortex. Fu¨r D∗j = 0 waren die Interaktionsrichtungen
nicht signifikant (blaue horizontale Linie). Die vertikale gestrichelte Linie
bei j = 0 ms entspricht dem Zeitpunkt der Stimuluspra¨sentation.
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Abbildung 5.10: Zeitverlauf der Kenngro¨ße Rj fu¨r die Sta¨rke von Interaktionen zwischen
rhinalem Kortex und Hippocampus fu¨r die acht Patienten. Die Werte
von Rj wurden im θ-Band anhand der ERPs fu¨r Einspeichern und Abruf
aus Abbildung 5.9 bestimmt. Die vertikale gestrichelte Linie kennzeichnet
den Zeitpunkt der Stimuluspra¨sentation.
Im zeitlichen Mittel konnte jedoch ein Zusammenhang zwischen Rj und der Anzahl
der signifikanten Interaktionsrichtungen beobachtet werden. Die zeitlich und u¨ber
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Patient Anzahl der Werte mit D∗j 6= 0 R¯j
Einspeichern Abruf
1 95 160 0,41
2 386 224 0,56
3 4 125 0,17
4 520 603 0,65
5 210 237 0,45
6 737 1196 0,63
7 206 423 0,49
8 38 206 0,15
Tabelle 5.3: U¨bersicht u¨ber die Anzahl der signifikanten Interaktionsrichtungen (D∗j 6= 0)
und der nach Gl. (5.3) gemittelten Phasenkoha¨renzen R¯j fu¨r die einzelnen
Patienten.
die Bedingungen gemittelten Phasenkoha¨renzen sind in Tabelle 5.3 eingetragen:
R¯j =
1
2 ∗ (TE − TA − τ)
(
TE∑
j=TA+τ
REinsp.j +
TE∑
j=TA+τ
RAbrufj
)
. (5.3)
Hierbei wurde mit TA = −300 ms der Beginn und TE = 1200 ms das Ende der
Stimuluspra¨sentation bezeichnet. Die Zeitverzo¨gerung war wie oben angegeben τ =
175 ms. Fu¨r die Patienten 4 und 6, bei denen die ho¨chste Anzahl signifikanter Werte
fu¨r Einspeichern und Abruf zusammen gefunden wurden, wurden die ho¨chsten
Werte fu¨r R¯j gemessen. Die drei Patienten 1, 3 und 8 mit den kleinsten Werten
von R¯j hatten die geringste Anzahl fu¨r D
∗
j 6= 0. Woher diese großen Unterschiede
von R¯j stammen, ist nicht trivial zu erkla¨ren: Die Gru¨nde ko¨nnten pathologischer
Natur, Abha¨ngigkeit von Faktoren wie Alter oder Geschlecht oder die Kriterien zur
Auswahl der Elektroden sein.
Aufgrund der hohen Anzahl unterschiedlich vieler signifikanter Werte von D∗j war ei-
ne Gruppenstatistik fu¨r diese Kenngro¨ße nicht mo¨glich. Im Gegensatz dazu konnten
die Werte von Dj in Abha¨ngigkeit von Einspeichern bzw. Abruf u¨ber die Gruppe
von Patienten verglichen werden, um Unterschiede zwischen den Bedingungen zu
messen. Die Hypothese hierbei war, dem Abschnitt 5.1 folgend, dass beim Einspei-
chern ein dominierender Einfluss vom rhinalen Kortex auf den Hippocampus und
fu¨r den Abruf ein umgekehrte Einfluss vorliegt.
Der Mittelwert der zeitaufgelo¨sten Direktionalita¨tsindizes Dj u¨ber alle Patienten
wurde mit D¯j bezeichnet und ist im oberen Teil der Abbildung 5.11 dargestellt.
Fu¨r die Bereiche vor der Stimuluspra¨sentation und zwischen 600 ms und 1100 ms
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Abbildung 5.11: U¨ber acht Patienten gemittelte Kenngro¨ßen D¯j und
〈
D¯j
〉
T
zur Charakte-
risierung von Interaktionsrichtungen im θ-Band. Positive Werte reflektie-
ren Einflu¨sse vom rhinalen Kortex auf den Hippocampus, negative einen
inversen Einfluss. Oben: D¯j fu¨r Einspeichern und Abruf ; signifikante Un-
terschiede zwischen den beiden Bedingungen (gepaarter, zweiseitiger t-
Test u¨ber das Patientenkollektiv; p-Werte < 0, 05) sind als Differenzwerte
eingetragen (blaue Punkte). Unten: Kenngro¨ße
〈
D¯j
〉
T
, die u¨ber aufein-
anderfolgende Zeitintervalle von 100 ms Dauer gemittelt wurde (vgl. Gl.
5.4) und signifikante Unterschiede (gepaarter, zweiseitiger t-Test; p-Werte
< 0, 05) zwischen den Bedingungen (rote Sterne). Fu¨r die Fehlerbalken
wurde der Standardfehler u¨ber das Kollektiv der Patienten verwendet.
nach Einsetzen der Stimuli unterschieden sich die Interaktionsrichtungen von Ein-
speichern und Abruf fu¨r viele aufeinanderfolgende Werte von D¯j auf einem 5%-
Niveau. Im Bereich vor der Pra¨sentation war der Einfluss vom rhinalen Kortex auf
den Hippocampus fu¨r das Einspeichern gro¨ßer, was mit vera¨nderten Prozessen wie
der Erwartungshaltung der Patienten zusammenha¨ngen ko¨nnte. Im Bereich zwi-
schen 600 ms und 800 ms konnte ein gro¨ßerer Einfluss vom Hippocampus auf den
rhinalen Kortex fu¨r das Einspeichern im Verha¨ltnis zum Abruf charakterisiert wer-
den. Dieser Einfluss war im weiteren Verlauf, zwischen 800 ms und 1000 ms, wieder
invertiert.
Die bisher beschriebenen signifikanten Unterschiede zwischen den gemittelten Int-
eraktionsrichtungen zwischen rhinalem Kortex und Hippocampus waren aufgrund
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der geringen Anzahl von Patienten und der großen Anzahl von Vergleichen nicht
nach Bonferroni fu¨r multiple Vergleiche korrigiert. Um die Signifikanzen zu korri-
gieren, wurden die Direktionalita¨tsindizes u¨ber aufeinanderfolgende Zeitintervalle
von TF = 100 ms Dauer fu¨r jeden Patient gemittelt [FKL
+01]:
〈Dj〉T =
TA+TF∑
j=TA
Dj (5.4)
Diese Mittelung wurde fu¨r 13 Intervalle im Bereich zwischen TA = −100 ms bis
TA = 1200 ms durchgefu¨hrt, so dass hierdurch fu¨r 13 Messungen gegen multiple
Vergleiche zu korrigieren war. Der Mittelwert u¨ber die Patienten
〈
D¯j
〉
T
ist im un-
teren Teil der Abbildung 5.11 dargestellt. In dieser Darstellungsweise unterschieden
sich die Bedingungen fu¨r zwei aufeinanderfolgende Werte von
〈
D¯j
〉
T
zwischen 600
ms und 800 ms mit einem Signifikanzniveau von 95%. Dieser Effekt war auch nach
einer Korrektur fu¨r multiple Vergleiche signifikant, unter der Annahme, dass die
gemittelten Direktionalita¨tsindizes von aufeinanderfolgenden Zeitintervallen statis-
tisch unabha¨ngig von einander sind [FKL+01]: Die kombinierte Wahrscheinlichkeit,
dass zwei aufeinanderfolgende p-Werte kleiner als 0, 05 sind, betrug bei 13 Verglei-
chen insgesamt 0, 052 × 13 = 0, 033.
Im Einklang mit der Hypothese u¨ber gerichtete Interaktionen zwischen rhinalem
Kortex und Hippocampus in Abha¨ngigkeit von Einspeichern und Abruf von Ge-
da¨chtnisinhalten (vgl. Seite 73) konnte ein signifikanter Unterschied zwischen den
Bedingungen im neurowissenschaftlich bedeutenden θ-Band gefunden werden: Fu¨r
das Einspeichern war der Einfluss vom rhinalen Kortex auf den Hippocampus si-
gnifikant gro¨ßer als der fu¨r den Abruf.
Weiterhin gibt es Indizien dafu¨r, dass das Zeitintervall zwischen 600 ms und 800 ms,
in dem diese Unterschiede zwischen Einspeichern und Abruf auftraten, plausibel
ist. Erstens konnte das Zeitintervall signifikanter Interaktionen mit den Zeitverzo¨ge-
rungen und Dauern der AERP-Komponenten verglichen werden. Die Maximalwerte
der negativen Komponenten der AERPs lagen fu¨r alle Patienten und Bedingungen
vor dem Zeitintervall 600 - 800 ms (siehe Abbildung 5.8). Auf der anderen Seite
konnten bei den AERPs gerade in diesem Zeitintervall große Unterschiede zwischen
Einspeichern und Abruf gemessen werden. Dies weist auf eine stimulus-spezifische
Prozessierung von Geda¨chtnisinhalten zwischen 600 - 800 ms hin, die fu¨r Einspei-
chern und Abruf unterschiedlich waren. Zweitens lag das Zeitintervall signifikanter
Unterschiede zwischen den gerichteten Interaktionen vor der Reaktionszeit fu¨r das
Dru¨cken der Taste, die im Mittel zwischen 1000 ms und 1100 ms betrug (vgl.
[AHF+08]).
Um die vorgestellten Ergebnisse in weiterfu¨hrenden Studien zu validieren, ko¨nn-
te das Design der Experimente an die Einflussfaktoren der Kenngro¨ße angepasst
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werden. Hierbei sollte die Anzahl der ERPs zwischen den beiden Bedingungen aus-
balanciert sein, komplexe Fragestellungen wie Tagschlafepisoden zugunsten einheit-
licher Bedingungen vermieden, eine gro¨ßere Anzahl von ERPs pro Bedingung ge-
messen und die Anzahl der teilnehmenden Patienten vergro¨ßert werden. Hierdurch
ko¨nnten Ru¨ckschlu¨sse auf die große interindividuelle Varianz bei der Charakterisie-
rung von Interaktionsrichtungen gezogen werden.
Mit den vorgestellten Verfahren konnten transiente gerichtete Interaktionen zwi-
schen rhinalem Kortex und Hippocampus anhand von ERPs fu¨r eine Gruppe von
Patienten bestimmt werden, welche neurowissenschaftlich sinnvoll interpretierbar
und in Einklang mit bestehenden Theorien sind. Weiterhin zeigten die Ergebnisse
an Felddaten dieselben Abha¨ngigkeiten von Einflussfaktoren, die auch an Modellsys-
temen bestimmt werden konnten. Anhand dieser Ergebnisse konnte gezeigt werden,
dass die vorgestellten Kenngro¨ßen geeignet sind anhand transienter Signale hoch
komplexer Systeme Interaktionsrichtungen zeitaufgelo¨st zu charakterisieren.
5.4 Zeitliche und räumliche Aspekte gerichteter
Interaktionen
Fu¨r die bisherigen Analysen wurde jeweils eine Elektrode im rhinalen Kortex und im
Hippocampus nach anatomischen Kriterien und den Amplitudenwerten der ERPs
ausgesucht. Anhand dieser Auswahl waren allerdings keine gerichtete Interaktio-
nen zwischen ra¨umlich unterschiedlichen Substrukturen (Arealen) in diesen Hirn-
strukturen auflo¨sbar. Im Gegensatz dazu stehen, aufgrund der hohen ra¨umlichen
Abtastung, ERPs von mehreren Elektroden in benachbarten Arealen der verschie-
denen Hirnstrukturen fu¨r eine Analyse zur Verfu¨gung. Diese zusa¨tzlichen Informa-
tionen ko¨nnen beispielsweise dafu¨r ausgenutzt werden, um gerichtete Interaktionen
in Abha¨ngigkeit von bekannten funktionellen Differenzierungen im Schla¨fenlappen
[MM98, FEG+99] zu untersuchen. In diesem Abschnitt wird exemplarisch unter-
sucht, ob sich unter Auswertung der Informationen anhand aller Elektrodenkombi-
nationen a¨hnliche Ergebnisse fu¨r benachbarte Hirnareale erzielen lassen und ob sich
die Hirnstrukturen nach funktionalen Kriterien in verschiedene Areale differenzieren
lassen.
In fru¨heren Studien [MOA+08, 8, Ost08, Sta10] wurden Interaktionsrichtung bzw.
-sta¨rke zwischen verschiedenen Hirnarealen unabha¨ngig von kognitiven Prozessen
untersucht. In diesen Studien konnte eine erho¨hte Interaktionssta¨rke zwischen ra¨um-
lich benachbarten Arealen beobachtet und ein gerichteter Einfluss von fokalen epi-
leptischen Arealen auf andere, gesunde Hirnareale im anfallsfreien Intervall be-
stimmt werden. Daru¨ber hinaus konnte in [MOA+08] gezeigt werden, dass der
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rhinale Kortex und der Hippocampus eine geringe Interaktionssta¨rke untereinander
im δ- bzw. θ-Frequenzband aufwiesen. In dieser Studie wurde eine erho¨hte Inter-
aktion zwischen diesen Hirnregionen und in diesen Ba¨ndern fu¨r die Bildung von
Geda¨chtnisinhalten postuliert.
Im Folgenden werden transiente Interaktionen zwischen verschiedenen Hirnarealen
in Abha¨ngigkeit von der Bildung von Geda¨chtnisinhalten exemplarisch untersucht.
Dazu wurden ERPs mit einer Ensemblegro¨ße von m = 320, die anhand von zehn
Elektroden in der nicht-fokalen Hemispha¨re von Patient 5 (vgl. Abschnitt 5.3) ab-
geleitet wurden, wa¨hrend des Einspeicherns in Hinblick auf die transiente Interak-
tionsrichtung bzw. -sta¨rke analysiert. Hierbei wurden D∗j sowie Rj sukzessive fu¨r
ERPs von jeweils zwei Elektroden bestimmt und in Matrixform dargestellt, wobei
das Intervall der Werte von D∗j so skaliert wurde, dass der maximale oder minimale
Wert auf 1 oder -1 gesetzt wurde. Den vorangegangenen Analysen folgend wurde
sich auf das θ-Frequenzband beschra¨nkt.
In Abbildung 5.12 sind beispielhaft die Interaktionsrichtung und -sta¨rke fu¨r den
Zeitpunkt j = 700 ms nach Stimuluspra¨sentation dargestellt. Hierbei wurden die
Lage der Elektroden u¨ber die Schnittbilder der MRT-Aufnahmen den entsprechen-
den anatomischen Arealen zugeordnet. Der ersten (U1) und letzten (U2) Elektrode
konnte kein Hirnareal eindeutig zugeordnet werden, die u¨brigen Elektroden lagen
im rhinalem Kortex (RH1 - RH3) und im Hippocampus (HP1 - HP5). Die Elektro-
den, deren ERPs im vorangegangenen Abschnitt zur Analyse verwendet wurden,
entsprachen in dieser Nomenklatur RH2 und HP2. Aus der Abbildung ging hervor,
dass unterschiedliche Interaktionsrichtungen D∗j fu¨r verschiedene Kombinationen
von Arealen sowohl innerhalb beider Hirnstrukturen, als auch zwischen dem rhina-
len Kortex und dem Hippocampus bestimmbar waren. Im Folgenden werden daher
ra¨umlich zusammenha¨ngende Kombinationen von Arealen mit a¨hnlichen Interak-
tionsrichtungen, d.h. Werten vonD∗j mit gleichen Vorzeichen, als Cluster bezeichnet.
Fu¨r das Beispiel konnten zwei ausgepra¨gte Cluster beobachtet werden, die Einflu¨s-
se vom rhinalen Kortex auf den Hippocampus und vom vorderen auf den hinteren
Hippocampus darstellten. Im ersten Cluster war die Kombination der Areale RH2
und HP2 enthalten und die Interaktionsrichtung entsprach somit dem bevorzugten
Einfluss fu¨r diesen Zeitpunkt und die Bedingung des Einspeicherns (vgl. Abschnitt
5.3).
In Einklang mit den eingangs erwa¨hnten Untersuchungen konnte beobachtet wer-
den, dass die Interaktionssta¨rke Rj zwischen ra¨umlich benachbarten Arealen am
ho¨chsten war. Die Interaktionssta¨rke zwischen U1 und den Arealen, die u¨ber die
u¨brigen Elektroden erfasst wurden, war sehr gering, woraus gefolgert werden konn-
te, dass sich diese Elektrode in keinem, mit den u¨brigen Arealen interagierenden
Areal befand. Im Gegensatz dazu zeigten die ERPs an U2 eine hohe Interaktions-
sta¨rke mit HP1 - HP5, was auf einen funktionellen Zusammenhang des Hirnareales,
90
5.4 Zeitliche und ra¨umliche Aspekte gerichteter Interaktionen
Abbildung 5.12: Interaktionssta¨rke und -richtung anhand von 10 Elektroden in verschiede-
nen Hirnarealen. D∗j (links) und Rj (rechts) wurden zu einem beliebigen
Zeitpunkt wa¨hrend der Stimuluspra¨sentation in Matrixform dargestellt.
Durch die schwarzen Linien sind die Elektroden, die in den unterschied-
lichen Hirnstrukturen lokalisiert werden konnten, getrennt. Von U1 und
U2 abgesehen sind im Quadrant oben links Interaktionen innerhalb des
rhinalen Kortex, unten rechts innerhalb des Hippocampus sowie oben
rechts und unten links die Interaktionen zwischen den beiden Hirnstruk-
turen dargestellt. Links: Die Darstellung wurde so gewa¨hlt, dass positive
Werte, einem Einfluss von dem Hirnareal, die an der Zeile notiert ist, auf
das Hirnareal an der Spalte entsprechen.
in welchem die Elektrode plaziert war, mit dem Hippocampus hindeutet.
Um den zeitlichen Verlauf aller transienter Interaktionen (1325 Zeitpunkte a` 45 un-
terschiedlichen Elektrodenkombinationen) auf eine darstellbare Form zu reduzieren,
wurde eine zeitliche Mittelung der Kenngro¨ßen fu¨r aufeinanderfolgende Zeitinter-
valle von 100 ms Dauer analog zu Gl. (5.4) vorgenommen. Hierbei wurden fu¨r
die Interaktionsrichtungen nur Werte fu¨r D∗j 6= 0 beru¨cksichtigt. Die resultierenden
Kenngro¨ßen
〈
D∗j
〉
T
und 〈Rj〉T sind fu¨r alle Elektrodenkombinationen in Matrixform
in den Abbildungen 5.13 und 5.14 dargestellt.
Fu¨r die Interaktionssta¨rke 〈Rj〉T zwischen allen Kombinationen konnten nur ge-
ringe A¨nderungen u¨ber den zeitlichen Verlauf beobachtet werden, wobei deutlich
erho¨hte Interaktionen zwischen rhinalem Kortex und Hippocampus in Abha¨ngig-
keit vom Einspeichern beobachtet werden konnten (vgl. [MOA+08]). Im Gegensatz
dazu zeigte die Interaktionsrichtung
〈
D∗j
〉
T
eine hohe ra¨umliche und zeitliche Va-
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Abbildung 5.13: U¨ber Zeitintervalle von je 100 ms gemittelte Interaktionsrichtung
〈
D∗j
〉
T
und -sta¨rke 〈Rj〉T fu¨r die Zeit zwischen -100 ms und 500 ms relativ zum
Zeitpunkt der Stimuluspra¨sentation.
riabilita¨t u¨ber die untersuchten Kombinationen der Hirnareale in Abha¨ngigkeit von
der Stimuluspra¨sentation. Einerseits konnten Cluster in bestimmten Zeitintervallen,
beispielsweise 100 - 200 ms, 700 - 800 ms oder 1000 - 1100 ms, fu¨r die Kombina-
tionen der Areale zwischen rhinalem Kortex und Hippocampus beobachtet werden.
Andererseits traten auch unterschiedliche Einflu¨sse fu¨r direkt angrenzende Kom-
binationen von Arealen auf. Ob die in der vorangegangenen Analyse ausgewa¨hlte
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Kombination (RH2, HP2) repra¨sentativ fu¨r die Interaktionsrichtungen zwischen den
beiden Hirnstrukturen war oder nur einen Teilaspekt der zugrundeliegenden Inter-
aktionen abbildete, konnte anhand dieser Daten nicht beurteilt werden.
Die große Variabilita¨t aber auch die Cluster a¨hnlicher Interaktionsrichtungen ko¨nn-
ten aufgrund von verschiedenen Effekten erkla¨rt werden. Auf der einen Seite ko¨nnte
diese Variabilita¨t schwer kontrollierbaren Einflussfaktoren wie Aufmerksamkeit des
Patienten oder Rauschen geschuldet sein. Auf der anderen Seite ko¨nnten unter-
schiedliche Interaktionsrichtungen einer funktionellen Differenzierung der verschie-
denen Arealen entsprechen. In beiden Fa¨llen ko¨nnen in zuku¨nftigen Studien die
Untersuchung vieler Kombinationen anstelle einer starren a priori Auswahl von
Vorteil sein. Fu¨r den ersten Fall wa¨re eine solche Analyse in Hinblick auf die Ver-
besserung der Detektion von Interaktionsrichtungen beispielsweise durch datenge-
triebene Auswahlkriterien wu¨nschenswert. Im zweiten Fall wa¨re eine detailliertere
Analyse funktionell verschiedener Areale in Hinblick auf die Prozessierung von Ge-
da¨chtnisinhalten mo¨glich. Methodisch ko¨nnen solche Analysen beispielsweise durch
die Verwendung von Cluster-Algorithmen [BL06] oder die Untersuchung indirekter
Abha¨ngigkeiten [SWTP07, NRT+10] unterstu¨tzt werden.
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Abbildung 5.14: Wie Abbildung 5.13 jedoch fu¨r den Zeitbereich 500 - 1200 ms nach dem
Einsetzen der Stimuluspra¨sentation.
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In dieser Arbeit wurde eine Methode vorgestellt, mit welcher, basierend auf dem
Konzept der Phasensynchronisation, transiente gerichtete Interaktionen zwischen
zwei komplexen dynamischen Systemen anhand eines Ensembles von Realisierun-
gen (Messwiederholungen) zeitaufgelo¨st charakterisiert werden ko¨nnen. Diese wurde
unter Ausnutzung der Ergodenhypothese von einer Methode [RP01] zur Charak-
terisierung von Interaktionsrichtungen anhand stationa¨rer Systeme abgeleitet, die
bereits fu¨r Untersuchungen in verschiedenen wissenschaftlichen Bereichen [MS06,
RCKK08, YL08] adaptiert wurde. Um Interaktionsrichtungen zu bestimmen, wur-
den asymmetrische Einflu¨sse zwischen den Phasen zweier Systeme durch die Ap-
proximation der Dynamik der jeweiligen Phase bestimmt, wobei die minimale zeit-
liche Auflo¨sung des Direktionalita¨tsindex durch die mittlere Periode eines Systems
begrenzt wurde. Da eine sinnvolle Interpretierbarkeit der berechneten Interaktions-
richtungen anhand des zeitaufgelo¨sten Direktionalita¨tsindex Dj gerade bei Feld-
daten von unbekannten Systemen, beispielsweise fu¨r nicht gekoppelte Systeme,
nicht immer gegeben ist, wurde ein Verfahren zur Generierung von Surrogaten
[TEL+92, LRMV99, ALD06] entwickelt, mit welchem die statistische Signifikanz
der Werte des Direktionalita¨tsindex abgescha¨tzt werden konnte. Durch die numeri-
sche Integration von Differentialgleichungen von nichtlinearen Modellsystemen mit
wohlbekannten Eigenschaften wurden synthetische Zeitreihen erzeugt, an welchen
sich die Performanz der Methode zur Charakterisierung von Interaktionsrichtun-
gen in Abha¨ngigkeit von verschiedenen Einflussfaktoren bestimmen ließ. Mit Hilfe
dieser Untersuchungen konnte ein optimierter Algorithmus [RP01, KCR+08] zur
Berechnung des Direktionalita¨tsindex entwickelt werden. Weiterhin konnte gezeigt
werden, dass die Interpretierbarkeit des Direktionalita¨tsindex durch den Vergleich
mit den Surrogatwerten verbessert werden konnte: Auch ohne die zusa¨tzliche Be-
rechnung der Interaktionssta¨rke konnte zwischen gekoppelten und nicht gekoppelten
Systemen unterschieden werden. Die Performanz der Methode wurde weiterhin in
Abha¨ngigkeit von verschiedenen Einflussfaktoren bestimmt. Dabei zeigte sich, dass
sich die Charakterisierung von Interaktionsrichtungen mit zunehmender Ensemb-
legro¨ße m fu¨r nahezu alle Randbedingungen verbesserte. Hin zu gro¨ßeren zufa¨lli-
gen Fluktuationen der Phasenwerte, sowohl aufgrund von additivem Rauschen als
auch aufgrund einer gro¨ßeren Phasendiffusion der untersuchten Modellsysteme, ver-
schlechterte sich die Performanz zur Charakterisierung von Interaktionsrichtungen.
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Weiterhin konnte gezeigt werden, dass die Methode gerade fu¨r den Bereich intermit-
tenter Kopplungssta¨rken eine hinreichende Performanz zeigte. Fu¨r den Fall stark
synchronisierter Systeme sowie fu¨r nahezu ungekoppelte Systeme konnten die tran-
sienten Interaktionsrichtungen nicht charakterisiert werden. Es kann zusammenge-
fasst werden, dass fu¨r Charakterisierungen von Interaktionsrichtungen anhand von
Felddaten, die ein geeignetes Signal-zu-Rausch-Verha¨ltnis aufweisen, eine Ensemb-
legro¨ße von m ≈ 200 nicht unterschritten werden sollte. Dieser Richtwert ist jedoch
auf die Untersuchung der Modellsysteme, die in der vorliegenden Arbeit verwen-
det wurden, beschra¨nkt und ist in weiteren Studien anhand anderer Modellsysteme
oder Einflussfaktoren zu pru¨fen. Daru¨ber hinaus konnte gezeigt werden, dass der
zeitaufgelo¨ste Direktionalita¨tsindex prinzipiell dazu geeignet ist, Interaktionsrich-
tungen innerhalb eines Netzwerkes von gekoppelten Systeme zu charakterisieren.
Mit dem zeitaufgelo¨sten Direktionalita¨tsindex wurden weiterhin transiente Interak-
tionsrichtungen zwischen verschiedenen Hirnstrukturen in Abha¨ngigkeit bestimmter
kognitiver Prozesse anhand von hirnelektrischer Aktivita¨t charakterisiert. Ziel die-
ser Analysen war, Unterschiede in den Interaktionsrichtungen zwischen zwei Hirn-
strukturen (rhinaler Kortex und Hippocampus) wa¨hrend Einspeichern und Abruf
von Geda¨chtnisinhalten zu analysieren. Hierzu wurden sogenannte ereigniskorrelier-
te Potentiale (ERPs) aus elektroenzephalographischen Ableitungen mit einem guten
Signal-zu-Rausch-Verha¨ltnis und einer hohen ra¨umlichen Auflo¨sung aus neurophy-
siologischen Experimenten analysiert, an welchen Epilepsiepatienten im Rahmen
ihrer pra¨chirurgischen Abkla¨rung teilgenommen hatten. Die Ergebnisse dieser Un-
tersuchung anhand einer Gruppe von acht Patienten standen im Einklang mit einer
Hypothese [KHK05] u¨ber die Prozessierung von Geda¨chtnisinhalten, die vorher-
sagt, dass wa¨hrend des Einspeicherns Informationen vom rhinalen Kortex in den
Hippocampus gelangen und wa¨hrend des Abrufs ein inverser Vorgang dominiert.
Daru¨ber hinaus konnten Abha¨ngigkeiten des Direktionalita¨tsindex von Randbedin-
gungen beobachtet werden, die mit den Ergebnissen, die an synthetischen Zeitreihen
erzielt wurden, zusammenpassen. Dass trotz einer großen interindividuellen Varia-
bilita¨t die Richtung der Interaktion neurophysiologisch sinnvoll bestimmt werden
konnte, ist ein vielversprechendes Ergebnis in Hinblick auf die Charakterisierung
von Interaktionsrichtungen zwischen unbekannten dynamischen Systemen mit der
vorgestellten Methode. In Bezug auf die Neurowissenschaften reichen zuku¨nftige
Anwendungsmo¨glichkeiten des zeitaufgelo¨sten Direktionalita¨tsindex von Fragestel-
lungen zur Funktionsweise des menschlichen Gehirns bis hin zu hoch spezialisierten,
individuellen Diagnoseverfahren in Hinblick auf operative Eingriffe.
Wie der in der vorliegenden Arbeit vorgestellte Direktionalita¨tsindex – insbeson-
dere in Hinblick auf die Charakterisierung von Interaktionsrichtungen anhand von
Felddaten – weiter optimiert werden kann, ist in zuku¨nftigen Studien zu u¨berpru¨fen.
Aktuelle Studien [KCR+08, SP10], die die Na¨herung einer invarianten Phasenvaria-
ble bzw. die Trennung der deterministischen und stochastischen Anteile der Phase
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vorschlagen, legen nahe, dass durch die Verbesserung der Berechnung der Phase
die Charakterisierung von Interaktionsrichtungen mit D∗j robuster wird. Des Wei-
teren wurde die Bestimmung der Phase durch die Approximation verschiedener
gemittelter Frequenzanteile vorgeschlagen [FMR11]. Es ist zu u¨berpru¨fen, ob die-
se Konzepte auf den Bereich transienter Interaktionen u¨bertragen werden ko¨nnen
und ob die zeitliche Auflo¨sung hierdurch weiter verbessert werden kann. Daru¨ber
hinaus ko¨nnte in vergleichenden Studien die Performanz der zustandsraum- und
phasenbasierten Methoden fu¨r die Charakterisierung von transienten Interaktionen
in Hinblick auf verschiedene Einflussfaktoren gegenu¨bergestellt werden (vgl. z.B.
[KMA+07, OMWL07, Ost08]). Bei Systemen, die sich aus mehr als zwei Subsyste-
men zusammensetzen, ist es eine offene Frage, wie zwischen direkten Interaktionen
und indirekten Interaktionen, d.h. Interaktionen die zwischen zwei Systemen al-
lein aufgrund des Einflusses eines dritten Systems bestehen, unterschieden werden
kann. Fu¨r die auf der Theorie der Phasensynchronisation basierenden Ansa¨tze wur-
den Erweiterungen zur Unterscheidung von direkten und indirekten Interaktionen
vorgeschlagen [SWM+06, NRT+10], u¨ber welche die Werte aus bivariaten Metho-
den, die anhand von mehreren, miteinander interagierenden Systemen bestimmt
wurden, in Beziehung gesetzt werden. Durch den U¨bergang von bivariaten zu mul-
tivariaten Methoden ko¨nnen die Interaktionen auf einer ho¨heren, abstrahierteren
Ebene beschrieben werden, die nicht mehr die Perspektive einzelner Komponenten,
sondern des gesamten Systems einnimmt. Hierfu¨r wurden verschiedene multivariate
Methoden basierend auf der Theorie der Zufallsmatrizen [BFF+81, GMGW98], auf
der Netzwerktheorie [AB02] oder auf der Informationstheorie [BKK04, Ver05, FP07]
entwickelt.
Es ist zu erwarten, dass die in dieser Arbeit vorgestellte Methode in vielen verschie-
denen Gebieten zur Charakterisierung transienter Interaktionen verwendet wird,
vorausgesetzt es lassen sich Realisierungen sinnvoll definieren. Aufgrund der hohen
zeitlichen Auflo¨sung lassen sich hiermit schnelle A¨nderungen in den Interaktions-
richtungen, die mit den bisherigen Methoden nicht einsehbar waren, charakterisie-
ren, was eine vo¨llig neue Perspektive bei der Untersuchung einer Vielzahl von noch
nicht vollsta¨ndig verstandenen, dynamischen Systemen verspricht.
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A Phasendynamik gekoppelter
Systeme
Unidirektional gekoppelte Systeme
Unter der Annahme eines (quasi-)periodischen Systems kann eine Differentialglei-
chung fu¨r eine gesto¨rte Phase hergeleitet werden [PRK01]. Die Dynamik eines un-
gesto¨rten autonomen Systems kann nach Gl. (2.5) als
x˙(t) = ϕ(x(t)) (A.1)
und die Dynamik mit einer periodischen externen Sto¨rung p(x, t) der Koppluns-
sta¨rke  als
x˙(t) = ϕ(x(t)) + p(x, t) (A.2)
geschrieben werden. Gema¨ß Gl. (2.22) wird gefordert, dass die Dynamik der unge-
koppelten Phase in der Na¨he des Grenzzyklus als
dφ(x)
dt
= ωX (A.3)
geschrieben werden kann.
Die Phasendynamik des gesto¨rten Systems kann dann, mit der Annahme, dass die
Phase φ(x) eine differenzierbare Funktion des Zustandsraums ist, wie folgt herge-
leitet werden:
dφ(x)
dt
=
dφ(x)
dx
dx
dt
=
d∑
k=1
∂φ(x)
∂xk
dxk
dt
(A.4)
mit Gl. (A.1) folgt =
∑
k
∂φ(x)
∂xk
ϕ(x) = ωX. (A.5)
Um zur Dynamik des gesto¨rten Systems u¨berzugehen, wird Gl. (A.1) durch Gl.
(A.2) substituiert, so dass
dφ(x)
dt
=
∑
k
∂φ(x)
∂xk
(ϕ(x(t)) + pk(x, t)) (A.6)
= ωX + 
∑
k
∂φ(x)
∂xk
pk(x, t). (A.7)
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Unter der Annahme kleiner Abweichungen von x vom Grenzzyklus x0 ∈ Λ, ko¨nnen
diese Terme vernachla¨ssigt werden, so dass gilt:
dφ(x)
dt
= ωX + 
∑
k
∂φ(x0(t))
∂xk
pk(x0, t)︸ ︷︷ ︸
∗
. (A.8)
Da die Punkte im Zustandsraum, die sich auf dem Grenzzyklus befinden, der Phase
entsprechen, kann die Summe ∗ als Funktion K(φ(x), t), welche 2pi-periodisch in
φ(x) und der Zeit ist, geschrieben werden. Die Differentialgleichung der gesto¨rten
Phase ist dann:
dφ(x)
dt
= ωX + K(φ(x), t). (A.9)

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Die in dieser Arbeit verwendeten Verfahren entsprechen eindeutigen Projektionen
der Signale geeigneter Observablen auf eine komplexe Ebene. Ein Phasenwert ent-
spricht dabei dem Winkel der aktuellen Position in Bezug auf den Nullpunkt der
komplexen Ebene. Das Signal s(t) eines beliebigen harmonischen Oszillators
s(t) = A cosωt, (B.1)
kann in der komplexen Ebene als
z(t) = A cosωt+ ıA sinωt, (B.2)
mit s(t) = Re(z(t)) dargestellt werden. In dieser Darstellung ist der imagina¨re
Anteil um pi/2 zum realen Anteil verschoben. Die Phase φ(t) = ωt und die zeit-
abha¨ngige Amplitude A(t), welche der Einhu¨llenden eines Signals entspricht, sind
dann als
φ(t) = arctan
(
Im(z(t))
Re(z(t))
)
, A(t) =
√
(Re(z(t)))2 + (Im(z(t)))2, (B.3)
definiert.
Hilbert-Transformation
Bei der Hilbert-Transformation wird das sogenannte analytische Signal sH(t) genau
so berechnet, dass es zum urspru¨nglichen Signal s(t) um pi/2 verschoben ist, also
das Verha¨ltnis von Imagina¨r- und Realteil des komplexen Signals z(t) widerspiegelt.
Die Hilberttransformierte ist als Faltung von s(t) mit (pit)−1 definiert:
sH(t) = s(t)⊗ 1
pit
=
1
pi
C.H.
∫ ∞
−∞
s(τ˜)
t− τ˜ dτ˜ . (B.4)
Der Cauchysche Hauptwert des Integrals wird hier mit C.H. bezeichnet. In Analogie
zu Gl. (B.2) ko¨nnen u¨ber das analytische Signal [Ric44, Gab46, Pan65],
z(t) = s(t) + ısH(t), (B.5)
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sowohl die instantane Amplitude,
A(t) =
√
(s(t))2 + (sH(t))2, (B.6)
welche der Einhu¨llenden des Signals entspricht, als auch die instantane Phase,
φ(t) = arctan
(
sH(t)
s(t)
)
(B.7)
bestimmt werden.
Durch die bereits erwa¨hnte Eigenschaft der Adaptivita¨t ist die Hilbert-Transforma-
tion von Zeitreihen mit einem Breitbandspektrum mo¨glich [Boa92, Bru04]. Die re-
sultierende Phase ist nicht arbitra¨r, aber eine physikalisch eindeutige Interpretation
ist nur bei schmalbandingen, (quasi-)periodischen Signalen sinnvoll. Bei breitbandi-
gen Signalen werden alle Frequenzanteile um pi/2 verschoben und die resultierende
mittlere Frequenz der Phase stimmt mit der Schwerpunktfrequenz der Signale u¨ber-
ein.
Vorverarbeitung
Die Signale s(t) mu¨ssen zusa¨tzlich vorverarbeitet werden, damit die Phasen sinnvoll
bestimmt werden ko¨nnen. Bei der Hilbert-Transformation eines endlichen Signals
im Intervall I sollten Randeffekte vermieden werden. Dazu werden 1/8 der Daten-
punkte am Anfang und am Ende von I mit einer Cosinus-Halbwelle multipliziert,
so dass fu¨r den ersten und letzten Zeitpunkt s(t1,n) = 0 war. Weiterhin muss ge-
wa¨hrleistet werden, dass die Phase im komplexen Raum um den Nullpunkt rotiert.
Dazu wird vor einer Transformation der Mittelwert des Signals abgezogen.
Fu¨r die frequenzspezifischen Untersuchungen im Kapitel 5 werden in dieser Arbeit
die Signale s(t) zuerst gefiltert. Hierfu¨r werden digitale phasenerhaltende Bandpass-
Filter verwendet (Vorwa¨rts- und Ru¨ckwa¨rtsfiltertung; Butterworth-Charakteristik).
Um Randeffekte zu vermeiden, wurde jeweils das vollsta¨ndige Intervall I gefiltert.
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Kuramoto-Oszillator
Ein maßgeschneidertes Modellsystem fu¨r die Charakterisierung von Interaktionen
mit phasenbasierten Kenngro¨ßen ist der Kuramoto-Oszillator [Kur84]. Bei diesem
Modellsystem wird die Phasenvariable direkt integriert. In dieser Arbeit wurden
zwei gekoppelte Oszillatoren u¨ber die Differentialgleichung
φ˙X = ω
(K)
X + 0, 3ξ(t) + X sin (φY − φX) , (C.1)
φ˙Y = ω
(K)
Y + 0, 3ξ(t) + Y sin (φX − φY ) ,
mit den Kreisfrequenzen ω
(K)
X,Y realisiert. Die diffusive Kopplung wurde u¨ber die
Kopplungssta¨rke X,Y eingestellt. Aufgrund des Terms ξ(t) mit
〈ξ(t), ξ(t′)〉 = δ(t− t′), (C.2)
ist die Differentialgleichung stochastisch und wurde mit dem Euler-Maruyama-
Verfahren [KP99] integriert. Die Anfangsbedingungen fu¨r die Integration wurden
zufa¨llig aus dem Intervall [0; 2pi) gezogen.
Chaotische Systeme
Als prototypische Beispiele fu¨r chaotische Systeme wurden in dieser Arbeit Ro¨ssler-
und Lorenz-Oszillatoren verwendet. Dabei unterscheiden sich die beiden Systeme
in Hinblick auf die Phasendiffusion, also die Koha¨renz der Phasen der chaotischen
Oszillationen: Wa¨hrend die Phasendiffusion bei den Ro¨ssler-Oszillatoren gering ist,
kann die der Lorenz-Oszillatoren in Abha¨ngigkeit von den verwendeten Kontroll-
parametern um einen Faktor 100 gro¨ßer sein [PROK97].
Die Differentialgleichungen der Systeme wurden mit einem Verfahren, das auf dem
Livermore-Algorithmus fu¨r die Lo¨sung gewo¨hnlicher Differentialgleichungen beruht,
integriert [Hin80, Hin83]. Dieses Verfahren verwendet adaptive variable Schrittwei-
ten in Abha¨ngigkeit der gewa¨hlten Pra¨zision. Das Abtastintervall δt wurde dabei
unabha¨ngig von der Schrittweite gewa¨hlt. Um transiente Zusta¨nde der Systeme
zu vermeiden, die durch die Wahl der Anfangsbedingungen abseits des jeweiligen
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Attraktors starten ko¨nnen, wurden eine Voriteration von jeweils 10000 Punkte vor-
genommen, die nicht in die Charakterisierung mit den Kenngro¨ßen eingingen. In
der Regel sollten diese Voriterationen ausreichen, damit sich die Systemzusta¨nde
auf dem Attraktor befinden.
Rössler-Oszillator
Der Ro¨ssler-Oszillator [Ro¨s76] ist ein dreidimensionales nichtlineares dynamisches
System. Im Gegensatz zum Lorenz-Oszillator kann die Hauptfrequenz direkt u¨ber
den Kontrollparameter ω(R) eingestellt werden. In dieser Arbeit wurden folgende
Differentialgleichungen verwendet [8]:
x˙ = −ω(R)y − z,
y˙ = ω(R) x+ 0, 165y, (C.3)
z˙ = 0, 2 + z(x− 10).
Die Anfangsbedingungen fu¨r die Integration verschiedener Systemrealisierungen
wurden zufa¨llig aus den Intervallen
x(0) ∈ [−10; 10], y(0) ∈ [−5; 5], z(0) ∈ [−0, 5; 1, 5], (C.4)
gewa¨hlt, welche sich in der Umgebung des Attraktors befinden, siehe Abbildung C.1.
Um gekoppelte Systeme X und Y zu realisieren, wurden jeweils zwei dieser Glei-
chungssysteme mit den Kontrollparametern ω
(R)
X und ω
(R)
Y u¨ber die x-Komponente
diffusiv gekoppelt,
x˙X,Y = −ω(R)X,Y yX,Y − zX,Y + X,Y (xY,X − xX,Y ). (C.5)
Die Kopplungssta¨rke wurde dabei u¨ber die Parameter X und Y kontrolliert. Da die
Ro¨ssler-Oszillatoren eine eindeutig bevorzugte Frequenz im Leistungsspektrum auf-
weisen [PROK97], wurde in dieser Arbeit die Phase u¨ber die Hilbert-Transformation
(vgl. Anhang B) der x-Komponente bestimmt.
Lorenz-Oszillator
Der Lorenz-Oszillator wird durch das folgende System von Differentialgleichun-
gen,
x˙ = 10 (y − x),
y˙ = ρx− y + zx, (C.6)
z˙ = −8/3 z − yx,
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Abbildung C.1: Links: Attraktor eines Ro¨ssler-Oszillators mit ω(R) = 1, 1. Rechts: At-
traktor eines Lorenz-Oszillators mit ρ = 35. Fu¨r beide Systeme sind 2000
Vektoren dargestellt.
beschrieben, welches die Dynamik von Konvektionsstro¨mungen abbildet [Lor63].
Das Verhalten des Systems kann u¨ber den Kontrollparameter ρ eingestellt werden,
die Hauptfrequenz der Oszillatoren ist von ρ jedoch nicht direkt abha¨ngig. In die-
ser Arbeit wurden Werte fu¨r ρ verwendet, fu¨r die das System chaotisch ist. Fu¨r
die Berechnung von verschiedenen Realisierungen wurden die Anfangsbedingungen
zufa¨llig aus der Na¨he des Lorenz-Attraktors (vgl. Abbildung C.1) gewa¨hlt:
x(0) ∈ [40, 58; 41, 58], y(0) ∈ [6, 91; 7, 91], z(0) ∈ [14, 03; 15, 03]. (C.7)
Die Bestimmung der Phasenwerte via Hilbert-Transformation aus den Zeitreihen
erfolgte bei diesem System u¨ber die z-Komponente [PRK00]. Aus diesem Grund
wurde auch die Kopplung u¨ber diese Komponente realisiert:
z˙X,Y = −8/3 zX,Y − yX,Y xX,Y + X,Y (zY,X − zX,Y ). (C.8)
Der Kontrollparameter wurde in Abha¨ngigkeit von System X und System Y durch
ρX bzw. ρY ersetzt, die Kopplungssta¨rke u¨ber die Parameter X,Y justiert.
Netzwerk gekoppelter Lorenz-Oszillatoren
Ein Netzwerk wurde u¨ber zehn Lorenz-Oszillatoren, die der Gleichung C.6 ent-
sprachen und u¨ber die jeweilige z-Komponente gekoppelt wurden, realisiert. Die
Anfangsbedingungen fu¨r die Integration wurden aus den oben angegebenen In-
tervallen (vgl. Gl. (C.7)) zufa¨llig gezogen. Es wurden zwei Arten von Kopplungen
zwischen den Systemen i = 1, . . . , 10 definiert, wobei das gesamte Netzwerk in Form
von 2 Clustern (System 1 - 5, System 6 - 10) realisiert wurde. Durch die Kopplungs-
sta¨rke A wurden bidirektionale Kopplungen zwischen den benachbarten Systemen
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in den beiden Clustern realisiert, durch die Kopplungssta¨rken B3 bzw. B8 wurde
die Kopplung zwischen den Systemen 3 und 8 und somit zwischen den Clustern
eingestellt (vgl. Abbildung 4.17). Die z-Komponente der Differentialgleichung der
Oszillatoren war u¨ber
z˙(i) = −8/3 z(i) − y(i)x(i) + ςA + ςB, (C.9)
mit den Kontrollparametern ρ(i) und den Kopplungstermen
ςA =

A(z
(i+1) + z(i)), fu¨r i ∈ {1; 6},
A(z
(i−1) + z(i)), fu¨r i ∈ {5; 10},
A(z
(i+1) + z(i+1) − 2z(i)), sonst,
(C.10)
ςB =

B3(z
(8) − z(3)), fu¨r i = 3,
B8(z
(3) − z(8)), fu¨r i = 8,
0, sonst
definiert.
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D Weitere Abbildungen und Tabellen
Patient Alter Geschlecht Anfallsursprung histopathologische
Diagnose
1 45 w rechts HS
temporo-mesial
2 34 m rechts HS
temporo-mesial
3 34 w links HS
temporo-mesial
4 49 m rechts HS
temporo-mesial
5 46 m rechts keine
Diagnose: Resektion
temporo-mesiale
HS
6 18 w links HS
temporo-mesial
7 29 w rechts HS
temporo-mesial
8 44 w links HS
temporo-mesial
Tabelle D.1: U¨berblick u¨ber die Daten der Patienten, die in das Kollektiv aufgenommen
wurden. Das angegebene Alter entspricht dem Alter zum Zeitpunkt der iEEG-
Ableitung. Außer bei Patient 5 wurde bei allen Patienten eine Resektion des
Anfallsursprungs vorgenommen, so dass eine Hippocampussklerose (HS) hi-
stopathologisch besta¨tigt werden konnte. Obwohl keine Resektion bei Patient
5 vorgenommen wurde, wiesen alle erhobenen Befunde auf eine rechtsseitige
HS hin.
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Abbildung D.1: Obere vier Abbildungen: Exemplarische Zeitreihen von zwei Realisierun-
gen gekoppelter Lorenz-Oszillatoren in arbitra¨ren Einheiten nach Seite 38
(System X in Blau, System Y in Gru¨n) und deren Phasenzeitreihen φX
und φY , die u¨ber die Hilbert-Transformation bestimmt wurden. Die ge-
koppelten Intervalle B und D sind farblich unterlegt. Untere Abbildungen:
Zeitabha¨ngige Kenngro¨ßen cj(X|Y ) und cj(Y |X) und resultierender Di-
rektionalita¨tsindex d∗j fu¨r eine Ensemblegro¨ße m = 1000 und s = 39 Sur-
rogate, die maximalen Surrogatwerte sind in Gru¨n dargestellt. Die Kenn-
gro¨ßen sind um den Zeitversatz τ = 50 verschoben dargestellt.
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Abbildung D.2: Obere vier Abbildungen: Exemplarische Zeitreihen von zwei Realisierungen
gekoppelter Ro¨ssler-Oszillatoren in arbitra¨ren Einheiten nach Abschnitt
4.2.1 (System X in Blau, System Y in Gru¨n) und deren Phasenzeitreihen
φX und φY die u¨ber die Hilbert-Transformation bestimmt wurden. Die
Intervalle B und D sind farblich unterlegt. Untere Abbildungen: Zeitab-
ha¨ngige Kenngro¨ßen cj(X|Y ) und cj(Y |X) und resultierender Direktiona-
lita¨tsindex d∗j fu¨r eine Ensemblegro¨ße m = 1000 und s = 39 Surrogate, die
maximalen Surrogatwerte sind in Gru¨n dargestellt. Die Kenngro¨ßen sind
um den Zeitversatz τ = 35 verschoben dargestellt.
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Abbildung D.3: Die Gu¨tekriterien γ¯◦ (oberer Reihe) und γ¯• (mittlere Reihe) der Kenngro¨-
ßen d∗j und D
∗
j in Abha¨ngigkeit von der Ensemblegro¨ße m. Die gekoppelte
Ro¨ssler-Oszillatoren wurden mit den Kontrollparametern ω(R)X = 1, 1 und
ω
(R)
Y = 1, 3 generiert. Die transienten Kopplungen sind nach Schema A
mit X = 0, 1 fu¨r j ∈ B und Y = 0, 1 fu¨r j ∈ D realisiert. U¨ber das
Gu¨tekriterium γ◦ wird auch die Performanz der Detektion der mittleren
Phasenkoha¨renz R∗j bestimmt (untere Reihe).
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Abbildung D.4: Mittlere Koha¨renz der Phasensteigung Vτ (X), die gemittelten Werte der
Surrogate C¯pj (X|Y ) und die Abha¨ngigkeiten zwischen diesen Kenngro¨ßen
fu¨r das System X der gekoppelten Lorenz-Oszillatoren. Das Ensemble von
m = 1000 gekoppelten Lorenz-Oszillatoren entspricht dem aus Abbildung
4.2. Die lineare Regression ist in Rot eingezeichnet (axx+bx: ax = −0, 045;
bx = 0, 054; r-Wert = -0,870; p-Wert < 0, 0001 (zweiseitiger Test)).
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Abbildung D.5: Wie Abbildung D.4 fu¨r die Kenngro¨ßen an System Y . Die lineare Regres-
sion ist in Rot eingezeichnet (axx+ bx: ax = −0, 045; bx = 0, 054; r-Wert
= -0,706; p-Wert < 0, 0001 (zweiseitiger Test)).
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Abbildung D.6: Schnitte durch die Parameterebene aus Abbildung 4.11. Die Fehlerbalken
entsprechen den Standardabweichungen u¨ber 20 Ensembles von Lorenz-
Oszillatoren in Abha¨ngigkeit von der Ensemblegro¨ße m und den Kopp-
lungssta¨rken X,Y .
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Abbildung D.7: Schnitte durch die Parameterebene aus Abbildung 4.12. Die Fehlerbalken
entsprechen den Standardabweichungen u¨ber 20 Ensembles von Ro¨ssler-
Oszillatoren in Abha¨ngigkeit von der Ensemblegro¨ße m und den Kopp-
lungssta¨rken X,Y .
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Abbildung D.8: Schnitte durch die Parameterebene aus Abbildung 4.13. Die Fehlerbalken
entsprechen den Standardabweichungen u¨ber 20 Ensembles von Lorenz-
Oszillatoren in Abha¨ngigkeit von der Ensemblegro¨ße m und dem Signal-
zu-Rausch-Verha¨ltnis (SNR).
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Abbildung D.9: Schnitte durch die Parameterebene aus Abbildung 4.14. Die Fehlerbalken
entsprechen den Standardabweichungen u¨ber 20 Ensembles von Ro¨ssler-
Oszillatoren in Abha¨ngigkeit von der Ensemblegro¨ße m und dem Signal-
zu-Rausch-Verha¨ltnis (SNR).
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Abbildung D.10: Schnitte durch die Parameterebene aus Abbildung 4.16. Die Fehlerbalken
entsprechen den Standardabweichungen u¨ber 20 Ensembles von Lorenz-
Oszillatoren in Abha¨ngigkeit von der Ensemblegro¨ße m und der Kopp-
lungsdauer T .
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