We prove that under certain stability and smoothing properties of the semi-groups generated by the partial differential equations that we consider, manifolds left invariant by these flows persist under C 1 perturbation. In particular, we extend well known finite-dimensional results to the setting of an infinite-dimensional Hilbert manifold with a semi-group that leaves a submanifold invariant. We then study the persistence of global unstable manifolds of hyperbolic fixed-points, and as an application consider the two-dimensional Navier-Stokes equation under a fully discrete approximation. Finally, we apply our theory to the persistence of inertial manifolds for those PDEs which possess them.
Introduction
We consider a nonlinear partial differential equation which takes the form of an evolution equation having infinite-dimensional Riemannian manifold X as its configuration space. We assume that this PDE generates a C 1 nonlinear semi-group S(t) which leaves a C r differentiable compact submanifold with boundary M either overflowing or inflowing invariant, and examine the persistence of this submanifold under small C 1 perturbations of S(t) in a neighborhood of M . Specifically, we prove that if a semi-group S ν (t) is within a ν-diameter C 1 ball about S(t), and if the submanifold M is normally hyperbolic, attracting trajectories at an exponential rate, with a rate of attraction in the normal direction greater than in the tangential direction, a continuously differentiable invariant submanifold with boundary of the same type M ν exists for S ν (t) and converges to M as ν tends to zero. Our result generalizes the persistence theory for manifolds invariant to finite-dimensional vector fields that has been studied by Moser, Sacker, Hirsh, Pugh, & Shub, and Fenichel (see [44] , [49] , [30] and [19] ). Unlike the flows generated by differentiable finite-dimensional vector fields, however, the semi-group S(t) does not, in general, possess a bounded inverse and hence, for fixed t, the map S(t) is not a diffeomorphism. In particular, its inverse is only defined on the invariant manifold. Furthermore, the configuration space is not locally compact, so that one must strongly rely on the C 1 regularity of the map together with the compactness of M to establish important local bounds.
Recently, Bates, Lu, & Zeng (see [4] ) have generalized the finite-dimensional persistence theory of Hirsh, Pugh, & Shub to semiflows in Banach spaces; in our notation, their configuration space X is a Banach vector space. They consider compact manifolds M without boundary as having centertype flow, and are able to prove the persistence result for both stable-center and the more difficult unstable-center case, the latter being quite complicated due to the general lack of backwards-intime flow. Herein, our main interest is in applying the general persistence theory to global unstable manifolds and inertial manifolds associated with nonlinear partial differential equations, so we will restrict our attention to the case of stable flow in the infinite-dimensional Riemannian manifold.
We remark that our choice of a Hilbert manifold for the configuration space may be attributed to the following reasons. First, we must require the existence of a second order vector field or spray on X which generates the geodesic flow. In general, Banach spaces are not separable so that an infinite-dimensional manifold modeled on a Banach space may not be paracompact and hence may not have global partitions of unity. Since it is essential for us to be able to construct tubular neighborhoods about our embedded submanifold M (we describe these in the next section), we must require geodesics on X to exist. In the Hilbert manifold setting, the existence of such geodesic flows is equivalent to the existence of a Lagrangian vector field associated with the kinetic energy Lagrangian. The Riemannian structure generates a natural symplectic form on T * X which is only weakly nondegenerate, meaning that the associated linear map taking vector fields to 1-forms is generally not surjective. It is, nevertheless, possible to confirm that the Hilbert manifolds common to most applications do indeed possess geodesics, and herein we shall restrict our attention to such examples. A classical example of a configuration manifold which does not have linear structure arises in fluids applications. If one is interested in perfect incompressible fluid flow governed by the Euler equations, then the approriate configuration space is the closure of the volume preserving diffeomorphisms under a Hilbert space norm, a Hilbert manifold (see [17] ). Our examination of the persistence problem for this PDE shall appear in a future work. Another interesting example is the Sine-Gordon equation whose fields take values in S 1 . One could argue that the analysis of this PDE could be trivially done by working in the universal covering space, however, if one is interested in the perturbation of invariant manifolds, and wishes to work in the linear space supplied by the cover, one would then have to prove that the perturbed structure remains an invariant manifold after projecting from the covering space back to the quotient.
Another reason for choosing a Hilbert space structure is that we may reduce the normal bundle of the invariant manifold M to a Hilbert or unitary bundle, wherein the transition maps are unitary. This is essential for the local analysis that we perform.
Recall that an overflowing (inflowing) invariant manifold with boundary M satisfies S(t)u ∈ M for any u ∈ M for all t < 0 (t > 0). This means that the infinite-dimensional vector field defined by the partial differential operator points outward (inward) on the boundary of the manifold. The existence of such an overflowing (inflowing) invariant manifold M ν for the perturbed semi-group S ν (t) is established by standard contraction mapping arguments. Specifically, after diffeomorphically identifying the infinite-dimensional manifold X with the normal bundle over M in a neighborhood V of M , we search for M ν in the space of sections of this normal bundle. The invariant manifold is the image of the particular section which is the fixed-point for each time-t map S ν (t). We remark that Fenichel's proof in finite dimensions in its local form essentially works for the infinite-dimensional vector bundle setting with minor modifications, especially for showing that the persisting manifold is Lipschitz. We provide a different proof, however, that the persisting manifold is actually continuously differentiable.
As an application of our persistence theorem, we show that the unstable manifold of a hyperbolic fixed-point of a PDE satisfies the conditions sufficient for persistence so that the approximating semi-group possesses a continuously differentiable unstable manifold of its hyperbolic fixed-point which uniformly converges to the unstable manifold of the unperturbed system (see [43] for a proof using the deformation method for perturbation of the linearized system). We may then deduce, following the work of [29] , that the global unstable manifold of the obtained stationary solution, defined by evolving the perturbed local unstable manifold forward in time, is lower semi-continuous. In case the global attractor is the closure of the unstable manifolds (of overflowing manifolds) such as with gradient systems, we find that the attractor is lower semi-continuous as well.
As the majority of nonlinear PDEs generate semi-groups which have no explicit representation, it is of great interest to consider numerical schemes as the C 1 close approximations of the semigroup. In fact, our motivation for perturbing the semi-group rather than the PDE may primarily be attributed to the inability of numerical schemes to approximate infinite-dimensional vector fields in a C 1 sense. As an application, we show that the unstable manifold of the hyperbolic stationary solution to the 2D Navier-Stokes equation persists under a fully discrete numerical approximation.
Next we apply our theory to the persistence of inertial manifolds for those PDEs that possess them. An inertial manifold for a PDE is a smooth finite-dimensional, exponentially attracting, positively invariant manifold containing the global attractor (see [21] , [22] ). Subsequent works extended the existence results to more general equations and provided alternative methods of proof (see for example [48] and the references therein). Most existence proofs require a gap condition to hold in the spectrum of the linear term. As shown in [48] , this gap condition also insures that the inertial manifold is normally hyperbolic. Thus, our persistence theory applies to PDEs satisfying this gap condition; however, since our theory is local, we may only conclude that the perturbed system possesses an inflowing manifold that is close to the inertial manifold. In particular, the inflowing manifold for the perturbed system may not globally exponentially attract all trajectories, as often occurs when discretizing dissipative systems. We include cases where the inflowing manifold is an inertial manifold for the perturbed system.
Our applications complement existing results relating the long-time dynamics of PDEs to the long-time dynamics of their numerical approximations as the time and space mesh are refined. In [13] , [55] sufficient conditions are found on a Galerkin scheme approximating the Navier-Stokes equations (NSE) to infer the existence of a nearby stable stationary solution for the NSE from the apparent stability of the time-dependent Galerkin approximate solutions. Stable periodic orbits are studied in [56] , while hyperbolic periodic orbits can be found in [2] . Other aspects of the largetime behavior of the Galerkin approximation to the exact solutions of the NSE are considered in [28] ; subsequent results examined the behavior of solutions near equilibria of PDEs under numerical perturbation (see [52] , [1] , [37] ). For more general global attractors, see [26] for sufficient conditions on upper semi-continuity. For persistence of inertial manifolds under numerical approximation, see [22] , [23] , [14] , [24] , [33] , and [34] .
We structure the paper in the following way. In Section 2, we prove that if a nonlinear PDE has an overflowing invariant manifold that is normally hyperbolic and whose semi-group satisfies certain regularity conditions, then a continuously differentiable overflowing invariant manifold persists under C 1 perturbation of the semi-group. In Section 3, we state the general form of the nonlinear partial differential equation and define the domain of the semi-group which it generates. In Section 4, we prove that the global unstable manifold of a hyperbolic fixed-point (of the PDE described in Section 3) persists as a continuously differentiable overflowing invariant manifold. We apply this result to the examination of the two-dimensional Navier-Stokes equation in Section 5, and finally, in Section 6, we prove that inertial manifolds persist as well.
Construction of the perturbed manifold
In this section, we generalize Fenichel's proof of the persistence of overflowing invariant manifolds to the setting of an infinite dimensional Riemannian manifold. Much of the proof goes through essentially unchanged, particularly the portion which shows that the persisting manifold is Lipschitz continuous; however, we provide a complete exposition in order to account for the changes required in infinite dimensions, as well as to clarify and generalize some of the details in the technical lemmas. As for the final result that the persisting manifold is actually C 1 , we take a different approach than Fenichel, and show that the persisting manifold is a limit of a C 1 Cauchy sequence.
Infinite-dimensional geometry and sufficient conditions for persistence
Let (X, g) be an infinite-dimensional C r Riemannian manifold modeled on a Hilbert space (H, ·, · ), where r ≥ 3. We consider a C 1 injective map S : X→X which leaves a submanifold with boundary M negatively invariant and has an inverse defined on M . In particular, we assume the existence of a compact, connected, and embedded C r submanifold M = M ∪ ∂M such that S −1 (M ) ⊂ M . We further assume that M ⊂ M ′ , where M ′ is also a C r connected and embedded submanifold of X having compact closure, which is the same dimension as M and satisfies S −1 (M ′ ) ⊂ M . This gives each x ∈ M an M ′ -open neighborhood, and thus allows us to avoid the complications associated with charts defined on domains with boundary. We assume that the differential of S −1 | M ′ is only defined in the tangent bundle of M ′ rather than in the entire tangent bundle of X over M ′ .
We consider the tangent bundle (T (X), π) restricted to π −1 (M ′ ) and use its Riemannian structure to induce the splitting
where N is the C r−1 normal bundle (any transverse bundle). It is implicit in our compactness assumption that M ′ is finite dimensional, and for concreteness, we fix the dimension to be m. Due to the local trivialization of the vector bundles, there exists an open covering consisting of M ′ -open sets U = {U i , i ∈ I} of M , such that for each U i ∈ U, we have the vector bundle morphisms
where H = P ⊕ Q. In fact, due to the compactness of M , for any such trivializing open cover U, we may choose finite refined subcovers on which we can define charts:
and σ i (U j i ) = B j (0), the ball of radius j centered about the origin in P. We simply choose for
x (B j (0)), and extract the finite cover. Thus, for each i and any p ∈ U j i , σ i (p) is an m-vector spanned by the first m elements of a fixed ordered basis of H.
For the purpose of defining small local neighborhoods in the normal bundle, it will be convenient to consider the reduction of (N, π| N ) to the Hilbert group. Recall, that Hilb(Q) is the subgroup of Laut(Q) which preserves the inner product, so that a linear automorphism I is in Hilb(Q) if and only if I * I = Id on Q. Given our Riemannian metric g, we may construct the Hilbert trivializations from our vector bundle trivializations (U j i , τ N i ). Namely, for each x ∈ U j i and any q 1 , q 2 in Q, there exists a positive definite symmetric operator T ix satisfying g ix (q 1 , q 2 ) = T ix q 1 , q 2 .
Then, the Hilbert trivialization is defined for each i by (U . Often, we will use such compact refinements as domains of sections and operators.
Henceforth, N will represent the reduction of the normal vector bundle to the Hilbert group. We define the bounded subset of the normal Hilbert bundle: This result is well known and can be found in most texts on infinite-dimensional manifolds (see [36] for example). Of course our Hilbert manifold has partitions of unity since the norm is differentiable; furthermore, we have a canonical spray whose geodesic field on T (X) defines the exponential map exp. In other words, we require the Lagrangian vector field associated with the kinetic energy of the metric to exist. In general, for infinite-dimensional Riemannian manifolds, the metric is only weakly nondegenerate, but we will restrict attention to model Hilbert spaces which are isomorphic to their dual space. The map h is simply the restriction of the exponential to the normal bundle, h = exp| N . Because h is at least a diffeomorphism of class C 1 , there exists a constant C such that Dh < C and Dh −1 < C on V . In case that C > 1, we will use this constant in certain global estimates, so that it may disappear in the local versions of these estimates. We take our closed submanifold M in Lemma 2.1 to be M ′ , and let
We note that in many of the applications that we have in mind, the manifold X is itself a Hilbert space, in which case X is identified with T (X) and the geodesic field is trivial. In that instance, the tubular neighborhood is obtained from the smooth diffeomorphism h : N ε →X defined by (x, v) → x+v and we may relax our regularity to r ≥ 2. In fact, if we are content with continuous vector bundles over M , we may take r ≥ 1.
Definition 2.2
Denote by P and Q the following projection operators:
We will need the following stability condition on our negatively invariant submanifold.
This requirement simply states that to first order, the map S decreases lengths of vectors along the normal bundle fibers by at least a factor of C 2 ϑ −1
1 . We show that this implies that the map S sends elements of the tubular neighborhood about
Proof. By definition of our tubular neighborhood, every p ∈ M has a normal neighborhood
, and let v ∈ N ε | S −1 (p) . By continuity, we may choose
terms using Taylor's theorem, and thus by O(ε 2 ).
By projecting exp −1 p • S • h onto N and using Condition 2.3, we may choose ε small enough so that C −2 ϑ 1 ε + O(ε 2 ) < C −2 ϑ 2 ε, since C > 1. Then, there exists some
, we may pick an ε 0 small enough which holds for any p ∈ U J−2 i . We will use the local Hilbert bundle trivializations that we have constructed to associate to each section restricted to some U j i a graph over B j (0) in P × Q. This will allow us to compare elements from distinct fibers without using parallel translation. For each i ∈ {1, ..., s} and p ∈ U J i and q ∈ N ε x , define ψ i by letting
where ψ ip (q) ∈ Q. We denote by S ε the sections of N ε restricted to the cover
). Then for all u ∈ S ε , we may correspond to u| U
i . For any two elements v, w ∈ S ε , v and w are ǫ-C 0 close if
We define
if it exists, and let S ε δ = {u ∈ S ε : Lip(u) ≤ δ}. Then, for any u ∈ S ε δ , h • Im(u) is a Lipschitz continuous manifold of dimension m. It is important to note that in any chart overlap U .
In order to show that S ν has an overflowing invariant manifold, we will prove that the map S ν takes S ε δ into itself (more precisely, S ν maps the images of elements of S ε δ ) and is in fact a contraction. To do so, we will need to consider the partial derivatives of its local representation.
) is an element of the zero section of N ε . By compactness, for any i ∈ {1, ..., s}, we may choose the constant C in Condition 2.3 large enough so that we have the uniform bounds Dσ i < C and Dσ
, and by definition of the Hilbert group,
In the case that X is locally compact, DS is uniformly bounded and D(S| ′ M ) has uniformly bounded inverse on bounded neighborhoods of M ′ . In the more general case, we may choose a sufficiently small neighborhood of M ′ contained in the tubular neighborhood on which the same conclusion holds. Proof. Since S is C 1 and M ′ is compact, there exists C > 0 such that DS < C on M ′ . For any δ > 0 and each p ∈ M ′ , we may choose ε(p) such that DS < C+δ on B ε(p) (p). Set V = ∪ p∈P B ε (p), where P is a finite subset of points on M ′ provided by compactness, and ε = min p∈∩P ε(p).
Our conditions ensure that S| M ′ is a diffeomorphism, and since D(S|
exists and is uniformly bounded by the inverse function theorem. Thus, by the uniform continuity of the spectrum of DS and the compactness of M ′ , we may shrink
, we can define the local graph transform of a section of N ε , represented locally as a graph over U
where G ν ik : P × Q→P × Q and is defined by
Using this notation, we may translate the result of Corollary 2.6 into the local form
and we may use Definition 2.5 together with Conditions 2.3 and 2.8 to get for ν sufficiently small
2 (x, 0) = 0, so for η > 0, we may choose ε and ν small enough such that
Finally, Lemma 2.9 gives us
for some bounded constantC. The first inequality is valid for a sufficiently small ν because of the C 1 closeness of S ν with S assumed in Definition 2.5. For the second inequality, we use the uniform continuity of the spectrum; namely, if the spectrum of
neighborhood of zero as given by Lemma 2.9, then we may choose ν small enough so that the same is true for
In the case that a section u ∈ S ε δ is continuously differentiable, we have that
We make a remark on the constant C. Our canonical spray defines a unique bilinear form which in turn gives rise to a unique Riemannian connection. For simplicity of analysis, we have pulled back this connection in each local trivialization by isomorphisms which we have bounded by C.
Lipschitz negatively invariant manifolds for the perturbed mapping
The proof of the following lemma relies heavily on the smoothing condition 2.8 in its local form (2.5) which is essential for overcoming the possibly large boundC on the norm of the local derivatives of G ν ik in (2.7).
Lemma 2.10 For ε, δ, and ν sufficiently small,
Proof. To prove that S ν (S ε δ ) ⊂ S ε δ , it is equivalent to use the local representation (2.3), and show that for all u ∈ S ε δ G ν ik
). As usual, we will get a lower bound on the right hand side of equation (2.9) in terms of the difference of x and x ′ . We have that
With Lemma 2.9 in its local form (2.7),
is invertible, and so we may use the implicit function theorem together with a Taylor expansion to get a lower bound on T 1 ; namely, since
we have that
The upper bound on T 2 is simply
, use the bounds in (2.7), and take x ′ close enough to x so that O( x − x ′ ) < δC x − x ′ . Then
Let ϑ 2 < ̺ < 1, and choose δ < 1−̺ 2C 2 . This ensures that the constant multiplying x − x ′ is strictly positive.
Next, we estimate
Then, we take ν small enough so that (2.6) holds with η <
and choose
and using (2.5) and (2.7) completes the estimate. Finally, we note, as in [19] , that since B J−3 (0) is compact and convex, the estimate we have just derived holds in the entire ball. Thus, from our definition of S ε δ , we have shown that S ν (u) is Lipschitz. 
Proof. The proof proceeds in the usual way. We first show that S ν is a contraction on S ε δ in the C 0 topology. Then, since S ε δ is a metric space, closed under C 0 convergence, we appeal to the contraction mapping theorem to show that S ν has a fixed point u ν ∈ S ε δ , and define
Thus, we will obtain a uniform bound on the distance between the image of two sections along any fiber over ∪U
, the proof of Lemma 2.7 allows us to choose some i and
A simple estimate shows that
x − x ′ and using (2.10), we have
By (2.12),
Then, since u, u ′ ∈ S ε δ , (2.13) permits us to choose δ and ν small enough and
to get the desired contraction. Finally, since locally, u 0 i and u ν i are the fixed points of G 0 ik and G ν ik , respectively, we may use the contraction property of these maps (which we have just proven) to show that u ν →u 0 in C 0 and hence that M ν →M in C 0 .
C
1 negatively invariant manifold for the perturbed mapping
Hence, we associate to Du the s-vector (Du 1 , ..., Du s ) ∈ [C 0 (B J−3 (0), L(P, Q))] s which is a complete metric space when normed by 15) having the topology of uniform convergence. We then define the subset
We let u ν be the Lipschitz section in S ε δ which defines the negatively invariant manifold of the perturbed mapping S ν . The invariance can locally be represented as
In order to show that u ν is actually of class C 1 , we will construct a Cauchy sequence in S ε δ which converges to a fixed point u ν ∈ S ε δ , and then prove that the sequence is in fact Cauchy in C 1 . In the case that u ν is Fréchet differentiable, we may differentiate (2.16), and find that its s components satisfy
where the superscript u ν on Λ ki refers to the section on which the partial derivatives of G ν ik 1 and G ν ik 2 are evaluated. We note that (2.17) is well defined because of Lemma 2.9 in its local form (2.8).
Thus, in the case that u ν is C 1 , we have computed the derivative of the local graph transform, which maps elements
) into B J−1 (0). In order to obtain a global representation for the derivative of u ν we must "piece" together our local representations using a partition of unity argument. This, in effect, allows us to use our local vector space structure to define a global derivative, without having to analyze the spray associated to the true covariant derivative. We will need the following: . From (2.17) it is clear that
k (x)). The patched-together derivative displayed in (2.18) serves as motivation for our next two lemmas.
To simplify our notation for a fixed section u, we shall define
Lemma 2.13 Let T 1 = (T 1 1 , ..., T 1 s ) ∈ Γ δ , choose u ∈ S ε δ , and let T 2 be defined by
19)
where for each p ∈ U
Then for all ε, δ, and ν sufficiently small,
(We note that since T 1 < δ, (2.19) is well defined because of Lemma 2.9 in its local form (2.8).)
Proof. We first show that T 2 ≤ δ, and to do so, we use the estimates (2.5)-(2.7). Since the norm on Γ δ in (2.15) is defined by computing the maximum over i ∈ {1, ..., s}, it is sufficient to show that for all i, k ∈ {1, ..., s},
. We have
and
for ν and hence η sufficiently small. Next, we must show that
. Choose k ∈ {1, ..., s} such that for ξ ∈ B J−3 (0) and σ
) for some i ∈ {1, ..., s}, and x ∈ B J−3 (0) and σ
. We may choose such a k, because of the nesting property of the U j k 's and (2.2). Choose the largest c > 0 so that B c (ξ) ⊂ B J−3 (0). By compactness, we may choose c independent of i, k or ξ.
Then for any d > 0, we must show that for ξ − ξ ′ < c taken sufficiently small, (2.20)
). This result relies on the continuity of T 1 i . Let
where A 1 −1 exists due to Lemma 2.9. Using (2.11), we see that (2.20) implies that x − x ′ can be made arbitrarily small. Since A 2 and A 1 −1 are bounded due to (2.7), the continuity of d r g s for r, s = 1, 2, and T 1 i give us the result.
Lemma 2.14 (a) The mapping φ i Λ u ki is a contraction on Γ δ for each u ∈ S ε δ with a unique fixed point T u , and (b) the map u → T u is continuous.
Proof. (a) Fix u ∈ S ε δ and let T u and S u be in Γ δ . Then
Using the same type of estimate as in Lemma 2.13, we take ν small enough for a sufficiently small η to get
where
The proof of this estimate is similar to those already shown above. Proof. Let u ν be the Lipschitz section supplied by Theorem 2.11 such that h • u ν | M = M ν , and let the components of T u ν satisfy the functional equation
We will show that u ν is continuously differentiable and that T u ν = Du ν .
We define the sequence {u n } ⊂ S ε δ iteratively by u n+1 = S ν (u n ) so that locally
If u n ∈ S ε δ and is of class C 1 , then u n+1 ∈ S ε δ is also C 1 using (2.8) together with an implicit function theorem argument. Thus, if we choose u 0 ∈ S ε δ such that Du 0 ∈ Γ δ , (u 0 = 0, for example), then for all n ∈ N, Du n ∈ [C 0 (B J−3 (0), L(P, Q))] s . By computing the derivative of (2.21), we see that
From the proof of Lemma 2.13, it is clear that Du n ∈ Γ δ for all n ∈ N. Theorem 2.11 shows that S ν is a contraction on S ε δ so {u n } is Cauchy in S ε δ and has as its unique limit u ν ; therefore, to prove that {u n } is Cauchy in C 1 , it suffices to show that {Du n } is Cauchy in Γ δ .
We argue as in [ [9] , Lemma 4.1]. From part (a) of Lemma 2.14, we may choose, for each n,
and define E N = sup n,m>N T u n − T u m . Since sup n,m>N u n − u m 0 →0 as N →∞, Lemma 2.14(b) states that E N →0 as N →∞. Now, for each k ∈ {1, ..., s},
where µ is the contraction coefficient supplied by Lemma 2.14(a).
Proceeding by induction, we find that for n ≥ m ≥ N ,
so using (2.22), for n ≥ m ≥ N ,
Then, for any ε > 0, we may choose N large enough so that each of the last two term on the right hand side of (2.24) are less than ε/3. We then choose m > N large enough so that the first term on the right hand side of (2.24) is less than ε/3. This shows that the sequence {u n } is C 1 -Cauchy. We conclude, using the completeness of C 1 , that u n →u ν in S ε δ and Du n →Du ν in Γ δ as n→∞, and by passing to the limit in (2.23) we obtain Du ν = T u ν .
Finally, the contraction property of part (a) of Lemma 2.14 assures us that Du ν − Du 0 →0 as ν→0, and together with Theorem 2.11, we obtain M ν →M in C 1 .
Next, assume our mapping S arises as the time-T map of a nonlinear C 1 semi-group S t . As in [19] , we define the following generalized Lyapunov-type numbers
We have that ν and θ are bounded on M . Furthermore, it is proven in [19] that the generalized Lyapunov-type numbers are constant on orbits and hence depend only on the backward limit sets on M . In addition, they give us uniform estimates on the norms of A t (·) and B t (·) as was shown by Sacker and later Fenichel (see [49] , [19] ) in the following uniformity lemma. We can now state a corollary to Theorem 2.15. Proof. By Lemma 2.16, we may choose T sufficiently large so that with S = S T , Conditions 2.3 and 2.8 are satisfied. Thus it follows from Theorem 2.11 that the graph transform associated with S T has a fixed point in S ε δ which we call u ν . Using the same argument as in Lemma 2.7, we see that for small t > 0,
Lemma 2.16 a) If lim
is the graph of a section u ν t ∈ S ε δ . Since h(Im(u ν )) is negatively invariant to S ν t , and S ν t commutes with S ν T , we see that u ν t = u ν . We can then repeat the argument for all t.
The PDE
We consider a PDE that may be expressed as an evolution equation on a separable Hilbert space H in the form
We denote the inner product in H by (·, ·) and norm | · | 2 = (·, ·). We assume that A is a densely defined sectorial linear operator with compact inverse. Thus it is possible to choose ζ ≥ 0 such that all eigenvalues ofÃ := A + ζId have strictly positive real part. For α > 0 we defineÃ α = (Ã −α ) −1 , whereÃ
We denote by D(Ã α ) the domain ofÃ α (see [27] , [46] ). For α = 0, we defineÃ 0 = Id. Then D(Ã α ) is a Hilbert space with the inner product (Ã α u,Ã α v) and norm |u| α = |Ã α u| for all u, v ∈ D(Ã α ). The operator A generates an analytic semi-group L(t). We assume that the nonlinear term R ∈ C 1 (D(Ã γ ), D(Ã γ−β )) and satisfies
with γ ≥ 0 and β ∈ [0, 1) and where C > 0 and M (·) : IR + → IR + is a given monotonicallyincreasing continuous function with M (0) = 0. Furthermore, for all u ∈ D(Ã γ ) about which we linearize R, we require that A + DR(u) be a closed sectorial operator on H (see [27] for the definitions and properties of sectorial operators) with domain D(Ã) which equals D(A) sinceÃ remains a closed densely defined operator on H. In fact, for γ ∈ [0, 1] we have Proof. Let x n →x and (A + B)x n →y in H. Then x n + A −1 Bx n →A −1 y so that lim n→∞ Bx n = y − Ax. Hence, y − Ax ∈ H and y ∈ H so that Ax ∈ H and thus x ∈ D(A). Furthermore, x n →x in D(A) since −Ax n = Bx n − y and A −1 (lim n→∞ Bx n − y) = x in H. It now suffices to show that Bx n →Bx in H in order to ensure that the graph of A + B is closed with domain D(A). We simply estimate
≤ using a Poincare-type inequality ≤K · |Ax n − Ax|, and this completes the proof. We remark that although it is shown in Henry [ [27] , proof of Theorem 1.3.2] that A + B has a bounded resolvent on the resolvent set, it is not shown that A + B is closed. Therefore, in conjunction with Lemma 3.1, we have that A + B is sectorial. In the case that the spectrum of A does not have strictly positive real part, we analyzeÃ defined as above.
Finally, we assume that the solution operator of (3.1), denoted by S(t) : D(Ã γ )→D(Ã γ ), for t ≥ 0. In particular, S(t) is a strongly continuous semi-group, such that for each t > 0, S(t) is continuously differentiable on D(Ã γ ), and its Fréchet derivative is bounded on any bounded set.
Partial differential equations that satisfy the assumptions of this section include the twodimensional Navier-Stokes equations, the Kuramoto-Sivashinsky equation, the complex GinzburgLandau equations, certain reaction-diffusion equations, as well as many other PDEs.
Perturbation of the PDE.
We consider C 1 perturbations of the mapping G : D(Ã γ )→D(Ã γ ) obtained as the time-τ map of the semi-group of (3.1), G(u) := S(τ )u for some fixed τ > 0. We denote the perturbed mapping by G h and require that for any R > 0, there exist a K = K(R) ≥ 0 such that
We remark that G h may arise from a fully discrete numerical approximation of the PDE. For example, let X h,γ be a subspace of D(Ã γ ). In the case of a finite element-type approximation, X h,γ is a finite-dimensional subspace spanned by a family of polynomials. Let P h be the projection taking D(Ã γ ) onto X h,γ , and letG h be the finite element approximation to the map G. In order to define our approximation on the same space, we define
, and for the largest element diameter h taken sufficiently small, satisfies Assumptions G h by standard approximation arguments.
Unstable Manifolds of hyperbolic fixed points 4.1 Preliminaries
Assume thatū is a hyperbolic fixed point of the PDE (3.1). We first prove the existence of a local C 1 unstable manifold ofū which by definition, is an overflowing invariant manifold of (3.1).
Then, we show that the global unstable manifold of the hyperbolic fixed point, formed by evolving the local unstable manifold forward in time, persists under C 1 perturbations of the semi-group generated by (3.1).
We define the new variable
For some fixed τ > 0 we define the map G(v) = S(τ )(v +ū) −ū. Thus, we have translated the hyperbolic fixed point to zero. Hence, v(t) satisfies
and where DR(ū)v is the Fréchet derivative of R atū in the direction v.
Sinceū is a hyperbolic stationary solution, our assumptions ensure that the operator C is a densely defined sectorial operator with a spectral gap about the imaginary axis. We let σ 1 (C) and σ 2 (C) be the spectral sets of C associated with the spectrum of C in the left-and right-half planes, respectively. Furthermore, we require the cardinality of σ 1 to be finite. We associate the spectral projector P : H→H with σ 1 (C) and Q : H→H with σ 2 and so we have that H = P H ⊕ QH. Using the result of Lemma 3.1, we may use standard techniques to verify for the Navier-Stokes equation below, that for any a ∈ (0, 1), there exists τ > 0 such that
where · = | · | γ for some γ ∈ (0, 1]. We remark that the estimates (3.3) of the nonlinear term dictate which γ to choose for the space D(Ã γ ). Let
with S(s) the semi-group of (3.1). It is clear that DN (0) = 0 and that L has no eigenvalues on the unit circle. Because of the smoothing properties of the operator exp(−Cτ ), the map G :
We denote the ball of radius ρ centered about the origin in D(Ã γ ) by
In general, our requirements on the nonlinear term and on its linearization are sufficient to ensure that N ∈ C 1 (D(Ã γ ),D(Ã γ )) (see Lemma 5.2 for details) and that positive constants K 1 , K 2 exist such that
where DN is the Fréchet differential of N , M (ρ) → 0 as ρ → 0 and R is either Id, P , Q. Just as in the proof of Corollary 2.17, we may show that the existence of a C 1 local unstable manifold for the map implies that the manifold is an unstable manifold for the continuous equations. This is quite advantageous when studying the behavior of overflowing sets of (3.1) under numerical approximation.
Local Overflowing Manifolds for G
To show that there exists a C 1 local unstable manifold ofū we consider the linear system Lv = e −Cτ v for some fixed τ > 0 so that (4.1) holds. By assumption, the space P H ∩ D(Ã γ ) is invariant under L and P H ∩ D(Ã γ ) B ρ (0) is a C ∞ overflowing manifold for L for any ρ > 0.
Lemma 4.1 Equation (3.1) has a C 1 overflowing invariant manifold Wū ,ρ in neighborhood ofū.
Proof. Matching our notation from Section 2.1, we set our infinite-dimensional phase space X = H. We set our unperturbed mapping S = L, the linear map, and our perturbed mapping S ν = G. By construction, the subspace
Then M is a negatively invariant (to L) flat manifold of class C ∞ , and we have the splitting T x H ∼ = H = T x M ⊕ N x for all x ∈ M , where we may identify T x M with P H ∩ D(Ã γ ), and N with QH ∩ D(Ã γ ). Our tubular neighborhood map is simply h(p, v) = p + v.
We must verify Conditions 2.3 and 2.8 with the constant C in those conditions set to 1. Since L is linear operator independent of p ∈ P H ∩ D(Ã γ ), for Condition 2.3, we must show that
This is precisely (4.1) with ϑ 1 = a. For Condition 2.8, we need P L −1 | P H∩DÃ γ · QL ≤ ϑ 1 , which is trivially satisfied by (4.1) since a 2 < a. Thus, we have shown that (4.2) has an overflowing invariant manifold, and appeal to Corollary 2.17 to yield the result.
Persistence of global unstable manifolds
Herein, we study the behavior of the set
under C 1 perturbations of the mapping G. We assume that Wū is relatively compact and contained in B R (0) for some R > 0. We define the asymmetric Hausdorff semi-distance by
where A, B are subsets of D(Ã γ ). We recall that dist(A, B) = 0 if and only ifĀ ⊂B. 
Remark. The dynamics on Wū may be different than on Wū h and Wū may be a proper subset of Wū h in the limit h → 0. We illustrate this with an example given in the appendix.
Proof. We first show that the mapping G h has a C 1 negatively invariant manifold. To do so, we choose h > 0 sufficiently small and take ρ in Lemma 4.1 smaller if necessary so that G h is in a small enough C 1 neighborhood of L, so that the conclusions of Lemma 4.1 hold for G h . From this, we may conclude that G h has a unique C 1 negatively invariant manifold Wū ,ρ
h . Next, we show that Wū ,ρ h →Wū ,ρ as h→0 in C 0 . To do so, we now consider G h to be a perturbation of G rather than L. We let X = H (or D(Ã γ )), the unperturbed mapping S = G, and the perturbed mapping S ν = G h . We let M = Wū ,ρ which by Lemma 4.1 is negatively invariant with respect to G. From, Theorem 2.15, Wū ,ρ is C 1 close to P H ∩ D(Ã γ ), hence the normal and tangent bundles of these two manifolds are C 0 close, respectively. This, together with the continuity of the norm and the C 1 closeness of L and G, ensure the satisfaction of Conditions 2.3 and 2.8 with ϑ 1 = a ′ , where ρ is taken smaller if necessary in Lemma 4.1 to satisfy a ′ ∈ [a, 1). Thus, applying Theorem 2.11, G h has a negatively invariant manifoldW which converges to Wū ,ρ as h→0 in C 0 .
With S ε δ set to the Lipschitz sections over Wū ,ρ , in order to show thatW = Wū ,ρ h , we need only prove that Wū ,ρ h ∈ S ε δ , and then appeal to the uniqueness of the contraction mapping theorem. Let Nū ,ρ be the normal bundle of Wū ,ρ , and let Φū Next, we prove the lower semi-continuity of Wū ,ρ . Since Wū is relatively compact in D(Ã γ ), for any ǫ ′ > 0, there exists u i ∈ Wū, i = 1, ..., N , for some
for some i,
To proceed with the argument we need to find
Choose n large enough so that G −n u i ∈ Wū ,ρ for all 1 ≤ i ≤ N . Due to the global triviality of the unperturbed manifold Wū ,ρ , we may once again express the sections of the normal bundle of this manifold as
The argument that we just gave using the underlying C ∞ flat manifold shows that S ε is not empty.) Let the image of Φ h in S ε be the fixed point of the mapping G h so that Wū
, where h is the tubular neighborhood map.
We obtain from Assumptions G h that for any w, z ∈ B R (0)
where we may assume without loss of generality that K L > 1. If w ∈ Wū ,ρ , and z ∈ D(Ã γ ) is defined by (P z, Qz) = (w, Φ h (w)), then w − z →0 as h→0 since Wū ,ρ and Wū ,ρ h can be made arbitrarily C 0 close. By assumption G n (w) < R for all n ≥ 0, w ∈ Wū ,ρ . With this choice of w and z, (4.8) implies that G h (z) < R, by shrinking h if necessary. Thus we may continue to apply Assumptions G h . By iterating this procedure we find that
We apply this last inequality with w = G −n u i and z ∈ D(Ã γ ) defined by (P z, Qz) = (w, Φ h (w)). As before w−z →0 as h→0. Hence, for h sufficiently small, using (4.9) we obtain that
We conclude that dist(Wū, W h ) ≤ ǫ ′ and so dist(Wū, W h ) → 0 as h → 0. The previous theorem only makes explicit use of the properties of the overflowing invariant manifold, but does not use the properties of hyperbolic fixed points per se; consequently, this result generalizes to any overflowing invariant manifold. In particular, we may combine it with a result of Hale, Lin & Raugel [26] 
Proof. That dist(A, A h ) → 0 as h → 0 follows the proof of the previous theorem. That dist(A h , A) → 0 as h → 0 is given in [26] .
An example of such a system is a gradient system (see [25] ).
5 Application to the Navier-Stokes equations.
In this section we verify that the Navier-Stokes equations (NSE) and their fully discrete approximations satisfy the assumptions of Sections 3 and 4. We will consider the two-dimensional NSE for a viscous incompressible fluid in a bounded open simply-connected domain Ω with boundary ∂Ω of class C 2 . We consider no slip boundary conditions. The governing equations are
where f = f (x), the volume force, and ν > 0, the kinematic viscosity, are given. We denote by u = u(x, t) the velocity vector, and p = p(x, t) the pressure which are the unknowns.
Estimates on the nonlinear term and exponential dichotomies
Following the notation in [10] , we set
and define
where L 2 (Ω) = H 0 (Ω) and H l (Ω), l = 1, 2, . . . denotes the usual L 2 -Sobolev spaces. H is a Hilbert space with the L 2 inner product and norm. Let P H denote the orthogonal projection in L 2 (Ω) × L 2 (Ω) onto H. We denote by A the Stokes operator Au = −P H ∆u, and the bilinear operator
. The operator A is a self-adjoint positive-definite operator with compact inverse.
We recall some bounds on the bilinear term B(u, v). The first is
where c will denote an adequate positive constant. Alternatively, we may use Agmon's inequality
to obtain Proof. The Cattabriga-Solonnikov-Vorovich-Yudovich theorem (see [8] , [51] , [57] ), yields constants C 1 , C 2 depending on Ω such that
, giving us the equivalence of norms. In addition, the projection P H : (H 1 0 (Ω)) 2 →(H 1 (Ω)) 2 is bounded (see for example [10] ). Hence, we find that for all u, v ∈ V
and so for all u, v ∈ D(A) by a density argument. We use inequalities of the type (5.2) on the terms
in the sum and (5.3) on the terms u i
Then, since λ 1 |u| ≤ |Au|, λ 1/2 1 |A 1/2 u| ≤ |Au|, where λ 1 > 0 is the first eigenvalue of A, we obtain 4) and so the inequalities of (3.3) are satisfied with R(u) = B(u, u) − f and γ = 1, β = 1/2. Further, for any u 0 such that |Au 0 | ≤ R, we have that |Au(t)| ≤ K(R) for all t ≥ 0 and some K(R) > 0 (see [10] , [40] , and [53] ). The proof that S(t)u is continuously differentiable for all t > 0 is similar to Lemma 14.3 in [10] , merely needing modification of the topology from H to D(A), and also shows that DS(t)| B R (0) ≤ M (R) < ∞ for all R > 0. Because we have assumed that the force f ∈ D(A 1/2 ), it follows that there is an absorbing ball in D(A 3/2 ), and hence the global attractor is in fact compact in D(A) ( [10] ).
Let us suppose thatū is a stationary solution such that the operator
has no eigenvalues with zero real part. As in the previous section we construct the map G as follows. We set v(t) = u(t) −ū and
where Proof. From Lemma 3.1, we obtain that C is closed in H with domain D(C) = D(A). In order to show that C is sectorial we need prove that (C − A)A −α is a bounded operator on H for some α ∈ [0, 1) according to [[27] , Corollary 1.4.5]. Using (5.2) and (5.3), we obtain that
That C has compact resolvent and hence has a discrete spectrum is given to us by analyticity arguments as in [ As in Section 4.1, we associate the spectral projector P with the spectral set σ 1 = Re(σ(C)) < 0, and the projector Q with the its complement σ 2 = σ/σ 1 . Here, σ(C) is the spectrum of C and we have the splitting H = P H ⊕ QH.
Using, [[27] , Theorems 1.5.3 and 1.5.4], we have that
where −α < Re(σ 1 (C)), 0 < γ < Re(σ 2 ) and for some C 3 > 0. We may also write (5.8) as |Ae −Ct q| ≤ C 3 t −1/2 e −γt K|Aq| for all q ∈ QH ∩ D(A) and t > 0, by appealing to the positivity of A. Thus given a < 1 there is a τ > 0 such that max{C 3 e −γτ , C 3 τ −1/2 e −γτ K} ≤ a and (4.1) are verified. We show that
Indeed, for v ∈ D(A) and with p = P v and q = Qv we have that
≤ (using (5.7) and (5.8) with the equivalence of norms)
1 q| ≤ (using the commutivity of C with the projectors P and Q)
(K is a generic positive constant.) Hence, (5.9) follows, and we find that
Standard energy estimates yield an estimate of the form |Av(t)| ≤ K(τ )|Av(0)| for 0 ≤ t ≤ τ (c.f. the analysis of [ [53] , Theorem 10.2] and [10] ) and the first inequality in (4.3) is satisfied since the projectors P and Q are bounded on H. We also have that
Thus in the same way one finds that
and the second inequality in (4.3) is satisfied.
Perturbations of the NSE
To illustrate the verification of Assumptions G h we consider the fully discrete approximation of the NSE given by
where u h N ∈ P N H and where P N is the projection onto the first N eigenfunctions of A. With T chosen so that (4.1) holds, we define the map
where n∆t = T .
Lemma 5.3 The map defined by
approximates the map G, given by (5.5) , in the C 1 norm on any bounded set. In particular, Assumptions G h are satisfied.
Sketch of Proof.
It is sufficient to prove that the maps G(u) = S(T )u and G h (u) =G h (P N u) are close in the C 1 norm on B R (0) for any R > 0 and for h sufficiently small (i.e. N sufficient large and ∆t sufficiently small). As shown in [33] , G and G h are continuously close. The proof is straightforward but tedious. To show C 1 convergence is not difficult; one copies the proof for the continuous convergence, only applied to the linearization of the equations (as above). That is, one shows that
approximates DG(u) in precisely the same way one shows that (5.10) and S(T ) are close. One finds that for all u ∈ B R (0) (we omit the details)
. 
As shown in

Inertial Manifolds
In this section we study the persistence of inertial manifolds associated with a nonlinear evolution equation in a Hilbert space H, taking the form
under C 1 perturbation of the semi-group. The assumptions on A and R(u) are the same as for (3.1), but in addition, we assume that (6.1) is dissipative and that A is self-adjoint, meaning that u(t) ∈ B R 0 (0) for all t ≥ T * (u 0 ), where R 0 > 0 is independent of u 0 . We assume that the eigenvalues of A, 0 < λ 1 ≤ λ 2 . . . ≤ λ j → ∞, repeated with their multiplicities, satisfy for any positive
for some m ≥ m 0 , m 0 > 0. We define P m to be the projection onto the span of the generalized eigenfunctions of the operator A corresponding to the first m eigenvalues, and set Q m to be the projector corresponding to the complementary spectral set. PDEs that are known to satisfy the above assumptions include the Kuramoto-Sivashinsky equation, the complex Ginzburg-Landau equations, certain reaction-diffusion equations, as well as other PDEs. (See the references that are listed in the introduction.) The above assumptions are sufficient to guarantee that (6.1) has an inertial manifold. Indeed, we recall Theorem 6.1 Suppose that (6.2) is satisfied. Then for any R ≥ R 0 , ǫ > 0, δ ≤ 1 there exists a sufficiently large m so that (6.1) has an inertial manifold representable as the graph of a C 1 function
Again, S(t) is the semi-group operator of (6.1) and we set G(u) = S(τ )u for some τ > 0. As usual, we decompose G(u) = Lu + N (u), where
Clearly, the inertial manifold of (6.1) is the inertial manifold for G as well, so to study its persistence, we consider C 1 perturbations G h of the map G, satisfying Assumptions G h of Section 3.
In general, the C 1 perturbed mapping G h are not dissipative even though the map G is assumed to be so. Thus although Theorem 2.15 states that G h possesses an inflowing invariant manifold, it may not be an inertial manifold. For this reason, we will restrict our attention to the truncated mapG h which we now define.
Let θ : IR + → [0, 1] be a fixed C 1 function such that θ(x) = 1 for 0 ≤ x ≤ 2, θ(x) = 0 for x ≥ 4, and |θ ′ (x)| ≤ 2 for x ≥ 0. Define θ R (x) = θ(x/R 2 ). We consider the map
where L is given (6.3). The mapG h agrees with the map G h inside the ball B √ 2R 0 (0) and it is dissipative. Moreover, if we require Assumptions G h to hold on B 2R 0 (0), then
Unlike the negatively invariant manifolds that we examined in previous sections, an inertial manifold is an example of an inflowing or positively invariant manifold. For this reason, we must redefine our definitions of the linear operators A and B given in Conditions 2.3 and 2.8. We set Proof. We set X = D(A γ ), our unperturbed mapping S = G| B R 0 (0) , and our perturbed mapping S ν =G h . The unperturbed inflowing manifold M is the inertial manifold for G. In order to show thatG h has an inflowing invariant manifold we appeal to Theorem 2.11, and again verify Conditions 2.3 and 2.8. Lemmas 5.4 and 5.5 of [48] shows that that the inertial manifold M is normally hyperbolic. Keeping the notation in Conditions 2.3 and 2.8, these lemmas yield m+1 verifies Conditions 2.3 and 2.8. Thus, Theorem 2.11 applies and the mappingG h has an inflowing invariant manifold that converges to M in C 0 . This inflowing invariant manifold is also an inertial manifold for the mapping G h .
In [33] and [34] , the perturbed manifold is constructed off of the linear space P m D(A γ ). As a consequence, a restriction on the size of the time step τ in the map of equation (6.3) is required. In addition, the dimension of the inertial manifold may be required to increase to insure that certain estimates hold. We have avoided both of these issues by constructing the perturbed manifold off of the (inflowing invariant) inertial manifold.
If the map G h is dissipative with absorbing set B R 0 (0), then we may take R = 2R 0 in Theorem 6.1 and merely check Assumptions G h for R = 2R 0 . Furthermore, the inertial manifold forG h is an inertial manifold for the map G h inside B R 0 (0). A more generic case is given by Proof. By assumption we may suppose that u(t) ≤ R 0 − (R − R 0 )e −λt for all u(t) solving (6.1) with u 0 ≤ R, and for some λ > 0. Assume that Assumptions G h hold for the given R h > R 0 . Let h be taken sufficiently small so that K(R h )h + R 0 + (R h − R 0 )e −λτ < R h where K(R h ) given in Assumptions G h . Then we have that for u ∈ B R (0) with R ≤ R h
There is a minimum value, R = R c h , for which the above inequality is less than R. It is given by
Of course R c h → R 0 as h → 0. We choose h sufficiently small so that R c h ≤ √ 2R 0 ( the map G h and G h agree inside B √ 2R 0 (0)). Then for any u ∈ B R h (0) the inequality above shows that G h (u) ∈ B R h (0) and G n h (u) converges exponentially to B R c h (0) as n → ∞.
Persistence of inertial manifolds under numerical approximation has been studied elsewhere. In [22] and [23] , the persistence of an inertial manifold under a Galerkin approximation of the underlying PDE is studied, while [15] studies the behavior of the inertial manifold under a time discretization. In [24] and [31] , finite differencing approximations are studied, and in [33] more general maps are considered, as well as finite element approximations and their time discretizations.
Appendix
We provide an example of the remark we made following Theorem 4.2, in which the sequence of unstable manifolds W ρ h do not converge to the true dynamics of Wū in the limit as h tends to zero. We consider the vector field expressed in polar coordinateṡ r = (r − 1)(r sin 2 θ 2 − 1) + hr sin 2 θ 2 θ = sin(θ) , where h ≥ 0. Notice that for h = 0 there is a stationary solution at r = 1, θ = π which is not hyperbolic. For h > 0 this stationary solution disappears. Notice also that the vector field with h > 0 is a C 1 perturbation of the vector field with h = 0. The dashed line in Figure 7 .1 represents the flow of the perturbed system (h > 0); the solid lines represent the unperturbed system (h = 0). The unstable manifold of the hyperbolic point at r = 1, θ = 0 of the perturbed system now approximates the unstable manifold of the non hyperbolic stationary solution of the unperturbed system as well as the unstable manifold of the unperturbed hyperbolic fixed point. By preparing the above vector field these manifolds remain bounded.
Notice that the unperturbed unstable manifold of the hyperbolic point r = 1, θ = 0 is a proper subset of the perturbed unstable manifold in the limit as h → 0.
