A fast branch & bound method for the open-shop problem based on a disjunctive graph formulation of the problem is developed. Computational results show that the method yields excellent results. Some benchmark problems from the literature were solved to optimality for the first time.
Introduction
The open-shop problem may be formulated as follows. We have m machines MI,. . , Mm and n jobs J1 , . . . ,.I,. Each job Ji consists of m operations 0, (j = 1,. . . , m) where 0, has to be processed on machine Mj for pij time units without preemption.
Furthermore, we assume that each machine can process at most one operation at a time and each job can be processed by at most one machine at a time. For each machine the order in which the jobs are processed on the machine (machine orders) and for each job the order in which this job is processed by the machines (job orders) can be chosen arbitrarily. The problem is to determine a feasible combination of the machine and job orders which minimizes a certain objective function.
If the makespan has to be minimized, we have polynomial algorithms for the case m = 2 or n = 2, and for the open-shop problem with arbitrary number of jobs and machines and allowed preemptions [7] . Moreover, the two-machine problem is solvable in polynomial time even under the consideration of one additional resource [Kj.
However, most problems with other regular criteria are ). For a large class of open-shop problems with pij = 1 for all operations 0, polynomial algorithms have been developed [2, lo] .
In this paper we present a branch & bound algorithm for the general open-shop problem with C&,-objective 0 11 C,,,. The algorithm is based on a disjunctive graph formulation for open-shop problems in which precedence constraints between operations of the same job and between operations to be processed on the same machine are successively added. Section 2 contains a description of the disjunctive graph model and the algorithm. In the last section computational results are reported. Furthermore, a method for creating hard open-shop problems is introduced. Such a method has been developed because for the benchmark problems in the literature (cf. [ 141) it is generally easy to get upper and lower bound which are very close to each other.
A branch & bound algorithm
In this section we will develop a branch & bound algorithm based on a disjunctive graph model for the open-shop problem. This disjunctive graph model will be presented in Section 2.1. The general concepts of the branch & bound method are described in Section 2.2. The branching scheme, lower bounds, heuristics for calculating upper bounds, and applications of immediate selection will be discussed in subsequent Sections 2.3-2.6.
The disjunctive graph model
The idea of the branch & bound method is to construct the machine orders and job orders step by step by introducing precedence relations either between operations of the same job or between operations to be processed on the same machine. This leads to the concept of a disjunctive graph G = (V, DM U DJ), where l the set of nodes V is the set of all operations and each node is labeled by the processing time of the corresponding operation;
l DM is the set of machine disjunctions consisting of undirected arcs (or edges) connecting all pairs of operations to be processed on the same machine;
l DJ is the set of job disjunctions consisting of edges connecting all pairs of operations of the same job. In Fig. l(a) the disjunctive graph of an open-shop problem with n = m = 3 is shown. The basic scheduling decision is to define an order between all those operations which have to be processed on the same machine and those of the same job. In the disjunctive graph model this is done by turning undirected (disjunctive) arcs into directed ones. A set S of these "fixed" disjunctions is called selection. Obviously, a selection S defines a feasible schedule if and only if l all disjunctive arcs are fixed and l the resulting graph G(S) = (V, S) is acyclic. In this case we call the set S a complete selection.
A complete selection provides a feasible schedule by defining the completion time of each operation to be equal to the length of the longest path in G(S) ending at that operation. Here, the length of a path is equal to the sum of labels of all vertices on the path. The C,,-value C,,,(S) corresponding to the schedule is equal to the longest To solve the open-shop problem we have to find a complete selection S such that the critical path in G(S) has minimal length.
Basic concepts of the branch & bound algorithm
In this section we will give a short description of the branch & bound algorithm. It will be represented by a search tree: Every search tree node Y corresponds to a graph To specify the branch & bound procedure in more detail we have to introduce a branching scheme and to discuss methods for calculating bounds. The following sections are devoted to these issues.
A branching scheme
Brucker et al. [4] have introduced a branching scheme for the job-shop problem that is based on a feasible schedule which corresponds to a complete selection S. We have applied the underlying idea to the open shop problem.
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Let P be a critical path in the graph G(S) corresponding to a complete selection S and let L(S) be the length of P. A sequence ul,. . , u[ of 132 successive nodes in P is called a block on P in G(S) if the following properties are satisfied:
(a) All ui are either processed on the same machine or belong to the same job.
(b) Extending the sequence from either side results in the violation of (a). The branching scheme is based on Theorem 1. Let S be a complete selection corresponding to some solution of the open-shop problem and let P be a critical path in G(S). If there exists another complete selection S' such that L(S') < L(S), then there is a block ~1,. . . ,UI on P and an operation ai in it such that either ui is before u1 in S' or Ui is after ul in S'.
We omit the proof which is similar to proof of a corresponding theorem in Brucker et al. [4] . Now we consider a node r of the search tree and a solution y E Y(r). This solution y is calculated using some heuristics. Let S be the complete selection corresponding to y. A critical path in G(S) defines blocks Bt,. are called before-candidates and after-candidates, respectively.
According to Theorem 1 in a complete selection S' which improves S, at least one before-candidate 1 in some block Bj must be a predecessor of all other vertices in Bj or at least one after-candidate 1 in some block Bj must be a successor of all other vertices in Bj.
To describe the branching scheme we define the following sets of arcs: So far we have not specified how to choose the permutation RI, _ . , , R2k of the sets F; and Lj (j = l,..., k). Our objective is to fix a large number of disjunctive arcs as early as possible. So, we arrange the sets 4 and Lj (j = 1,. . . , k) according to non-increasing cardinality of the corresponding blocks. In addition we always take the set L,i as an immediate successor of the set Fj. More precisely, we choose
with a permutation rc of 1,. . . , k such that IBn(i,l> IB,(j)l if i < j.
Now we are able to formulate a more specific recursive branch & bound procedure based on the branching rule introduced in this section.
Procedure Branch dz Bound (v)
BEGIN Calculate a solution y corresponding to a selection S E Y(r) using heuristics;
IF C,,,,,(S) < UB THEN UB := C,,,(S);
Calculate a critical path P;
Calculate the blocks of P;
Calculate the sets E," and Ej"; 
END
Notice that the handling of the search tree node stops if l the lower bound LB(s) is greater than or equal to UB (this is for instance the case if the corresponding disjunctive graph has cycles, i.e. LB(s) = 00) or l the sets E/" and EF are empty for all blocks Bj.
Heads and tails
With each operation i we associate a head and a tail. Calculations of heads and tails are based on the fixed disjunctive arcs. Thus, they depend on the specific search tree node Y. A head ri of operation i is an earliest possible starting time of i. A tail qi of operation i is a lower bound for the amount of time between the finish time of operation i and the optimal makespan.
A simple way to get a head r, is to calculate the length Zi of a longest path ending in i in the disjunctive graph G(F,). Then Q = 1; -pi is a head, where pi is the processing time of the operation represented by node i. Similarly, for each operation a tail could be defined by qi = ii -pi where ii is the length of a longest path starting in i.
To obtain good lower bounds it is desirable to have large heads and tails. For this purpose we used the following more sophisticated procedures for calculating heads and tails.
Let Qi (Q() be the set of predecessors (successors) of an operation i which belong to the same job as i. Similarly, let Ri (RI) be the set of predecessor (successors) of operation i which are to be processed on the same machine as i. Clearly, for each subset J C Qi (J C Ri) operation i cannot start before time minj,J yj + cjEJ pi. Thus, we have the following recursion for calculating heads: where r; = 0 if i has no predecessors.
Similarly, for tails we have the recursion 
Immediate selection
The main idea of the branching scheme was to fix many disjunctions early during the branching process. By applying immediate selection disjunctions can be fixed without branching. This can be accomplished by considering a set I of operations either belonging to the same job or to be processed on the same machine. Under the assumption that a disjunction is fixed in one direction, say i + j, a simple lower bound for the set Z is derived. The calculation of the lower bound uses the heads and tails of the operations in I. If this lower bound is greater than or equal to the current upper bound then in all solutions improving the current best solution j must be processed before i. Therefore, the relation j -+ i may be fixed. Immediate selection was first introduced by Carlier & Pinson [6] . Further concepts for immediate selection can be found in Brucker et al. [3] .
Lower bounds
Let r be a search tree node with a set Fr of fixed disjunctive arcs. Based on Fr for each operation i a head ri and a tail qi is given. A lower bound LB(s) is calculated for each successor s of Y. If this value is greater than or equal to the current upper bound UB then an inspection of s is not necessary. However, the calculation of lower bounds will be done not only at one place of the algorithm (as indicated by the algorithmic description in Section 2.3). Whenever we change data that have influence on the lower bounds we recalculated the corresponding lower bounds. More precisely, we calculate lower bounds at the following places in the algorithm:
Lower bound calculation after the computation of the sets Ef3 and Ef: If operation i should be moved before block Bk, all disjunctive arcs {i + j Ij E Bk\{i}} are fixed. Thus, the value
is a simple lower bound for the search tree node S.
Similarly, the value
is a lower bound for the node s if i should be moved after block Bk.
Lower bound calculation after the computation of heads and tails: If the value Yi + pi + qi of an operation i is not smaller than the current upper bound, then the node does not need to be inspected.
Lower bound calculation after the computation of heads and tails: We may associate with each machine a corresponding head-tail problem: schedule all operations on this machine in such a way that release times given by the heads of the operations are respected and the value max{ Cj+qj} is minimized, where Cj denotes the completion time of the operation j.
If we allow preemption this problem can be solved efficiently by constructing Jackson's preemptive schedule (cf. [4] ). The corresponding solution value is a lower bound for the corresponding node S. In the same way we may calculate a lower bound by considering all operations of a specific job. We take the maximum of all these n + m bounds.
Calculation of heuristic solutions
The branching scheme we used is based on the calculation of a heuristic solution that respects the disjunctions fixed in the actual search tree node. Besides heuristic solutions based on priority rules we also experimented with more sophisticated heuristics based on matching algorithms. We calculate the heuristic solutions by iteratively scheduling the jobs from left to right. In each step we either schedule one operation using a priority rule or we schedule a set of operations using a matching algorithm. More precisely, in each step we firstly calculate the set C of operations for which all predecessors are already scheduled (initially this set contains all operations that have no predecessors for the given fixed disjunctions). Afterwards, we either determine by a priority rule one operation of C or we determine by a matching algorithm a subset A of C such that the operations of A are not in conflict. Finally, the determined operation(s) is (are) scheduled as early as possible. The priority rule used is an adaptation of a priority rule used by Brucker et al. [4] in connection with the job-shop problem. Severs [13] has shown that for the job-shop problem this rule was superior to many other priority rules. However, computational experiences have shown, that in all cases the matching heuristics provide better results than the priority heuristic.
For the calculation of the subset A we construct a bipartite graph BG = (J,M, 0) as follows. J = {J, ,...,J,} is the set of all jobs and M = {Ml,...,&} is the set of all machines. Furthermore, (Ji,Mj) E 0 if and only if all predecessors of operation 0, are already scheduled. For this graph we calculate a matching A with maximal cardinal&y and add the operations corresponding with A to the current schedule. Usually, there are many matchings of maximal cardinality. Therefore we add a secondary objective. A possible secondary objective is to find a matching A' of maximal cardinality which minimizes CcJ,,Y))EA, pij. This and other resulting matching problems which have been used are listed below. 
Computational results
We implemented 6 branch & bound algorithms, which differ in the chosen heuristic (see Section 2.7) on a Sun 4/20 Workstation using the programming language C.
We tested the algorithms on benchmark problems given in the literature and on some slightly modified versions of these benchmark problems (see Section 3.1). Since these instances turned out to be 'easy', we generated new (harder) instances of open-shop problems. The generation of these instances and the achieved computational results are presented in Section 3.2.
Benchmark problems
For the first series of computational tests we used benchmark problems from Taillard [ 141 and some modifications of these instances. In the following the instances tail-y, xE{4,5,7,10},y~{1,*.., lo}, are from Taillard [14] and the instances tai9-y (tai8-y) are obtained from the instances tailO-y by removing the last (and the second-last) jobs and machines, i.e. by removing the last (and the second-last) rows and columns of the processing time matrix of the instances tailO-y, y E { 1,. . . , 10). The notation is chosen in such a way, that a problem tail-y is of dimension n = m =x (m denotes the number of jobs, n denotes the number of machines).
In Table 1 
.2n}).
If this value is marked with an asterisk, it is equal to the optimal solution of the problem.
l opt: The optimal solution value. We left blank spaces if no solution could be proven to be optimal within the time limit of 50 hours. nodes: the number of search tree nodes. If the program has been terminated after reaching the time limit, this column contains (in parenthesis) the value of the best known solution.
CPU: the CPU-time in seconds. If the program reached the time limit, this column contains a "-T-" (time limit of 50 hours).
In Table 2 we give the average number of search tree nodes and the average CPUtime (in seconds) for the algorithms and different problem sizes. We do not take into consideration the cases in which an algorithm does not terminate within the given time limit.
The results can be summarized as follows.
l For the smaller instances (n = m < 7) all versions of the branch and bound algorithm find the optimal solutions. B&B1 gives in average the worst results. None of the other two algorithms can be stated as better than the other one, and the performance of each algorithm strictly depends on the instance. Except for the instance tai7-6, both B & B2 and B & Bs terminate within 9 minutes.
l For n = m = 8,9, there is always one algorithm which terminates within the given time limit of 50 hours, but no algorithm terminates for all the instances. In the case of termination, the maximum running time is at most 35 minutes for n = m = 8 but often several hours for n = m = 9.
l For some instances of size n = m = 10, not even one algorithm terminates within the given time limit. Mostly, the running times are several hours if the algorithms terminate.
l The two benchmark problems tailO-5 and tailO-8 were solved to optimality for the first time. The latter problem was solved by the branch & bound algorithm based on the heuristic 'bottleneck matching/minimization' that is not included in Table 1 (see [ 161) .
Next, we will compare our results with a tabu search heuristic given in [14] and a heuristic based on insertion techniques given in [l] . The results are summarized in Table 3 , which contains the following information:
l data: the problem.
l LB: the trivial lower bound. If this value is marked with an asterisk, it is equal to the optimal solution of the problem.
l opt: The optimal solution. If no solution could be proven to be optimal within the time limit of 50 hours, the best value found by one of the branch & and bound algorithms is given in parenthesis.
l UBraiiiard: The best solution given by Taillard [ 141. l UBsrisei: The best solution given by Brlsel et al. [l] .
l CPU: The CPU-time (in seconds) of the best branch & and bound algorithm. If this entry contains a "-T-", no algorithm terminated. Since the codes of the heuristics of Taillard and Briisel et al. were not available to us, we had to restrict the comparison to the benchmark instances given by Taillard [14] .
The results can be summarized as follows:
l For n = m 6 7, our branch and bound algorithm finds the optimal solution in all but two cases within one minute. For the remaining two problems the computational times are 3, or 20 min, respectively. These times may be considered as acceptable and therefore our branch & bound method may be used to solve instances of this dimension and type.
l For n = m = 10, the results of our branch and bound algorithms are mostly as good as the result of the best heuristic, and in four cases our algorithm outperforms the remaining ones. Nevertheless, sometimes our algorithm needs a considerable amount of computational time to obtain good results. In two cases, our branch and bound algorithm is worse than the best heuristic. instances in more detail it comes out that these randomly generated instances are 'easy'
instances. In Table 4 we give some values for the considered instances that can be used to measure the 'hardness' of instances. The we have generated instances of dimension 5 x 5, 6 x 6 and 7 x 7 with LB = 1000
and DIFF E (0.9, l}. We have applied the branch and bound algorithm B &Bi to all these instances. Since the codes of the heuristics of Taillard [14] and Brasel et al. [l] were not available to us, we compared our method with a tabu search heuristic from The results are presented in Table 5 . The table contains the following information:
l data: jx-.v denotes an instance with n = m =x.
l MIN, WORKLOAD: see Table 4 . l The new instances are much harder than the benchmark problems of Taillard [14] .
Problems of dimension 7 x 7 are the largest problems that can be solved to optimal@ by the branch and bound algorithm if the WORKLOAD is close to 1.
l The WORKLOAD is a good measure for the 'hardness' of an instance since the instances with WORKLOAD equal to 1 need, in average, much more computational time than the instances with smaller WORKLOAD.
l The branch and bound algorithm can also be used as a good heuristic for hard problems (see B-60, B-300 and B-1000). The version B-300 always leads to better results than the tabu search heuristic, although the tabu search heuristic often needs much more computational time. Summarizing, the new branch and bound method yields excellent results for the tested instances. Two benchmark problems of Taillard [ 141 (tailO-5, tailO-8) were solved to optimality for the first time. Furthermore, for harder instances the branch and bound method can be used as a heuristic, which outperforms a tabu search method.
Concluding remarks
We have presented a branch & bound method for solving the open-shop problem. Computational results show that the method is quite effective. Some benchmark problems of Taillard [14] were solved to optimality for the first time.
However, also some known heuristics [ 1, 141 give quite good results for the benchmark problems using less computational effort than the branch & bound method. Investigating these instances using the workload of the machines we classified them as rather easy and generated some new instances that were hard according to this criteria. The computational results confirm the hardness of these new instances. Furthermore, for these instances the gap between the quality of the results of the branch & bound method and a tabu search heuristic is much larger than for the benchmark problems of Taillard [14] . Therefore, problems of the new type should be considered as new benchmark problems.
