Abstract. We propose two possible definitions for the notion of a sampling sequence (or set) for Hardy spaces of the disk. The first one is inspired by recent work of Bruna, Nicolau, and Øyma about interpolating sequences in the same spaces, and it yields sampling sets which do not depend on the value of p and correspond to the result proved for bounded functions (p = ∞) by Brown, Shields and Zeller. The second notion, while formally closer to the one used for weighted Bergman spaces, is shown to lead to trivial situations only, but raises a possibly interesting problem. §1. Sampling via the Bruna-Nicolau-Øyma function.
§1. Sampling via the Bruna-Nicolau-Øyma function.
Let D be the unit disk in the complex plane. Recall that for any 0 < p ≤ ∞ the Hardy space H p (D) is the set of holomorphic functions f such that
where the integral is replaced by a supremum in the case p = ∞, and that for p ≥ 1, · p is a norm.
In accordance with many previous works (e.g. [La] , [Se1] , [Se2] ) we would like to say that a subset a of the unit disk is of sampling for the space H p (D) when the values of a function f ∈ H p (D), restricted to this set, determine the function uniquely, and when we can establish some inequalities between the H p -norm and an appropriate norm on the space of functions on the subset a. Usually, this is interesting only when the subset a is a discrete sequence of points, however, that hypothesis will not be necessary for the first part of this paper. We proceed to give a more specific definition.
The Stolz angle with vertex at e iθ is Γ α (e iθ ) := {z ∈ D :
|f (z)|.
For any 0 < p ≤ ∞, for any choice of α > 0, we have M f p ≤ C p,α f p , where, for functions defined on the unit circle, · p stands for the usual norm in the space L p ( dθ 2π ) ( [Du] , [Ga, Theorem II.3.1, p. 57] ). Now, following Bruna-Nicolau-Øyma [Br-Ni-Øy] , let
From the above it follows that M a (f ) p ≤ C p,α f p . We will call the set a sampling if the two norms are actually equivalent.
Definition 1.
We say that the set a is sampling for
In the case where p = ∞, this simply says that sup a |f | ≥ C sup D |f |, and by taking powers of f we see that sup a |f | = sup D |f |. This case of the problem was solved by Brown, Th. 3, ]. The main positive result of this note is that, with the appropriate definition above, this can be extended to all p > 0.
Definition. We say that a point of the circle e iθ is a nontangential limit point of the set a iff it is in the closure of Γ α (e iθ ) ∩a for some α > 0. In this case, we write e iθ ∈ N T (a).
Denote by λ 1 the 1-dimensional Lebesgue measure on the unit circle.
Theorem 1.
a is sampling for H p (D) if and only if λ 1 -almost every point e iθ ∈ ∂D is a nontangential limit point of the set a.
Proof. This proof is essentially the same as in [Br-Sh-Ze], so we shall keep it brief. We say that a function f defined on the disk admits a nontangential limit at the point e iθ iff lim z→e iθ ,z∈Γ α (e iθ ) f (z) =: f * (e iθ ) exists and is finite. For for any choice of α, any f ∈ H p (D) admits a nontangential limit at almost every e iθ and f * p = f p [Du] , [Ga] .
Thus for almost every e iθ ∈ N T (a),
there is an integer N and A, a compact set of positive measure, such that for all e iθ ∈ A,
where A is the indicator function of A. Then − log |ω A | is the harmonic measure of the set ∂D \ A, and classical estimates (e.g. [Ga, ex. 3, p. 41]) show that for all
Consider the sequence of functions
≤ 1 for all n, and lim n→∞ M a (f n )(e iθ ) = 0 for all e iθ ∈ A because (1 − 1/N ) n → 0, and for all e iθ / ∈ A because exp(−nc α ) → 0. So M a (f n ) p → 0, and the sampling inequality cannot hold. §2. Attempt at a classical definition.
The Bruna-Nicolau-Øyma function was introduced to deal with problems of interpolation of the type studied in [Sh-Sh] . This involved a norm in L p (µ), where for any E ⊂ a, µ(E) := z∈E (1 − |z| 2 ).
We can then state a similar sampling problem:
Definition 2.
We say that the set a H p (D)-thick iff there exists a constant C > 0 such that for any
This says that the measure µ is dominating in the sense of [Lu] .
Note that the sum on the left hand side may be infinite; in fact it always will be, which makes for a rather uninteresting notion of sampling.
Theorem 2.
(
In the case of the Bergman spaces studied in [Se1] , [Se2] , the definition of sampling which is given is akin to Definition 2 (but, unlike it, is not vacuous!). One can also construct an analogue to the first definition, using a supremum on invariant balls of fixed radius rather than Stolz angles. It can be seen, using boundedness of the restriction map which is part of the definition, that the sequences under consideration in [Se1, §7] can only have a bounded number of points in each such ball, which implies that the two notions are in this case equivalent. The proof is similar to that of the following Lemma.
Lemma 1.

If a is sampling for
Proof of Lemma 1. Let
dθ, and the set I z := {θ : z ∈ Γ α (e iθ )} is an arc centered at z/|z|, with length a multiple of 1 − |z|, so the last sum is commensurate to the one in Definition 2.
Proof of Theorem 2. The following proof of (1) is due to Bo Berndtsson.
Assume f ∈ L p (µ). Then, by the proof of Lemma 1, M a,p (f ) must be finite almost everywhere on ∂D. At the points e iθ ∈ N T (a), since the infinite sum converges,
Suppose now that in addition f ∈ H p (D). Since f admits a nontangential limit almost everywhere, that limit will be zero almost everywhere on N T (a), a set of positive measure, thus f = 0 (see e.g. [Ga, Th. 4.1, p. 64] ).
As remarked after Definition 2, if
. We shall prove that N T (a) is of full measure. This leads to a contradiction in view of (1).
Assume N T (a) is not of full measure. We can then construct the same sequence f n as in the proof of Theorem 1, and we have lim n→∞ f n (z) = 0 for all z ∈ a. Let f be a function as in property (F p ); then the sequence {f f n } is dominated by |f |, and we can apply Lebesgue's dominated convergence theorem in L p (µ), where for any E ⊂ a, µ(E) := z∈E (1 −|z| 2 ). So lim n→∞ z∈E (1 −|z| 2 )|f f n | p = 0, while f f n p ≥ A |f * | > 0, since f * cannot vanish on a set of positive measure. §3. A question, and an example.
Question. Can we characterize explicitly the sets a such that
The sets under consideration will have to be discrete sequences. I see the property as a weaker analogue of the Blaschke property (a sequence satisfying the Blaschke property, being a zero-set for an H ∞ function, automatically satisfies our condition).
The condition cannot be about the mere growth of the number of points in the sequence as it approaches the boundary, as is demonstrated by the following example: take {b n } a sequence of points in the disk satisfying the Blaschke condition, and {b n,k , 1 ≤ k ≤ q n }, q n distinct points in the disk D(b n , q −1
It is easy to check that the Blaschke product with simple zeroes at each of the b n is in L p (µ) ∩ H p (D) for any p ≥ 1, but of course q n can grow as fast as we please.
The condition does not depend on p, in keeping with the fact that zero-sets or interpolating sequences for the Hardy spaces H p (D) do not depend on p.
By Chebyshev's inequality, #A n ≤ 2 n s n /γ n ≤ p n /2, thus if we set A ′ n := {1, . . . , p n }\A n , #A ′ n ≥ p n /2. Set J(a n,k ) := ((k − 1 2 )ℓ n , (k + 1 2 )ℓ n ). Then λ 1 ∪ k∈A ′ n J(a n,k ) ≥ Cp n ℓ n .
Since g ∈ H ∞ (D), |g ′ (z)| ≤ C(1 − |z| 2 ) −1 , so that for θ ∈ J(a n,k ),
1 2 e iθ ) − g(a n,k ) ≤ C2 n ℓ n , thus when k ∈ A ′ n , log |g((1 − 2 −n )
1 2 e iθ )| ≤ log(γ n + C2 n ℓ n ) ≤ C + log γ n .
The integral is now estimated by p n ℓ n log γ n ≤ −C| log γ n | 1/2 → −∞, and the arc subtended by the points a n,k for a fixed n is of length p n ℓ n = | log γ n | −1/2 → 0 as n → ∞, so {a k } only accumulates at 1.
