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Abstract
In 1988, Knabe found a “finite-size criterion” to determine whether
a frustration-free quantum spin chain with periodic boundary condi-
tions is uniformly gapped in the thermodynamic limit. The criterion
provides a threshold for the spectral gap at a finite system size such
that, if the threshold is exceeded for a fixed system size, then the chain
with periodic boundary conditions is uniformly gapped.
We extend Knabe’s result to frustration-free spin chains equipped
with open boundary conditions. We now obtain two finite-size crite-
ria: The first one is identical to Knabe’s criterion and we interpret
it as a bulk criterion. The second one controls the spectral gaps at
smaller system sizes and can be interpreted as a new edge criterion.
Heuristically, it excludes the presence of thermodynamically gapless
excitations living near the edge.
1 Introduction and main result
A central question concerning a quantum many-body system is whether it is
gapped. A system is called gapped if the difference between the two lowest
∗mlemm@ias.edu
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eigenvalues of the Hamiltonian remains uniformly bounded away from zero
in the thermodynamic limit.
The importance of this concept stems from the fact that ground states of
gapped systems enjoy many useful properties. For instance, in one dimen-
sion, they are known to satisfy an area law for the entanglement entropy [10]
and they can be well approximated in subexponential time [2]. The question
whether the system is gapped is also at the core of the famous Lieb-Schultz-
Mattis theorem [9, 13]. The existence of a gap may depend on the imposed
boundary conditions.
In the present paper, we study the spectral gaps of a comparatively simple
class of models: frustration-free quantum spin chains with nearest-neighbor
interactions. In 1988, Knabe [11] derived a “finite-size criterion” to prove
that such spin chains are gapped, assuming periodic boundary conditions
(b.c.).
By a “finite-size criterion”, we mean that Knabe found a threshold such
that, if the system equipped with open b.c., has a gap exceeding this thresh-
old at any fixed system size, then the system equipped with periodic b.c. is
uniformly gapped in the thermodynamic limit. (In fact, if Knabe’s result
applies, then it yields a numerical uniform lower bound on the gap for peri-
odic b.c.) Knabe’s threshold was improved (i.e. lowered) in a recent work of
Gosset and Mozgunov [8].
The idea is that the finite-size criterion can be verified by exactly diago-
nalizing the Hamiltonian at a fixed, small system size. Using this strategy,
Knabe e.g. derives a uniform lower bound on the gap of the AKLT spin chain
with periodic b.c., thereby reproving a famous result of Aﬄeck, Kennedy,
Lieb and Tasaki [1].
Knabe’s result is one of the few mathematical tools for proving that
frustration-free Hamiltonians (with periodic b.c.) are gapped. An impor-
tant alternative tool is the martingale method of Nachtergaele [15]. The
contrapositive form of Knabe’s result can also be useful: Bravyi and Gos-
set [7] used it to classify the gapped and gapless phases of frustration-free,
nearest-neighbor spin-1/2 chains.
The main result of the present paper is a Knabe-type finite-size crite-
rion for the existence of a uniform spectral gap in (frustration-free, nearest-
neighbor) spin chains with open boundary conditions.
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It turns out that we now obtain two finite-size criteria: The first one is
identical to Knabe’s criterion at a fixed finite size k and we interpret it as a
bulk criterion. The second one compares the gap at size k to the gaps at all
smaller system sizes. We interpret this as a new edge criterion.
Heuristically, the appearance of an additional edge criterion is natural
because the change from periodic b.c. to open b.c. may allow for the system
to lower its energy by partially binding to the edge. Such partially edge-
bound states could become gapless excitations in the thermodynamic limit,
thereby spoiling a uniform gap that is present in the bulk (i.e. in the periodic
system as well). This phenomenon was rigorously studied e.g. in [3]; for
higher-dimensional analogues see [4, 5]. The new edge criterion excludes this
phenomenon.
1.1 The Setup
Let d ≥ 2. We consider a quantum spin chain on N ≥ 3 sites which is
described by the Hilbert space (Cd)⊗N .
We define the many-body Hamiltonian HN with open boundary condi-
tions in terms of a projection operator P on Cd ⊗ Cd that is not identically
zero. Namely,
HN :=
N−1∑
i=1
hi,i+1,
where we introduced the projections
hi,i+1 :=


P ⊗ I3,...,N , if i = 1,
I1,...,i−1 ⊗ P ⊗ Ii+2,...,N , if i = 2, . . . , N − 2,
I1,...,N−2 ⊗ P, if i = N − 1.
Since all the hi,i+1 are described by the same matrix P , we say that the
Hamiltonian HN is “translation-invariant in the bulk”.
In the following, we make
Assumption 1.1. HN is frustration-free, i.e., inf specHN = 0.
We write γN for the spectral gap of HN . Equivalently, γN is the smallest
strictly positive eigenvalue of HN .
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1.2 Knabe’s result for periodic boundary conditions
For comparison purposes, we recall Knabe’s result. It concerns the Hamilto-
nian
HperN := HN + hN,1,
which has periodic b.c.
For the following theorem only, we assume that HperN is frustration-free
as well. We write γperN for the spectral gap of H
per
N , i.e., γ
per
N is the smallest
strictly positive eigenvalue of HperN .
Theorem 1.2 (Knabe [11]). Let N ≥ 3 and 3 ≤ k ≤ N − 1. Then, we have
γperN ≥
k − 1
k − 2
(
γk −
1
k − 1
)
. (1.1)
Note that if there exists a finite k ≥ 3 such that γk >
1
k−1
, then this result
implies that lim infN→∞ γ
per
N ≥ c > 0, i.e., the system is uniformly gapped.
Knabe’s bound (1.1) has recently been improved by Gosset and Mozgunov
[8]. We will discuss their result further at the end of the introduction.
1.3 The main result
The main result is the following lower bound on the spectral gap γN of the
Hamiltonian HN . It extends Knabe’s result (Theorem 1.2) from periodic
boundary conditions to open boundary conditions.
Theorem 1.3. Let N ≥ 6 and 3 ≤ k ≤ N/2. Assume that there exists x > 0
such that
k−1∑
k′=j+1
γk′ ≥ (k − 1− j)min{γk, x}. (1.2)
holds for all 1 ≤ j ≤ k − 2. Then, we have the bound
γN ≥
k − 1
k − 2
(
min{γk, x} −
1
k − 1
)
. (1.3)
Remark 1.4. (i) The number x is an additional free parameter. It can be
removed by choosing x = γk. However, its presence can be useful in
cases where γk satisfies
γk >
1
k − 1
,
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but where γk is in fact so large that (1.2) does not hold if min{γk, x}
is replaced by γk.
(ii) We note that γ2 = 1 because H2 = h1,2 is a projection that is not
identically zero.
(iii) To see how Theorem 1.3 can be used to derive a uniform lower bound
on the gap, suppose we know that the finite-size criteria (1.2) and (1.3)
are satisfied for some fixed k ≥ 3. Then we can send N →∞ on both
sides of (1.3) to conclude
lim inf
N→∞
γN ≥ c > 0 (1.4)
for an explicit numerical constant c.
(iv) The result simplifies for k = 3. In that case, we have the bound
γN ≥ 2
(
min{γ3, 1} −
1
2
)
for all N ≥ 6, without any further condition. This inequality yields
a uniform lower bound on the gap whenever γ3 > 1/2, which is pre-
cisely the condition one obtains from Knabe’s Theorem 1.2 (and its
improvement in [8]) for k = 3.
The proof of Theorem 1.3 follows Knabe’s strategy for Theorem 1.2 in
that it compares H2N to a sum of squares of subchain Hamiltonians with
open b.c. The open b.c. of the main Hamiltonian HN lead to correction
terms compared to Knabe’s case.
The key observation is that these correction terms can be arranged into
squares of subchain Hamiltonians living near the boundary and can therefore
be controlled. Once the goal is clear, the proof is rather elementary and
mostly uses repeated change of the order of summation in suitable ways.
Since the argument is almost entirely algebraic, the proof should go
through for frustration-free systems of lattice fermions for which each in-
teraction term consists of an even number of fermion operators, since this
implies that interaction terms of disjoint support commute. For background,
see [16].
Next, we formulate a corollary of Theorem 1.3 which is weaker, but more
palpable. In the statement, we have removed the free parameter x and the
averaged condition (1.2) is replaced by a stronger, pointwise bound in k′.
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Corollary 1.5. Let N ≥ 6 and 3 ≤ k ≤ N/2. Suppose that
1
k − 1
< γk ≤ γk′ (1.5)
holds for all 2 ≤ k′ ≤ k − 1.
Then, HN is uniformly gapped in the thermodynamic limit N →∞, i.e.,
(1.4) holds.
Remark 1.6. It is not uncommon in applications that the function k 7→ γk
is strictly monotone decreasing for small values of k. In other words, the
second inequality in (1.5) is automatically satisfied and it remains to check
Knabe’s condition γk >
1
k−1
for small values of k.
1.4 Discussion
The point of Theorem 1.3 is to provide a “finite-size criterion” for proving
that a Hamiltonian HN with open boundary conditions is uniformly gapped
in the thermodynamic limit N →∞, i.e., that (1.4) holds.
It is instructive to compare Theorem 1.3 with Knabe’s result, Theorem
1.2. Setting x = γk, for simplicity, we see that the bound (1.3) reduces
to Knabe’s bound (1.1). Since Knabe’s bound applies to periodic b.c., we
interpret the resulting condition for gappedness, γk >
1
k−1
, as a bulk criterion.
By contrast, condition (1.2) is not present in Knabe’s result. We interpret
the gaps γk′ for 2 ≤ k
′ ≤ k − 1 as the finite-size analogue of edge gaps, more
precisely, as gaps of states that are partially supported near the edge. (This
is also justified by the proof, where the γk′ enter in order to control boundary
terms.)
From this perspective, we may understand condition (1.2) as saying that
the “edge gaps” γk′ are not smaller than the “bulk gap” γk at system size
k, at least in an averaged sense. (The average was replaced by a pointwise
condition in Corollary 1.5.) In other words, if condition (1.2) holds, then
in some sense it is energetically favorable to remain in the bulk and conse-
quently we are reduced to verifying the bulk criterion γk >
1
k−1
.
Naturally, our investigation of Knabe’s method for open b.c. is motivated
by concrete applications.
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In general, we envision that the conditions in Theorem 1.3 can be verified
in applications by diagonalizing the finite system exactly. In this vein, we
mention that the complexity of exact diagonalization typically increases ex-
ponentially with the system size. Therefore, computing all the gaps γ3, . . . , γk
(whose values we need to verify condition (1.2)) should be roughly as feasible
as computing only γk.
A simple, direct application of Corollary 1.5 reproves the famous result
that the AKLT spin chain with open b.c. is gapped [1] and it gives a numerical
lower bound on the gap.
For all N ≥ 2, let HAKLTN be the AKLT Hamiltonian with open boundary
conditions. That is, let d = 3 and let P be the projector onto the spin 1
sector. We write γAKLTN for the spectral gap of H
AKLT
N .
Corollary 1.7. For all N ≥ 6, it holds that γAKLTN ≥ 0.248.
Proof. This follows directly from Corollary 1.5 and the numerical table I in
[11].
Since Theorem 1.3 is quite versatile (if the conditions can be verified of
course), there are many possible applications and we leave these to future
work. Here we only mention one potential applications that motivated us.
In the recent years, there has been a great deal of interest in certain (col-
ored and area-weighted) Motzkin and Fredkin Hamiltonians whose ground
states display exotically large entanglement entropy for area weight t ≥ 1;
see [6, 12, 14, 17, 18] and references therein. In a joint work in preparation
with R. Movassagh, we intend to use the results in this paper to derive a gap
for area weight t < 1 in some of these models.
We close the introduction with an open problem.
As we mentioned before, Gosset and Mozgunov [8] recently improved Kn-
abe’s bound (1.1) for periodic b.c. Their result replaces the threshold 1
k−1
by
the smaller (and asymptotically optimal) quantity 6
k(k+1)
. Their method fol-
lows Knabe’s general strategy, but it uses suitably deformed subchain Hamil-
tonians. Periodicity enters into their proof in another, rather rigid way: It
is important that the periodic Hamiltonian commutes with translations; see
Lemma 4 in [8].
Of course, the latter statement no longer holds for open b.c. and so there
appears to be an obstruction to applying the technique of [8] to open b.c.
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It would be interesting to see if such an improved criterion also holds for
open b.c., no matter the outcome. It may be that the obstruction mentioned
above is technical and can be circumvented (perhaps by invoking translation-
invariance in the bulk), or it may be that the improved criterion found for
periodic b.c. actually fails for open b.c.
The investigation of this question, and of higher dimensional analogues
of the results presented here, are left to future work.
2 Proof of Theorem 1.3
2.1 Preliminaries
Given a real number x > 0, we define
γ˜k := min{γk, x}. (2.1)
The basic idea to derive Theorem 1.3, which goes back to Knabe, is as
follows. Since the Hamiltonian HN is frustration-free, the claimed bound
γN ≥
k−1
k−2
(
γ˜k −
1
k−1
)
is equivalent to the matrix inequality
H2N ≥
k − 1
k − 2
(
γ˜k −
1
k − 1
)
HN . (2.2)
Our goal is thus to prove that condition (1.2) implies the matrix inequality
(2.2).
The central tool of the proof are the following “subchain Hamiltonians”.
Definition 2.1. Let 2 ≤ k ≤ N/2 and 1 ≤ l ≤ N − k. We write Akl for the
matrix
Akl :=
l+k−2∑
j=l
hj,j+1.
In a nutshell, Knabe’s idea for the periodic case is that H2N can be related
to the sum
N−k+1∑
l=1
(Akl )
2. (2.3)
This sum in turn can be bounded from below by invoking the analogue of
(2.2) for the subchain Hamiltonians.
Indeed, we have the following lemma. It is elementary, but fundamental
to the method. We recall definition (2.1) of γ˜k.
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Lemma 2.2. Let 2 ≤ k ≤ N/2 and xk > 0. For every 1 ≤ l ≤ N − k, we
have the matrix inequalities
(Akl )
2 ≥ γkA
k
l ≥ γ˜kA
k
l . (2.4)
Proof. Since Hk ≥ 0 is frustration-free and γk is its spectral gap, we have
the matrix inequalities
H2k ≥ γkHk ≥ γ˜kHk.
It now suffices to observe that Akl is unitarily equivalent to Hk. (Note that
both Akl and Hk have open boundary conditions.) This proves Lemma 2.2.
To prove Theorem 1.3, we relate H2N to the quantity (2.3) via the key
proposition presented in the next section.
2.2 The key proposition
Proposition 2.3 below is at the heart of the proof. It will provide the desired
connection (in the form of an inequality) between H2N and the sum (2.3). In
the next section, we show how it implies Theorem 1.3.
As we will see, the open boundary conditions complicate the inequality
compared to Knabe’s periodic case: They produce certain “correction terms”
that live near the boundary, namely the last sum in (2.6) below.
The virtue of Proposition 2.3 is that these correction terms are written
as (squares of) subchain Hamiltonians Akl living near the boundary. This is
important, because it allows us to control the correction terms by applying
Lemma 2.2 (with a judicious choice of the parameters xk > 0).
To prepare for the key proposition, we introduce some notation. We will
use the following standard notation for the anticommutator of two matrices
A and B.
{A,B} := AB +BA.
From now on, we will use the abbreviation
hi := hi,i+1.
We define the matrices
Q :=
N−2∑
i=1
{hi, hi+1}, R :=
N−3∑
i=1
N−1∑
i′=i+2
{hi, hi′}. (2.5)
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The key proposition is as follows.
Proposition 2.3. Let 3 ≤ k ≤ N/2. We have the matrix inequality
N−k+1∑
l=1
(Akl )
2 ≤ (k−1)HN +(k−2)Q+(k−3)R−
k−1∑
k′=2
(
(Ak
′
1 )
2 + (Ak
′
N−k′+1)
2
)
.
(2.6)
We prove Proposition 2.3 in the next section. The proof is elementary,
but somewhat tedious and mostly consists of repeatedly interchanging the
order of summation in a suitable way. The only type of inequality that enters
in the proof is the following, elementary one.
Lemma 2.4. If j′ ≥ j + 2, then we have the matrix inequality {hj , hj′} ≥ 0.
Proof. The matrices hj ≥ 0 and hj′ ≥ 0 commute when j
′ ≥ j + 2.
Remark 2.5. (i) It is instructive to compare Proposition 2.3 with its ana-
logue in Knabe’s periodic case. There, one obtains an analogous in-
equality with the right-hand side given just by (k− 1)HN +(k− 2)Q+
(k−3)R. In other words, the last term in (2.6) is indeed the correction
term that comes from the open boundary conditions.
(ii) The proof of Proposition 2.3 simplifies considerably for k = 3 and
k = 4. In fact, when k = 3 we immediately obtain (2.6) as an equality:
N−2∑
l=1
(A3l )
2 =
N−2∑
l=1
(hl+hl+1+ {hl, hl+1}) = 2HN +Q−h1−hN−1. (2.7)
Since Proposition 2.3 is the key ingredient for the proof of the main
result, we also get a short proof of the main result for k = 3 and k = 4.
2.3 Proof of the main result assuming the key propo-
sition
We recall that to prove Theorem 1.3, it suffices to prove the matrix inequality
(2.2) under condition (1.2). We will achieve this by proving the more general
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matrix inequality
H2N ≥
k − 1
k − 2
(
γ˜k −
1
k − 1
)
HN
+
1
k − 2
k−2∑
j=1
(
k−1∑
k′=j+1
γk′ − (k − 1− j)γ˜k
)
(hj + hN−j).
(2.8)
Recall that k ≥ 3. Since the hj are projections, they satisfy hj ≥ 0 for all j.
Therefore, condition (1.2) implies that the last term in (2.8) is non-negative
for the right choice of x > 0. (Note that we shifted the summation index
from j to j + 1.) This directly implies that (2.2) holds. We conclude that to
prove Theorem 1.3, it suffices to prove (2.8).
We begin by computing H2N . We recall that the hi are projections and so
h2i = hi. Using this fact, we obtain
H2N =
(
N−1∑
i=1
hi
)2
= HN +Q+R. (2.9)
Here we used the notation from (2.5).
The central part of the proof is to use the key Proposition 2.3, as well as
Lemma 2.2, to derive the lower bound (2.13) on Q.
By Proposition 2.3, we have
N−k+1∑
l=1
(Akl )
2+
k−1∑
k′=2
(
(Ak
′
1 )
2 + (Ak
′
N−k′+1)
2
)
≤ (k−1)HN +(k−2)Q+(k−3)R.
Let x > 0. We apply Lemma 2.2 to the left-hand side and find
γ˜k
N−k+1∑
l=1
Akl +
k−1∑
k′=2
γk′
(
Ak
′
1 + A
k′
N−k′+1
)
≤ (k − 1)HN + (k − 2)Q+ (k − 3)R.
(2.10)
The sums on the left-hand side can be expressed in terms of HN , up to
correction terms at the boundary.
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Lemma 2.6. We have
N−k+1∑
l=1
Akl = (k − 1)HN −
k−2∑
j=1
(k − 1− j)(hj + hN−j). (2.11)
and
k−1∑
k′=2
γk′
(
Ak
′
1 + A
k′
N−k′+1
)
=
k−2∑
j=1
(
k−1∑
k′=j+1
γk′
)
(hj + hN−j). (2.12)
Proof. We recall that Akl =
∑l+k−2
j=l hj . The proof uses only interchange of
summation. Indeed, (2.11) follows via
N−k+1∑
l=1
Akl =
N−k+1∑
l=1
l+k−2∑
j=l
hj =
N−1∑
j=1
hj
min{N−k+1,j}∑
l=max{1,j−k+2}
1
=(k − 1)HN −
k−2∑
j=1
(k − 1− j)(hj + hN−j).
The second identity, (2.12), follows via
k−1∑
k′=2
γk′
(
Ak
′
1 + A
k′
N−k′+1
)
=
k−1∑
k′=2
γk′
k′−1∑
j=1
(hj + hN−j)
=
k−2∑
j=1
(
k−1∑
k′=j+1
γk′
)
(hj + hN−j)
and Lemma 2.6 is proved.
We apply Lemma 2.6 to rewrite the left-hand side in (2.10). After rear-
ranging, we find
(k − 2)Q ≥(γ˜k − 1)(k − 1)HN − (k − 3)R
+
k−2∑
j=1
(
k−1∑
k′=j+1
γk′ − (k − 1− j)γ˜k
)
(hj + hN−j).
(2.13)
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Since k ≥ 3, we can now use this inequality to bound the Q term in (2.9)
from below. We obtain
(k − 2)H2N
≥(k − 2)HN + (k − 2)R + (k − 2)Q
≥(k − 1)
(
γ˜k −
1
k − 1
)
HN +
k−2∑
j=1
(
k−1∑
k′=j+1
γk′ − (k − 1− j)γ˜k
)
(hj + hN−j).
In the second step, we used that
(k − 2)R− (k − 3)R = R ≥ 0,
which holds thanks to Lemma 2.4 and the fact that R only contains terms
{hj, hj′} with j
′ ≥ j + 2. This proves the matrix inequality (2.8) and hence
Theorem 1.3.
3 Proof of the key proposition
3.1 Preliminaries
We recall that the quantity of interest in Proposition 2.3 is
N−k+1∑
l=1
(Akl )
2, where Akl =
l+k−2∑
j=l
hj .
We begin by computing the square (Akl )
2.
Lemma 3.1. For every 2 ≤ k ≤ N/2 and 1 ≤ l ≤ N − k + 1, we have
(Akl )
2 = Akl +
l+k−3∑
j=l
{hj, hj+1}+
l+k−4∑
j=l
l+k−2∑
j′=j+2
{hj , hj′}. (3.1)
Proof. This follows directly by expanding the square and using h2j = hj .
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We expand the expression of interest via Lemma 2.2 and find
N−k+1∑
l=1
(Akl )
2 =(I) + (II) + (III), where
(I) :=
N−k+1∑
l=1
Akl , (II) :=
N−k+1∑
l=1
l+k−3∑
j=l
{hj , hj+1},
(III) :=
N−k+1∑
l=1
l+k−4∑
j=l
l+k−2∑
j′=j+2
{hj, hj′}.
(3.2)
Here and in the following we use the standard convention that a sum over
the empty set is equal to zero.
Terms (I) and (II) are the more important ones. The following lemma
rewrites (I) + (II) in terms of HN and Q, up to correction terms coming
from the open boundary conditions.
Lemma 3.2. Let 2 ≤ k ≤ N/2. We have
(I) + (II) =(k − 1)HN + (k − 2)Q−
k−1∑
k′=2
(
(Ak
′
1 )
2 + (Ak
′
N−k′+1)
2
)
+ (IV ),
(3.3)
where we defined
(IV ) :=
k−1∑
k′=2
k′−3∑
j=1
k′−1∑
j′=j+2
({hj, hj′}+ {hN−j, hN−j′}) . (3.4)
In the following section, we prove Lemma 3.2. Afterwards, we conclude
Proposition 2.3 from it.
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3.2 Proof of Lemma 3.2
The lemma follows by repeatedly interchanging the order of summation in a
suitable way. Term (I) was already computed in Lemma 2.6.
(I) =(k − 1)HN −
k−2∑
j=1
(k − 1− j)(hj + hN−j),
(II) =
N−k+1∑
l=1
l+k−3∑
j=l
{hj , hj+1} =
N−2∑
j=1
{hj, hj+1}
min{N−k+1,j}∑
l=max{1,j−k+3}
1
=(k − 2)Q−
k−3∑
j=1
(k − 2− j)({hj, hj+1}+ {hN−j, hN−j−1}).
(3.5)
In the last equations for both (I) and (II), we used that k ≤ N/2.
Now we employ Lemma 3.1 to rewrite the correction terms in (3.5) as
(squares of) subchain Hamiltonians living near the boundary. Since (I) and
(II) do not contain terms of the form {hj , hj′} with j
′ ≥ j+2, these have to
be introduced by hand and this is what gives rise to the term (IV ) in Lemma
3.2.
The computations are completely symmetric between the left and right
end of the chain, even though our notation is not perfectly symmetric. For
the left end of the chain, we have
k−2∑
j=1
(k − 1− j)hj +
k−3∑
j=1
(k − 2− j){hj , hj+1}
=
k−1∑
k′=2
k′−1∑
j=1
hj +
k−1∑
k′=2
k′−2∑
j=1
{hj , hj+1}
=
k−1∑
k′=2
(Ak
′
1 )
2 −
k−1∑
k′=2
k′−3∑
j=1
k′−1∑
j′=j+2
{hj , hj′},
(3.6)
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and for the right end, we have
k−2∑
j=1
(k − 1− j)hN−j +
k−3∑
j=1
(k − 2− j){hN−j , hN−j−1}
=
k−1∑
k′=2
N−1∑
j=N−k′+1
hj +
k−1∑
k′=2
N−2∑
j=N−k′+1
{hj, hj+1}
=
k−1∑
k′=2
(Ak
′
N−k′+1)
2 −
k−1∑
k′=2
N−3∑
j=N−k′+1
N−1∑
j′=j+2
{hj , hj′}
=
k−1∑
k′=2
(Ak
′
N−k′+1)
2 −
k−1∑
k′=2
k′−3∑
j=1
k′−1∑
j′=j+2
{hN−j , hN−j′}.
(3.7)
To conclude, we rewrite (III) + (IV ) first via (3.5) and then via these iden-
tities. This proves Lemma 3.2.
3.3 Proof of Proposition 2.3
We apply Lemma 3.2 to equation (3.2) and find
N−k+1∑
l=1
(Akl )
2 = (k−1)HN+(k−2)Q−
k−1∑
k′=2
(
(Ak
′
1 )
2 + (Ak
′
N−k′+1)
2
)
+(III)+(IV ).
(3.8)
We see that it remains to prove
(III) + (IV ) ≤ (k − 3)R, (3.9)
where
(III) =
N−k+1∑
l=1
l+k−4∑
j=l
l+k−2∑
j′=j+2
{hj, hj′},
(IV ) =
k−1∑
k′=2
k′−3∑
j=1
k′−1∑
j′=j+2
({hj , hj′}+ {hN−j, hN−j′}) ,
R =
N−3∑
j=1
N−1∑
j′=j+2
{hj , hj′}.
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The plan is to rewrite the expression (III)+(IV ) in a suitable way by repeat-
edly interchanging the order of summation. This yields the identity (3.14),
which is then estimated via Lemma 2.4 to conclude the proof.
We begin by rewriting (III) as follows:
N−k+1∑
l=1
l+k−4∑
j=l
l+k−2∑
j′=j+2
{hj , hj′}
=
N−3∑
j=1
min{j,N−k+1}∑
l=max{1,j−k+4}
l+k−2∑
j′=j+2
{hj, hj′}
=
N−3∑
j=1
min{j+k−2,N−1}∑
j′=j+2
min{j,N−k+1}∑
l=max{1,j′−k+2}
{hj, hj′}
=
N−3∑
j=1
min{j+k−2,N−1}∑
j′=j+2
(min{j, N − k + 1} −max{0, j′ − k + 1}) {hj, hj′}.
(3.10)
We group the j-values into three distinct regimes. (The reason for this
will only become clear later, when we compute (IV ).)
L :={j : 1 ≤ j ≤ k − 4}, B := {j : k − 3 ≤ j ≤ N − k + 1},
R :={j : N − k + 2 ≤ j ≤ N − 3}.
(3.11)
Regime L corresponds to the left end of the chain and regime R to the right
end of the chain. Regime B constitutes the bulk of the chain. We note that
B 6= ∅ because k ≤ N/2.
We decompose the j-sum in the last line of (3.10) into the regimes defined
in (3.11). This allows us to determine several of the minima and maxima in
(3.10), recalling also that k ≤ N/2.
For instance, for j ∈ L, we have min{j, N − k + 1} = j and min{j + k −
2, N − 1} = j + k − 2. For j ∈ R, we have min{j + k − 2, N − 1} = N − 1
and min{j, N − k + 1} = N − k + 1. Moreover, for j ∈ R and j′ ≥ j + 2, we
have max{0, j′ − k + 1} = j′ − k + 1.
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These considerations yield
(III) =
N−3∑
j=1
min{j+k−2,N−1}∑
j′=j+2
(min{j, N − k + 1} −max{0, j′ − k + 1}) {hj , hj′}
=
∑
j∈L
j+k−2∑
j′=j+2
min{j, j − j′ + k − 1}{hj, hj′}+
∑
j∈R
N−1∑
j′=j+2
(N − j′) {hj, hj′}
+
∑
j∈B
j+k−2∑
j′=j+2
(j − j′ + k − 1) {hj , hj′}.
(3.12)
Now we turn to (IV ). Interchanging the order of summation as before,
we get
(IV ) =
k−1∑
k′=2
k′−3∑
j=1
k′−1∑
j′=j+2
({hj, hj′}+ {hN−j , hN−j′})
=
k−4∑
j=1
k−2∑
j′=j+2
(k − j′ − 1) ({hj , hj′}+ {hN−j, hN−j′})
=
∑
j∈L
k−2∑
j′=j+2
(k − j′ − 1) {hj , hj′}+
∑
j∈R
N−1∑
j′=j+2
(j + k −N − 1) {hj , hj′}.
(3.13)
We see that (IV ) only contributes to the L and R regimes. Adding (3.12)
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and (3.13) gives
(III) + (IV )
=
∑
j∈L
(
j+k−2∑
j′=j+2
(min{j, j − j′ + k − 1}){hj, hj′}+
k−2∑
j′=j+2
(k − j′ − 1) {hj, hj′}
)
+
∑
j∈R
N−1∑
j′=j+2
(j − j′ + k − 1) {hj, hj′}+
∑
j∈B
j+k−2∑
j′=j+2
(j − j′ + k − 1) {hj, hj′}
=
∑
j∈L
j+k−2∑
j′=j+2
(j − j′ + k − 1){hj , hj′}
+
∑
j∈R
N−1∑
j′=j+2
(j − j′ + k − 1) {hj, hj′}+
∑
j∈B
j+k−2∑
j′=j+2
(j − j′ + k − 1) {hj, hj′}
(3.14)
This concludes our rewriting of the expression (III) + (IV ).
It remains to bound the right-hand side of (3.14). To this end, observe
that all the terms {hj , hj′} appearing in it satisfy j
′ ≥ j + 2. Hence, Lemma
2.4 implies that these terms satisfy
{hj, hj′} ≥ 0.
Thanks to this positivity, we can estimate j − j′ + k − 1 ≤ k − 3 in (3.14).
Afterwards, we extend all the j′-sums to the set {j + 2, . . . , N − 1}. This
gives
(III) + (IV ) ≤
∑
j∈L∪R∪B
N−1∑
j′=j+2
(k − 3){hj , hj′} = (k − 3)R
since L ∪ R ∪ B = {1, . . . , N − 3}. This proves (3.9) and hence Proposition
2.3.
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