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SUMMARIES 
A review, supplementing previous accounts, is 
given of the historical background of some related 
techniques of numerical analysis chiefly associated 
with L. F. Richardson and W. Rotnberg. The applica- 
tion of extrapolation processes in connection with 
the classical problem of the quadrature of the cir- 
cle is discussed in some detail, as is the develop- 
ment of some of the most frequently employed rules 
for approximate integration. It is also shown that 
many of the principal features of the foregoing 
numerical analysis techniques developed in modern 
times were anticipated in the books of Colin Maclaurin 
[1742] and Jacques F&d&ic Saigey [1856, 18591. 
Ein Eberblick, der fr;here Besprechungen erg&Zen 
~011, wird von dem historischen Hintergrund von 
einigen verwandten Methoden der zahlenm&sigen Ana- 
lyse gegeben, die sich haupts&hlich auf L. F. 
Richardson und W. Romberg beziehten. Die Anwendung 
von Extrapolationsprozessen in Hezug auf das klass- 
ische Problem der Quadratur des Kreises wird in Einzel- 
heiten besprochen, sowie die Entwicklung einiger am 
meisten benutzten Regeln f;r annshernde Integration. 
Es wird such gezeigt, dass viele des Hauptziige der 
friiheren zahlenm%sigen Analysenmethoden, die in mod- 
erner Zeit entwickelt wurden, schon in den &chern 
von Colin Maclaurin [1742] und von Jacques Fr&d&ric 
Saigey [1856, 18591 vorweggenommen sind. 
Cet article, qui compl&e les travaux r&cents 
d'autres chercheurs, retrace les origines historiques 
de certaines techniques d'analyse num&ique associbes 
2 L. F. Richardson et W. Romberg. L'application de 
me'thodes d'extrapolation 2 la &solution du probldme 
classique de la quadrature du cercle y est discutge 
en de'tail ainsi que certaines techniques les plus 
fre'quemment employges d'intggration par approximation. 
Nous montrons aus& que plusieurs des principaux 
aspects des techniques nwdernes d'analyse nun&ique 
furent anticipe's par Colin MacLaurin [1742] et Jacques 
Frgde'ric Saigey [1856, 18591. 
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It is.an extremely useful thing to have knowledge 
of the true origins of memorable discoveries, 
especially those that have been found not by 
accident but by dint of meditation. It is not so 
much that thereby history may attribute to each 
man his own discoveries and others should be 
encouraged to earn like commendation, as that the 
art of making discoveries should be extended by 
considering noteworthy examples of it. 
--G. W. Leibniz. 
Historia et origo calculi differentialis 
INTRODUCTION 
In 1955 W. Romberg published a remarkable method for effect- 
ing numerical integration [Romberg 19551. Initially it attracted 
comparatively little attention; but by the early 196Os, stimulated 
at least in part by the intensive search for efficient automatic 
integration procedures in the rapidly developing field of scien- 
tif ic computation, interest in the method burgeoned rapidly. A 
considerable literature developed on various aspects and exten- 
sions of the method following initial theoretical investigations 
by F. L. Bauer [19611 and H. Rutishauser and E. L. Stiefel. A 
review and extension of this work is given in a joint paper [Bauer 
et al. 19631. There, and in work by S. Filippi in 1964, it is 
pointed out that the Romberg integration procedure can be regarded 
as a particular application of a widely used technique of extrap- 
olation in numerical analysis, known for many years, but frequently 
associated in modern times with its outstanding proponent, L. F. 
Richardson. 
An excellent survey of the extensive literature on extrapola- 
tion processes was given by D. C. Joyce [1971]. Following Joyce, 
the basic idea may be put as follows. It is desired to estimate 
an unknown quantity a0 when one has a calculable series expansion, 
T (h ) = a0 + alh" + a2h11 + a2h il + -*- + akh lk + Rk(h), (1) 
for 0 < h < H, where al, a2, . . . . ak are constants; }Rk(h)[ < 
ik+l 
Kkh ' where Kk is a positive number, independent Of h; and 
0 < il < i2***-< ik< ik+l. Then ag is estimated by letting 
h * 0. Evidently T (h2 1 will yield a closer approximation to 
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a0 than T&l) if hp < hl. But the linear combination, 
T(hl,h2) = h2%(hl) - hli1T(h2) 
ii _ h il , 
(2) 
h2 1 
obtained by eliminating the term involving al in (l), generally 
yields a closer approximation to a0 than either T(hl) or T(h2). 
The procedure can be extended to eliminate the term involving a2 
when a linear combination of T(hl,hp) and T(h2,h~~) is formed, 
where hg < h2, etc. The principle involved, discussed by Joyce 
[1971], is applicable to an extensive range of problems in nu- 
merical analysis. 
Romberg's numerical integration procedure may be summarized 
as follows: Let f(x) be a bounded Riemann-integrable function on 
the interval [a,b], so that I = /,bf(x)dx exists. Let T(h) denote 
an approximation to I according to the trapezoidal rule of approx- 
imate integration, 
T(h) = (h/2)[fo + 2fl + 2f2 + *** + 2ffl-1 + fn], (3) 
where h = (b - a)/n, fg = f(a), . . . . fk = f(a + kh), . . . . fn = f(b). 
If f(x) is assumed to have a continuous (2m + 2)th derivative, 
then an asymptotic expansion of the form 
T(h) = I + qh2 + a2h4 + .*. + amh2* + R,(h) (4) 
exists as h + 0, where Rm(h) = O(h2m+2). The explicit values of 
the coefficients can be obtained by an application of the Buler- 
Maclaurin sum formula (cf. 
Define T(')(h) = T(h), T 
the discussion in Section 4 below). 
(O)(h/2) = T(h/2), T(')(h/2*) = T(h/2*), 
= . . . and 
T(k+l)(h/2') = 
4k+l . Ttk) (h/21+1) - Ttk)h,21) 
, 
qk+l _ 1 (5) 
where k and 1 range over 0, 1, 2, . . . . In Romberg's procedure a 
triangular array is formed: 
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T(')(h) 
T(l) (h) 
T(')(h/2) T(2)(h) 
T(')(h/2) T(3) (h) . . . 
T(')(h/2') T(2)(h/2) 
(6) 
T(l)(h/2') 
The entries in the second column have eliminated the terms involv- 
ing h2, the entries in the third column have eliminated the term 
involving h4, etc., according to the principle in (2) above. This 
iterative linear extrapolation procedure, which circumvents the 
tedious algebra associated with the sequential elimination of the 
terms involving h2, h4, h6, . . . in (4), can readily be formulated 
as a computer program of considerable utility in applications. 
Further extensions and applications of the method are discussed 
in Joyce's survey. 
A history of "Richardson extrapolation" and of the related 
Romberg integration method was given by H. Engels [1979], who 
traced these procedures as far back as "Kliigel's W&terbuch" [1823, 
Vol. 41. It is the purpose of this paper to supplement these 
accounts by calling attention to significant results, not hitherto 
appearing in other surveys, in the historical development of these 
and related procedures. 
2. CIRCULAR QUADRATURE FROM ARCHIMEDES TO THE AGE OF HUYGENS 
For the better part of two millenia, Archimedes' method of 
determining ?T, from sequences of pairs of inscribed and circum- 
scribed regular polygons in a circle, remained essentially the 
standard method of computation. Analytically, this is equivalent 
to the construction of the sequences 
(n.2k)sin(7T/n-2k) < 71 < (n*2k)tan(lr/n-2k), 
k = 1, 2, 3, (1) . . . . 
where n denotes the number of sides in the original pair of in- 
scribed and circumscribed polygons , and the determination of the 
successive pairs of terms in the sequences follows from repeated 
applications of the relations 
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cot(x/2) = cot x + csc x, csc2(x/2) = cot2(x/2) + 1, (2) 
where x 5 IT/~. For the values n = 6 and k = 4, Archimedes obtained 
the results 
3 lo/71 < 96 * 66/(2014 l/4) < 96 sin(n/96) < IT, 
(1' ) 
IT < 96 tan(w/96) < 96 - 153(4673 l/2) < 3 l/7. 
Over the centuries, a considerable amount of work on the 
quadrature of the circle was done by numerous investigators. These 
are described in standard histories of the subject, e.g., [Tropfke: 
19401. The next advance relevant to this discussion was made in 
1621 by Willebrord Snell, who gave (without adequate proof) the 
inequalities, for 0 < x <n/2, 
3 Sin X/(2 + COS X) < x < 2 sin(x/3) + tan(x/3), (3) 
in which the lower bound for x stems from Nicolaus Cusanus, who 
had obtained it empirically. In starting, as Archimedes had done, 
with a pair of regular hexagons bounding a circle and successively 
extending the approximation to pairs of regular polygons with 96 
sides, Snell was able to obtain 7D (decimals) from (3), compared 
with 2D in (1'). In series form, (1) is essentially equivalent to 
x3 5 s~x=x--+L-x x3 2x5 
6 120 
- - - < x < tan x = x + -j- + -y-g- + --- , 
where 0 < x < r/2, while (3) is equivalent to 
x5 x7 x5 5x7 
x'iEi --- . . . <x < x +-+-+ ---, 504 1620 20412 (3') 
in which the x3 term has been eliminated. On setting x = IT/n 
andh = l/n, one gets the lower and upper bounds, 
n5h4 n7h4 L(h) = v  - 180 - - - . . . U(h) 
r5h4 5v’r7h6 
504 ' 
- +- + -‘-- 
= 7-r + 1620 20412 ' 
which approach IT as h tends to zero. 
A substantial advance over the previous work was made by 
Christiaan Huygens [1654], who not only gave (at least partial) 
proofs of results previously obtained by Snell and others, but 
important new results as well (see [KlGgel 1823, Vol.. 1, Art. 
"Cyclotechnie"]). Among the latter were the equivalent of the 
inequalities, for 0 < x ( a/2, 
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crd x + i (crd x - sin x) < x < crd x 
+ crd x - sin x 4 crd x + sin x 
3 . 2 crd x + 3 sin x ' (4) 
where crd x = 2 sin (x/2), and even closer bounds. From the 
latter, Huygens was able to obtain about three times as many 
decimal places in approximating r as were obtained by Snell at 
any particular stage. (A generalization of the lower bound in 
(4), in terms of a linear combination of sine functions, was 
given by E. Lampe [1906-19071.) 
In 1667, James Gregory extended the work of Huygens and 
developed new results. (The polemic with Huygens which followed 
is described in the latter's Ckuvres, Vol. 6, 646.) 
The geometrical developments in the quadrature of the circle 
which were already beginning to be supplanted'in the works of 
F. Vi&e in 1593 and J. Wallis in 1655 were virtually rendered 
obsolete by the analytical methods of Isaac Newton and his suc- 
cessors. Using the expansion for the sine series that he had 
found, Newton (in the first of his letters for G. W. Leibniz, 
sent via and to H. Oldenburg) showed that when the lower bound in 
(4) is expanded in series form, the x3 term is eliminated, and 
the equivalent of x - x5/480 + *-* is obtained [Turnbull 1960, 
Letter 1651. He also gave a lower bound, which (when expanded in 
a series) is equivalent to 
sin x * 14 + cos x 
g+6cosx=x 
22-+ . . . 
2100 ' (6) 
so that the terms in x3 and x5 have been eliminated. This yields 
a good approximation for x when sin x and cos x are known, the 
error slowly increasing with increasing x; e.g., if x = n/4, the 
error in defect of (6) is about 0.00009445. (A geometric construc- 
tion fox this bound was afterwards given by J. H. Lambert.) Later 
writers obtained better lower bounds in analytic form by eliminat- 
ing successively higher powers of X, following essentially the 
method of undetermined coefficients employed by Newton. But an 
infinite sequence of lower bounds can be obtained from a continued 
fraction expansion: e.g., in the compendium edited by M. Abramowitz 
and I. A. Stegun [1964, No. 4.4.441, there is given 
arcsin z z 1 - 2.9 1' 222 
472 = i-z r - **- 
w-l-1)(2n)z2 (2n-1)(2n)z2 . . . . 
5- (4n - l)- (4n + l)- 
(7) 
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which converges throughout the complex plane except for the in- 
tervals (-00, -11 and [l,m) on the real axis. The convergents of 
the continued fraction are 
02 32 15z- 223 1052 - 5023 
1’ i’ 3 - 2Z2 ’ 15 - 1Zz2 ’ 105 - 12022 + 2424 ’ *‘*’ 
which, when z is replaced by sin (x/2), yield a sequence converg- 
ing to x, including the lower bounds in (l), (3), and (6). 
3. EXCURSUS ON APPROXIMATE INTEGRATION TO THE MID-18TH CENTURY 
It is convenient at this point to give a brief outline of 
the history of approximate integration or, more precisely, the 
development of certain rules closely related to the integration 
procedures to be discussed subsequently. 
Problems involving the determination of areas (as in surveying) 
and volumes (as in construction), etc., appear in the records of 
many ancient civilizations. Frequently a plane area, for example, 
is approximated by decomposition into simpler figures having known 
areas, such as squares, triangles, etc., whose magnitudes are then 
combined. The most developed theoretical methods in antiquity for 
obtaining the magnitudes of geometrical figures were made by the 
Greeks and are to be found in the works of Euclid, Archimedes, and 
later writers, such as Heron of Alexandria. 
Archimedes was able to effect the quadrature and cubature of 
certain areas and volumes by finding and exploiting particular 
properties of the figure in question; but in some cases he also 
applied a method which is closely akin to that of the integral 
calculus. As is frequently cited, Archimedes inscribed a triangle 
in a parabolic segment and then exhausted the remaining areas in 
the new segments by a sequence of inscribed triangles, the area of 
each of which is one-fourth of that of its immediate predecessor 
[Heath 1897,.pp. 249-252, Propositions 23 and 24). But he also 
gave a second method which Heath [1897, pp. cliii-cliv] claims is 
equivalent to an integration. Two figures are inscribed in and 
circumscribed about the segment; the inscribed and circumscribed 
polygons are smaller and greater, respectively, than a third of a 
particular triangle (cf. Propositions 14 and 15). By an indirect 
proof, Archimedes showed that the area of the segment is equal to 
a third of that of the triangle (cf. Proposition 16. Heath trans- 
lates this geometric formulation into analytic form). Elsewhere, 
volumes of revolution are segmented by a set of parallel planes; 
then the subvolumes are computed and added to yield the total vol- 
ume (Archimedes: The Method [Heath 1897, Supplement 19121; Heath's 
commentary on this is particularly useful). 
The-contributions of numerous other writers in Europe and the 
Orient must be omitted here. The next developments in approximate 
integration to be discussed occurred in the 17th century. In the 
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formulation of his famous laws of planetary motion, Johann Kepler 
found it necessary to carry out extensive numerical integrations 
and also wrote a treatise on the determination of volumes of sol- 
ids obtained by rotating conic sections about various lines in 
their planes. (See [Struik 1969; Aubry 18971 for further details 
on this and related 17th-century work.) B. Cavalieri made a not- 
able contribution in 1635 with his method of indivisibles--"a 
first textbook on what we now call integration methods"--and in 
1639 gave a formulation in geometric form of what later came to 
be known as "Simpson's rule." In 1644 E. Toricelli, another dis- 
ciple of Galileo, gave the equivalent of a formula, in terms of 
areas of particular cross sections, for the volume of a figure 
as 
v = h(SL + 4sM + Su)/6, (1) 
where SD, SM, and SD are the areas of the parallel lower, mid-, 
and upper sections (assumed to be tonics), and h is the distance 
between the upper and lower sections [Aubry 1897, 138-1401. 
In 1668, James Gregory gave an approximation for the area 
under a curve in a complicated geometric form; it is equivalent 
to 
A = h(yo + 4Yh + ~2h)/3, (2) 
which is exact for parabolas. Subsequently, Newton suggested a 
class of approximate integration formulas, which include (2) and 
are obtained by integrating interpolation polynomials fitted to 
curves. This was further elaborated by other British mathemati- 
cians [Goldstine 19771. 
Despite this long prehistory, it is Thomas Simpson, whose 
book appeared in 1743, after whom the formula is named. Simpson 
specifically acknowledged the prior discovery by Newton and its 
further development by others [Simpson 1743, vii]. In an essay, 
"Of the Area of Curves, &c. by ApproximationW [Simpson 1743, 109- 
1191, he gave a geometric derivation of the area under a parabolic 
curve. He inscribed and circumscribed trapezoids Ti and Tc in 
the figure P bounded above by the parabolic arc. The areas of 
Ti, Tct and P are h - (YO + “2h;;l,“,r;a%&w~~~ ;, =;P;‘;Fh;;; 
and Simpson showed a relation: 
the area between P and Ti' whence (2) follows. (Ccuriously, in 
the proof he found it necessary to invoke the relation that the 
volume of a pyramid is a third of the volume of its circumscribing 
prism.) Simpson proceeded to give examples of the application of 
his formula, including the determination of volumes of revolution 
of conic sections bounded by planes [see (l)]. The "Simpson rule" 
is perhaps the most frequently employed, in practice, for approx- 
imate integration. (Geometrical figures for which (1) holds ex- 
actly were investigated in 1842 by J. Steiner [1971]; these include 
HM 11 Richardson Extrapolation and Romberg Integration 11 
frustums of obelisks, prismatoids, pyramids, etc. More generally, 
the formula applies to figures bounded by two parallel planes in 
which each cross-sectional area is a cubic polynomial function of 
the distance of the section measured along an axis perpendicular 
to the bounding planes.) 
In contrast to the work described above, the Euler-Maclaurin 
sum formula is a novel solution to the problem of approximate in- 
tegration. It was found by L. Euler in 1732 but was not published 
until 1738; it was independently found by C. Maclaurin by 1737 but 
was first published in 1742 (see the latter's statement in [Mac- 
laurin 1742, Bk. II, 691, n.). The formula had been foreshadowed 
by J. Gregory's method of numerical integration described in his 
letter of November 23, 1670, to J. Collins [Goldstine 1977, 77-78, 
941 . 
Maclaurin applied the sum formula to obtain results directly 
related to the subject matter of this paper; consequently, only 
his work is discussed below. 
4. THE WORE OF MACLAURIN 
Colin Maclaurin was among the most outstanding of Newton's 
successors in Britain. His principal work [Maclaurin 17421 was 
in part a response to the famous attack made by George Berkeley 
in 1734 on the logical foundations of Newton's form of the cal- 
culus. But it also included remarkable treatments of geometrical, 
mechanical, geophysical, and related questions. 
The substance of the work to be discussed is found in 
[Maclaurin 1742, Bk. 1, Art. 352-353; Bk. II, Art. 828-8491; an 
abbreviated account is given in [Goldstine 1977, 84-941. For 
convenience, a version of his sum formula (Bk. II, 672-673), in 
modern terminology, will first be obtained. 
Using Taylor's series, Maclaurin assumed a function expres- 
sible in the form 
3 
f (x0 + 2) = f (x0) + f’(x0) - fi + f”(Xo) - g + f’“(x0) - 5 + ..-, 
. 
(1) 
from which similar series for f'(xo + z), f”(xo + z), . . ..follow 
by repeated differentiation with respect to z. On integrating 
each of these series, in turn, from z = 0 to z = h and multiplying 
the results thus obtained by Cir~ = 1, alh, a2h2, a3h3# respectively, 
and then adding the results, one gets 
h 
/ 
co 
f(xg + z)dz + c akh’ - 
I 
hf (k) (x0 + z)dz 
0 k=l 0 
= hf(x) + 5 ftk)(x) * hk+l - lea &! - 
k=l (2) 
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up to this point, the coefficients cll, 
arbitrary. Values are now assigned to 
tially, so as to make the terms of the 
right vanish. Thus 
a~, (~3, . . . have been 
these coefficients sequen- 
infinite series on the 
1 2 
c 
"1 
3 
(2-1)! = OS c 
"1 
?Z)! = 0, 
c 
al - =o, 
(4-l)! 
l=O l=O 1=0 
4 
c 
5 
(pgyj! = 0, -a-, 
l=O 
whence 
a1 = - 3, ap = A, a3 =O, a4 =-A, . . . . (3) 
When the values thus determined are substituted in (2), one gets 
h J 
co 
hf(xo) = f(xg + z)dz + k (k-l) (x0 + h) - f . 
0 c 
akh if (k-1) (x0 ) ] 
k=l (4) 
On replacing x0 by x0 + h, x0 + 2h, . . . x0 + (n - 
cession, 
l)h, in suc- 
and adding the resulting equati&s to (4), one finds, 
since 
flxO + kh + z)dz = 
that 
n-l 
h 
c 
f(xo + kh) 
k=Q 
J 
Q) 
xg+nh 
= f(x)dx + 
X0 c 
k (k-l) 
akh If (X0 + nh) - f(k-l)(xo)]. 
k=1 
(5) 
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From (3), the formula sought follows: 
n-l 
c 
xo+nh 
fix0 + kh) = (l/h) 
J 
f(x)dx - [f(xo + nh) - f(xo)l/Z 
k=O X0 
+h’ [f’ (x0 + nh) - f’ (x0)1/12 . . . . (5') 
Maclaurin 11742, Bk. II, Art. 8481 applied (5') and a modi- 
fication to a variety of problems, including the summation of 
series of the form ! 
n-l 
(y (m + cfd, where r is an integer, 1‘ # -1, = o 
and X1 log c1, i.e., Stirling's approximation to the factorial, 
etc. 
Maclaurin (Bk. II, Art. 848) also applied his formula to the 
derivation of particular cases of the Newton-Cotes formulas of 
numerical integration; these had Previously been obtained essen- 
tially by integrating an interpolating polynomial [Cotes 1722). 
(From a geometric standpoint (5') is equivalent to representing 
the area lying under the curve f(x) bounded by the x axis and the 
ordinates y = x0 and y = x0 + nh, by the sum of the areas of the 
inscribed trapezoids obtained when the base is divided into n 
equal parts by equidistantly spaced ordinates, plus a remainder 
term expressed as an infinite series.) 
To put (5') and the subsequent derivations in conformity 
with the Newton-Cotes formulas [Cotes 1722, 331, it is convenient 
to return to Maclaurin's original notation. Thus, on setting 
R = (x0 + nh) - x0 = nh, one gets from (S'), 
B+$ ($+j 6 + ($&j 5 - &c., (6) 
in which the other substitutions are evident. Maclaurin [1742, 
848 ff.] wished to "exterminate" the term involving B from (6). 
By setting n = 1 in (6), subtracting the result from (6), and 
then rewriting, he obtained 
A 
* - 2n+2 
nB --+-XX RQi R63 --+-x nn+l nn- 1 720nn 30240 ,4- - 6~. 
He considered the case in which the terms involving 6, 5, . . . are 
neglected, obtaining the approximation Q ; dR/(2n + 2) + 
nBR/ (nn 1 1). For n = 2, when there are three ordinates, he 
found Q = (~/6) (A + 4~)~ which agrees with Newton and Cotes 11722, 
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pp. 18, 331 (and "Simpson's rule" of Section 3). For n = 3, 
when there are four ordinates, he found Q ; (R/8)(A + 3B), the 
"Three-eighths" rule, which was favored by Newton and Cotes. 
By eliminating 6, 5, . . . successively in (7), Maclaurin ob- 
tained further formulas of increasing accuracy. For the case of 
five ordinates in which (conforming with the notation of Cotes) 
A is now defined to be the sum of the first and last ordinates, 
B the sum of the second and fourth ordinates, and C the middle 
ordinate, Maclaurin obtained 
Q= 
7A + 32B + 12C x R _ 31 R6 < 
90 6 - 16 + - 16 - 30240 &'- ' (8) 
in which the first-term approximation to Q had been given by Cotes 
(cf. "Boole's rule"), After further developments, he concluded: 
These theorems may be continued in like manner, and 
some judgment formed of the accuracy of the several 
rules, by comparing the quantities that are neglected 
in them. [Maclaurin 1742, Art. 8491 
About eighty years following Maclaurin's work, in an article 
on "Quadratur" in the compendium of G. S. Klcgel [1823, Bk. IV, 
141-1491, there appeared an exposition, the first part of which 
closely followed the foregoing, but with a more modern notation, 
as well as some additional developments (a more readily accessible 
account is given in [Engels 1979, 2891). At the conclusion of the 
first part, it is stated that one can continue in this manner and 
obtain additional Cotes' formulas and also determine approximately 
the error in each. As noted by Engels [1979, 2891, this is correct 
in the case of seven ordinates, but it is already incorrect in the 
case of nine ordinates. For here the Cotes formula (in which the 
counterintuitive feature of some negative coefficients for the or- 
dinates appears) differs from that obtained by continuing Maclaurin's 
elimination process. 
From a second formula of Maclaurin, additional approximate in- 
tegration formulas are obtained by the elimination procedure de- 
scribed above [Kliigel 1823, Bk. IV, 146-1491. 
5. THE WORK OF SAIGEY 
In the latter part of the 18th and first half of the 19th cen- 
tury, following the work described in the previous sections, many 
prominent mathematicians made considerable advances in the theory 
of approximate integration, stimulated, at least in part, by the 
needs of such fields as celestial mechanics, geodesy, naval archi- 
tecture, etc. [Goldstine 19771. But the next advance to be con- 
sidered here is due to Jacques Fr&d&ic Saigey (1797-1871). 
HM 11 Richardson Extrapolation and Romberg Integration 15 
Saigey was a prolific writer on a variety of scientific and 
mathematical subjects and by occupation was a physical instrument 
maker in Paris. He collaborated with A.-J.-H. Vincent in the 
preparation of the sixth edition of the latter's widely used text- 
book [Vincent & Saigey 18561. One of the results found in the 
text (p. 232) is that the circumference of a circle is nearly 
equal to the perimeter of an inscribed [regular] polygon (with a 
large number of sides), increased by a third of the excess of this 
perimeter over that of an inscribed [regular] polygon with half 
the number of sides. (Recall Huygens' lower bound (Sec. 2, Eq. (4).) 
This is initally extended to yield a rule for the rectification of 
a curve: 
To rectify any curve whatever, between its extremities 
one inscribes two broken lines [polygonal contours], 
one having twice the number of sides of the other, and, 
to the longer one, a third of its excess over the other 
is added. The result expresses the length of the curve 
with an approximation which improves as the number of 
sides in the broken line increases. [Vincent & Saigey 
1856, 2361 
(It is tacitly assumed here that the maximum length of a side of 
a polygonal contour decreases to zero as the number of sides in- 
creases indefinitely.) 
The result for the rectification of a circle and the inscribed 
[regular] polygons is extended (pp. 236-237) to a comparison of the 
respective areas; the approximation C = P' + (l/3) (P' - P) is ob- 
tained. Here C, P, and P' denote the areas of the circle, an in- 
scribed polygon, and the inscribed polygon with double the number 
of sides of the previous one, respectively. To extend the process 
to the quadrature of plane curves, the area under a curve bounded 
by the x axis and two bounding ordinates is divided into n parts 
by equidistantly spaced ordinates. By joining the tops of succes- 
sive ordinates, a polygon P is obtained which is composed of trap- 
ezoids. Similarly, by dividing the base into 2n parts by equi- 
distantly spaced ordinates and joining the tops of successive 
ordinates, a polygon P' is obtained. The area under the curve is 
then approximated by P' + (l/3) (P' - P). (A justification of this, 
which is called Saigey's formula, is given as an alternative 
method of deriving Simpson's rule (Sec. 3, Fq. (2)) in [Editorial 
Note, 18561 .) The same method is subsequently applied to the 
determination of areas of curved surfaces and to volumes enclosed 
by such surfaces [Vincent & Saigey 1856, 19, 244-2521. 
Subsequently, Saigey [1859] made an important advance in a 
little-known and quite unconventional work. Here he introduced 
the idea of iterative linear extrapolation as an extension of his 
integration procedure discussed above. The book consists of a 
series of loosely connected essays on topics ranging from advanced 
arithmetic and computation and financial and insurance mathematics 
to the calculation of eclipses and tides. 
16 Jacques Dutka HM 11 
By applying his method of "successive eliminations" (de- 
scribed below), five times to the perimeters of a sequence of 
regular polygons of "2", 4, 8, 16, 32, and 64 sides, Saigey ob- 
tained (pp. 214-217) a rounded-off approximation to 71, correct 
to 13D. He also observed that the procedure is applicable to 
any curve "whatever," by inscribing polygons (successively) with 
double the number of sides if the arcs subtended by these sides 
are sufficiently small to be comparable to those of a circle. 
As examples, he applied the method to an ellipse and a sinusoidal 
curve (pp. 218-220) and later extended the process to the quad- 
rature of surfaces, the cubature of volumes, etc. (pp. 220 ff.). 
The approximation to IT follows. 
Let y be half the side of a [regular] n-sided polygon P in- 
scribed in a circle of unit radius, and let x be the corresponding 
arc, so that 
X3 X5 
Y = sin x = 5 - 1 l-2.3 +p2.3*4.5-"" 
Multiplying by 2n, 
(2nx - x2) 
2”Y=+yle2 + 
(2 nx . x4 ) 
- ---- - 31 (1 . 2 . 3 . 4 . 5) 
But 2ny is the length (of the perimeter) of P, and 211x = 2ir. 
Thus, on setting, 2lT/l * 2 . 3 = a, 2l~r/l ' 2 * 3 - 4 - 5 = b, 
etc., one gets P1 = 2TT - ax* + bx4 - cx 6 + dx* - . . . . If the 
arc x is replaced by x/2, then by x/4, then by x/8, etc., one 
gets the polygons Pp, Pg, P4, . . . , having double, fourfold, 
eightfold, etc., the number of sides, namely, 
2 bx4 6 8 P* = 2n - y- + -&*- - 5 + s - . . . , 
2 4 
P3 = 2n -y+Jyp$+$-... , 
P4 = 2il - $+$-$+$- . . . , 
etc. It is to be noted that in each case the series on the right 
following the constant expresses by how much (the perimeter of) 
the polygon is smaller than the circumference HIT, the difference 
beginnfng with the x2 term. On eliminating the x2 term between 
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Pl and P2, then between Pp and P3, etc., and dividing through by 
(4 - l), one gets 
4p2 - ‘l = A1 
4-l 
=2r-2$+Q$-5+ . . . , 
4P3 - Pg 
4 -1 = A2 
=2T+$- 4y + . ..) Liz 
4pk - ‘3 = A bx4 =2*-7+=&y-& dx8 + . . . , 
4-1 3 
etc. In each case, the series on the right following the constant 
expresses by how much Al, AZ, A3, . . . is smaller than the circum- 
ference of 2~, the difference beginning with the x4 term. On 
eliminating the x4 term between A1 and Ap, then between Ap and A3, 
etc., and dividing through by (42 - l), one gets 
2 06 + axa w= B1 = 2'tT - 43 F- . . . , 
w,B2= 6 2TT -5 +$- ,*, , 
etc. In each case the series on the right following the constant 
(HIT) expresses by how much Bl, B2, . . . is smaller than the circum- 
ference 2a, the difference beginning with the x6 term. On elimin- 
ating the x6 term between B1 and Bp, then etc., and dividing 
through by (43 - 11, one gets 
q3B, - BL 
42 - 1 
= Cl = 27T = dx 468 + . . . . 
etc. Note here that the difference between Cl and 2~r begins with 
(an) x8 (term). Continuing in this manner the circumference is 
approximated more and more closely. The law is evident: consider- 
ing PI, P2, P3, . . . to be the first approximations to the circum- 
.ference, the second approximations 
A1 = 4P2 - pl = pp + 1 (P2 
3 3 - Pl), 
A2 = 4P3 - P2 
3 =P3 +f (P3 - PP), . . . 
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are obtained, then the third approximations, 
El = 
16A.2 
- A1 = A2 + l 
15 yij (A2 - AlI, 
*2 = A3 + +g (A3 - A2), .a. , 
the fourth approximations, 
Cl = 64B2 - B1 1 
63 
= ~~ + 63 (B2 - B1) r 
C2 = 64B3 - B2 
63 =I33 +& (B3 - B2), . . . , 
the fifth approximations, 
D1 = 25% - Cl = c3 + 
255 & (C2 - Cl), 
D2 = 256C3 - C2 = c3 + 1 255 255 (C3 - C2)r -*a , 
and so on. The numbers 3, 15, 63, 255, . . . are the successive 
powers of 4 diminished by unity. This is the method by which 
Saigey obtained the approximation to IT and additional applications 
described below. 
Saigey added a historical note in which he referred his read- 
ers to [Vincent & Saigey 1856, 229-2321 for the derivation of the 
first term of this law, relative to the number 3, not only for 
curves, but also for surfaces and volumes. While others investi- 
gated the analogy between his method and that of Simpson, "the 
latter however only being concerned with the quadrature of plane 
surfaces," Saigey noted that the first term ought to be followed 
by other terms, unlimited in number, which yield better and better 
approximations. He had already obtained the second term, relative 
to the divisor 15, but--with rare candor--admitted that he incor- 
rectly conjectured the form of the continuation of the rule. 
Saigey added, further, that this was rectified by a communication 
from an engineer, M. G&in, who first gave the correct rule, de- 
scribed above. After learning of Gubrin's result, Saigey wrote, 
he then found it for himself. 
Saigey also described an application of the method of unde- 
termined coefficients to the sequence PI, P2, P3, . . . to eliminate 
the terms involving x2, x4, x6,... and obtained equations of condi- 
tion (for the elimination of the coefficients). These were easily 
solved when the number of equations did not exceed three, but 
their complexity increased in an astonishing way. He was only 
able to make use of these equations by knowing the result in ad- 
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Vance. Thus the method of successive eliminations is much to be 
preferred over that of undetermined coefficients. This is the 
reason why, in all the interpolation problems treated above, he 
omitted the Newton and Lagrange formulas, using only successive 
eliminations, which have the advantage of simplifying the results 
the closer one gets to the end. 
6. EPILOGUE 
Saigey's work [1859] appears to have gone unnoticed by sub- 
sequent writers on approximate integration or extrapolation 
processes, very likely because results pertaining to such subjects 
are not usually included in books ostensibly devoted to arithmetic. 
Since a detailed summary of most of the important advances made in 
the first half of the 20th century, related to the title of this 
paper, has been given by Joyce 119711, only a few additional com- 
ments will be made here. 
W. F. Sheppard [1900] showed that several of the most com- 
monly used rules of numerical integration--including Simpson's, 
the "three-eighths" rule, Boole's, Weddle's, etc.--could be ob- 
tained as linear combinations of trapezoidal rule approximations 
with different integration intervals. R. E. Milne [1903] formu- 
lated a set of equations, essentially equivalent to the truncated 
form of Saigey's equations for PI, P2, PI, . . . (Section 51, show- 
ing how the higher-order terms could be eliminated by the use of 
determinants. Ironically, some of these results were, in turn, 
discovered by later writers who were unaware of the earlier work. 
An extensive development of Huygens' original idea was given 
by K. Kommerell [1936]. Starting with a set of equations, again 
essentially equivalent to Saigey's for PI, P2, P3, . . . (Section 
5) I he proceeded to apply the method of undetermined coefficients 
in an ingenious manner, showing that the sequence obtained by elim- 
inating the higher-order terms, equivalent to Milne's procedure, 
converges rapidly to IT from below. 
But it was not until almost a century after the publication of 
[Saigey 18591 that W. Romberg 119551 rediscovered the method with 
some additional refinements. From an initial sequence of trape- 
zoidal rule approximations to a definite integral, the sequence is 
extrapolated, as in Section 5, until the desired accuracy is ob- 
tained (see [Saigey 1859, 220-2221). Curiously, although his paper 
directly stimulated dozens of related papers by others, Ron&erg 
does not appear to have published anything further on this subject. 
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