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ARTHUR GILL 
Department ofElectrical Engineering, University of California, Berkeley, California 
Work done in the past on the subject of state-identification n finite 
automata has been limited to devising procedures for some special- 
purpose identification experiments, and to estimating the lengths 
of more general experiments. The purpose of the present paper is to 
complement this work by presenting procedures for solving general 
state-identification problems by experiments of various specified 
characteristics. Classifying identification experiments into pre- 
set or adaptive and into simple or multiple, the results contain 
procedures for identifying the initial state of an automaton by mini- 
mal, simple, preset or adaptive xperiments, whenever simple, preset 
experimentation is realizable, and by multiple, preset or adaptive 
experiments, whenever simple experimentation is not realizable. 
Also, procedures are described for identifying the final state of an 
automaton by minimal or nonminimal, preset or adaptive xperi- 
ments. Bounds associated with the various procedures are deter- 
mined, and the applicability of the results to machine-identification 
problems is discussed. 
I. INTRODUCTION 
The problem of identifying the initial or final state of a finite automa- 
ton (or "machine") has been drawing little attention, despite its great 
significance in the theory of automata. To the author's knowledge, the 
only papers devoted to this subject are those by Moore (1956) and Gins- 
burg (1958), whose important contributions still leave a great number 
of questions unanswered. Before summarizing these contributions and 
outlining fhe objectives of the present paper, it is advantageous to
discuss in detail the meaning and purpose of "identification experi- 
ments." 
The two identification problems under investigation are the following: 
* The research in this paper was supported by the Information Systems Branch 
of the Office of Naval Research under contract Nonr 222(53). 
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1. The distinguishing problem: I t  is known that a given machine M 
is in one of the states zl ,  o2, . . . ,  zq ; find the state. 
2. The homing problem: I t  is known that a given machine M is in one 
of the states G1, z2, • " ", zq ; pass M into a known state. 
In each of the above problems, M is assumed to be a "black box," 
with only the input and output terminMs accessible to the experimenter. 
The state table (or diagram) of M is assumed to be available in a re- 
duced form for the task of designing the identification experiments. 
These experiments are conducted by applying input sequences to M 
and observing corresponding output sequences; the solution is then 
arrived at on the basis of the applied and observed sequences. The 
"length" of an experiment is taken as the number of input symbols 
applied to M from the time the problem is posed to the time it is solved. 
Identification experiments are divisible into the following categories: 
(a) Preset experiments: The input sequence is completely designed in 
advance and is valid regardless of the initial state of M. 
(b) Adaptive experiments: The input sequence is composed of a 
number of subsequences, each subsequence (except he first) designed 
on the basis of outputs yielded by preceding subsequenees. The sequence, 
in general, depends on the initial state of M. 
A preset experiment, as a rule, is easier to implement than an adaptive 
one, since it requires no deeision-making before the experiment termi- 
nates. An adaptive xperiment, on the other hand, requires a number of 
intermediate decisions before termination. Envisioning a human or a 
meehanieal "input symbol generator" supplying M with the designed 
sequences, it can be seen that in the ease of a preset experiment the 
generator should be capable of supplying a single sequence only. In the 
ease of an adaptive experiment, the generator should be capable of 
generating a number of sequences, each sequence determined by in- 
formation fed back from the output terminal. This interpretation of the 
two types of experiments i depicted by Fig. 1. Assuming some prob- 
ability distribution over the states ~1, ~2, " • ", ~ ,  the advantage of an 
adaptive xperiment is that it has a nonzero probability of being shorter 
than a preset experiment designed for the same problem. Also, in some 
problems, an adaptive xperiment is easier to design than a preset one. 
Identification experiments ean also be classified according to the 
number of "copies" of M which they require (one machine is a copy of 
another if both machines are describable by the same state table, and 
if both are in the same state before the experiment eommenees) : 
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FIG. 1. (a) Preset experiment. (b) Adaptive experiment 
(a) Simple experiments: Only one copy of M is required. 
(b) Multiple experiments: More than one copy of M is required. 
Clearly, a simple experiment is preferable to a multiple one, inasmuch 
as most machines encountered in practice are available in one copy only. 
A simple, preset experiment is called minimal if it is the shortest one 
to yield the desired solution. A simple, adaptive xperiment is called 
minimal if its length does not exceed the length of the minimal, simple, 
preset experiment designed for the same problem. Simple experiments 
which are not designed by a procedure guaranteeing their minimality 
(although they may, in some specific situations prove to be minimal), 
are called regular. 
The set of states {zl, z~, • • ", zq}, one of which is the initial state of M, 
will be called the admissible set and denoted by (~. The elements of a 
will be called admissible states. The total number of states in M will be 
denoted by n. 
Moore's paper presents a procedure for solving the distinguishing 
problem, with q = 2, by a minimal, simple, preset experiment. It also 
presents a procedure for solving the homing problem, with q = n, by 
a regular, simple, adaptive experiment. Ginsburg's paper presents 
bounds on the length of a minimal, simple, preset experiment for solving 
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the homing problem. In the present paper we shall complement these 
results by describing: 
(1) A procedure for solving the distinguishing problem (for any q) by 
a minimal, simple, preset experiment, whenever a solution by simple, 
preset experimentation is at all possible. 
(2) A procedure for solving the distinguishing problem (for any q) 
by a minimal, simple, adaptive experiment, whenever a solution by 
simple, preset experimentation is at all possible. 
(3) A procedure for solving the distinguishing problem (for any q) 
by a multiple, preset experiment, whenever a solution by simple experi- 
mentation is impossible. 
(4) A procedure for solving the distinguishing problem (for any q) 
by a multiple, adaptive experiment, whenever a solution by simple 
experimentation is impossible. 
(5) A procedure for solving the homing problem (for any q) by a 
minimal, simple, preset experiment. 
(6) A procedure for solving the homing problem (for any q) by a 
minimal, simple, adaptive experiment. 
(7) A procedure for solving the homing problem (for any q) by a 
regular, simple, preset experiment. 
(8) A procedure for solving the homing problem (for any q) by a 
regular, simple, adaptive experiment. 
In addition, we shall present some bounds associated with the various 
procedures, and discuss the applicability of the results to the problem 
of machine-identification. 
I I. SUCCESSOI~ TREES 
Before describing any of the procedures, it is useful to introduce a
number of definitions. 
An S~-set is an unordered set of states of M, which may contain any 
number of identical states. An S-group, written as {Sd, {$2}, ".., {Srl, 
is an unordered set of S~-sets, not necessarily disjoint. An S~-set con- 
taining a single element is called simple; an S-group in which all S~-sets 
are simple is likewise referred to as simple. An S~-set which contains two 
or more identical states is called multiple. An S~-set in which all states 
are identical is called homogeneous (a simple set being a special case}; 
an S-group in which all S~-sets are homogeneous is likewise referred to 
as homogeneous. 
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An input sequence composed of the symbols ~i 1 , followed by ~2,  " " " , 
followed by v~,  will be written as v~1~2 "" • ~z • Given an S-group S and 
an input sequence ~1~ . . .  ~z ,  the ~lv~ ""  ~?~z -successor of S is an 
S-set derivable from S as follows: (a) Partition each Si-set of S into 
the subsets {S~}, {Si2}, . . .  , {Sips}, such that two states in {Si} belong 
to the same subset {S~i} if and only if they yield identical responses to 
~ "'" ~z-  (b) Replace every state ~k in every subset {S~.} by the 
state ¢J  into which zk passes when v~ • • • ~ is applied to M; denote 
the resulting subset by {S'ii}. The set of subsets {S~}, i = 1, 2, . . .  , r, 
j = 1, 2, • • • , p i ,  constitutes the ~v~, • • • ~z-successor f S. 
The successor tree is a structure composed of branches arranged in 
successive levels, the uppermost level being the "first" level, the next 
to uppermost being the "second" level, and so forth. Every branch is 
associated with an S-group; a branch associated with the S-group S is 
referred to as the branch "S."  A branch is either terminal, when it does 
not generate any next-level branches, or nonterminal, when it generates 
rn next-level branches, one branch for each symbol in the input alphabet 
{v~, ~2, " ' ,  v~}. Thus, every branch (excluding first-level branches) 
is associated with both an S-group and an input symbol ~ .  For any 
given machine M and an admissible set a, the successor tree can be con- 
structed, level by level, according to the following rules: 
(i) Let the first level consist of the single branch "(L" 
(ii) Let branch "S"  be a terminal branch if any of the following 
conditions exists: 
(a) S contains any multiple S~-sets. 
(b) There is a branch "S"  in a previously completed level. 
(iii) I f  none of the conditions listed under (ii) exists, let branch "S"  
generate m next-level branches. Let the kth branch be "S(~), '' where 
S (~) is the ~-successor of S. 
(iv) Terminate construction when no new branches can be generated, 
or when any of the S-groups associated with the last completed level is 
simple. 
Figure 2 shows the state diagram and Table I the state table for 
machine A. In the table, st, xt ,  and yt are the state, input symbol, and 
output symbol respectively, at time t. In the diagram, a branch pointing 
from state ¢~ to state zj and labeled (w/p~) indicates that the input 
symbol ~ causes tate ~ to pass into state ~.,  yielding the output sym- 
bol p~. Both the tabular and diagramatic representations follow the 
model proposed by Mealy (1955), which was shown (by Cadden, 1959, 
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St+l ~t 
1 1 4 0 1 
2 1 5 0 1 
3 5 1 0 1 
4 3 4 1 1 
5 2 5 1 1 
and by Gill, 1960) to be as general as Moore's model. Figure 3 shows the 
successor tree for A and (t = {2, 3, 4, 5}. As an example where both 
rules (ii), (a) and (ii), (b) are invoked in the tree construction, Fig. 
4 shows the successor tree for A and a = {1, 2}. 
The following theorem serves to show that the construction of a suc- 
cessor tree is a finite process: 
THEOREM 1. The number of levels in a successor tree for an n-state 
machine and an admissible set of size q cannot exceed (q - 1 )n  q. 
PROOF. Consider an S-group [$1}, {$2}, " " ,  {St}, denoted by S Cr) 
and associated with some branch in this tree. Let the number of states 
in {S~} be ui; we then have ul -~- u2 + "'" + ~r = q. The number of 
distinct S-groups which contain r S~-sets such that {S~} contains u~ 
states is at most n"~n "2 . . .  n"" = n q. Thus, after at most n q branches, 
branch "S  (r)'' must either lead to a terminal branch, by virtue of rule 
(ii), (a) or rule (ii), (b), or lead to a branch associated with an S-group, 
denoted by S c~+~, which contains at least r + 1 S~-sets. By induction, 
after at most (q -- 1)n q, a branch containing a single S~-set must either 
lead to a terminal branch, by virtue of rule (ii), (a) or rule (ii), (b), or 
lead to a branch containing q S~-sets. Since a group containing q S~-sets 
is necessarily simple, the latter branch must also be terminal, by virtue 
of rule (iv). The number of levels in the tree, therefore, cannot exceed 
(q - 1)n q. 
A tree path leading from branch "S"  to a branch associated with the 
n~n~2 "'" n;~-successor f S will be said to "describe" the sequence 
n;~n~2 "'" n;z • A dist inguishing path will be defined as any path which 
leads from (~ to a branch associated with a simple group. A dist inguishing 
sequence for M and (l is any predetermined input sequence which, when 
applied to M, determines the admissible state in which M was prior to 
application. 
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THEOREI~ 2. A distinguishing path in a successor tree for machine M and 
admissible set (~ describes a distinguishing sequence for M and (~. 
Pl~ooF. Let ¢~ and zj be two states in a. By construction, if the input 
sequence ~dl~2 " '"  ~ passes ¢~ into ~ '  and cj into ~/,  and if ¢~' and 
¢ /are  in two separate Si-sets in the ~2 " '"  ~z -success°r of (~, then 
the responses of ¢~ and cj- to ~n~2 "'"  ~.~ are distinct. Thus, if (~ = 
{¢~, ¢2, " " ,  ¢q} and if the ~1~2 "'"  ~;~-successor f (~ has q simple 
S~-sets (and hence constitutes a simple group), the responses of ¢~, 
¢2, " "  , ¢q to n~ln~ - . .  ~,~ are distinct; the response of M to this se- 
quence, then, uniquely determines the initial state. Since, by definition, 
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FIG. 3. Successor tree for A and (~ = {2, 3, 4, 5} 
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FIG. 4. Successor tree for A and (~ = /1, 2} 
an input sequence leading from (~ to a simple group corresponds to a 
distinguishing path, the theorem follows. 
The shortest distinguishing sequence for machine M and admissible 
set (~, will be called the minimal distinguishing sequence for M and (~. 
THEOREM 3. The set of distinguishing paths in the successor tree for 
machine M and admissible set (~, describes all minimal distinguishing 
sequences for M and (~, and no distinguishing sequences other than minimal. 
Pnoos. Consider an "extended" successor tree, constructed according 
to rules (i), (iii), and (iv) only. Paths appearing in the emended tree 
but not in the original one are those generated ue to the omission of 
rule (ii). Now, an S-group containing a multiple S,-set contains at 
least one Si-set in which there are two or more identical states. Since the 
responses of these states to any input sequence are, clearly, identical, all 
successors to this S-group must also contain a multiple S~-set. Thus, 
paths appearing in the extended but not in the original tree, due to the 
omission of rule (ii), (a), cannot be distinguishing paths. Consider now 
two identical S-groups S, associated with branches b~ and by, in the 
tree levels u and v, respectively, where u < v. Since b~ and by generate 
identical subtrees, if a distinguishing path traverses b~, one also trav- 
erses b~ ; since u < v, the former path is longer than the latter and 
hence cannot be minimal. Thus, paths appearing in the extended but 
not in the original tree, due to the omission of rule (ii), (b), cannot 
describe minimal distinguishing sequences. Consequently, since the 
extended tree describes all minimal distinguishing sequences for M and 
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a, the original tree must also describe them. Moreover, by virtue of rule 
(iv), the original tree cannot contain any distinguishing paths of dis- 
tinct lengths, which proves the theorem. 
III. SIMPLE DISTINGUISHING EXPERIMENTS 
The results obtained in the preceding section suggest he following 
procedure for solving the distinguishing problem by a simple preset 
experiment: 
(1) Construct he successor tree for the given machine M and (~ = 
1 1, . - .  , 
(2) Choose any of the distinguishing paths exhibited by the tree, 
say E, and list the responses of zl ,  ~2, • • • , ¢~ to E. If no distinguishing 
path is exhibited, solution is impossible by simple preset experimenta- 
tion. 
(3) Apply E to M and determine the initial state of M by comparing 
the response with the list compiled in step (2). 
The above procedure constitutes a solution to the distinguishing 
problem by a minimal, simple, preset experiment, whenever simple 
preset experimentation is at all possible. From Theorem 1 it follows that 
the length of such an experiment never exceeds (q -- 1)n ~. 
As an example, the minimal distinguishing sequence for A and a --- 
{2, 3, 4, 5} is seen from Fig. 3 to be aaa (leading to the simple group 
{1}, {1}, {2}, {1}). The response of A to aaa when the initial state is 
2, 3, 4, 5, is 000, 010, 101,100, respectively. The response to aaa, then, 
uniquely determines the initiM state. Figure 4 shows that the minimal 
distinguishing sequences for A and a = l 1, 2} are ~a~ and ~.  When 
q = 2, as is the case in the example of Fig. 4, the method proposed in 
Moore's paper for distinguishing between a pair of states is simpler than 
the successor t ee method. However, the tree method is still useful when 
all minimM distinguishing sequences are desired. 
Consider a distinguishing path, broken up into segments according 
to the following Mgorithm: Calling a "S (1~'', let the kth segment be the 
subpath leading from "S (k~'' to the first S-group, denoted by S (~+1), 
which contains at least one more simple Si-set than S (k). Since the 
number of Si-sets in the last S-group is q, the total number of seg- 
ments cannot exceed q - 1. Denoting the subsequence d scribed by the 
kth segment by E~, an adaptive xperiment can be conducted accord- 
ing to the following program: Starting with/¢ = 1, apply Ek to M and 
observe the response. If the response is attributable to a single state in 
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(~, this state is the sought initial state; if not, increment k by 1 and 
repeat. 
This experiment is seen to be a minimal, simple, adaptive xperiment 
for solving the distinguishing problem, and it can always be conducted 
if solution by simple preset experimentation is at all possible. 1 The 
experiment may terminate after any Ek,  depending on the initial state 
a~ of M (which is, of course, unknown at the outset). I f  S (k+l) contains 
the simple S~-set {~'}, and if applying the input sequence E1E2 . . .  E~ 
passes ~ into ¢t, then the response of M to E1E~ . . .  E~ is uniquely 
attributable to ~ and no additional experimentation is necessary. Thus, 
although at the outset there is no way of estimating to what extent (if 
at all) the adaptive experiment is shorter than the preset one, there is 
always a nonzero a priori probability that it will be shorter. 
As an example, the problem of Fig. 3 can be solved by a n adaptive 
experiment, by segmenting the minimal sequence c~a into as  and ~. 
If  the initial state of A is 2, the response to the first subsequenee aa is 
00, which can be attributed to the admissible state 2 only. The dis- 
tinguishing experiment, in this case, would terminate after the applica- 
tion of two input symbols. 
IV. MULTIPLE DISTINGUISHING EXPERIMENTS 
In cases where the successor tree contains no distinguishing paths 
[this happens when all paths terminate by virtue of rule (ii)], one might 
resort to multiple experimentation in order to identify the initial state. 
Before deseribing the design procedure for these cases, it is useful to 
state the following theorem, which is proved in Ginsburg's paper: In  
any set of w distinguishable states belonging to an n-state machine, there is 
at least one pair of states distinguishable by an input sequence of length 
n - -  w+ l or less. 
Let an admissible group a (~) be an unordered set of admissible sets 
{a(k), (~(k), . , (~(~h with (~(I) et (k+l) as • - ~ , = {~t}. is obtained from (?t (k) 
follows: If  (t~ k) contains w~ states, it contains at least one pair of states, 
The author is indebted to the unknown reviewer of this paper for pointing out 
that simple, adaptive distinguishing experiments may exist in cases where simple, 
preset experiments are not realizable. These experiments correspond to paths in 
the successor t ee which traverse multiple S~ sets, but in which such sets are elim- 
inable by virtue of previously observed responses. The simple, adaptive dis- 
tinguishing experiments proposed here are restricted to those obtainable by early 
terminations ofsimple, preset experiments, aad hence are construetible only when 
simple, preset experimentation is at all possible. 
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say ~ and z i ,  which are distinguishable by an input sequence of 
length n -- w~ + 1 or less. This sequence, denoted by E~ ~), can be found 
by Moore's method or through the successor tree. Partit ion (~k) into 
(~) 
the subsets ~h (~), c~2-(k), •• • , e~-(k) , such that two states of t~ are in the 
same subset if and only if they yield identical responses to --~ . There 
will be at least two such subsets, each containing at most w~ -- 1 states. 
The admissible (k+l) group a , then, consists of those a~ ), i = 1, 2, . . .  , 
r, j = 1, 2, • • • , p~, which contain more than one state. Following this 
definition, all admissible groups for any given M and (~ can be deter- 
mined in a recursive manner. Since successive admissible groups repre- 
sent successive refinements of a, the described process will terminate 
whenlc_-__ q - -  1. 
The multiple experiment can now be designed as follows: Suppose the 
number of distinguishing sequences determined in the process described 
in the preceding paragraph is C. Apply these sequences to C different 
copies of M- -one  sequence per copy. Inspect the response to E~I); this 
response can be attributed to only one (~2) say ~(2) Inspect he response 
/~(2). -(3) ~(3) to ~ , this response can be attributed to only one c~ , say ~3 • In 
. r , (k )  general: Inspect the response m z~ k ; this response can be attributed to 
(~(k+l) ~(k+t). increment/c by 1 and repeat. Continue the only one ~ , say i ~ , 
inspection until an (~)  is encountered which contains a single state (this 
must occur for k < q -- 1) ; the single state is the initial state sought. 
The multiple, preset experiment described above can be displayed 
diagramatically by means of a "multiple experiment tree." This is done 
in Fig. 5 for machine A and (~ = {1, 2, 3, 4, 5}. As can be verified from 
the successor tree for A and a, the distinguishing problem in this ease 
cannot be solved by a simple experiment. In the multiple experiment 
tree, each nonterminal branch represents a different copy of M. Indi- 
cated against he input terminal of each copy are the (~) set, the E~ k) 
sequence, and the pair of states (~,  aj) for which E~ ~) is the minimal 
distinguishing sequence, a~ and ~. are selected such that their minimal 
distinguishing sequence is shorter than, or as short as, the distinguishing 
sequence for any other pair in (~ (this choice guarantees the minimality 
of the individual sequences, but not necessarily the minimality of the 
total experiment). Indicated against the output terminal of each copy 
are the responses attributable to states in ~(~), distinct responses gener- 
ating distinct next-level branches, associated with disjoint subsets of 
~) .  A tree path starting at (~(1) and ending at any single-state set 
{~}, indicates the sequence of response inspections conducted when the 
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FIG. 5. Multiple experiment tree for A and (~ = {1, 2, 3, 4, 5} 
initial state of M is ¢i. For example, when the initial state of A is 3, 
E~ 1) (and its response 0) lead to E~ 2) (and its response 01), which lead 
to the terminal set (~3> = {3} and hence to the identification of the 
initial state. 
I t  can be noticed that each node in the/cth level of the multiple experi- 
ment tree "splits" the (~k) associated with the incoming branch into 
two or more disjoint subsets. Since the nmnber of splitting operations 
required to split a q-state set into q single-state subsets cannot exceed 
q -- 1, the tree contains at most q -- I nodes. Since each node is an 
output terminal of M, the tree contains at most q -- 1 copies of M. 
Consequently, we have the following theorem: 
THEOREM 4. The initial state of machine M having an admissible set of 
size q can always be identified by a preset experiment requiring C copies of 
M, where C <-_ q - -  1. 
Table I I  is the state table of an n-state machine for which the upper 
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FIO. 6. Mult iple experiment tree for machine of Table I I  
TABLE II 
St+l yt 
1 1 1 1 1 1 1 0 0 0 0 
2 1 1 1 1 1 0 1 0 0 0 
3 1 1 1 1 1 0 0 1 0 0 
n-2 1 1 1 1 1 0 0 0 1 0 
n-1 1 1 1 1 1 0 0 0 0 1 
n 1 1 1 1 1 0 0 0 0 0 
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bound of C is achieved with equal i ty.  F igure 6 shows the mult ip le 
exper iment  tree for this machine and (~ = { 1, 2, •. - , q}. 
Ins tead  of apply ing all the E~ ~) sequences imultaneously,  one may 
app ly  only those which are iudged necessary on the basis of previously 
observed responses. In  terms of the mult ip le exper iment tree, this means 
that ,  when the init ial  state of M is ~ ,  only these machines which appear  
I 2 3 4 
{ {4} [,-,} {.1 
FI~. 7. Multiple experiment tree for machine of Table I I I  
TABLE I I1 
St+l yt 
1 1 1 1 1 
2 1 1 1 2 
3 1 1 2 2 
4 1 1 2 3 
5 1 1 3 3 
6 1 1 3 4 
n-3 1 1 --1 --1 
2 2 
n 
n-2 1 1 -1 
2 ~ 
n n 
n 
n 1 1 - 1 
2 
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on the path terminating in {a~} are utilized. This scheme, which consti- 
tutes a multiple adaptive experiment for solving the distinguishing 
problem, is more economical than the preset version, inasmuch as it 
eliminates the need for all the copies which do not appear on the trav- 
ersed path. The maximum number of copies which may be needed in 
any adaptive xperiment cannot exceed the number of levels L in the 
multiple xperiment tree; to the extent hat L is lower than C (clearly, 
L can never exceed C), the adaptive xperiment is more advantageous 
than the preset one. Figure 6 is an example where L = C and the adap- 
tive experiment may not always have an advantage (for example, when 
state q is the initial state). Table II I  is the state table of an n-state 
machine (n even) for which the advantage of an adaptive xperiment 
over a preset one is always relatively great. Figure 7 shows the multiple 
experiment tree for this machine and (% = {1, 2, -.. , q} (4 =< q =< n -- 2 
and even) ;the preset experiment in this ease is seen to require (q/2) -t- 1 
copies, while the adaptive xperiment requires only 2 copies. 
As was previously remarked, the design procedure for the multiple 
experiment does not necessarily minimize the number of required copies 
C. In some cases this number can be reduced by exploiting the following 
obvious property: Given two input sequences E1 and E1E~, the response 
of M to El can be deduced from the response of M to EIE~. An example 
are the sequences a, aa, and aaa in the multiple experiment tree of 
Fig. 5. The responses of A to a and aa can be deduced from the response 
to aoea, so that a and aa need not be applied. This reduces the number 
of copies required in this problem from 4 to 2; clearly, no further educ- 
tion is possible, since the problem is unsolvable by a simple experiment. 
V. MINIMAL HOMING EXPERIMENTS 
While the distinguishing problem cannot, in general, be solved by a 
simple experiment, he homing problem can always be solved by a 
simple experiment, as will be shown in the next section. The tool for 
designing minimal homing experiments i  the homing tree, constructed 
by modifying rules (ii) and (iv) formulated for the successor tree. The 
new rules, numbered (ii') and (iv p) respectively, are the following: 
(ii') Let branch "S"  be a terminal branch if there is a branch "S"  in 
a previously completed level. 
(iv') Terminate construction when no new branches can be generated, 
or when any of the S-groups associated with the last completed level is 
homogeneous. 
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(1,]},{21, {5} [4,4,5}, {I } [5,2,5}, {1} 
Fm. 8. Homingtree for A and(~ = {1,2,3,4} 
Thus, the homing tree is the successor t ee with rule (ii), (a) omitted, 
and with homogeneous groups replacing simple groups as the ones which 
call for construction termination. As an example, Fig. 8 shows the 
homing tree for A and ~ -- {1, 2, 3, 4}. 
A homing path will be defined as any path in the homing tree which 
leads from a to a branch associated with a homogeneous group. A 
homing sequence for M and (~ is any input sequence which, when applied 
to M, passes it from the admissible state in which it was prior to applica- 
tion into a known final state. 
THEOREM 5. A homing path in a homing tree for machine M and ad- 
missible set a describes a homing sequence for M and g. 
PROOF. Suppose the path describing wlw2"'" n~ leads into the 
S-group {$1}, {$2}, " "  , {St}. Then the response of M to w1~2 "'" w~, 
uniquely determines, by construction, to which set {S~} the final state 
of M belongs. If the group is homogeneous, all the states in any { Si} are 
identical, and knowledge of the set implies knowledge of the final state. 
The shortest homing sequence for machine M and admissible set et, 
will be called the minimal homing sequence for M and (~. 
TaEOaEM 6. The set of homing paths in the homing tree for machine M 
and admissible set (~, describes all minimal homing sequences for M and (~, 
and no homing sequences other than minimal. 
PROOF. By the same argument used in the proof of Theorem 3, the 
inclusion of rule (ii') cannot affect he enumeration of minimal homing 
sequences. Thus, the set of homing paths in the homing tree describes 
all minimal homing sequences for M and (~. By virtue of rule (iv'), the 
homing tree cannot contain any homing paths of distinct lengths, which 
proves the theorem. 
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The procedure for solving the homing problem by a minimal, simple, 
preset experiment can now be outlined as follows: 
(1) Construct he homing tree for the given machine M and a -- 
{6"1, 0"2, " °*  , O'q}. 
(2) Choose any of the homing paths exhibited by the tree, say E, and 
list the responses and final states of 6.1, a2, • • • , 6.q when E is applied to 
M. 
(3) Apply E to M and determine the final state of M by comparing 
the response with the list compiled in step (2). 
As an example, the minimal-homing sequence for A and a = { 1, 2, 3, 4} 
is seen from Fig. 8 to be aa  (leading to the homogeneous group {1, 1}, 
{2}, {5}). aa passes states 1 and 2 into state 1 with the response 00, 
state 3 into state 2 with the response 01, and state 4 into state 5 with 
the response 10. The response, then, uniquely determines the final 
(although not the initial) state of A. 
A homing path can be segmented according to the following algorithm: 
Calling a "S (1)'', let the kth segment be the subpath leading from 
"S  (k)'' to the first S-group, denoted by S (k+l), which contains at least 
one more homogeneous S~-set han S (k). Since the number of S~-sets in 
the last S-group cannot exceed q, the total number of segments cannot 
exceed q - 1. Denoting the subsequence described by the kth segment 
by E~, an adaptive experiment can be conducted according to the 
following program: Starting with k -- 1, apply E~ to M and observe 
the response. If the response is attributable to a subset of a which, when 
Ek is applied, passes into a single state of M, this state is the sought 
final state; if not, increment k by 1 and repeat. 
This experiment is seen to be a minimal, simple, adaptive xperiment 
for solving the homing problem. It  may terminate after any Ek, depend- 
ing on the initial state 6.~ of M. If S (k+l) contains the homogeneous 
Si-set 16"~', a~', • • • , zi~}, and if applying the input sequence E1E2 • • • Ek  
passes z~ into 6"~', then the response of M to E IE2  . . .  Ek  is uniquely 
attributable to the final state 6"~' and no additional experimentation is 
necessary. As was the case with the minimal, simple, adaptive xperi- 
ment for solving the distinguishing problem, there is always a nonzero 
a priori probability that the adaptive xperiment will be shorter than 
the preset one. 
As an example, the problem of Fig. 8 can be solved by an adaptive 
experiment, by segmenting the minimal homing sequence aa into a and 
a. If the initial state of A is 4, the response to the first subsequence 
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a is 1, which can be attributed to the final state 3 only. The homing 
experiment, in this case, would terminate after the application of a 
single input symbol. 
VI. REGULAR HOMING EXPERIMENTS 
As could be observed in the preceding section, a minimal homing 
experiment is designed at the cost of constructing a homing tree which, 
in problems involving large admissible sets, becomes quite cumbersome. 
If one is content with any finite homing experiment (whose length is 
subject o a bound to be determined below), simpler design procedures 
are available. 
Consider an "extended" homing tree, constructed according to rules 
(i) and (iii) only; clearly, this tree describes all homing sequences-- 
minimal and nonminimal. Also, consider a path in the extended tree, 
composed of consecutive subpaths traced according to the following 
criterion: If the current branch is associated with an S-group containing 
exactly d nonhomogeneous Si-sets, proceed to a branch associated with 
an S-group containing at least d more S~-sets than the current one. 
Assuming that this "tracing criterion" can always be satisfied, it results 
in a path leading to a homogeneous S-group, and hence in a path de- 
scribing a homing sequence. 
Let {$1}, {$2}, " - ' ,  {St} be an S-group in which {$1}, {$2}, " - - ,  
l S~} (d <= r) are the nonhomogeneous S~-sets, and in which { Si} contains 
wi states. {S~} contains at least one pair of states which are distinguish- 
able by an input sequence of length n - w~ -t- 1 or less; denote the mini- 
real such sequence by E~. The Ei-suecessor of S, denoted by 'S  (1), con- 
rains, therefore, at least r + 1 S;-sets. If S (1) contains less than r + d 
S~-sets, there must be an S~-set in S (~) which contains the same number 
of states as some S~-set in S; let these two Si-sets be {S~ r} and {S~}, 
respectively. {$2'} contains at least one pair of states which are dis- 
tinguishable by an input sequence of length n -- w2 + i or less; denote 
the minimal such sequence by E2. The E2-successor of S (~), denoted by 
S (2), contains, therefore, at least r + 2 S~-sets. In general: If S (~) con- 
tains less than r ÷ d Si-sets, there must be an Si-set in S (~) which con- 
tains the same number of states as some S~-set in S; let these two Si-sets 
be 1S~+I} and {Sk+l}, respectively. I S~+I} contains at least one pair of 
states which are distinguishable by an input sequence of length n -- 
wk+~ ~- 1 or less; denote the minimal such sequence by E~+~. The 
Ek+~-successor of S (k), denoted by S (k+~>, contains, therefore, at least 
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r + k + 1 St-sets. If S (k+l) contains less than r + d Si-sets, increment 
k by 1 and repeat. Thus, the tracing ceiterion can always be satisfied 
by an input sequence E1E2 • • • Ee whose length is at most 
d d 
F (n- + 1) = d(n+ 1)  - 
k~l  k=l  
<= r(n + 1) -- ~wk = r(n + 1) -- q. 
k=l  
Moreover, the determination of the homing path does not require the 
actual construction of the extended homing tree, but can be done by 
consecutively constructing the E IE~. . .  Ed sequences, as described 
above. 
Using the last inequality, the length of the first subpath is seen to be 
n -~ 1 - q or less; since this subpath leads to an S-group containing at 
least 2 Si-sets, the length of the second subpath is 2 (n -~ 1) - q or less. 
In general, the length of the kth subpath is 2~-1(n -t- 1) - q or less, and 
it leads to a group containing at least 2 k Si-sets. Since the number of 
S~-sets cannot exceed q, when q is a power of 2 the number of subpaths 
cannot exceed logs q. Hence, the total length of the homing sequence, 
when q is a power of 2, is at most 
log2q 
2k-~(n-t- 1) -- q = (n- I -  1 ) (q - -  1) -- qlog2q 
When q is not a power of 2, the last expression should be rounded to the 
lowest integer which exceeds it. We thus have the following theorem: 
TI~EOREM 7. An n-state machine having an admissible set of size q can 
always be passed into a known final state by a simple, preset experiment 
whose length is at most ( n + 1)(q - 1) - q log2 ~, where (t is the largest 
power of 2 not exceeding q. 
The above theorem agrees with a more general formulation derived 
in Ginsburg's paper. 
Table IV illustrates how a regular, simple, preset experiment is con- 
strueted for the homing problem of A and a = { 1, 2, 3, 4, 5}. The "initial 
group" and the "final group" represent the S-groups associated with the 
first and last branches, respectively, of each subpath in the homing path 
under construction. The "distinguishable pair" is a pair of states in any 
Si-set belonging to the initial group; the pair is chosen according to the 
same criterion used in the design of the adaptive xperiment for the dis- 
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Initial group Distinguishable Distinguishing Final group 
pair sequence 
{1, 2, 3, 4, 5} 1, 4 a {1, 1, 5}, {3, 2} 
{1, 1, 5}, {a, 2} 1, 5 ~ {1, 1}, {2}, 15, ~} 
{1, l}, {2}, {5, 1} 1, 5 a {1, 11, {1}, {2}, {1} 
TABLE V 
Initial state Response to aaa Final state 
1 000 1 
2 000 1 
3 010 1 
4 101 2 
5 100 1 
tinguishing problem. The total homing sequence is constructed by 
assembling the distinguishing sequences in the order of their determina- 
tion. In our example, this sequence is seen to be aaa. Table V lists the 
responses and final states of A, for every admissible state, when the 
input sequence is aaa. This table may be referred to at the end of the 
experiment to deduce the final state from the observed response. 
An adaptive version of the regular homing experiment can be con- 
ducted as follows: Apply the first distinguishing sequence designed for 
the preset experiment. On the basis of the observed response, all but one 
of the S~-sets in the first "final group" can be eliminated. The surviving 
S~-set, which is necessarily smaller than (~, is denoted by (~1 and may be 
regarded as a new admissible set defining a new homing problem for M. 
In general: Determine the first distinguishing sequence in the preset 
homing experiment for M and a~ ; on the basis of the observed response, 
all but one of the Si-sets in the first "final group" can be eliminated. The 
surviving S~-set, which is necessarily smaller than ak, is denoted by 
al~+l and may be regarded as a new admissible set defining a new homing 
problem for M. If ak+l contains a single state, this state is the final 
state sought; if not, increment/¢ by 1 and repeat. The total experiment 
consists of at most q -- 1 sequences, and its length, as determined in 
Ginsburg's paper, is at most (2n  --  q) (q - -  1 ) /2 .  In Moore's paper, the 
described procedure is particularized for q = n. 
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As an example, consider the design of a regular, adaptive homing 
experiment for A and (~ = { 1, 2, 3, 4, 5}, where the initial state of A is 4. 
Applying the first distinguishing sequence of Table IV, a, to A yields 
the response 1. The surviving Si-set in the final group is, then, {3, 2}. 
The distinguishing sequence for the pair [3, 2} is aa, which yields the 
response 01. The surviving S~-set in the final group is, then, {2}, which 
is the finM state. 
VII. MISCELLANEOUS COROLL&t~IES 
In connection with the distinguishing problem, it is of interest o 
mention the property of "~-mergabil ity" ('1~ being a symbol in the 
input Mphabet of M) : A machine M is called ~-mergable, if in its state 
table the ~ entries are identical (in both the st+l and Yt subtables) in 
two or more rows. 
THEOREM 8. Let ~ be the ith symbol in the input alphabet of machine M. 
(a) I f  M is w-mergable for every w, then at least one distinguishing prob- 
lem for M is unsolvable by a simple experiment. (b ) I f  M is not ~?~-mergable 
for any w,  then all distinguishing problems for M are solvable by a simple 
experiment. 
PnooF. Let R~ be the set of states corresponding to the rows in which 
the w entries are identical, and let U i~1 Ri,  where m is the size of the 
input alphabet, be the admissible set (~. Then, for every input symbol 
applied to M, there are at least two states in a which pass into the same 
state with identical responses. Hence, if the admissible set is as specified 
above, the distinguishing problem cannot be solved by any simple 
experiment. (b) Since M is not m-mergable for any ~,  the present 
state, the present input, and the present output uniquely determine the 
previous state. Hence, if the final state and the input and output se- 
quences which led to it are known, the initi~l state can always be deter- 
mined. Since, by Theorem 7, every machine can be passed into a known 
finn state, the theorem follows. 
A set of machines {M1, M2, . . -  , M~} will be called exclusive, if each 
Mi is a reduced machine, and if no state in M~ is equivalent to any state 
in M~(i ~ j). All the results obtained in this paper are directly applicable 
to the machine U ~=1 M~, where {M1, M2, - . .  , Mz} is an exclusive set, 
and where U ~=1 M~ is the machine obtained by combining the state 
tables of M~, M2, - • • , M~ into a single table. The problem of identifying 
the initial (or final) state of a given machine M when it is known that M 
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is some M~(i = 1, 2, . . .  , l) in a state belonging to the admissible set 
(~i, is precisely the distinguishing (or homing) problem for U ~=1 Mi and 
(~ = U ~=1 (~4. In particular, the problem of identifying M when it is 
known that M is some M~, is precisely the homing problem for U ~=1 M~ 
and an admissible set which contains all the states of U *~=1 Mi. Thus, 
the solution of the homing problem is also the solution to the problem 
of identifying an unknown machine out of a known exclusive set. 
It should be noted that if the set {Mr, M2, " "  , Mz} is a set of re- 
duced, strongly connected machines, then it is also an exclusive set; the 
converse, however, is not necessarily true. Thus, the conclusions reached 
in the preceding paragraph are more general than those reached in 
Moore's paper, where their applicability is limited to strongly con- 
nected machines only. 
VIII. CONCLUSIONS 
In this paper we presented general procedures for solving distinguish- 
ing and homing problems, thereby filling some of the gaps which existed 
in the treatment of state-identification in the theory of finite automata. 
In closing, we shall mention some of the work that remains to be done 
in this area. 
The procedures we proposed for designing minimal simple experiments 
are based on the concept of the successor t ee, and are semienumerational 
in nature. These procedures could, perhaps, be improved upon by formu- 
lating additional rules for the construction of the successor tree, which 
will force more redundant paths to be eliminated in the early stages of 
construction. Also desired are procedures for designing regular, simple, 
preset and adaptive xperiments, analogous to those described for the 
homing problem, which would be suitable for solving the distinguishing 
problem whenever simple experimentation s realizable. Finally, it would 
be desirable to have a procedure for designing multiple, preset or adap- 
tire experiments for solving the distinguishing problem (whenever 
simple experimentation s ot realizable), which are minimal either with 
respect o the number of required copies, or with respect o the length 
of the total input sequence. 
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