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Résumé
Ce texte est le deuxième article sur une généralisation de système d’Euler de Kato.
Il est consacré à la construction d’une famille de systèmes d’Euler de Kato sur la courbe
de Hecke, qui interpole les systèmes d’Euler de Kato associés aux formes modulaires
paramétrées par la courbe de Hecke cuspidale. Par ailleurs, on explique la construction
d’une famille de distributions sur Zp sur la courbe de Hecke cuspidale à partir de cette
famille de systèmes d’Euler de Kato ; cette distribution fournit une fonction L p-adique
en 2-variable qui interpole les fonctions L p-adiques des formes modulaires précédentes.
Abstract
This article is the second article on the generalization of Kato’s Euler system.
The main subject of this article is to construct a family of Kato’s Euler systems over
the cuspidal eigencurve, which interpolate the Kato’s Euler systems associated to the
modular forms parametrized by the cuspidal eigencurve. We also explain how to use
this family of Kato’s Euler system to construct a family of distributions on Zp over the
cuspidal eigencurve ; this distribution gives us a two variable p-adic L function which
interpolate the p-adic L function of modular forms.
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1 Introduction
1.1 Introduction
Dans une séries d’articles datant des années 80, Hida montre que les formes modulaires
ordinaires vivent dans des familles p-adiques et le poids varie p-adiquement. En 1995, Cole-
man montre que la même chose est vraie pour les formes modulaires surconvergentes non-
ordinaires de pente finie. Ensuite, Coleman et Mazur [17] construisent un objet géométrique
C, appelé la courbe de Hecke ("Eigencurve"), paramétrant les formes modulaires surconver-
gentes de pente finie. De plus, ils ont aussi construit une famille de représentations galoi-
siennes de rang 2 sur la courbe de Hecke. On note C0 la sous-courbe fermée de C, appelé
la courbe de Hecke cuspidale, paramétrant les formes modulaires surconvergentes cuspidales
de pente finie, ainsi que C˜0 la normalisation de C0. Notre résultat principal (cf. théorème
1.1 ci-dessous) est que la fonction L p-adique d’une forme modulaire f varie analytiquement
avec f sur C˜0 :
On choisit un caractère de Dirichlet χ modulo N avec N suffisantment grand 1 et (N, p) =
1, ce qui permet de fixer les périodes par lesquelles on doit diviser les valeurs spéciales des
fonctions L que l’on veut interpoler (cf. §5.2.2 pour détails). Si f ∈ C0 est une forme propre
classique non-critique de niveau modéré Γ1(N), on dispose d’une distribution µf,χ sur Z∗p à
valeurs dansQp, telle que, quels que soient 0 ≤ j ≤ k−2 et η un caractère de Dirichlet modulo
pm vérifiant que ηχ(−1) = (−1)k−j−1, on a
∫
Z∗p
η(x)xjµf,χ = L(f ⊗ η, j + 1) à multiplication
près par des facteurs explicites (facteurs d’Euler, périodes,· · · ), et qui fournit la fonction L
p-adique attachée à f , en posant 2
Lp,χ(f, κ, s) =
∫
Z∗p
κ(x) · 〈x〉s · µf,χ,
1. C’est une condition technique (cf. §5.2.2 pour plus de détails) pour que l’on peut fixer les périodes en
utilisant seulement un caractère χ.
2. 〈·〉 est l’application de projection Z∗p → 1 + pZp.
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si κ est un caractère localement analytique de Z∗p et s ∈ Zp.
Théorème 1.1. Si x est un point classique non-critique de C˜0, alors il existe un ouvert
affinoïde X ⊂ C˜0 contenant x et une distribution µX,χ sur Z
∗
p à valeurs dans O(X), tels
que, pour tout point f dans l’intersection de X et le sous-ensemble Z des formes propres
classiques non-critiques de C˜0, on a
Evf (µX,χ) = C(f)µf,χ,
où C(f) est une constante dans Q¯∗p dépendant de la forme f .
Remarque 1.2. (1) Il y a au moins trois manières de construire µf,χ correspondant aux
différentes réalisations des motifs associés aux formes modulaires :
• La méthode classique utilise la réalisation de Betti, c’est à dire, la théorie de symboles
modulaires (Mazur-Swinnerton-Dyer [37], Manin [36], Vishik [49], Amice-Vélu [1], Mazur-
Tate-Teiltelbaum [38], Stevens [46], Pollack-Stevens [42] et [43]...) ;
• Une méthode plus récente, correspondante à la réalisation de de Rham, passe par la
méthode de Rankin-Selberg (Hida [28] et [29] dans le cas ordinaire, Panchishkin [39] dans le
cas général) ;
• La méthode de Kato [31], via la réalisation étale p-adique, passe par la construction
d’un système d’Euler, utilise la théorie des (ϕ,Γ)-modules de Fontaine [27] pour en déduire,
via une variante de l’application exponentielle de Perrin-Riou [40] et [41], une distribution.
Montrer que cette distribution est celle que l’on cherche (i.e. interpole les valeurs spéciales de
la fonction L complexe de la forme modulaire) nécessite de comparer deux lois de réciprocités
explicites, et d’utiliser la méthode de Rankin comme dans l’approche de Panchishkin.
(2) Des fonctions L p-adiques en deux variables, dont une variable varie sur un morceau
de C˜0, ont déjà été construites par des méthodes différentes correspondant aux constructions
de µf,χ ci-dessus :
• La stratégie de Stevens [47] (travail non publié), Pollack-Stevens [43] et Bellaïche [5] est
d’utiliser la théorie des symboles modulaires surconvergents, et ils réussissent à construire
une fonction L p-adique Lp(x, s) en deux variables, où x varie dans un voisinage d’une forme
modulaire raffinée (non-critique pour Stevens, et critique pour Bellaïche) sur la courbe de
Hecke ;
• La stratégie de Hida [29] (pour la famille ordinaire) et de Panchishkin [39] (pour la
famille de pente finie fixée) est d’utiliser la méthode de Rankin-Selberg en famille ;
• La stratégie d’Emerton [26] est d’utiliser la cohomologie complété et le foncteur de
Jacquet dans la théorie de représentations localement analytiques de GL2(Qp) ;
• La stratégie de Fukaya [25] et de Delbourgo [21], dans le cas ordinaire, passe par la
déformation de systèmes d’Euler de Kato via la K-théorie et via la théorie des symboles
modulaires respectivement, utilise la série de Coleman pour K2 et une grande exponentielle
duale respectivement pour en déduire une fonction L p-adique sur la famille ordinaire.
(3) Notre stratégie a pour point de départ les travaux de Kato [31] et de Colmez [18]
(revisités par l’auteur dans [51]) sur le système d’Euler de Kato.
• Dans [52], pour c, d ∈ Z∗p, on a construit une déformation zKato,c,d(νj) (cf. §3.3) du
système d’Euler de Kato sur l’espace des poids en reprenant la construction de Kato et dé-
fini une famille d’applications exponentielles duales, qui interpole l’application exponentielle
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duale de Kato et qui envoie la famille de systèmes d’Euler de Kato sur le produit d’une
famille de séries d’Eisenstein avec une série d’Eisenstein.
• Dans cet article, on construit une famille de systèmes d’Euler de Kato sur C0 (cf. §4)
à partir de zKato,c,d(νj) ; ensuite on utilise la théorie des (ϕ,Γ)-modules en famille ([10], [33],
[35]) pour en déduire une distribution µX,c,d,χ sur Zp à valeurs dans O(X) (cf. proposition
5.19), où X ⊂ C˜0 un ouvert affinoïde comme dans le théorème. En divisant la restriction de
µX,c,d,χ à Z∗p par un facteur explicit (cf. la formule (9)), on obtient la distribution voulue, qui
est indépendante du choix de c, d.
(4) Le théorème ci-dessus montre qu’il existe une fonction L p-adique en deux variables
Lp(x, s), où x varie sur C˜0, interpolant les fonctions L p-adiques de formes modulaires. Par
prolongement analytique, on en déduit que le théorème 1.1 est encore valable aux points
classiques cuspidals critiques.
Le plan de cet article est le suivant : la démonstration comporte deux étapes principales
mentionnées dans la remarque ci-dessus, qui correspondent aux chapitres §4 et §5. Ces deux
étapes reposent sur deux chapitres de préparations (§2 et 3) : au chapitre §2, on rappelle
la théorie des (ϕ,Γ)-modules et la triangulation en famille ; au chapitre §3, on rappelle la
construction de la famille de système d’Euler de Kato sur l’espace des poids et ses variantes,
à qui on appliquera la projection du système d’Euler de Kato sur C0 (cf. §4).
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1.2 Notations
On note Q la clôture algébrique de Q dans C, et fixe, pour tout nombre premier p, une
clôture algébrique Qp de Qp, ainsi qu’un plongement de Q dans Qp.
Si N ∈ N, on note ζN la racine N -ième e2iπ/N ∈ Q de l’unité, et on note Qcycl l’extension
cyclotomique de Q, réunion des Q(ζN ), pour N ≥ 1, ainsi que Qcyclp l’extension cyclotomique
de Qp, réunion de Qp(ζN), pour N ≥ 1.
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Objets adéliques
Soient P l’ensemble des nombres premiers de Z et Zˆ le complété profini de Z, alors
Zˆ =
∏
p∈P Zp. Soit Af = Q ⊗ Zˆ l’anneau des adèles finis de Q. Si x ∈ Af , on note xp (resp.
x]p[) la composante de x en p (resp. en dehors de p). Notons Zˆ]p[ =
∏
l 6=p Zl. On a donc
Zˆ = Zp × Zˆ]p[. Cela induit les décompositions suivantes : pour tout d ≥ 1,
Md(Af) =Md(Qp)×Md(Q⊗ Zˆ]p[) et GLd(Af) = GLd(Qp)×GLd(Q⊗ Zˆ]p[).
On définit les sous-ensembles suivants de Af et M2(Af) :
Zˆ(p) = Z∗p × Zˆ
]p[ et M2(Zˆ)(p) = GL2(Zp)×M2(Zˆ]p[),
A
(p)
f = Z
∗
p × (Q⊗ Zˆ
]p[) et M2(Af)(p) = GL2(Zp)×M2(Q⊗ Zˆ]p[).
Actions de groupes
SoientX un espace topologique localement profini, et V un Z-module. On note LCc(X, V )
le module des fonctions localement constantes sur X à valeurs dans V dont le support est
compact dans X. On noteDalg(X, V ) l’ensemble des distributions algébriques surX à valeurs
dans V , c’est à dire des applications Z-linéaires de LCc(X,Z) à valeurs dans V . On note
∫
X φµ
la valeur de µ sur φ où µ ∈ Dalg(X, V ) et φ ∈ LCc(X,Z).
Soit G un groupe localement profini, agissant continûment à droite sur X et V . On munit
LCc(X,Z) et Dalg(X, V ) d’actions de G à droite comme suit :
si g ∈ G, x ∈ X, φ ∈ LCc(X,Z), µ ∈ Dalg(X, V ), alors
(1) (φ ∗ g)(x) = φ(x ∗ g−1) et
∫
X
φ(µ ∗ g) =
(∫
X
(φ ∗ g−1)µ
)
∗ g.
Si M est un G-module topologique à droite, on note Hi(G,M) le i-ième groupe de cohomo-
logie continue de G à valeurs dans M . Si X est en plus muni d’une action à gauche de G
(notée (g, x) 7→ g ⋆ x) commutant à l’action à droite de G, les modules Hi(G,Dalg(X,M))
sont naturellement des G-modules à gauche.
Formes modulaires
Soient A un sous-anneau de C et Γ un sous-groupe d’indice fini de SL2(Z). On note
Mk(Γ,C) le C-espace vectoriel des formes modulaires de poids k pour Γ. On note aussi
Mk(Γ, A) le sous A-module deMk(Γ,C) des formes modulaires dont le q-développement est
à coefficients dans A. On pose M(Γ, A) = ⊕+∞k=0Mk(Γ, A). Et on note Mk(A) (resp. M(A))
la réunion des Mk(Γ, A) (resp. M(Γ, A)), où Γ décrit tous les sous-groupes d’indice fini de
SL2(Z).
On définit de même :
Mcongk (A) =
⋃
Γ sous-groupe de congruence
Mk(Γ, A) et Mcong(A) =
⋃
k
Mcongk (A).
Soit K un sous-corps de C et soit K la clôture algébrique de K. On note ΠK le groupe des
automorphismes de K-algèbres graduéesM(K¯) sur M(SL2(Z), K) ; c’est un groupe profini.
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Si f ∈M(K), le groupe de galois GK agit sur les coefficients du q-développement de f ; ceci
nous fournit une section de ΠK → GK , notée par ιK .
Le groupe des automorphismes deMcong(Qcycl) surM(SL2(Z),Qcycl) est le groupe SL2(Zˆ),
le complété profini de SL2(Z) par rapport aux sous-groupes de congruence. D’autre part, soit
f ∈ Mcong(Qcycl), le groupe GQ agit sur les coefficients du q-développement de f à travers
son quotient Gal(Qcycl/Q) qui est isomorphe à Zˆ∗ par le caractère cyclotomique χcycl. On
note H le groupe des automorphismes de Mcong(Qcycl) sur M(SL2(Z),Q). La sous-algèbre
Mcong(Qcycl) est stable par ΠQ qui agit à travers H . Le groupe H est isomorphe à GL2(Zˆ)
et on a le diagramme commutatif de groupes suivant (cf. par exemple [51, théorème 2.2]) :
(2) 1 // ΠQ¯ //

ΠQ //

GQ //
χcycl

ιQ
kk 1
1 // SL2(Zˆ) // GL2(Zˆ)
det // Zˆ∗ //
ι
nn 1
,
où la section ιQ de GQ dans ΠQ décrite plus haut envoie u ∈ Zˆ∗ sur la matrice ( 1 00 u ) ∈ GL2(Zˆ).
Anneaux de séries de Laurent
Fixons une extension finie L de Qp. Le caractère cyclotomique χcycl induit un isomor-
phisme de Γ = Gal(Qp(ζp∞)/Qp) sur Z∗p. Soient R
+ l’anneau des fonctions analytique sur
le disque vp(T ) > 0 à coefficient dans L, E+ le sous-anneau de R+ des éléments bornés, R
l’anneau des fonctions annalytiques sur une couronne 0 < vp(T ) ≤ r, où r > 0 dépend de
l’élément considéré (l’anneau de Robba), E† le sous-anneau de R des éléments bornés (c’est
un corps) et E le complété de E† pour la valuation p-adique. On munit ces anneaux d’actions
continues de Γ et d’un Frobenius ϕ, commutant entre elles, en posant ϕ(T ) = (1 + T )p − 1
et γ(T ) = (1 + T )χcycl(γ) − 1 si γ ∈ Γ.
Soit C un pro-p-groupe qui est isomorphe à 1+pZp. Si c est un générateur de C, l’algèbre
de groupe complété ΛC de C est isomorphe à Zp[[c − 1]]. On définit l’anneau R+(C) en
remplaçant par c − 1 la variable T intervenant dans la définition de R+. Si Cn est le sous-
groupe fermé de C d’indice pn, on a un isomorphisme ΛC ⊗ΛCn R
+(Cn) ∼= R+(C).
Soit H un groupe isomorphe à Z∗p. On note Hd le sous-groupe de H correspondant à 1+
pdZp. On définit l’anneau R+(H) par le produit tensoriel ΛH⊗R+(Hd), qui est indépendant
du choix de Hd.
2 (ϕ,Γ)-modules et représentations galoisiennes
2.1 Raffinement et triangulation
On dispose d’une équivalence de catégories (grâce à Fontaine, raffinée par Cherbonnier-
Colmez [13], Berger [8] et Kedlaya [32]) entres la catégories des L-représentations de GQp et
celle des (φ,Γ)-modules étales sur E , E† et R respectivement. Si V est une L-représentation
de GQp, on note D
†(V ) et Drig(V ) respectivement les (ϕ,Γ)-modules sur E† et R associés à
V .
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Définition 2.1. (1) Un (ϕ,Γ)-module D sur R est dit triangulable si c’est une extension
successive de (ϕ,Γ)-modules de rang 1 sur R, i.e. si D possède une filtration croissante par
des sous-(ϕ,Γ)-modules Di, pour 0 ≤ i ≤ d, telle que l’on ait D0 = 0, Dd = D et Di/Di−1
est libre de rang 1 si 1 ≤ i ≤ d.
(2) Soit V une L-représentation de GQp . On dit que V est trianguline si Drig(V ) est triangu-
lable.
Soit D = Drig(V ) le (ϕ,Γ)-module sur R associé à une L-représentation V de GQp. On
pose Dcris(V ) = (D ⊗ R[ 1t ])
Γ, où t = log(1 + T ) ; c’est un L-espace vectoriel de dimension
≤ rankRD muni d’une action L-linéaire de ϕ induite par celle sur D et d’une filtration
induite par celle sur L∞((t)) via l’application de localisation ι∞ : R → L∞((t)). On dit que
V est une représentation cristalline si dimLDcris(V ) = rankRD. D’après Berger [8], cette
définition coïncide avec la définition usuelle.
Soit V est une représentation cristalline de GQp de dimension 2. Si F est un sous-espace
propre de Dcris(V ) stable par ϕ, alors DF = R[ 1t ]F ∩Drig(V ) est un sous-(ϕ,Γ)-module de
rang 1 sur R, et 0  DF  D est une triangulation de D. Ceci induit un cas particulier de 3
[7, proposition 2.4.1].
Proposition 2.2. Il existe une bijection entre les sous-espaces propres stables par ϕ de
Dcris(V ) et les triangulations de Drig(V ), dont l’inverse est donné par F = (DF [ 1t ])
Γ.
Soient N ≥ 1 un entier premier à p, k ≥ 2 un entier, et ǫ un caractère de Dirichlet
modulo N (pas nécessairement primitif). Fixons une forme modulaire primitive f de niveau
Γ1(N) de caractère de Dirichlet ǫ. En particulier, a1 = 1 et Q(f) = Q(a2, ..., an, ...) est une
extension finie de Q.
Si S est un sous-ensemble fini de P tel que {l ∈ P : l|N} ⊂ S, et si M est un Q(f)-espace
vectoriel muni d’actions des T (l), T ′(l), l /∈ S ∪ {p}, l’opérateur Tp et ( u
−1 0
0 u ), pour u ∈ U
sous-groupe ouvert de Zˆ∗, on note Mπf le quotient de M par le sous-Q(f)-espace vectoriel
engendré par les x ∗ T (l)− alx, où x ∈M et l /∈ S ∪ {p}.
D’après Deligne [22], on sait associer une représentation galoisienne de GQ de dimension 2
à f . De manière explicite : on note Γ¯1(N) le complété profini de Γ1(N) et on note Vp = Qpe1⊕
Qpe2 la représentation standard de dimension 2 de GL2(Zp) donnée par e1 ∗ γ = ae1 + be2
et e2 ∗ γ = ce1 + de2 si γ = ( a bc d ) ∈ GL2(Zp). On définit la représentation galoisienne de GQ
associée à f par
Vf = (H1(Γ¯1(N), Sym
k−2 Vp)⊗Qp Qp(f))πf ⊗Qp Qp(2− k).
C’est une Qp(f)-représentation irréductible de GQ de dimension 2, non ramifiée en dehors de
Np . Si l ∤ Np, le déterminant de 1− Frob−1l X agissant sur Vf est 1− alX + ǫ(l)l
k−1X2, où
Frobl est un frobenius arithmétique en l. La restriction de Vf à GQp est cristalline de poids de
Hodge-Tate 4 0, 1−k et le polynôme caractéristique de ϕ surDcris(Vf ) estX2−apX+ǫ(p)pk−1.
On note Γ(N ; p) = Γ1(N) ∩ Γ0(p). En tant que représentation de GQ, on a
H1(Γ(N ; p), Symk−2 Vp(1))πf ∼= Vf(k − 1)⊗ Vf(k − 1).
3. La proposition [7, proposition 2.4.1] décrit une telle bijection pour V une représentation de dimension
quelconque.
4. Par convention, le poids de Hodge-Tate du caractère cyclotomique est 1.
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Définition 2.3. Si α est une racine du polynôme caractéristique de Tp, on note Vfα le plus
grand espace quotient de H1(Γ(N ; p), Symk−2 Vp(1))πf propre pour l’opérateur Up avec la
valeur propre α ; on dit que Vfα est un raffinement de Vf . En tant que représentation de GQ,
on a Vfα ∼= Vf(k − 1).
Par l’isomorphisme d’Eichler-Shimura [23], on a le diagramme commutatif Hecke-Galois
équivariant de Qp(fα)⊗Cp-modules
(H1(Γ1(N), Sym
k−2 Vp(1))⊗Qp(fα))⊗Qp Cp //

Mk(Γ1(N),Qp(fα))⊗ Cp

(H1(Γ(N ; p), Symk−2 Vp(1))⊗Qp(fα))⊗Qp Cp //

Mk(Γ(N ; p),Qp(fα))⊗ Cp

Vfα ⊗Cp // Qp(fα)fα ⊗ Cp
,
où l’action de GQ est linéaire sur Qp(fα), semi-linéaire sur Cp à travers GQp. Le corollaire
suivant est une conséquence immédiate de la proposition 2.2.
Corollaire 2.4. Soit f une forme modulaire primitive de niveau Γ1(N). Soit Vf la représen-
tation galoisienne associée à f comme ci-dessus. Alors il existe une bijection naturelle entre
l’ensemble des raffinements de Vf et l’ensemble des triangulations de D = Drig(Vf).
2.2 Familles faiblement raffinées
Le foncteur de Berger-Colmez DBC,rig
Soit S une Qp-algèbre de Banach et soit OS l’anneau des éléments de S de norme ≤ 1. On
note M(S) l’espace rigide analytique associé à S. Si x ∈ M(S), on note mx l’idéal maximal
de S correspondant à x.
Définition 2.5. Une S-représentation VS de GQp est un S-module localement libre muni
d’une action continue S-linéaire de GQp.
Si r > 0, on note Rr l’anneau des fonctions analytiques sur la couronne
Ir = {T ∈ Cp : 0 < vp(T ) ≤
1
r
}
et on a R = ∪r>0Rr. On note Rr,S = S⊗ˆRr et RS = ∪r>0Rr,S .
Le foncteur V 7→ Drig(V ) s’étend aux S-représentations de GQp grâce aux travaux de
Berger et Colmez [10], Kedlaya et Liu [34] ; de manière précise, on dispose (voir [34, §3])
d’un foncteur DBC,rig de la catégorie des S-représentations de GQp sur la catégorie des (ϕ,Γ)-
modules étales sur RS, vérifiant, si VS est une S-représentation de rang d,
(1) le (ϕ,Γ)-module DBC,rig(VS) est localement libre de rang d sur RS ;
(2) si x ∈ SpmS, on a DBC,rig(VS)⊗S (S/mx) ∼= Drig(Vx), où Vx = VS ⊗S (S/mx).
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Familles faiblement raffinées
Soit X un espace rigide analytique réduit et séparé.
Définition 2.6. Une famille faiblement raffinée de représentations p-adiques de dimension 2
sur X est la donnée d’un O(X )-module VX , localement libre de rang 2, muni d’une action
X -linéaire continue de GQp et de données suivantes :
(1) 2 fonctions analytiques κ1, κ2 ∈ O(X ),
(2) une fonction analytique F ∈ O(X ),
(3) un sous-ensemble Zariski-dense Z de X ,
qui vérifient les conditions suivantes :
(a) Les poids de Hodge-Tate de VX sont κ1, κ2 ;
(b) Si z ∈ Z, alors Vz est cristalline et κ1(z) est le plus grand poids de Hodge-Tate de Vz ;
(c) Si z ∈ Z, Dcris(Vz) admet d’un sous ϕ-module propre de rang 1 avec la valeur propre
p−κ1(z)F (z) ;
(d) Si C ∈ N, on note ZC l’ensemble des z ∈ Z tels que κ1(z) − κ2(z) > C. Alors pour
tout C, ZC s’accumule en tout les points de Z. Autrement dit, pour tous z ∈ Z, C > 0, et
tout voisinage affinoïde U de z, U ∩ ZC est Zariski dense dans U ;
(e) Il existe un caractère continu η : Z∗p → O(X )
∗, dont la dérivée en 1 est l’application
κ1 et l’évaluation en z ∈ Z est le caractère x 7→ xκ1(z).
Remarque 2.7. La notion de famille faiblement raffinée en dimension quelconque a été
étudiée par Bellaïche et Chenevier [7, §4.2].
La proposition suivant, qui dit qu’une famille faiblement raffinée de représentations p-
adiques de dimension 2 admet d’une triangulation globale, est une conséquence facile de [35,
theorem 0.3.4].
Proposition 2.8. Soit (VX , Z, F, κ1, κ2, η) une famille faiblement raffinée de représentations
p-adiques de dimension 2. Alors DBC,rig(VX (η−1))ϕ=F,Γ=1 ⊗O(X ) DBC,rig(η) est un faisceau
cohérent sur X de rang 1. En particulier, on a une triangulation en famille de DBC,rig(VX ) :
0 ⊂ DBC,rig(VX (η−1))ϕ=F,Γ=1 ⊗OX DBC,rig(η) ⊂ DBC,rig(VX ).
3 Famille de Système d’Euler de Kato sur l’espace des
poids et ses variantes
3.1 L’espace des poids W et le caractère universel
On note Λ = Zp[[Z∗p]] l’algèbre d’Iwasawa. Le groupe rigide analytique W sur Qp qui
lui est associé est appelé l’espace des poids. Les Cp-points de W constituent l’ensemble
Homcont(Z∗p,C
∗
p) des caractères continus sur Z
∗
p à valeurs dans Cp. La décomposition de
Z∗p
∼= µp−1×(1+pZp), où µp−1 est le groupe des unités d’ordre p−1, induit une décomposition
W (Cp) = Hom(µp−1,C∗p)×Homcont(Γ,C
∗
p), où Γ = 1 + pZp est un pro-p-groupe.
On a une inclusion Z ⊂ W envoyant k sur le caractère (z 7→ zk−2).
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L’inclusion naturelle Z∗p ⊂ Zp[Z
∗
p] induit un caractère canonique
κuinv : Z∗p → Zp[Z
∗
p] ⊂ O(W ),
appelé le caractère universel de W . Soit U un ouvert affinoïde de W . Si κ ∈ U(Cp), on définit
une application Evκ : O(U)→ Cp d’évaluation en κ. En particulier, on a κ = Evκ ◦ κuinv.
On rappelle que si X est un Qp-espace rigide, un sous-ensemble Z ⊂ X est dit Zariski-
dense si pour tout sous-ensemble analytique U ⊂ X tel que Z ⊂ U , on a alors U = X . Soit
Z ⊂ X un sous-ensemble Zariski-dense, tel que pour tout z ∈ Z et tout voisinage ouvert
affinoïde V de z dans X , V ∩ Z est Zariski-dense dans chaque composante irréductible de
V contenant z, on dira alors que Z est très Zariski-dense dans X . Un exemple important
est que l’ensemble N (resp. Z) est très Zariski-dense dans l’espace W .
On dira qu’un ouvert affinoïde U = SpmR ⊂ X est agréable si l’anneau R et son anneau
résiduel R˜ = R0/pR0 sont des anneaux principaux, où R0 est l’anneau des entiers de R. Pour
tout 1 ≤ n ∈ N et k ∈ Z ⊂ W , la boule fermée Wk,n de centre k de rayon p−n est un ouvert
affinoïde agréable de W . En particulier, tout point k ∈ Z admet une base de voisinages
d’ouverts affinoïdes agréables dans W .
3.2 Familles de représentations de I0(p) sur W
On note I0(p) le sous-groupe d’Iwahori de GL2(Zp). Le but de ce paragraphe est de
construire, en modifiant la construction de la représentationMesW ,j de I0(p) dans [52, §2.2],
des grosses représentations de I0(p), qui sont des variantes de MesW ,j et apparaissent dans
la construction de la famille de systèmes d’Euler de Kato sur C0.
(1) La Obd(W )-représentation MesbdW ,j
On note Obd(W ) l’anneau des fonctions analytiques bornées sur l’espace des poids, qui
est isomorphe à l’anneau Zp[[Z∗p]] ⊗Qp. On définit une action O
bd(W )-linéaire à gauche de
I0(p) sur le Obd(W )-module C0(Zp,Obd(W )) des fonctions continues sur Zp à valeurs dans
Obd(W ) par la formule :
γf(z) = f(
b+ dz
a+ cz
), si f(z) ∈ C0(Zp,Obd(W )) et γ = ( a bc d ) ∈ I0(p).
Soit 1 ≤ j ∈ N. Soient a ∈ Z∗p et c ∈ pZp. La fonction
ρunivj (γ) = κ
univ(a+ cz) det γ−j , où γ = ( a bc d ) ∈ I0(p),
est un 1-cocycle sur I0(p) à valeurs dans le groupe des unités de l’anneau C0(Zp,Obd(W )).
On note C0,bd
W ,j la O
bd(W )-représentation de Banach de I0(p), dont l’action de I0(p) est
donnée par la formule γf(z) = ρunivj (γ)f(
b+dz
a+cz
). Ceci nous permet d’appliquer la construction
[52, §2.2] à la donnée (C0(Zp,Obd(W )), ρuinvj ) ; il en résulte une O
bd(W )-représentation de
Banach à droiteMesbd
W ,j, qui est isomorphe àD0(Zp,Qp)⊗ˆO
bd(W ) comme Obd(W )-modules.
Elle donne une interpolation p-adique en poids k des représentations algébriques Vk,j+2 de
I0(p), où Vk,j = Sym
k−2 Vp ⊗ det
2−j avec Vp la L-représentation standard de GL2(Zp). Plus
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précisément, si k ∈ Z, on note Mesbdk,j = Evk(Mes
bd
W ,j) et on définit une application Qp-
linéaire continue I0(p)-équivariante πk,j : Mesbdk,j → Vk,j+2 par l’intégration : µ 7→
∫
Zp f(z)µ,
où la fonction f(z) = (e1 + ze2)k−2t−j est à valeurs dans Vk,j+2. En composant l’application
d’évaluation Evk et l’application πk,j, on obtient une application de spécialisation Spk,j :
Mesbd
W ,j → Vk,j+2, qui est I0(p)-équivariante. En particulier, la masse de Dirac δ0 en 0 fournit
un élément νj de MesbdW ,j qui interpole le vecteur de plus haut poids e
k−2
1 t
−j dans Vk,j+2 (i.e.
on a Spk,j(νj) = e
k−2
1 t
−j).
(2) Les W -représentations Dr,W,j
Si r > 0, on note LAr(Zp, L) l’espace des fonctions f : Zp → L dont la restriction à a+prZp
est la restriction d’une fonction L-analytique sur le disque fermé {x ∈ Cp, vp(x − a) ≥ r},
quel que soit a ∈ Zp ; c’est un L-Banach orthonormalisable et on note Dr(Zp, L) le L-dual
de LAr(Zp, L).
Si n ∈ N et n ≥ 1, on note rn ≥ 1 le plus petit entier tel que (p − 1)prn > n. L’espace
des poids W admet le recouvrement admissible {Wn}n≥0, où Wn = µp−1×SpmCn avec Cn le
sous-anneau de Qp[[T1−1]] consistant des fonctions analytiques sur le disque vp(T1−1) ≥ 1n .
Pour chaque Wn, on note LAr,n = LAr(Zp,O(Wn)). Plus généralement, si W est un ouvert
affinoïde de W , on note LAr,W le O(W )-algèbre de Banach LAr(Zp,O(W )) avec r > 0. On
note LA0r,W la boule unité de LAr,W .
Lemme 3.1. Si r ≥ rn, la fonction ρ
univ
j est un 1-cocycle sur I0(p) à valeurs dans LAr,n. De
plus, elle est une unité de LAr,n. Plus généralement, si W est un ouvert affinoïde de W , il
existe un nombre rationnel rW > 0, tel que pour tout r ≥ rW , la fonction ρunivj est à valeurs
le groupes des unités de l’anneau LAr,W .
Ce lemme nous permet d’appliquer la construction dans [52, §2.2], à la donnée (LAr,W , ρuinvj ) ;
il en résulte une O(W )-représentation de Banach à droite Dr,W,j de I0(p), qui est isomorphe
à Dr(Zp, L)⊗ˆO(W ) comme O(W )-module, munie d’une application de spécialisation :
Spk,j : Dr,W,j → Vk,j+2,
donnée par la même formule dans le cas MesbdW ,j.
On note P̂Dr le sous Zp-module de Qp[[T ]] des
∑
n∈N
anT
n/[ n
pr
]!, où les an sont dans OL. Le
O(W )-module de Banach Dr,W,j est caractérisé complètement par la transformée d’Amice
µ 7→
∫
Zp(1 + T )
xµ et il est isomorphe à P̂Dr⊗ˆZpO(W ). On note D
+
r,W,j la boule unité de
Dr,W,j. Elle est stable sous l’action de I0(p) par le lemme ci-dessus et on a un isomor-
phisme D+r,W,j ∼= P̂Dr⊗ˆO(W )
+, où O(W )+ est la boule unité de O(W ). Ces représentations
{Dr,W,j}r forment un système projectif de représentations de Banach de I0(p), qui sera utilisé
dans la construction de la courbe de Hecke d’Ash-Stevens.
3.3 Famille de systèmes d’Euler de Kato sur W et ses variantes
Soit K le sous-groupe compact de GL2(Zˆ) défini comme suit : on pose un sous-groupe de
GL2(Zˆ]p[) :
K ]p[ = {( a bc d ) ∈ GL2(Zˆ
]p[) : c ≡ d− 1 ≡ 0 mod N};
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et on note K = K ]p[× I0(p). Alors son image sous l’application de détermiant est Zˆ∗ et K ∩
SL2(Z) = Γ(N ; p). On note Γ¯(N ; p) le complété profini de Γ(N ; p). La fonction caractéristique
φK de K est une fonction localement constante sur M
(p)
2 invariante sous l’action de K˜, où
K˜ est l’image inverse de K dans ΠQ.
Dans ce paragraphe, on améliore la construction de système d’Euler de Kato sur l’espace
des poids dans [52], de sorte que, si c, d ∈ Zˆ∗, on construct un élément
zKato,c,d,K(νj) ∈ H2(K˜,D0(M
(p)
2 ,Mes
bd
W ,j(2))).
L’opérateur Ac,d revisité
À partir des unités de Siegel, on construit (cf. [18],[51]) une distribution algébrique zSiegel
sur A2f−(0, 0) à valeurs dans Q⊗(M(Q¯)[
1
∆
])∗, où ∆ = q
∏
n≥1(1−qn)24 est la forme modulaire
de poids 12. La distribution zSiegel est invariante sous l’action du groupe ΠQ.
La théorie de Kummer p-adique nous fournit un élément
z
(p)
Siegel ∈ H
1(ΠQ,Dalg(A2f − (0, 0),Qp(1))).
Par cup-produit et restriction à M2(Af)(p) ⊂ (A2f − (0, 0))
2, on obtient une distribution
algébrique :
zKato ∈ H2(ΠQ,Dalg(M2(Af )(p),Qp(2))).
L’espace topologique localement profiniM2(Af)(p) est muni de deux actions de GL2(Zˆ) à
gauche et à droite respectivement. Ceci induit deux actions de GL2(Zˆ) surDalg(M2(Af)(p),Qp(2))
et l’action de ΠQ à droite est à traver son quotient GL2(Zˆ) à droite. Alors, le Qp-espace
H2(ΠQ,Dalg(M2(Af)(p),Qp(2))) est un Zp[T(Zˆ)]-module à gauche, où T est le tore du groupe
algébrique GL2. Soient c, d ∈ Zˆ∗. On note Ac,d l’élément dans Zp[T(Zˆ)] qui correspond à la
distribution algébrique (c2pδ1 − δ( c−1 0
0 1
)
)(d2pδ1 − δ( 1 0
0 d−1
)
) sur T(Zˆ), où δx désigne la masse de
Dirac en x. On note
zKato,c,d = Ac,dzKato ∈ H2(ΠQ,Dalg(M2(Af)(p),Qp(2))).
Lemme 3.2. On a zKato,c,d ∈ H2(ΠQ,Dalg(M2(Af )(p),Zp(2))), ce qui nous permet de le voir
comme un élément dans H2(ΠQ,D0(M2(Af)(p),Zp(2))).
Démonstration. Il est facile à vérifier que la construction de zKato,c,d ci-dessus coïncide avec
celle dans [51, §2.3.2] et la démonstration du lemme se trouve dans [51, §2.3.2].
On note M(p)2 = M2(Q ⊗ Zˆ
]p[) × I0(p). Comme la fonction caractéristique φK de K est
une fonction localement constante sur M(p)2 invariante sous l’action de K˜, une torsion à la
Soulé (cf. [52, §2.3]) nous fournit enfin des éléments de Kato
zKato,c,d,K(k, j) = φK · (ek−21 t
−j) ∗ xp ⊗ zKato,c,d ∈ H2(K˜,D0(M
(p)
2 , Vk,j))
(resp.zKato,c,d,K(νj) = φK · (νj ∗ xp)⊗ zKato,c,d ∈ H2(K˜,D0(M
(p)
2 ,Mes
bd
W ,j(2)))).
La proposition suivante est une conséquence directe du [52, théorème 2.19] :
Proposition 3.3. Si 1 ≤ j ∈ N, alors pour tout entier k ≥ 1 + j, on a
Spk,j(zKato,c,d,K(νj)) = zKato,c,d,K(k, j).
12
3.4 Projecteur d’Iwasawa
Soit Γˆ un sous-groupe de congruence de K tel que l’application Γˆ det // Zˆ∗ est surjective,
et on note Γ˜ l’image inverse de Γˆ dans ΠQ via l’application ΠQ → GL2(Zˆ) et Γ¯ son intersection
avec ΠQ¯, qui est le complété profini de Γ = Γˆ ∩ SL2(Z). On a une suite exacte de groupes :
1→ Γ¯→ Γ˜→ GQ → 1.
Soit M ∈ N tel que Γ(M) ⊂ Γ. On note Σ = {l ∈ P, l |Mp} et Q¯Σ l’extension maximale de
Q non ramifiée en dehors de Σ. On note GQ,Σ le group de Galois de Q¯Σ sur Q.
Soit A une Zp-algèbre locale complete noethérienne de corps résiduel Fp et soit m son idéal
maximal. Soit V un A⊗ZpQp-module muni d’une action de Γ˜ agissant à travers son quotient
dans GL2(Zp), tel que, il existe un A-sous-module V + de rang fini stable sous l’action de Γ˜
tel que
V + = lim
←−l
V +/ml et V = V + ⊗Zp Qp.
Soit z ∈ H2(Γ˜0(p),D0(M
(p)
2 , V )). Si φ est une fonction localement constante surM2(Zˆ)
(p)
à valeurs dans Z invariante sous l’action de Γ˜, on définit une mesure zφ,0 ∈ H2(Γ˜0(p),D0(Z∗p, V ))
par ∫
Z∗p
ψzφ,0 =
∫
M2(Zˆ)(p)
ψ(det xp)φ(x)z, si ψ ∈ C0(Z∗p,Zp).
On note Gn = Z∗p/(1 + p
nZp). La suite spectrale de Grothendieck pour la cohomologie
continue [30, (3.4) corollary] nous donne une application :
H2(Γ˜,D0(Z∗p, V ))→ (H
1(GQ, lim←−n,lH
1(Γ¯,Zp[Gn]⊗ V +/ml))⊗Qp,
qui se factorise par (H1(GQ,Σ, lim←−n,lH
1(Γ¯,Zp[Gn]⊗ V +/ml))⊗Qp.
Lemme 3.4. On a un isomorphisme :
(H1(GQ,Σ, lim←−n,lH
1(Γ¯,Zp[Gn]⊗ V +/ml))⊗Qp ∼= H1Iw(GQ,Σ,H
1(Γ¯, V )),
où H1Iw(GQ,Σ,H
1(Γ¯, V )) = H1(GQ,Σ,D0(Z∗p,H
1(Γ¯, V ))).
Démonstration. Comme Γ¯ agit trivalement sur Z∗p, on a un isomorphisme :
H1(Γ¯,Zp[Gn]⊗ V +/ml)) ∼= Zp[Gn]⊗H1(Γ¯, V +/ml).
Comme la cohomologie de Γ¯ dans un module fini est un groupe fini, le système projectif
{H1(Γ¯, V +/ml)}l est un système de Mittag-Leffler. Ceci implique que
lim
←−l
H1(Γ¯, V +/ml) ∼= H1(Γ¯, V +).
Ceci nous permet de conclure la preuve.
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En composant les applications obtenus ci-dessus, on déduit d’un morphisme, appelé le
projecteur d’Iwasawa,
πφ,V : H2(Γ˜,D0(M
(p)
2 , V ))→ H
1
Iw(GQ,Σ,H
1(Γ¯, V )).
La construction ci-dessus applique en particulier aux représentations MesbdW ,j(2) et Vk,j et
aux fonctions localement constantes sur M(p)2 invariante sous l’action de K˜.
On a les groupes K˜, K¯ associés à K comme ci-dessus. On fixe Σ = {l ∈ P, l | Np} dans
la suite. Soit φ une fonction localement constante sur M2(Zˆ)(p) à valeurs dans Z invariante
sous l’action de K˜. On note les projecteurs d’Iwasawa associés à Mesbd
W ,j(2) et sur Vk,j par
πφ,W ,j et πφ,k,j respectivement.
L’application de spécialisation Spk,j : Mes
bd
W ,j(2) → Vk,j induit une application de spé-
cialisation
H1Iw(GQ,Σ,H
1(Γ¯(N ; p),MesbdW ,j(2)))→ H
1
Iw(GQ,Σ,H
1(Γ¯(N ; p), Vk,j))
notée encore par Spk,j. Le théorème suivant est un résumé de la construction ci-dessus :
Théorème 3.5. (1) On a le diagramme commutatif suivant :
H2(K˜,D0(M
(p)
2 ,Mes
bd
W ,j(2)))
Spk,j

πφ,W ,j
// H1Iw(GQ,Σ,H
1(Γ¯(N ; p),Mesbd
W ,j(2)))
Spk,j

H2(K˜,D0(M
(p)
2 , Vk,j))
πφ,k,j
// H1Iw(GQ,Σ,H
1(Γ¯(N ; p), Vk,j))
.
(2) On note zKato,c,d,φ(W , j) (resp. zKato,c,d,φ(k, j)) l’image de zKato,c,d,K(νj) (resp. zKato,c,d,K(k, j))
sous le projecteur d’Iwasawa πφ,W ,j (resp. πφ,k,j). Alors, on a
Spk,j(zKato,c,d,φ(W , j)) = zKato,c,d,φ(k, j).
4 Construction de la famille de systèmes d’Euler de
Kato sur la courbe de Hecke cuspidale
On a un élément de Kato zKato,c,d,φ(W , j) ∈ H1Iw(GQ,Σ,H
1(Γ¯(N ; p),Mesbd
W ,j(2))) et on veut
en déduire un élément de Kato sur C0. Le problème est de fabriquer une famille de repré-
sentations galoisiennes au-dessus de C0 à partir de H1(Γ¯(N ; p),Mesbd
W ,j(2)). Pour effectuer
ça, on suit de près la méthode d’Ash-Stevens [4], et Bellaïche ([5], [6]). La stratégie est la
suivante :
• on étend les coefficients Mesbd
W ,j en Dr,W,j et on descend du groupe profini Γ¯(N ; p) au
groupe discret Γ(N ; p) ;
• on utilise la décomposition par les pentes de l’opérateur Up pour construire un faisceau
sans torsion au-dessus le morceau local de C0 muni d’une action continue de GQ et
enfin on globalise par un processus standard [11, §5], vérifié par Bellaïche [6, chapter
II] pour notre cas.
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4.1 Cohomologie du groupe profini et cohomologie du groupe dis-
cret
Rappelons que, pour tout ouvert affinoïde W = SpmR ⊂ W , il existe un nombre rW , tel
que, pour tout r ≥ rW , on a une O(W )-représentation de Banach Dr,W,j (cf. §3.2) de I0(p).
Pour tout r ≥ rW , on a un morphisme naturel de Obd(W )-modules I0(p)-équivariant
Mesbd
W ,j →Mes
bd
W ,j ⊗Obd(W ) R→ Dr,W,j.
Ceci induit un morphisme
H1Iw(GQ,S,H
1(Γ¯(N ; p),Mesbd
W ,j(2)))→ H
1
Iw(GQ,S,H
1(Γ¯(N ; p),Dr,W,j(2))).
Si k ∈ W ∩ N, alors l’application de spécialisation Spk,j : Dr,W,j(2) → Vk,j induit un mor-
phisme de spécialisation
Spk,j : H
1
Iw(GQ,S,H
1(Γ¯(N ; p),Dr,W,j(2)))→ H1Iw(GQ,S,H
1(Γ¯(N ; p), Vk,j)),
tel que, le diagramme suivant est commutatif :
H1Iw(GQ,S,H
1(Γ¯(N ; p),Mesbd
W ,j(2))) //
Spk,j
++❳❳❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
H1Iw(GQ,S,H
1(Γ¯(N ; p),Dr,W,j(2)))
Spk,j

H1Iw(GQ,S,H
1(Γ¯(N ; p), Vk,j))
.
La proposition suivante montre que le O(W )-module H1(Γ(N ; p),Dr,W,j) (resp. le Qp-
espace H1(Γ(N ; p),Dr,k,j)) est une W -représentation (resp. Qp-représentation) du groupe de
Galois GQ,S.
Proposition 4.1. On a les isomorphismes de modules de Hecke suivant :
(1) H1(Γ(N ; p),Dr,W,j) ∼= (lim←−nH
1(Γ¯(N ; p),D+r,W,j/p
n))⊗Qp ∼= H1(Γ¯(N ; p),Dr,W,j),
(2) H1(Γ(N ; p),Dr,k,j) ∼= H1(Γ¯(N ; p),Dr,k,j).
Démonstration. Le (1) et (2) se démontrent de la même manière. On ne démontre que le
premier. Rappelons que on a Dr,W,j ∼= (lim←−nD
+
r,W,j/p
n)⊗Qp. Pour simplifier la notation, on
note Γ = Γ(N ; p) et Γ¯ = Γ¯(N ; p). On a une suite exacte
0→ (lim
←−
1
n
H0(Γ¯,D+r,W,j/p
n))⊗Qp → H1(Γ¯,Dr,W,j)→ (lim←−nH
1(Γ¯,D+r,W,j/p
n))⊗Qp → 0.
Pour démontrer l’isomorphisme (lim
←−n
H1(Γ¯,D+r,W,j/p
n))⊗ Qp ∼= H1(Γ¯,Dr,W,j), on se ramène
à montrer que (lim
←−
1
n
H0(Γ¯,D+r,W,j/p
n))⊗Qp = 0. Pour tout m ≥ 1, on a
H0(Γ¯,D+r,W,j/p
n) = H0(Γ(N ; p),D+r,W,j/p
n) ⊂ (D+r,W,j/p
n)Um
avec Um = ( 1 p
mZp
0 1
) le sous-groupe unipotent de GL2(Zp).
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Si −vp(log(1 + T )) < m ≤ n − vp(log(1 + T )), on note ∂m = lim
l→∞
up
l
m−1
pl
l’opérateur
différentiel associé à un générateur um du groupe p-adique analytique Um. Un calcul immédiat
montre que, pour tout µ ∈ Dr,W,j, on a
∂mAµ = pm log(1 + T )Aµ, où Aµ est la transformé d’Amice de µ.
Ceci implique que, si−vp(log(1+T )) < m < n−vp(log(1+T )), les éléments dans (D+r,W,j/p
n)∂m=0
sont de pm-torsion, pour tout les n. On en déduit que (lim
←−
1
n
H0(Γ¯,D+r,W,j/p
n))⊗Qp = 0.
D’autre part, d’après [48, p.15 Exercises], on a un isomorphisme
Hi(Γ,D+r,W,j/p
n) ∼= Hi(Γ¯,D+r,W,j/p
n).
Ceci nous permet de conclure la preuve.
4.2 Projection sur C0
Soit v un nombre réel. Il existe un ouvert W ⊂ W et un rW > 0 tels que l’on peut appli-
quer la technique 5 de la décomposition de pente ≤ v aux paires (H1(Γ(N ; p),DrW ,W,j), Up).
En plus, il existe un ouvert W adapté à v (i.e. on a un isomorphisme de O(W )-modules
H1(Γ(N ; p),Dr,W,j)≤v ∼= H1(Γ(N ; p),Dr,W,j)≤v pour tout r, r′ ≥ rW ). Fixons W = SpmR un
ouvert affinoïde de W adapté à v.
Soit HN la Z-algèbre commutative engendrée par les opérateurs de Hecke abstraits T (l)
pour tout premier l avec (l, Np) = 1, l’opérateur d’Atkin-Lehner Up et les opérateurs de
diamant 〈a〉 pour a ∈ (Z/NZ)∗. Si k ∈ N, on note Sk+2(Γ(N ; p)) (resp. S
†
k+2(Γ(N ; p)))
l’espace des formes modulaires classiques cuspidales (resp. surconvergentes cuspidales) de
niveau Γ(N ; p) et de poids k+2. Ils sont munis d’une action de HN . Pour M un des espaces
des formes modulaires ci-dessus, on note M<v le sous-espace de pente 6 < r. On a le résultat
de classicité (cf. [5, corollary 2.6]) suivant :
Proposition 4.2. On a un isomorphisme de Hecke modules :
S†k+2(Γ(N ; p))
<k+1 = Sk+2(Γ(N ; p))<k+1.
On note C0W,v le morceau local de C
0, muni d’un morphisme fini plat de poids κ : C0W,v →
W , paramétrant les formes modulaires surconvergentes cuspidales de pente ≤ v.
Théorème 4.3. Il existe un faisceau sans torsion VW,v sur C
0
W,v muni d’une action C
0
W,v-
linéaire continue du groupe de Galois GQ, tel que, si fα ∈ C
0
W,v, on a Evfα(VW,v) = Vfα. En
plus, on a une projection explicite Galois équivariante de H1(Γ(N ; p),Dr,W,j) sur VW,v(1−j).
Démonstration. Comme l’action de groupe de Galois commute à celle de Up, la décomposition
de pente ≤ v pour l’opérateur Up nous donne un diagramme commutatif :
H1Iw(GQ,Σ,H
1(Γ(N ; p),Dr,W,j(2))) //
Spk,j

H1Iw(GQ,Σ,H
1(Γ(N ; p),Dr,W,j(2))≤v)
Spk,j

H1Iw(GQ,Σ,H
1(Γ(N ; p), Vk,j)) // H1Iw(GQ,Σ,H
1(Γ(N ; p), Vk,j)≤v)
.
5. Cette technique est introduite par Ash-Stevens [4, proposition 4.1.2]. L’avantage est que si un complexe
admet une telle décomposition, alors sa cohomologie aussi l’admet.
6. La pente d’une forme modulaire est la valuation p-adique de la valeur propre de Up.
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La matrice ( 1 00 −1 ) définit une involution ι sur H
1(Γ(N ; p), V ), où V est une des représen-
tations : Dr,W,j, Dr(k, j), ou Vk,j. On note M± = H1,±(Γ(N ; p),Dr,W,1) le sous-module de
H1(Γ(N ; p),Dr,W,1) des éléments fixés ou multipliés par −1 sous cette involution, qui sont des
HN -modules car l’involution commute à l’action de HN . On en déduit deux morphismes de
Qp-algèbres HN → EndO(W )(M±) et on note T±W,v la sous-O(W )-algèbre de EndO(W )(M
±)
engendrée par l’image de HN respectivement, qui est de rang fini comme M± est un O(W )-
module de rang fini. En plus, T±W,v sont sans-torsion. Ceci nous fournit deux courbes rigides
C
±
W,v := SpmT
±
W,v munies de deux morphismes de poids finis plats κ
± : C±W,v →W ; elles sont
les morceaux locaux de la courbe d’Ash-Stevens C± respectivement.
La proposition suivant donne une comparaison entre C±W,v et C
0
W,v, qui est un analogue
du [5, théorème 3.27] et se démontre exactement de la même manière.
Proposition 4.4. Soient v,W comme ci-dessus.
(1) Il existe une immersion fermée C0W,v ⊂ C
±
W,v, qui est compatible avec les morphismes de
poids κ± et κ. De plus, toutes ces courbes sont réduites.
(2) Soit k ∈ Z. Il existe une injection de modules de Hecke
S†k(Γ(N ; p))
ss,≤v ⊂ Evk(M±)ss ⊂M
†
k(Γ(N ; p))
ss,≤v,
où ss signifie la semi-simplification comme module de Hecke.
(3) Soit fα ∈ C0W,v une forme classique cuspidale raffinée. Soit V un Hecke module. On note
V(fα) le sous-espace propre généralisé de V pour le système des valeurs de Hecke associées à
fα. On a
dim(S†k(Γ(N ; p))(fα)) = dim(M
±
(fα)
).
On note ι± : C±W,v → C
+
W,v ∪ C
−
W,v, et on définit le faisceau VW,v sans torsion sur C
0
W,v
en prenant la restriction du faisceau ι+∗M
+ ⊕ ι−∗M
− sur C+W,v ∪ C
−
W,v à C
0
W,v. D’autre part,
le faisceau ι+∗M
+ ⊕ ι−∗M
− est la faisceautisé du module H1(Γ(N ; p),Dr,W,1)≤v, et donc un
faisceau de représentations galoisiennes de GQ d’après la proposition 4.1.
Soit fα ∈ C0W,v une forme cuspidale raffinée non-critique de poids k de pente vp(α).
D’après le (3) du proposition 4.4, on a un isomorphisme de représentations galoisiennes
Evfα(VW,v) ∼= H
1(Γ(N ; p), Vk,1)≤vπfα = Vfα.
L’application d’évaluation Evfα : VW,v → Vfα induit un morphisme de spécialisation de
H1Iw(GQ,Σ,VW,v) dans H
1
Iw(GQ,Σ, Vfα), noté Spfα. La proposition suivante est une conséquence
immédiate de la construction de la projection sur C0W,v et de la construction de Spfα .
Proposition 4.5. Soit fα ∈ C
0
W,v une forme raffinée classique de poids k de pente vp(α). Le
diagramme suivant est commutatif :
H1Iw(GQ,Σ,H
1(Γ(N ; p),Dr,W,j(2))≤v) //
Spk,j

H1Iw(GQ,Σ,VW,v(1− j))
Spfα

H1Iw(GQ,Σ,H
1(Γ(N ; p), Vk,j)≤v)
πfα // H1Iw(GQ,Σ, Vfα(1− j))
.
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On note zKato,c,d,φ(C0W,v) (resp. zKato,c,d,φ(fα)) l’image de zKato,c,d,K(ν1) (resp. zKato,c,d,K(k, 1))
dans H1Iw(GQ,S,VW,v) (resp. H
1
Iw(GQ,S, Vfα)) sous l’application de projection construite ci-
dessus.
Comme les morceaux locaux C0W,v sont construites par la méthode d’Ash-Stevens, et de
Bellaïche, on peut utiliser le processus standard de Buzzard [11, §5], révisité 7 par Bellaïche
[6, Chapter II], pour reconstruire la courbe de Hecke cuspidale C0, ainsi que un faisceau V
de représentations galoisiennes sur C0 en collant les morceaux locaux.
Théorème 4.6. Il existe une section globale zKato,c,d,φ(C0) de H1Iw(GQ,S,V ), telle que, si
fα ∈ C
0 une forme raffinée classique de poids k de pente vp(α), on a
Spfα(zKato,c,d,φ(C
0)) = zKato,c,d,φ(fα).
Démonstration. Les éléments de Kato zKato,c,d,φ(C0W,v) se colle en une section globale zKato,c,d,φ(C
0)
de H1Iw(GQ,S,V ) puisqu’ils proviennent d’une section globale zKato,c,d,K(ν1) et les construc-
tions d’éléments locaux sont unifiées. La propriété d’interpolation se déduit de la relation
Spk,j(zKato,c,d,φ(νj)) = zKato,c,d,φ(k, j),
des définitions de zKato,c,d,φ(C0W,v) et zKato,c,d,φ(fα), et de la proposition 4.5.
5 Fonction L p-adique en deux variables
5.1 Les séries d’Eisenstein
On note Dir(Q) le Q-espace vectoriel des séries de Dirichlet formelles à coefficients dans
Q. Soit A un sous-anneau de Q. On note Dir(A) le sous A-module de Dir(Q) des séries de
Dirichlet formelles dont ses coefficients sont dans A.
Soit α ∈ Q/Z. On définit les séries de Dirichlet formelles ζ(α, s) et ζ∗(α, s), appartenant
à Dir(Qcycl), par les formules :
ζ(α, s) =
∑
n∈Q∗+
n≡α mod Z
n−s et ζ∗(α, s) =
∞∑
n=1
e2iπαnn−s.
On définit les séries d’Eisenstein E(k)α,β et F
(k)
α,β , éléments de M
cong(Qcycl), par ses q-
développements :
(1) si k ≥ 1, k 6= 2 et α, β ∈ Q/Z, alors le q-développement
∑
n∈Q+
anq
n de E(k)α,β est donné
par ∑
n∈Q∗+
an
ns
= ζ(α, s)ζ∗(β, s− k + 1) + (−1)kζ(−α, s)ζ∗(−β, s− k + 1).
De plus, on a : si k 6= 1 et si α 6= 0 (resp. α = 0), alors a0 = 0 (resp. a0 = ζ∗(β, 1− k)) ;
si k = 1 et si α 6= 0 (resp. α = 0), alors a0 = ζ(α, 0)(resp. a0 = 12(ζ
∗(β, 0)− ζ∗(−β, 0))).
7. Bellaïche montre que les morceaux locaux construites par la méthode d’Ash-Stevens, et de Bellaïche,
forment une recourvement admissible.
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(2) si k ≥ 1 et α, β ∈ Q/Z (si k = 2, (α, β) 6= (0, 0)), alors le q-développement
∑
n∈Q+
anq
n de
F
(k)
α,β est donné par∑
n∈Q∗+
an
ns
= ζ(α, s− k + 1)ζ∗(β, s) + (−1)kζ(−α, s− k + 1)ζ∗(−β, s).
De plus, on a : si k 6= 1, alors a0 = ζ(α, 1−k), la valeur spéciale de la fonction zêta de Hurwitz ;
si k = 1 et si α 6= 0 (resp. α = 0), alors a0 = ζ(α, 0) (resp. a0 = 12(ζ
∗(β, 0)− ζ∗(−β, 0))) .
L’action de GL2(Zˆ) induite par celle de ΠQ sur ces fonctions est donnée par les formules
suivantes (cf. [51, proposition 2.12]) : Si γ =
(
a b
c d
)
∈ GL2(Zˆ), k ≥ 1 et (α, β) ∈ (Q/Z)2, on
a :
(3) E(k)α,β ∗ γ = E
(k)
aα+cβ,bα+dβ et F
(k)
α,β ∗ γ = F
(k)
aα+cβ,bα+dβ .
Les relations de distribution des séries d’Eisenstein se traduisent en l’énoncé (cf. [51,
théorème 2.13]) 8 suivant :
Proposition 5.1. Si k ≥ 1, il existe une distribution algébrique zEis(k) (resp. z
′
Eis(k)) ∈
Dalg((Af)2,M
cong
k (Q
cycl
p )) vérifiant : quel que soient r ∈ Q
∗
+ et (a, b) ∈ Q
2, on a∫
(a+rZˆ)×(b+rZˆ)
zEis(k) = r−kE
(k)
r−1a,r−1b (resp.
∫
(a+rZˆ)×(b+rZˆ)
z
′
Eis(k) = r
k−2F
(k)
r−1a,r−1b.)
De plus, si γ ∈ GL2(Af), alors on a
zEis(k) ∗ γ = zEis(k) et z
′
Eis(k) ∗ γ = | det γ|
1−kz
′
Eis(k).
On peut identifier A2f × A
2
f avec M2(Af ) via ((a, b), (c, d)) 7→
(
a b
c d
)
. En utilisant le
fait que le produit de deux formes modulaires de poids i et j est une forme modulaire de
poids i + j, si k ≥ 2 et 1 ≤ j ≤ k − 1, on définit une distribution zEis(k, j) appartient à
Dalg(M2(Af),Mk(Qcyclp )) par la formule :
zEis(k, j) =
1
(j − 1)!
z′Eis(k − j)⊗ zEis(j).
Si c, d ∈ Zˆ(p), on note Ac,d = (c2p− c
2−(k−j)
p δ( c−1 0
0 1
)
)(d2p−d
j
pδ( 1 0
0 d−1
)
) ∈ Zp[T(Zˆ)(p)] et on définit
zEis,c,d(k, j) = Ac,dzEis(k, j).
8. En profitons pour corriger une erreur dans l’énonce de [51, théorème 2.13] : en effet, pour donner un
sens pour zEis(k), on utilise les deux isomorphismes Af/Zˆ ∼= Q/Z et A
∗
f
∼= Q∗Zˆ∗. Le dernier isomorphisme
implique que A∗f/Zˆ
∗ ∼= Q∗+.
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5.2 La méthode de Rankin-Selberg
Dans la suite, on suppose que N est un entier suffisantment grand tel qu’il existe un
caractère auxiliaire χ de conducteur N tel que χ(−1) = −1 et χ2 est un caractère non-trivial
de conducteur N . Fixons un tel caractère auxiliaire χ jusqu’à la fin de cet article.
Soit ǫ un caractère de Dirichlet modulo N . Soit f =
∑
n≥1 anq
n ∈ Sk(Γ0(N), ǫ) une forme
primitive. On note f ∗ la conjuguée complexe de f (i.e. f ∗(z) = f(z¯) =
∑
anq
n ). Le corps
Q(f) = Q(a2, · · · , an, · · · ) est une extension finie de Q. De plus, on a an = χ−1(n)an quel
que soit n ∈ N premier à N , et f ∗ T (l) = alf, f ∗ T ′(l) = alf, f ∗ ( u
−1 0
0 u ) = ǫ(u)f, si l ∤ N
est un nombre premier et u ∈ Zˆ∗. Soient α, β les racines du polynôme X2 − apX + ǫ(p)pk−1.
Si vp(α) < k − 1, on pose fα(τ) = f(τ)− βf(pτ) le raffinement de f .
On reprend la présentation de Colmez [18, §3.2] sur la méthode de Rankin-Selberg dans
§5.2.1, on effectue les calculs pour la convolution de Rankin pour nos séries d’Eisenstein
dans §5.2.2, ce qui permet d’expliciter la période utilisée pour rendre algébriques les values
spéciales de la fonction L de fα.
5.2.1 Généralité
Soit M ≥ 1 un entier. Soit Γ(M) = {( a bc d ) ∈ SL2(Z), b ≡ c ≡ 0[M ]} et soit χ1 et χ2 des
caractères de Dirichlet moduloM (pas nécessairement primitifs). Soient k ≥ 2, 1 ≤ j ≤ k−1,
et
f =
∑
n∈ 1
M
Z,n>0
anq
n ∈ Sk(Γ(M), χ1) et g =
∑
n∈ 1
M
Z,n≥0
bnq
n ∈Mk−j(Γ(M), χ2)
des formes propres pour tous les opérateurs T (l) avec (l,M) = 1. Sous les hypothèses ci-
dessus, on a les produits d’Euler suivants :
∑
n>0
an
ns
= (
∑
n∈Z[ 1
M
]∗,n>0
an
ns
) ·
∏
l∤M
1
(1− αl,1l−s)(1− αl,2l−s)
, avec αl,1αl,2 = χ1(l)lk−1,
∑
n>0
bn
ns
= (
∑
n∈Z[ 1
M
]∗,n>0
bn
ns
) ·
∏
l∤M
1
(1− βl,1l−s)(1− βl,2l−s)
, avec βl,1βl,2 = χ2(l)lk−j−1.
Soient DM(f, g, s) la série de Dirichlet définie par
DM(f, g, s) = LM(χ¯1χ2, j + 2(s− k + 1)) ·
∑
n>0
a¯nbn
ns
,
où LM(χ, s) est la fonction L de Dirichlet pour le caracètre χ modulo M (si χ est primitive,
on note simplement par L(χ, s)), et la série d’Eisenstein non-holomorphe de poids j de niveau
Γ(M) définie par
E
(j)
M,s(τ) =
∑
c≡d−1≡0[M ]
1
(cτ + d)j
(
Im τ
|cτ + d|2
)s+1−k.
En plus, on a E(j)M,k−1(τ) =
1
Mj
(−2πi)j
Γ(j)
E
(j)
0, 1
M
.
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Soit 〈, 〉 le produit scalaire de Petersson normalisé sur l’espace des formes modulaires de
niveau Γ(M) donné par la formule : si f ∈ Sk(Γ(M)) et g ∈Mk(Γ(M)), on a
〈f, g〉 :=
1
[SL2(Z) : Γ(M)]
∫
Γ(M)\H
f¯ gyk
dxdy
y2
.
Proposition 5.2. [18, proposition 3.4, corollaire 3.5] Sous les hypothèse ci-dessus, on a :
(4) DM(f, g, s) = (
∑
n∈Z[ 1
M
]∗
a¯nbn
ns
) ·
∏
l∤M
1
(1− αl,1βl,1
ls
)(1− αl,1βl,2
ls
)(1− αl,2βl,1
ls
)(1− αl,2βl,2
ls
)
,
(5)
Γ(s)
(4π)s
DM(f, g, s) =
[SL2(Z) : Γ(M)]
M
〈f, gE
(j)
M,s(τ)〉.
En conséquence, on a
Γ(k − 1)
(4π)k−1
·
Γ(j)
(−2iπ)j
·DM(f, g, k − 1) =
[SL2(Z) : Γ(M)]
M j+1
〈f, gE
(j)
0, 1
M
〉.(6)
5.2.2 Périodes et algébricité de valeurs spéciales
Soient χ1 un caractère de Dirichlet modulo M avec (M,N) = 1 et χ2 un des caractères
{χ, χ2} choisi de telle sorte que 9
χ1χ2(−1) = (−1)k−j et L(f ∗α, χ
−1
2 , k − 1) 6= 0.
Si H = MN , on pose
F (k−j)χ1,χ2 =
1
2G(χ2)
H∑
a=1
H∑
b=1
χ1(a)χ2(b)F
(k−j)
a
H
, b
H
=
M
2G(χ2)
H∑
a=1
N∑
b=1
χ1(a)χ2(b)F
(k−j)
a
H
, b
N
(qM),
où χ1 est vu comme un caractère modulo M et le dernier égalité est de la relation de
distribution de F (k)α,β (cf. [51, lemme 2.6]).
Lemme 5.3. (1) Soit γ = ( a bc d ) ∈ SL2(Z) avec b ≡ c ≡ 0 mod H. Alors l’action de γ sur
F (k−j)χ1,χ2 est donnée par la formule
(F (k−j)χ1,χ2 )|k−jγ = χ1χ
−1
2 (d)F
(k−j)
χ1,χ2
.
(2) Soit
∑
n∈Q+
cnq
n le q-développement de F (k−j)χ1,χ2 . On a
∑
n∈Q∗+
cn
ns
= N s−1H2−(k−j)LM(χ1, s− (k − j) + 1) · L(χ−12 , s).
9. La condition L(f∗α, χ
−1
2 , k − 1) 6= 0 est automatique si k > 3.
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Démonstration. (1) Pour tout γ = ( a bc d ) ∈ SL2(Z), par la formule (3), on a :
(F (k−j)χ1,χ2 )|k−jγ =
1
2G(χ2)
H∑
a0=1
H∑
b0=1
χ1(a0)χ2(b0)F
(k−j)
a
a0
H
+c
b0
H
,b
a0
H
+d
b0
H
.
Si b ≡ c ≡ 0 mod H , on a F (k−j)
a
a0
H
+c
b0
H
,b
a0
H
+d
b0
H
= F (k−j)aa0
H
,
db0
H
. On en déduit que
(F (k−j)χ1,χ2 )|k−jγ =
1
2G(χ2)
H∑
a0=1
H∑
b0=1
χ1(aa0)χ2(db0)χ1χ−12 (d)F
(k−j)
aa0
H
,
db0
H
= χ1χ−12 (d)F
(k−j)
χ1,χ2 ,
où la première égalité vient de la relation χi(det γ) = χi(ad) = 1, pour i = 1, 2.
(2)Soit
∑
n∈Q+
bnq
n le q-développement de M
2G(χ2)
H∑
a=1
N∑
b=1
χ1(a)χ2(b)F
(k−j)
a
H
, b
N
. Rappelons que la
série de Dirichlet formelle associée à F (k−j)a
H
, b
N
est
ζ(
a
H
, s− (k − j) + 1)ζ∗(
b
N
, s) + (−1)k−jζ(−
a
N
, s− (k − j) + 1)ζ∗(−
b
N
, s).
Par ailleurs, on a LM (χ1, s) = H−s
H∑
a=1
χ1(a)ζ( aH , s). Ceci implique, en utilisant la hypothèse
(−1)k−j = χ1χ2(−1), que
∑
n∈Q∗+
bn
ns
=
M
2G(χ2)
Hs−(k−j)+1LM(χ1, s− (k − j) + 1) · A,
où A =
+∞∑
n=1
n−s
N∑
b=1
χ2(b)e
2iπbn
N +
+∞∑
n=1
n−s
N∑
b=1
χ2(−b)e
−2πibn
N . Comme χ2 est primitive, on conclut
la proposition de la relation
M2∑
b=1
χ2(b)e
2πibn
M2 = χ−12 (n)G(χ2), de H = NM et de l’égalité
∑
n∈Q∗+
cn
ns
=
∑
n∈Q∗+
bn/M
ns
= M−s
∑
n∈Q∗+
bn
ns
.
Proposition 5.4. Soient f =
∑
n≥1 anq
n ∈ Sk(Γ0(N), ǫ), χ1, χ2 et H ci-dessus. Si 1 ≤ j ≤
k − 1, alors,
[SL2(Z) : Γ(H)]
H3−k+2jN (k−j)−2
〈fα, F
(k−j)
χ1,χ2
E
(j)
0, 1
H
〉 =
Γ(k − 1)Γ(j)
(4π)k−1(−2iπ)j
χ1(N)LM (f ∗α, χ1, j)L(f
∗
α, χ
−1
2 , k − 1),
où LM(f ∗α, χ1, s) est la fonction L de f
∗
α tordue par le caractère χ1 modulo M .
Démonstration. De la formule (6), on a
[SL2(Z) : Γ(H)]
Hj+1
〈fα, F
(k−j)
χ1,χ2 E
(j)
0, 1
H
〉 =
Γ(k − 1)
(4π)k−1
Γ(j)
(−2iπ)j
DH(fα, F (k−j)χ1,χ2 , k − 1).
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On se ramène donc à calculer DH(fα, F
(k−j)
χ1,χ2,H
, s). D’après le lemme 5.3, la série de Dirichlet
associée à F (k−j)χ1,χ2 est
N s−1H2−(k−j)LM(χ1, s− (k − j) + 1) · L(χ−12 , s)
=M2−(k−j)(
∑
n∈Z[ 1
N
]∗,n∈ 1
N
Z
χ1(Nn)
ns−(k−j)+1
) ·
∏
(ℓ,N)=1
1
(1− χ1(ℓ)ℓ−s+(k−j)−1)(1− χ−12 (ℓ)ℓ−s)
.
D’autre part, si fα =
∑
n∈Q+ bnq
n, on a bn = 0 si n /∈ N, bn = an si p ∤ n et
L(fα, s) =
1
1− αp−s
∏
ℓ|N
1
1− aℓℓ−s
∏
ℓ∤Np
1
(1− αℓℓ−s)(1− βℓℓ−s)
, avec αℓβℓ = ǫ(ℓ)ℓk−1.
Un calcul direct, en utilisant la méthode de Rankin, montre que
DH(fα, F
(k−j)
χ1,χ2,H , s) = M
2−(k−j)χ1(N)LM (f ∗α, χ1, s− (k − j) + 1)L(f
∗
α, χ
−1
2 , s).
On conclut la démonstration en prenant s = k − 1.
Il est bien connu ([44],[50]) que les nombres
LM(f ∗α, χ1, j)L(f
∗
α, χ
−1
2 , k − 1)
πk−1+j〈fα, fα〉
,
pour j ∈ N et 1 ≤ j ≤ k − 1, et χ1χ2(−1) = (−1)k−j, sont algébriques. On pose
L˜χ2(f
∗
α, χ1, j) = Ω(fα, χ2)
LM(f ∗α, χ1, j)
(−2iπ)j
,
où Ω(fα, χ2) =
Γ(k−1)
[SL2(Z):Γ(N ;p)]
L(f∗α,χ
−1
2 ,k−1)
(4π)k−1〈fα,fα〉
est une "période", non nulle par hypothèse. Nous
allons interpoler les L˜χ2(f
∗
α, χ1, j), pour 1 ≤ j ≤ k − 1 et χ1 un caractère de conducteur une
puissance de p, pour construire la fonction L p-adique attachée à fα.
5.3 Raffinement du système d’Euler de Kato
Dans ce paragraphe, on effectue la projection du système d’Euler de Kato sur une forme
modulaire raffinée fα en utilisant la méthode de Rankin-Selberg et on obtient un système
d’Euler de Kato raffiné associé à fα. De plus, on donne une caractérisation de ce système
d’Euler de Kato raffiné via l’exponentielle duale de Bloch-Kato (cf. théorème 5.6).
5.3.1 Des fonctions localement constantes
Si A,M1,M2, B sont des entiers ≥ 1, on définit le sous-groupe ΓˆA(M1),B(M2) comme l’in-
tersection de GL2(Zˆ) avec l’ensemble des matrices ( a bc d ) de M2(Zˆ) vérifiant a − 1 ∈ AZˆ,
b ∈ AM1Zˆ, c ∈ BM2Zˆ, d− 1 ∈ BZˆ. En particulier, on note ΓˆA,B le groupe ΓˆA(M1),B(M2) avec
M1 = M2 = 1.
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Fixons un caractère de Dirichlet ξ de conducteur N . Soit H un multiple de N et p tel
que P(H) = P(N) ∪ {p}, où P(N) désigne l’ensemble des facteurs premiers de N . Soient
a, b deux entiers tels que 1 ≤ a ≤ H , (a, p) = 1 et 1 ≤ b ≤ H . On pose
Aa,b,H = {(
α β
δ γ ) ∈M2(Zˆ)
(p) : β − b ≡ α− a ≡ δ ≡ γ − 1 ≡ 0 mod H},
et on définit une fonction localement constante sur M2(Zˆ)(p),
φξ,H =
N
H
H∑
a=1,(a,p)=1
H∑
b=1
ξ(b)1Aa,b,H ,
invariante sous l’action de Γˆ(1(N), H) à droite (i.e. φξ,H ∗ γ = φξ,H(xγ−1), si γ ∈ Γˆ1(N),H).
Proposition 5.5. Si H ′, H sont deux multiples de N et p tels que P(H) = P(H ′) = P(N)∪
{p}, alors on a
corΓˆ(1(N),Np)
Γˆ(1(H),H)
φχ,H = cor
Γˆ(1(N),Np)
Γˆ(1(H′),H′)
φχ,H′.
Démonstration. Il s’agit à montrer que corΓˆ(1(H
′),H′)
Γˆ(1(H),H)
φχ,H = φχ,H′ pourH ′|H . Comme φχ,H est
invariante sous l’action de Γˆ(1(N), H), alors corΓˆ(1(H
′),H)
Γˆ(1(H),H)
φχ,H = HH′φχ,H . Posons m = H/H
′.
On note G (resp. L) le sous-groupe de GL2(Z/H) tel que
Γˆ(1(H ′), H)\GL2(Zˆ) ∼= G\GL2(Z/H)(resp. Γˆ(1(H ′), H ′)\GL2(Zˆ) ∼= L\GL2(Z/H)).
Comme P(H) = P(H ′), pour tout (x, y) ∈ (Z/m)2, on peut fixer un élément sx,y de
GL2(Z/H) de la forme ( 1 0H′v 1+H′u ) tel que u ≡ x mod m et v ≡ y mod m. Les sx,y forment
un système de représentants de L\G. Alors, la fonction localement constante H
H′
φξ,H est en-
voyé sur la fonction localement constante
∑
(x,y)∈(Z/m)2
H
H′
φξ,H ∗ sx,y = φξ,H′ par l’application
de corestriction corΓˆ(1(H
′),H′)
Γˆ(1(H′),H)
.
On pose φξ = corKΓˆ(1(H),H) φξ,H, qui est indépendante du choix de H par la proposition
ci-dessus. En plus, si γ = ( a 00 d ) ∈ T(Zˆ) ∩ K, on a γφξ = ξ(a
−1)φξ . On va utiliser cette
fonction φξ, où ξ ∈ {χ, χ2}, pour projeter le système d’Euler de Kato sur les représentations
Vfα et V respectivement.
5.3.2 Caractérisation du raffinement du système d’Euler de Kato
Si V est une représentation de de Rham de GQp(ζM ), le cup-produit avec logχcycl ∈
H1(GQp(ζM ),Qp) fournit un isomorphisme
H0(GQp(ζM ),B
+
dR(Q¯p)⊗ V ) ∼= H
1(GQp(ζM ),B
+
dR(Q¯p)⊗ V ),
et on définit l’application exponentielle duale de Bloch-Kato exp∗
BK
comme l’inverse de cet
isomorphisme.
24
Soit L(χ) une extenstion finie de L qui contient les valeurs du caractère χ. Si ξ ∈
{χ, χ2}, soit φξ ∈ LCc(M
(p)
2 ,OL(χ))
K˜ la fonction constante construite ci-dessus. En ap-
pliquant le projecteur d’Iwasawa πφ,V (pour φ = φξ et V = Vk,j) du §3.4 à la donnée
(φξ, Vk,j, zKato,c,d,K(k, j)), on obtient un élément
zKato,c,d,ξ(k, j) ∈ H1(GQ,S,D0(Z∗p,H
1(Γ(N ; p), Vk,j)).
On note zKato,c,d,ξ(fα, j) la projection de zKato,c,d,ξ(k, j) sur
(H1(Γ(N ; p), Vk,j)⊗Q(fα))πfα
∼= Vfα(1− j).
Théorème 5.6. Il existe un élément zKato,c,d,ξ(fα) de H1(GQ,D0(Z∗p, Vfα)), tel que, quels que
soient ℓ ∈ {0, · · · , k − 2} et η un caractère de Dirichlet modulo pm vérifiant que ηξ(−1) =
(−1)k−ℓ−1, on ait
exp∗
BK
(
∫
Z∗p
η(x)x−ℓzKato,c,d,ξ(fα)) = Ac,d,ξ(fα, ηx−ℓ)L˜ξ(f ∗α, η, ℓ+ 1)fα,
où Ac,d,ξ(fα, δ) = 2G(ξ)(c2p − c
3−k
p δ(c
−1
p )ξ(c
−1))(d2p − dpδ(d
−1
p ))N
k−2δ(N) si δ : Z∗p → C
∗
p est
un caractère.
Démonstration. La construction de zKato,c,d,ξ(fα, j), pour j = 1, nous fournit un élément dans
H1(GQ,S,D0(Z∗p, Vfα)), noté par zKato,c,d,ξ(fα). On montre dans la suite qu’il est l’élément que
l’on cherche. Il ne reste qu’à calculer l’image de l’intégrale
∫
Z∗p
η(x)x−ℓzKato,c,d,ξ(fα) sous
l’application exp∗
BK
. Par construction, cela équivaut à calculer l’image de∫
M2(Zˆ)(p)
η(det xp)φχ(x)zKato,c,d(k, ℓ+ 1)
sous l’application exp∗
BK
et à calculer sa projection sur la composant correspondant à fα .
(1) Dans ce cas, Kato [31, §10] (revisité par Colmez [18, §2], Scholl [45] et l’auteur [51])
a construit une autre application exponentielle duale exp∗Kato pour calculer cette image. Plus
précisément, il a montre que exp∗
BK
= exp∗Kato dans ce cas et on a la loi de réciprocité explicite
de Kato
exp∗Kato(zKato,c,d(k, ℓ)) = zEis,c,d(k, ℓ)
pour 1 ≤ ℓ ≤ k − 1. Par la loi de réciprocité explicite de Kato, on a
exp∗Kato(
∫
η(det xp)φξ(x)zKato,c,d(k, ℓ+ 1)) =
∫
η(det xp)φξ(x)zEis,c,d(k, ℓ+ 1)
= (c2p − c
3−k+ℓ
p η(c
−1
p )ξ(c
−1))(d2p − η(d
−1
p )d
ℓ+1
p )
∫
η(det xp)φξ(x)zEis(k, ℓ+ 1).
Ceci implique que, en revenant à la définition de F (k)α,β et E
(k)
α,β (cf. §5.1), l’image de
exp∗Kato(
∫
Zˆ(p)
η(x)φξzKato,c,d(k, ℓ+ 1)) = Ac,d,ξ(ηx−ℓ) · cor
Γ(N ;p)
Γ(M)
N
H
1
ℓ!
Hk−4−2ℓF
(k−ℓ−1)
η,ξ E
(ℓ+1)
0, 1
H
,
où H = Npm et Ac,d,ξ(ηx−ℓ) = 2G(ξ)(c2p − c
3−k+ℓ
p η(c
−1
p )ξ(c
−1))(d2p − d
ℓ+1
p η(d
−1
p )).
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(2) La projection sur la composant correspondant à fα nous conduit à calculer le produit
scalaire de Petersson de fα avec le produit de séries d’Eisenstein ci-dessus ; on utilise la
méthode de Rankin pour ce faire car ξη(−1) = (−1)k−ℓ−1. En fait, on a
〈fα, exp∗BK(
∫
Z∗p
η(x)x−ℓp zKato,c,d,ξ(fα))〉 = Ac,d,ξ(ηx
−ℓ)[Γ(N ; p) : Γ(H)]Hk−5−2ℓ
N
ℓ!
〈fα, F
(k−ℓ−1)
η,ξ E
(ℓ+1)
0, 1
H
〉,
et on déduit de la proposition 5.4 que
[Γ(N ; p) : Γ(H)]Hk−5−2ℓ〈fα, F
(k−ℓ−1)
η,ξ E
(ℓ+1)
0, 1
H
〉
=
Nk−ℓ−3Γ(ℓ+ 1)Γ(k − 1)
(4π)k−1(−2iπ)ℓ+1[SL2(Z) : Γ(N ; p)]
η(N)L(f ∗α, η, ℓ+ 1)L(f
∗
α, ξ
−1, k − 1)
=Nk−ℓ−3η(N)Γ(ℓ+ 1)L˜ξ(f ∗α, η, ℓ+ 1)〈fα, fα〉.
Ceci implique
〈fα, exp∗BK(
∫
Z∗p
η(x)zKato,c,d,ξ(k, ℓ+ 1)〉
〈fα, fα〉
= Ac,d,ξ(fα, ηx−ℓ)L˜ξ(f ∗α, η, ℓ+ 1),
où Ac,d,ξ(fα, δ) = 2G(ξ)·Nk−2δ(N)·(c2p−c
3−k
p δ(c
−1
p )ξ(c
−1))(d2p−dpδ(d
−1
p )), si δ est un caractère
sur Z∗p.
Remarque 5.7. Ac,d,ξ(fα, η) est un élément dans D0(Z∗p, Q¯p) si η varies analytiquement sur
l’espace des caractères continus sur Z∗p. On définit une mesure Afα,c,d,ξ par la formule : si η
est un caractère continu sur Z∗p∫
Z∗p
η(x)Afα,c,d,ξ = Ac,d,ξ(fα, η
−1).
En plus, si on choisit c ∈ Zˆ∗ tel que ξ(c) n’est pas une racine (p− 1)p∞-ième de l’unité, elle
n’a pas autre zéro que η = x.
5.4 Fonction L p-adique d’une forme raffinée fα
Dans ce paragraphe, on construit la fonction L p-adique associée à la forme fα à partir
d’un raffinement du système d’Euler de Kato zKato,c,d,ξ(fα). La technique que l’on utilise ici est
une variante de celle de Colmez [18]. Plus précisément, Colmez utilise la ϕ-base du ϕ-module
filtré admissible Dcris(Vfα) pour décomposer un élément de D
†(Vfα)
ψ=1 dans Drig(Vfα)⊗R[
1
t
]
et on utilise la théorie des représentations triangulines plus adaptée aux familles.
La transformée de Fourier
Si η ∈ LCc(Qp, Q¯) est constante modulo pn, on définit sa transformée de Fourier ηˆ ∈
LCc(Qp, Q¯) par la formule ηˆ(x) = p−m
∑
y mod pm η(y)e−2iπxy, où m est un entier arbitraire
≥ sup(n,−vp(x)), e−2iπxy est la racine de l’unité d’ordre une puissance de p en utilisant
l’isomorphisme Qp/Zp ∼= Z[ 1p ]/Z.
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Si η est un caractère de Dirichlet, on note G(η) la somme de Gauss associé à η. Si
η : Z∗p → Q¯ est un caractère de Dirichlet de conducteur p
n, on a
(7) ηˆ(x) =

1
G(η−1)
η−1(pnx), si n ≥ 1;
1Zp(x)−
1
p
1p−1Zp(x), si n = 0.
Fonction L p-adique d’une forme raffinée fα
Soit V une repésentation p-adique de GQp de dimension finie. On a le résultat suivant,
dû à Fontaine (cf. [18, théorème 4.8]), qui décrit la cohomologie d’Iwasawa en utilisant la
théorie des (ϕ,Γ)-modules.
Proposition 5.8. Soit V une représentation p-adique de GQp de dimension finie. On a un
isomorphisme :
Exp∗ : H1Iw(Qp, V ) ∼= D
†(V )ψ=1,
où D†(V ) est le (ϕ,Γ)-module surconvergent associé à V et ψ est l’inverse à gauche de ϕ.
Le (ϕ,Γ)-module Drig(Vfα) sur R admet une triangulation
0  Dα = Drig(Vfα(1− k))
ϕ=α,Γ=1 ⊗R(χk−1cycl )  Drig(Vfα).
Le (ϕ,Γ)-module Dα de rang 1 sur R est isomorphe à R(δα,k) avec δα,k ∈ Homcont(Q∗p, L)
tel que δα,k(p) = α et (δα,k)|Z∗p = x
k−1. Le produit exterieur ∧2Drig(Vfα) est un (ϕ,Γ)-
module étale de rang 1 sur R, qui est isomorphe à R(δǫ,k), où δǫ,k ∈ Homcont(Q∗p, L) tel que
δǫ,k(p) = ǫ(p) et (δǫ,k)|Z∗p = x
k−1. On note eα et e respectivement les générateurs de R(δα,k)
et R(δǫ,k).
Proposition 5.9. Soit vp(α) > 0. On note D = Drig(Vfα). Si z ∈ D
†(Vfα)
ψ=1 et si z ∧ eα =
wαe ∈ ∧
2D avec wα ∈ R, alors il existe une distribution µα d’ordre vp(α) sur Zp à valeurs
dans L vérifiant ψ(µα) = α−1µα telle que l’on ait wα =
∫
Zp(1 + T )
xµα.
Démonstration. On déduit de la condition z ∈ D†(Vfα)
ψ=1 que ψ(wα) = ǫ(p)α−1wα. L’exis-
tence d’une distribution est déduite de [19, proposition I.11], qui dit qu’une solution dans R
d’une équation de type ψ(x) − α−1x ∈ R+ où α ∈ L vérifie vp(α) > 0, appartient à R+, et
donc est la transformation d’Amice d’une distribution. On déduit de [9, proposition V.3.2]
ou [18, proposition 4.10] que wα est d’ordre vp(α).
Remarque 5.10. Le théorème de comparaison de Faltings permet d’identifier fα à un élé-
ment de Dcris(Vfα(1− k)). Comme les poids de Hodge-Tate de Vfα(1− k) sont négatifs, on
a Dcris(Vfα(1 − k)) ⊗ R ⊂ Drig(Vfα(1 − k)) d’après Berger [8]. En utilisant l’isomorphisme
Drig(Vfα) ∼= Drig(Vfα(1 − k)), on identifie fα comme un élémént de Drig(Vfα) par abus de
notation.
Lemme 5.11. On a fα ∧ eα 6= 0 dans ∧2Drig(Vfα). En particulier, t
1−kfα ∧ eα forme une
base de ∧2Drig(Vfα).
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Démonstration. Soit e˜β, e˜β une base du ϕ-module filtré Dcris(Vf) ∼= Dcris(Vfα(1 − k)) telle
que ϕ(e˜α) = αe˜α, ϕ(e˜β) = βe˜β et eα = e˜α ⊗ χk−1cycl . D’après [24, §1], le ϕ-module filtré
Dcris(Vfα(1− k)) admet la description suivante :
FiliDcris(Vfα(1− k)) =

0; si i ≥ k,
L(e˜α + δe˜β) ∼= Lfα; si k − 1 ≥ i ≥ 1;
Le˜α + Le˜β; si 0 ≥ i;
où δ ∈ L et δ = 0 si et seulement si la restriction de Vf à GQp est scindée. On déduit de la
hypothèse vp(α) < k− 1 que la restriction de Vf à GQp n’est pas scindée et donc δ 6= 0. Ceci
implique que fα ∧ eα 6= 0 dans ∧2Drig(Vfα).
D’autre part, on a t1−kfα ∈ t1−k Fil
k−1Dcris(Vfα(1 − k)) = Fil
0Dcris(Vfα) ⊂ Drig(Vfα).
On en déduit que t1−kfα ∈ Drig(Vfα). En particulier, ϕ(t
1−kfα ∧ eα) = ǫ(p)(t1−kfα ∧ eα) et
γ(t1−kfα ∧ eα) = χk−1cycl (t
1−kfα ∧ eα).
Théorème 5.12. Si vp(α) > 0, il existe une distribution µfα,c,d,ξ d’ordre vp(α) sur Zp véri-
fiant
(1) Exp∗(zKato,c,d,ξ(fα)) ∧ eα = (
∫
Zp
(1 + T )xµfα,c,d,ξ)(t
1−kfα ∧ eα),
(2) si 0 ≤ ℓ ≤ k − 2 et si η un caractère de Dirichlet de conducteur pn, tel que ηξ(−1) =
(−1)k−ℓ−1, on a
∫
Z∗p
η(x)xℓµfα,c,d,ξ = Ac,d,ξ(fα, η
−1x−ℓ)Γ(ℓ+1)

G(η)
(ǫ−1(p)α)nη(−1)
pℓnL˜ξ(f ∗α, η
−1, ℓ+ 1), si n ≥ 1
(1− p
ℓǫ(p)
α
)(1− ǫ
−1(p)α
pℓ+1
)−1L˜ξ(f ∗α, ℓ+ 1), si n = 0
,
où le facteur Ac,d,χ(fα, δ), où δ est un caractère sur Z∗p à valeurs dans Q¯
∗
p, est défini dans le
théorème 5.6.
Démonstration. On déduit l’existence de la distribution µfα,c,d,ξ vérifiant la condition (1) de
la proposition 5.9. En plus, on a ψ(µfα,c,d,ξ) = ǫ(p)α
−1µfα,c,d,ξ. Il ne reste que à vérifier la
deuxième condition.
Pour 0 ≤ ℓ ≤ k−2, fixons un caractère de Dirichlet η de conducteur pn tel que ηξ(−1) =
(−1)k−1−ℓ. Soit m ≥ n un entier suffisantment grand et on note Km = Qp(ζpm). On démontre
le théorème en comparant les deux expressions de(
TrKm/Qp,η p
−mϕ−m(Exp∗(zKato,c,ξ(fα))
)
∧ eα
dans Lm[[t]](t1−kfα ∧ eα), où TrKm/Qp,η =
∑
γ∈Gal(Km/Qp) η(χcycl(γ))γ dont son action sur
Lm[[t]] est à travers celle sur Lm (i.e. trivialement sur t).
(I) D’une part, en appliquant la loi de réciprocité explicité de Cherbonnier et Colmez [14,
théorème IV 2.1] à la mesure zKato,c,d,ξ(fα), on obtient
p−mϕ−mExp∗(zKato,c,d,ξ(fα)) =
∑
ℓ∈Z
exp∗
BK,ℓ(
∫
1+pmZp
x−ℓzKato,c,d,ξ(fα))) ∈ Lm[[t]]⊗DdR(Vfα),
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où exp∗
BK,ℓ : H
1(GKm , Vfα(−ℓ)) → DdR(Vfα(−ℓ)) = t
ℓDdR(Vfα) = t
1−k+ℓDdR(Vfα(1− k)) est
l’application exponnentielle de Bloch-Kato pour Vfα(−ℓ) . On a alors(
TrKm/Qp,η p
−mϕ−m(Exp∗(zKato,c,d,ξ(fα))
)
∧ eα
=
∑
a∈Z∗p/(1+p
mZp)
η(a)
∑
l∈Z
exp∗
BK,ℓ(
∫
a+pmZp
x−ℓzKato,c,d,ξ(fα)) ∧ eα
=
∑
ℓ∈Z
exp∗
BK,ℓ(
∫
Z∗p
η(x)x−ℓzKato,c,d,ξ(fα)) ∧ eα.
En particulier, de la caractérisation de zKato,c,d,ξ(fα) (cf. théorème 5.6), pour 0 ≤ ℓ ≤ k − 2,
on a l’égalité,
exp∗
BK,ℓ(
∫
Z∗p
η(x)x−ℓzKato,c,d,ξ(fα)) = Ac,d,ξ(fα, ηx−ℓ)L˜ξ(f ∗α, η, ℓ+ 1)fαt
1−k+ℓ.
Ceci implique que, dans Lm[[t]](t1−kfα ∧ eα), pour 0 ≤ ℓ ≤ k − 2, le coefficient en
tℓ(t1−kfα ∧ eα) de (
TrKm/Qp,η p
−mϕ−m(Exp∗(zKato,c,d,ξ(fα))
)
∧ eα
est Ac,d,ξ(fα, ηx−ℓ)L˜ξ(f ∗α, η, ℓ+ 1).
(II) D’autre part, en utilisant la définition de µfα,c,d,ξ et la formule
ϕ−m(
∫
Zp
(1 + T )xµfα,c,d,ξ) = (
∫
Zp
ζxpme
tx/pmµfα,c,d,ξ),
on obtient (
TrKm/Qp,η p
−mϕ−m(Exp∗(zKato,c,d,ξ(fα))
)
∧ eα
=αmTrKm/Qp,η p
−mϕ−m((
∫
Zp
(1 + T )xµfα,c,d,ξ)t
1−kfα ∧ eα)
=
∑
a∈Z∗p/1+p
mZp
η(a)p−m(
∫
Zp
ζaxpme
tx
pm µfα,c,d,ξ) · (ǫ
−1(p)α)m(t1−kfα ∧ eα).
(8)
On développe e
tx
pm =
∑
ℓ≥0
1
ℓ!
( tx
pm
)ℓ et on obtient
(8) =
∑
ℓ≥0
tℓ
ℓ!
(∫
Zp
ηˆ(−
x
pm
)(
x
pm
)ℓµfα,c,d,ξ
)
(ǫ−1(p)α)m(t1−kfα ∧ eα).
En comparant les coefficients en tℓ dans les deux développements ci-dessus, on obtient
(ǫ−1(p)α)m
ℓ!
∫
Zp
ηˆ(−
x
pm
)(
x
pm
)ℓµfα,c,d,ξ = Ac,d,ξ(fα, ηx
−ℓ)L˜ξ(f ∗α, η, ℓ+ 1).
On déduit, de la formule (7) sur la transformée de Fourier et de la formule ψ(µfα,c,d,ξ) =
ǫ(p)α−1µfα,c,d,ξ, que∫
Zp
ηˆ(−
x
pm
)(
x
pm
)ℓµfα,c,d,ξ =

(ǫ(p)α−1)m−n
pnℓG(η−1)
∫
Zp
η−1(−x)xℓµfα,c,d,ξ, si n ≥ 1
(ǫ(p)α−1)m(1− ǫ
−1(p)α
pℓ+1
)
∫
Zp
xℓµfα,c,d,ξ, si n = 0.
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Ceci implique que
∫
Z∗p
η−1(x)xℓµfα,c,d,ξ = Ac,d,ξ(fα, ηx
−ℓ)ℓ! ·

G(η−1)·pnℓ
(ǫ−1(p)α)nη−1(−1)
L˜ξ(f ∗α, η, ℓ+ 1), si n ≥ 1
(1− ǫ(p)p
ℓ
α
)(1− ǫ
−1(p)α
pℓ+1
)−1L˜ξ(f ∗α, ℓ+ 1), si n = 0
,
où le facteur (1− ǫ(p)p
ℓ
α
) dans le cas n = 0 viens de la formule∫
Z∗p
xℓµfα,c,d,χ =
∫
Zp
xℓ(1− ϕψ)(µfα,c,d,ξ).
Dans la suite, supposons que χ et c sont bien choisi tels que χ(c) ne soit pas une racine
(p − 1)p∞-ième de l’unité. On définit un élément µfα,χ, associée à fα, dans le corps des
fractions des distributions sur Z∗p à valeurs dans Q¯p, par la formule :
µfα,χ =
µfα,c,d,χ + (−1)
kδ−1µfα,c,d,χ
2Afα,c,d,χ
+
µfα,c,d,χ2 + (−1)
k−1δ−1µfα,c,d,χ2
2Afα,c,d,χ2
,
où δ−1 est la masse de Dirac en −1, Afα,c,d,χ et Afα,c,d,χ2 sont les mesures sur Z
∗
p définies dans
la remarque 5.7.
Théorème 5.13. (1)Si η est un caractère continu sur Z∗p, on a
∫
Z∗p
ηµfα,χ =

∫
Z∗p
η
µfα,c,d,χ
Afα,c,d,χ
, si η(−1) = (−1)k;∫
Z∗p
η
µ
fα,c,d,χ2
A
fα,c,d,χ2
, si η(−1) = (−1)k−1.
(2) µfα,χ est une distribution sur Z
∗
p, qui est indépendant du choix de c, d ∈ Zˆ
∗.
Démonstration. Il suffit de montrer que µfα,χ est une distribution. On rappelle que les me-
sures Afα,c,d,χ et Afα,c,d,χ2 ont au plus des zéros en η = x. Si k est impair (resp. pair), η = x
est dans le domaine d’intepolation de µfα,c,d,χ (resp. µfα,c,d,χ2). On donnera l’argument pour
k impair et le cas restant se démontre de la même manière. Le théorème précédent dit que
∫
Z∗p
xµfα,c,d,χ = Ac,d,χ(fα, x
−1)(1−
pǫ(p)
α
)(1−
ǫ−1(p)α
p2
)−1L˜χ(f ∗α, 2),
où (1− pǫ(p)
α
)(1− ǫ
−1(p)α
p2
)−1L˜χ(f ∗α, 2) est un nombre algébrique. Ceci implique que, si le facteur
Ac,d,χ(fα, x−1) = 0, alors
∫
Z∗p
xµfα,c,d,χ = 0 et donc µfα,χ est une distribution.
5.5 Fonction L p-adique en deux variables
Soit S une Qp-algèbre affinoïde. On définit les anneaux E+S ,R
+
S par les formules :
E+S = E
+⊗ˆQpS et R
+
S = R
+⊗ˆQpS.
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Si Γ = Gal(Qp(ζp∞)/Qp), on définit de la même manière
E+S (Γ) = E
+(Γ)⊗ˆS et R+S (Γ) = R
+(Γ)⊗ˆS.
Soit X un espace rigide analytique réduit et séparé. Soit U une famille de représentations
p-adiques sur X . Supposons que U admet une structure entière, c’est à dire, pour tout
X = SpmS ouvert affinoïde de X , la S-représentation US contient un sous S+-module U +S
invariant sous l’action de GQp , tel que U
+
S ⊗ Qp = US, où S
+ la Zp-algèbre des éléments
s ∈ S de norme ≤ 1 pour la norme de Banach sur S.
On note HiIw(Qp,U ) le faisceau
10 sur X défini comme suit : pour tout X = SpmS
ouvert affinoïde de X , on pose
HiIw(Qp,U )(X) = H
i(GQp,D0(Z
∗
p,US)).
Fixons un ouvert affinoïde X = SpmS. Le module HiIw(Qp,U )(X) est un E
+
S (Γ)-module.
Le résultat suivant, dû à Kedlaya-Pottharst-Xiao (cf. [33, corollary 4.4.11]), est une ver-
sion en famille de l’application exponentielle duale Exp∗ de Fontaine :
Proposition 5.14. Soit VS une S-représentation localement libre de GQp muni d’une struc-
ture entière. Alors on a un isomorphisme de R+S (Γ)-modules :
Exp∗S : H
1
Iw(Qp, VS)⊗ˆE+(Γ)R
+(Γ) ∼= DBC,rig(VS)ψ=1,
où ψ est l’inverse à gauche de ϕ. Cet isomorphisme est compatible avec le changement de
base. En particulier, si x ∈ X = SpmS , on a
Evx(Exp
∗
S) = Exp
∗ : H1Iw(Qp, Vx)⊗E+(Γ) R
+(Γ) ∼= Drig(Vx)ψ=1.
Le faisceau V (cf. §4.2) n’est pas une vraie famille de représentations galoisiennes sur C0
et on utilise la technique "la transformation stricte" de Bellaïche-Chenevier [7], rappelée ci-
dessous, pour le modifier en une vraie famille de représentations de GQ sur C˜0 la normalisation
de C0.
Définition 5.15. Un morphisme π : X ′ → X d’espaces rigides réduits est birationnel
s’il existe un faisceau d’idéal cohérent H ⊂ OX , tel que, le complément U du sous-espace
fermé V (H) défini par H est Zariski-dense dans X , le morphisme π induit un isomorphisme
π−1(U)→ U et l’image inverse π−1(U) est Zariski-dense dans X ′.
Soit π : X ′ → X un morphisme propre et rationnel d’espaces rigides réduits. Fixons un
faisceau d’idéal cohérent H dans la définition ci-dessus. Si M est un OX -faisceau cohérent,
on définit un OX ′-faisceau cohérent M′, appelé la transformée stricte M′ de M, en quo-
tientant le OX ′-faisceau cohérent π∗M par ses H
′∞-torsions, où H ′ est le faisceau d’idéal
cohérent définissant le sous-ensemble fermé π−1(V (H)) ⊂ X ′. En général, la définition de
la transformée stricte de M dépend du choix de H . Si M est muni d’une action continue
OX -linéaire d’un groupe topologie G, ceci induit une action continue OX ′-linéaire surM′ et
l’application naturelle π∗M→M′ est G-équivariant. En particulier, si M est sans torsion,
alors M′ est aussi sans torsion et M′ ne dépend pas du choix de H .
10. On déduit que ce préfaisceau est un faisceau de la proposition 5.14.
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Lemme 5.16. [7, lemma 3.4.2] Soit M un faisceau cohérent sans torsion sur un espace
rigide réduit X . Il existe un morphisme propre et birationnel π : X ′ → X avec X ′ reduit,
tel que, la transformée stricte M′ de M par π est un faisceau cohérent localement libre. En
particulier, si X est une courbe, on peut prendre π la normalisation de la courbe.
Soit V ′ la transformée stricte de V par le morphisme propre et birationnel π : C˜0 → C0.
En particulier, V ′ est une famille de représentations de GQp. On note Z le sous-ensemble de
C
0 des formes cuspidales raffinées régulières non-critiques, qui est Zariski-dense dans C˜0. On
note α˜ ∈ O(C˜0) l’image inverse de α ∈ O(C0) sous l’application de normalisation.
Proposition 5.17. La donnée (V ′, α˜, Z, κ1 = κ, κ2 = 0) est une famille faiblement raffinée
de représentations p-adiques de dimension 2 sur C˜0.
Démonstration. Par construction, il suffit de montre que V ′ est une famille de représentation
de dimension 2. Pour tout x ∈ C˜0, il exist un voisinage U de x tel que l’application de poids
est étale sauf en x. Comme le rang de la localisation d’un module projective de type fini est
localement constant, cela permet de conclure.
D’après le théorème 2.8, DBC,rig(V ′) admet un sous-faisceau cohérent localement libre de
rang 1
Dα˜ := R⊗ˆDBC,rig(V ′)ϕ=α˜,Γ=κ◦χcycl .
Pour tout x ∈ Z, il existe un ouvert affinoïde x ∈ X dans une composante irréductible
de C˜0, tel que, les faisceaux cohérents Dα˜ et DBC,rig(V ′) soient libres sur X. Dans la suite,
par abus de notation, on note DBC,rig(V ′) et Dα˜ ses restrictions à X.
Soient eα˜ et e deux bases respectivement de Dα˜ et ∧2DBC,rig(V ′) comme RX -modules.
On a
ϕ(eα˜) = α˜eα˜, γ(eα˜) = κ ◦ χcycl(γ);ϕ(e) = ǫ(p)e, γ(e) = κ ◦ χcycl(γ).
Proposition 5.18. Soit |α˜|p ≤ 1 et α˜ 6= 1. Soit z une section globale de DBC,rig(V ′)ψ=1.
Alors il existe une section globale wF de R
+
X telle que z ∧ eα˜ = wα˜e, qui est la transformée
d’Amice d’une famille de distributions sur X.
Démonstration. On a ψ(z ∧ eα˜) = z ∧ ψ(eα˜) = α˜−1z ∧ eα˜ = α˜−1wα˜e. D’autre part, on a
ψ(wα˜e) = ψ(wα˜)ǫ−1(p)e. On en déduit que ψ(wα˜) = ǫ(p)α˜−1wα˜. L’existence de la famille de
distributions vient de ce qu’une solution dans R
C˜0
d’une équation du type ψ(x)−αx ∈ R+X ,
où α ∈ O(X) vérifiant |α|p ≥ 1 et α 6= 1, appartient à R+X , et donc est la transformée
d’Amice d’une famille de distributions.
En particulier, cette proposition s’applique à la famille de systèmes d’Euler de Kato
zKato,c,d,ξ(X), la restriction à X de l’image de zKato,c,d,ξ(C0) sous la transformée stricte par
rapport à l’application de normalisation. On note µX,c,d,ξ la famille de distributions telle que
Exp∗X(zKato,c,d,ξ(X)) ∧ eα˜ =
∫
Zp
(1 + T )zµX,c,d,ξe.
Proposition 5.19. Si f ∈ Z ∩ X, il existe une constante non-nulle C(f) dépendant de f ,
telle que, on ait
Evf(µX,c,d,ξ) = C(f)µf,c,d,ξ, où Evf est l’application d’évaluation en f.
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Démonstration. Si fα ∈ Z ∩X est une forme de poids k, on a t1−kfα ∧ eα est une base du
(ϕ,Γ)-module ∧2Drig(Vfα). On a donc Evfα(e) = C(fα)t
1−kfα ∧ eα, où C(fα) ∈ Q¯∗p est une
constante dépendante de la forme fα. On déduit de la définition de µX,c,d,ξ et µfα,c,d,ξ que
Evfα(µX,c,d,ξ) = C(fα)µfα,c,d,ξ.
On note κ : X → W l’application de poids. Si x ∈ X, on note 11 κx le poids de x. On
définit un élément AX,c,d,ξ dans D0(Z∗p,O(X)) par la formule : si η est un caractère continu
sur Z∗p à valeurs dans Q¯p, on a
(9)
∫
Z∗p
ηAX,c,d,ξ = 2G(ξ) · κuinv(N)δ(N) · (c2p − κ
uinv(c−1p )cpη(c
−1
p )ξ(c
−1))(d2p − dpη(d
−1
p )).
En plus, si fα ∈ X est une forme raffinée comme dans le chapitre précédent, on a
Evfα(AX,c,d,ξ) = Evκfα (AX,c,d,ξ) = Afα,c,d,ξ.
Rappelons que χ et c sont bien choisi tels que χ(c) ne soit pas une racine (p − 1)p∞-ième
de l’unité. La mesure AX,c,d,ξ a au plus des zéros sur X × {x−1}. On définit un élément µX,χ
dans le corps des fractions de D(Z∗p,O(X)) par la formule :
µX,χ =
µX,c,d,χ + κuinv(−1)δ−1µX,c,d,χ
2AX,c,d,χ
+
µX,c,d,χ2 − κ
uinv(−1)δ−1µX,c,d,χ2
2AX,c,d,χ2
,
Théorème 5.20. (1) Si f ∈ Z ∩ X, alors on a Evf(µX,χ) = C(f)µf,χ, où C(f) est une
constante non nulle dans Q¯∗p dépendant de f .
(2) µX,χ est une distribution sur Z
∗
p à valeurs dans O(X), indépendant du choix de c, d.
Démonstration. La propriété d’interpolation est une conséquence du théorème précédent. Il
ne reste que à justifier que µX,χ est une distribution. Rappelons que AX,c,d,χ et AX,c,d,χ2 n’ont
pas d’autre zéros que X × {x}. Si f ∈ Z ∩X , on a
Evf(
∫
Z∗p
xµX,χ) =

Evf (
∫
Z∗p
xµX,c,d,χ∫
Z∗p
xAX,c,d,χ
), si le poids de f est impair;
Evf (
∫
Z∗p
xµ
X,c,d,χ2∫
Z∗p
xA
X,c,d,χ2
), si le poids de f est pair.
La propriété d’interpolation de µX,c,d,χ et µX,c,d,χ2, le théorème 5.13 et la densité de Z∩X
dans X nous permet de conclure que l’intégration
∫
Z∗p
xµX,χ n’a pas de pôle sur X.
Remarque 5.21. (1) Soit U ⊂ C˜0 un voisinage d’un point classique non-critique fα où la
fonction L p-adique en deux variables de Panchishkin 12 LPan,χ(f, σ) est définie. Le prolonge-
ment analytique nous permet de déduire qu’il existe un élément F dans le corps des fractions
de O(U) sans zéro ni pôle sur f ∈ Z, telles que,
LPan,χ(f, σ) = F (f) · Lp,χ(f, σ) · EulN(f, σ)
11. On rappelle que l’on a normalisé l’application de poids de telle sorte que κ(f) = k − 2, si f est une
forme classique de poids k.
12. On ignore la différence entre les choix du caractère auxiliaire : dans [39], il utilise un caractère auxiliaire
modulo p, et chez nous, on utilise un caractère auxiliaire modulo N .
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où EulN(f, σ) est un produit de "facteur d’Euler" explicit (cf. [39] la formule (0.6)) en les
l | N , qui appartient à O(C˜0)⊗ˆΛ de manière évidente.
(2) Le prolongement analytique nous permet aussi de montrer qu’il existe une fonction F
dans le corps des fractions de O(C˜0), telle que Lp,χ(C˜0, δ) = FLBel(C˜0, δ), où LBel(C˜0, δ) est
la fonction L p-adique en deux variables de Bellaïche (cf. [5]). Si x ∈ C0 est un point critique
au sens de Bellaïche [5], on définit la fonction L p-adique critque Lp,χ(x, δ) en x en évaluant
Lp,χ(C˜0, δ) en x. Si x ∈ C0 est le raffinement critique d’une forme de type CM de poids k et
si φ : Z∗p → Q
∗
p est un caractère d’ordre fini, alors on a
Lp,χ(x, φ · xj) = 0, si 0 ≤ j ≤ k − 2.
En effet, on déduit de [35, proposition 4.5.2] que le R-module Evx(Dα) n’est pas saturé dans
Drig(Vx) et le module t1−kEvx(Dα) est saturé. Ceci implique que µx,χ = Evx(µX,χ) est la
dérivée (k − 1)-ième d’une distribution sur Zp et que
∫
Z∗p
φxjµx,χ = 0 si 0 ≤ j ≤ k − 2 . Il
faudrait travailler plus pour verifier que Lp,χ(x, σ) n’est pas identiquement nulle et la relier
à la fonction L critique de Bellaïche [5].
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