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a b s t r a c t
Krylov Basis Diagonalization Method (KBDM) is a numerical procedure used to ﬁt time domain signals as
a sum of exponentially damped sinusoids. In this work KBDM is used as an alternative spectral analysis
tool, complimentary to Fourier transform. We report results obtained from 13C Nuclear Magnetic
Resonance (NMR) by Steady State Free Precession (SSFP) measurements in brucine, C23H26N2O4. Results
lead to the conclusion that the KBDM can be successfully applied, mainly because it is not inﬂuenced by
truncation or phase anomalies, as observed in the Fourier transform spectra.
 2014 Elsevier Inc. All rights reserved.
1. Introduction
This work assumes that the Free Induction Decay (FID) signal
observed in the presented Nuclear Magnetic Resonance (NMR)
experiments consists of a sum of exponentially damped sinusoids
in an equidistant time grid,
cn ¼ cðtnÞ ¼ cn þ en ¼
XK1
k¼0
jdkj½cosðn2pfksþ hkÞ
þ i sinðn2pfksþ hkÞencks þ en;
tn ¼ ns; n ¼ 0;1; . . . ;N  1; ð1Þ
where dk ¼ jdkjeihk represents the complex amplitudes, fk the fre-
quencies, hk the phases, ck the damping constants, en the complex
experimental noise and s the sampling time interval.
The question that naturally arises is whether it is possible to
determine the complex frequencies ð2pfk þ ickÞ, the complex
amplitudes dk and, importantly, the number of components, K,
solely with the knowledge of cðtÞ. For noiseless signals (or,
cðtÞ ¼ cðtÞ), the answer is yes, and this will be demonstrated in
the next section by means of simple Linear Algebra.
These parameters carry the information about the physics
involved in the phenomenon being studied and their evaluation
from experimental data is a fundamental mathematical problem,
known as the Harmonic Inversion Problem (HIP). However, the
solution of the HIP for experimental signals (or, noisy signals) is
not trivial as it may appear at a ﬁrst glance.
To solve the HIP from experimental data, the fundamental ideas
of Baron de Prony dated by 1795 [1] were used for the develop-
ment of the Krylov Basis Diagonalization Method (KBDM) and
the ﬁrst appearance of the KBDM terminology in the literature
was in the review article of Mandelshtam published in 2001 [2].
In this method, the solution of the HIP relies in the solution of a
General Eigenvalue Problem (GEP), a well-known problem in
Linear Algebra. The eigenvalues of the GEP, of dimension N/2,
provide the frequencies and decay times, while the eigenvectors
the amplitudes and phases. The set of calculated parameters, {dk,
fk, hk, ck} for k = 1, 2, . . . ,N/2, is called the ‘‘line list’’ and once this
list is determined, it can eventually be appropriately edited to
eliminate spurious or unphysical entries, leading to a spectrum
more consistent with the input data.
However, the execution time of known algorithms capable to
solve the GEP scales cubically with the dimension of the matrices
and are not workable for signal length N greater than a few thou-
sand. If the processing of larger data is necessary, an alternative
solution has already been proposed and can be achieved by break-
ing the spectral analysis problem into small spectral windows by
means of a Fourier ﬁlter applied to the Krylov basis functions,
and thus considering a series of small generalized eigenvalue prob-
lems. This time-efﬁcient method is applicable to very large signals
and was named Filter Diagonalization Method (FDM) [2,3].
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For well-behaved data, or data that follows approximately the
prescription given in (1), the KBDM and FDM approaches are
equivalent in the sense that they should produce similar line lists.
Besides, when dealing with noisy data, both methods suffer from
the same drawback; that the GEPs are typically ill-conditioned
and their exact numerical solution leads to spectra contaminated
by artifacts. To minimize this problem regularization of the data
matrices is usually employed [2,4,5].
It is opportune to add to these facts that the FDM procedure
requires input parameters specifying the size of the windows and
basis density, meaning that the operator must choose a given set
of input parameters before the execution of the software. Fortu-
nately, in the case of well-behaved data, this choice is not critical
so that any value of the parameters, within certain comfortable
limits, will lead to similar results. However, for noisy data, the
resulting artifacts may be dependent on the initial parameters, as
well as on the regularization level [2]. Furthermore, to adequately
describe non-localized spectral features, the FDM frequently
employ a multi-scale Fourier basis [2], increasing the number of
software input parameters.
In our opinion, these facts turns the execution of the FDM and
interpretation of its results into a task to be performed only by
skilled operators, what, in practical situations represents a compli-
cated limitation, especially if the method is intended to be used as
a routine tool in a laboratory.
As mentioned, the only advantage of the FDM over the KBDM
relies on its much shorter execution time; however, contrary to
the KBDM, the FDM requires input parameters. Therefore, when
the signal length N is not large and the KBDM execution time is
feasible, there are no advantages in the FDM over the KBDM.
Indeed, the KBDM software is easier to be implemented and can
be executed as a black box, minimizing operator bias. We found
that this is the situation of the present work and this is the reason
for our preference for the KBDM in the establishment of our
routine work.
To our knowledge there is only one publication posterior to Ref.
[2] where the KBDM was applied to a speciﬁc scientiﬁc problem
and the area of interest was the electron paramagnetic resonance
[6]. In that and also in this work the same KBDM terminology
was maintained, to be faithful to its original introduction in Ref.
[2]. In the present report the KBDM is used as an alternative to
Fourier transform (FT) for the spectral analysis of Steady State Free
Precession (SSFP) signals in the NMR area.
The SSFP signals are attained when a train of RF pulses sepa-
rated by a time interval (Tp) much shorter than T2 is applied to a
sample [7]. This sequence has been used to enhance signal to noise
ratio (S/N) or in fast acquisition protocols in low ﬁeld NMR [8–10]
and MRI [11]. However, it has been rarely used to enhance S/N in
high resolution NMR, because the overlap between FID and echo
signal in SSFP signal introduces severe phase, intensity and trunca-
tion anomalies in the Fourier transform spectrum. Several proce-
dures have been proposed to minimize these problems with
limited success [11–16]. Recently we proposed the use of the TRAF
apodization function and the plot in magnitude mode, to minimize
the truncation and phase problems in FT spectrum, respectively
[17]. Conversely to FT processing, KBDM can solve these two prob-
lems in a much simpler way because it is not badly inﬂuenced by
truncation or phase problems.
Various high resolution methods are available to extract param-
eters from NMR signals, directly in the time domain. A common
characteristic of these methods is that they can extend the resolu-
tion beyond the FT uncertainty principle, what is especially impor-
tant in the analysis of truncated signals. In the case of these
parametric methods, high resolution is achieved by using some
additional information that was not employed in the FT procedure;
such as the model function of Eq. (1) in the present method. In this
context, we believe that several other available methods can be
used to achieve the same proposed goals of this work. If we con-
sider only those black box type methods; Linear Prediction based
methods, like LPSVD [18] and, also, HSVD [19] have proven to be
excellent alternatives. Similarly to the KBDM these methods
attempt to ﬁt the full spectrum in one shot, being prohibitive
expensive for large data sets.
This work focuses the use of KBDM mainly because of two rea-
sons. First, the introduction of the KBDM in the literature is recent
and sparse [2,6], therefore, its potentialities have not been enough
explored. This fact brings to the present work the opportunity to
test the accuracy and robustness of the method in a real experi-
mental situation, thus contributing a little more to an evaluation
of its performance. Second, we have the feeling that the KBDM
can be advantageous with respect to those cited alternative meth-
ods because it is capable to extract the whole line list in a single
procedure. When parametric LPSVD or HSVD are used, the ﬁrst
step is to determine the complex frequencies, then, they require
a second least square calculation to compute the complex ampli-
tudes. This means that any errors in the ﬁrst step might be ampli-
ﬁed, making the methods unreliable. In the KBDM, however, both
the complex frequencies and complex amplitudes are obtained
simultaneously from the same eigenvalue problem. Although this
fact may represent an advantage of the KBDM over other existing
methods, a ﬁnal demonstration in terms of an extensive compara-
tive study is still in progress.
2. Concise theory of the KBDM
The KBDM and FDM previously reported [2] were devised using
a quantum mechanics conceptual approach and an explanation of
how they operate and achieve their goals was described mathe-
matically and demonstrated throughout experimental data. In this
section, a simple outline of the KBDM will be presented, just with
the intention to turn this manuscript more complete and of easy
comprehension.
First, it is considered a square complex symmetric matrix, A, of
dimension M, that has the property of being diagonalizable. There-
fore, AT ¼ A (T denotes the transpose) and
AVi ¼ XiV i; i ¼ 0;1;2; . . .M  1: ð2Þ
Xi and Vi are the right eigenvalues and eigenvectors, respectively.
Furthermore,
VTj Vi ¼ dij or VTV ¼ I; ð3Þ
I is the identity matrix and V is a matrix whose columns are the
eigenvectors Vi. In terms of V Eq. (2) rewrites as:
AV ¼ VX; or X ¼ VTAV ; or A ¼ VXVT : ð4Þ
Here X is the diagonal matrix of the eigenvalues.
Second, it is considered a hypothetical time invariant system,
where the time evolution of the state vector, x(t), is governed by
the matrix A:
dxðtÞ
dt
¼ iAxðtÞ: ð5Þ
For a given initial vector, x(0), a solution is:
xðtÞ ¼ eiAtxð0Þ ¼ VeiXtVTxð0Þ: ð6Þ
Deﬁning a vector a and its components ak by
a ¼ VTxð0Þ and ak ¼ VTkxð0Þ ¼ xð0ÞTVk; ð7Þ
respectively, we get
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xðtÞ ¼ VeiXta ¼
XM1
k¼0
akeiXktVk: ð8Þ
This means that x(t) can always be expanded in the basis V and the
coefﬁcients are harmonic functions of time, generally with complex
frequencies.
Third, it is deﬁned a scalar c(t):
cðtÞ ¼ xð0ÞTxðtÞ ¼ xðtÞTxð0Þ; ð9Þ
as the projection of the state vector x(t) on the initial state x(0).
Using Eq. (8) we get:
cðtÞ ¼ xð0ÞTVeiXta ¼ aTeiXta ¼
XM1
k¼0
a2ke
iXkt : ð10Þ
Note that this Eq. (10) reproduces Eq. (1), with the
substitutions:
a2k ¼ dk and Xk ¼ 2pfk þ ick: ð11Þ
The above procedure, itemized by these three steps, maps the
HIP of Eq. (1) into the hypothetical problem of Eq. (5). Now, it will
be demonstrated that the HIP of a noiseless signal has a simple
mathematical solution.
For this purpose, the ﬁrst step is to consider that the state vector
x(t) has been propagated in an equidistant time grid, xn = x(tn), with
n = 0, 1, 2, . . . ,N  1 and tn = ns. Therefore, from the Nyquist
theorem, the frequencies fk become limited in the range 1/
(2s) 6 fk < 1/(2s). The subspace created by the vectors {xn} is called
Krylov subspace.
In the second step it is deﬁned the evolution matrix:
E ¼ eiAs such that xðt þ psÞ ¼ EpxðtÞ with p ¼ 0;1; . . . ð12Þ
Because of the properties of A, this evolution matrix is also sym-
metric and diagonalizable:
EpVk ¼ eiXkpsVk ¼ lpkVk with lk ¼ eiXks and k ¼ 0;1; . . . ;M 1:
ð13Þ
For the purposes of the method, the explicit knowledge of the
matrix E is dispensable; only its matrix elements are needed:
½Upnm ¼ xTnEpxm ¼ xToEpþnþmxo ¼ xToxnþmþp ¼ cnþmþp: ð14Þ
In this representation, the matrix Up is symmetric and has a
Hankel structure, meaning that the elements on an antidiagonal
are equal.
The third step assumes that the eigenvectors of A and E can be
expanded in the Krylov subspace:
Vk ¼
XM1
n¼0
½Bknxn; with BTkU0Bj ¼ dkj; ð15Þ
where Bk deﬁnes a column vector with components [Bk]n. Substitut-
ing the above equation on the left into Eq. (3) it is concluded that
the eigenvectors Bk must be normalized with respect to U0, as stated
in the above equation on the right.
Inserting left Eq. (15) into Eq. (13) and multiplying both sides
on the left by xTm the result can be represented by a generalized
eigenvalue problem, GEP:
XM1
n¼0
½Upnm½Bkn ¼ lpk
XM1
n¼0
½U0nm½Bkn; or UpBk ¼ lpkU0Bk: ð16Þ
In particular, if p = 1:
U1Bk ¼ lkU0Bk: ð17Þ
The construction of matrix Up requires the knowledge of cn for n = p,
p + 1, . . . ,p + 2M  2. Therefore, to construct the GEP of Eq. (17) it is
necessary to have 2M 6 N. Without loss of generality we can choose
N to be even and M = N/2.
Finally, the line list is calculated by the expressions:
lk ¼ eisXk and
ﬃﬃﬃﬃﬃ
dk
p
¼ BTkC: ð18Þ
Here, C = (c0, c1, . . . ,CM1)T is a M  1 column array.
The outlined formalism gives a solution for the HIP and states
that a noiseless ﬁnite signal {cn} of size N = 2M can be ﬁtted
uniquely by the form of c(t) and the line list is calculated by solving
the GEP of Eq. (17), resulting in M = N/2 complex sinusoids (or
complex Lorentzian lines). The line list may be signal size depen-
dent if N < 2K, but, for noiseless signals and if NP 2K (or,
MP K), the matrices U0 and U1 will have M–K null singular values
(resulting inM–K null amplitudes from Eq. (18)) and the remaining
K non-null singular values will uniquely deﬁne the line list. In
other words, for a noiseless signal, the rank of the matrices U0
and U1 is K.
The case of singular matrices requires the use of special algo-
rithms (e.g. the QZ algorithm) to solve Eq. (17). In the case of noisy
signals, however, the matrices are not exactly singular and are,
indeed, ill conditioned, so that some kind of regularization is often
required [2,4,5].
3. Materials and methods
13C NMR experiments were performed on a Varian UNITY INO-
VA 400 spectrometer with static magnetic ﬁeld strength of 9.4 T.
The sample, brucine C23H26N2O4 (Sigma–Aldrich), was measured
in 5 mm NMR tubes and dissolved in deuterated acetone. The
chemical shifts were expressed in parts per million (ppm) relative
to tetramethylsilane (TMS). Table 1 shows the experimental
parameters used to acquire brucine spectra in 90 min.
For all FT analysis the corresponding FID signals were zero-ﬁlled
up to 32,768 points. The FT spectrum of the data obtained with the
standard sequence was calculated with ﬁrst order phase correc-
tion, but without apodization, and plotted in the absorption mode.
On the contrary, to minimize the formation of (sinx)/x side bands,
the FT spectra of the truncated SSFP signals were pre-processed
with TRAF apodization function by means of the ACD/NMR Proces-
sor Academic Edition (LB = 25, 14 and 6 for data SSFP-100, SSFP-50
and SSFP-25, respectively) and the ﬁnal spectra were plotted in
magnitude mode [17].
To accomplish the objectives of this work, the SSFP signals were
also processed by the KBDM algorithm, implemented in C-lan-
guage in the Code Builder ambient of OriginPro-8.5 (OriginLab Cor-
poration), as described elsewhere [6,20,21]. As will be explained
later, apodization of the input SSFP data was found necessary;
however, due to the reasonable signal-to-noise ratio of the data
we found no need to apply regularization procedures. The GEP of
Eq. (17) was solved by, ﬁrst, applying Singular Value Decomposi-
tion, SVD, to the matrix U0:
Table 1
Parameters used to acquire the brucine spectra in 90 min using the standard
sequence and SSFP sequences with Tp = at + Tr = 100, 50 and 25 ms.
Pulse sequence Standard SSFP-100 SSFP-50 SSFP-25
Flip angle () 30 90 90 90
at (ms)a 900 99.7 49.7 24.7
Tr (ms)b 460 0.3 0.3 0.3
N 23,536 2490 1242 616
NSc 4096 48,000 92,000 160,000
a at = acquisition time.
b Tr = recycle time.
c NS = number of scans.
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U0 ¼ LSRH; with LLH ¼ RRH ¼ I and S ¼ diagðSkÞ; ð19Þ
with SkP 0 and the symbol H denoting Hermitian conjugation.
Then, the GEP was transformed in a Simple Eigenvalue Problem,
SEP,
eU1eBk ¼ lkeBk; with eU1 ¼ S1=2LHU1RS1=2 and eBk ¼ S1=2RHBk;
ð20Þ
and solved by standard Linear Algebra algorithms.
Once the ‘‘line list’’ is available, the corresponding spectral
representation was easily constructed from the analytic Fourier
integral of the signal c(t):
SðuÞ ¼
XK
k¼1
jdkjeihk
ck þ 2piðu fkÞ
: ð21Þ
4. Results and discussion
Fig. 1 shows the FT spectrum calculated from the experimental
data obtained with the application of the standard pulse sequence.
In Fig. 1A is plotted the full spectrum in the entire frequency range
but, to favor a better view of the less intense peaks, the vertical
scale is truncated, limiting the amplitude of the strong solvent
peaks at around 30 and 206 ppm. For future comparisons and to
test the resolution of the proposed spectral analysis method, two
small but representative spectral windows were selected and are
shown in Fig. 1B and C. Fig. 1B shows a multiplet (7 lines) and
two small side peaks around 30 ppm originated from the solvent
spectrum, while Fig. 1C shows part of the brucine spectrum.
Fig. 2 shows the time domain signals measured with the SSFP-
100 sequence (Fig. 2B) and, for comparison, also with the standard
pulse sequence (Fig. 2A). The beating pattern spaced by approxi-
mately 0.05 s, present in Fig. 2A, is consistent with the 20 Hz sep-
aration between the multiplet peaks in Fig. 1B. Comparing these
two data, one can see clearly that the SSFP signal (Fig. 2B) is
severely truncated and show no apparent intensity decay; besides,
the mentioned beating pattern is barely seen in this signal. This
gives us a clue to a loss of resolution intrinsically associated to
the SSFP method. Plot 2C will be discussed later.
Indeed, the loss of resolution of the SSFP can be visualized from
the plots of Fig. 3. The multiplet of 7 lines around 30 ppm is not
completely resolved even for the sequence SSFP-100, although
the brucine spectrum is fairly well reproduced for the sequences
SSFP-100 and SSFP-50. Clearly, the sequence SSFP-25 presents a
lower quality spectrum.
In view of the characteristics of the input data, that limit the
quality of the FT spectra, two fundamental questions are placed
in this work. First, is it possible to improve the spectral resolution
of the SSFP data relatively to the FT approach? Second, is it possible
to obtain a more clean spectrum avoiding the interference of the
(sinx)/x side bands caused by the time domain truncation?
In our opinion, the KBDM is a method that can be used to give a
satisfactory answer to these questions. Besides, the KBDM has an
advantage over FT of being a parametric method, allowing poster-
ior manipulation of the line list.
When the KBDM is applied to the SSFP data several difﬁculties
appear and some of them are caused by the fact that the signals
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envelope is approximately constant, as can be noticed in Fig. 2.
Because of this fact and due to the presence of noise, some of the
spectral components can be identiﬁed as decaying exponentials,
but others as growing exponentials, both with small absolute val-
ues of damping constants, |ck|. This means that part of the entries
in the line list with large |dk| have negative values of ck. As can be
concluded from Eq. (2), if the sign of the damping constant is chan-
ged the corresponding peak inverts, therefore, if the whole spec-
trum is phased (or, all hk are zero) a positive ck will produce an
upward peak while a negative ck will produce a downward peak.
It is known that when Tp < T2 the SSFP signals present phase
anomalies that corrupt the FT spectral representation and, in some
cases, magnitude mode spectra must be employed [17]. Routine
NMR experiments present phase problems due to missing data
points (or, dead time) at the beginning of the FID. In this case,
and if the number of missing data points is small, the standard pro-
cedure of linear phase correction can ﬁx the problem. Otherwise,
when the dead time is more pronounced, the usual Linear Predic-
tion approach should lead to better results. However, in the case
of SSFP signals, the phase anomalies do not appear because of
the existence of a dead time that, as a matter of fact, is very small
in the present measurements. Indeed, the FID signal acquired with
the standard sequence (Fig. 1A) was easily phased by the FT linear
phase approach. Freeman and Hill [12] studied the phase anoma-
lies present in SSFP signals in more detail and determined that they
were due to the presence of an echo in the SSFP signal, occurring
simultaneously with the FID. They proposed methods to suppress
the echo, and consequently the anomalies, by introducing small
random variations in Tp.
In the KBDM scenario, an easy way to correct the phase of the
peaks is to edit the line list making hk = 0 for all entries. However,
this procedure can be dangerous if the line shapes are not Lorentz-
ian or when there is a strong overlap of lines. In these cases, a sin-
gle feature can be ﬁtted by the interference and mutual cancelation
of many superposed Lorentzian peaks and phasing all peaks inde-
pendently may cause severe distortions in the ﬁnal line shape.
Fortunately, as will be proven ahead, all prominent peaks in the
present KBDM spectra can be represented by single Lorentzian
peaks, thus validating the simple phase correction procedure
explained in the last paragraph. Therefore, line list phase correc-
tion approach was routinely employed for all KBDM analysis in this
work.
A second issue that deserves some comments is related to the
negative damping constants. For well-behaved signals, those peaks
with ‘‘negative width’’, or ck < 0, have small amplitudes |dk| and are
spurious in the sense that they correspond to an unphysical expo-
nential growth of the time signal, probably caused by numerical
errors. However, when Eq. (1) is computed using all entries of
the line list, a negative ck can blow up the amplitude cn if both ck
and dk are large enough. Usually, a simple elimination of these neg-
ative entries is a harmless procedure that will ‘‘ﬁx’’ the line list but,
in some situations, it is preferred to ﬂip all negative entries, making
all ck > 0 [2].
In the case of the present experimental data we found that
some line list entries with negative width are not spurious and
they really represent part of the signal of interest. This fact is prob-
ably related to the presence of the echo signal in the measured
time domain decay. Although a deeper understanding of this mat-
ter has not been achieved yet, the question is what to do with the
negative width peaks.
Since numerical stability is not an issue only if ck < 0 has a small
magnitude, we decide to retain in the line list only those ck < 0
with small magnitude, below a certain threshold limit. All ck < 0
with larger magnitude are rejected. Doing this we hope that the
artifacts can be rejected but the physical properties of the signal
retained. The parameter used to select this threshold value is the
Full Width at Half Maximum, FWHM, deﬁned for peak k as Dk = ck/
p. Selecting a suitable vale of D 6 0 all peaks with Dk <D are
removed from the line list.
Another less important issue is due to the fact that peaks found
from the KBDM analysis are very narrow (corresponding Dk are
very small) and for some occurrences they are so sharp that can
only be correctly plotted by Eq. (21) if the frequency grid has an
excessive number of points. To deal with this annoying situation,
we have adopted the procedure that, after comparing with the
threshold value, all remaining damping constants ck are multiplied
by an appropriate value a > 1, establishing a new set of parameters
Ck = ack.
Figs. 4 and 5 show the result of the KBDM analysis of the SSFP-
100 data. Open squares in Fig. 4A represent the peak amplitudes,
Ak, of all line list entries in the speciﬁed frequency range, as deﬁned
from Eq. (21) by Ak = dk/ck. The black line formed by closely spaced
small dots represents the spectrum calculated from Eq. (21) with
the line list data. The ﬁrst notable characteristic of these results
is that each prominent peak in the spectra can be ﬁtted by a single
entry of the line list. This means that the experimental data can be
fairly well represented by the Lorentzian shape of Eq. (1) and most
of the line list entries represented by open squares sitting on the
baseline of the signals in both ﬁgures could be removed without
interference on the main spectral features, thus ﬁltering out the
noise. Besides, as commented before, this fact validates the line list
phase correction procedure employed in this analysis.
Another interesting feature of the data is that some Ak values in
Fig. 4A, marked by a cross symbol (x), are negative due to their
negative width. In particular, one of the negative peaks close to
56 ppm and marked with an asterisk (*), is very sharp and, there-
fore, has a so large negative amplitude that was truncated in the
selected vertical scale. A similar trend is also observed in the posi-
tive peak at around 27.5 ppm in Fig. 5A. Due to its small value of ck,
this peak also has a large amplitude Ak = dk/ck. The occurrence of
small values of ck is normal because the relative error associated
to its determination is intrinsically very large. Due to the presence
of the echo signal and the noisy, the values of ck with physical
meaning are spread around ck = 0. In other words, a small error
in a given small value of ck can bring its value close to zero.
Since the KBDM is a parametric method, one can use the whole
line list as an input to Eq. (1) to reconstruct the time signal and
4500 5000 5500 6000 6500
x xx
*
x
65 60 55 50 45
 (ppm)
B
A
Frequency (Hz)
Fig. 4. 13C NMR spectra of brucine in the range 42–66 ppm. (B) FT processed
spectrum obtained from the standard sequence. (A) KBDM processed spectrum
obtained from SSFP-100 sequence, using a = 5,D = 5 Hz, b =1. The meaning of the
open squares and black line in (A) are explained in the text.
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compare it with the original one. When this is done for the SSFP-
100 data the difference between reconstructed signal and original
one is that shown in Fig. 2C. There one can notice that, for short
times the difference is within noise level but increases for longer
times. This behavior do not means that the KBDM is not capable
to ﬁt the time signal; but is just a consequence that some peaks
with large negative width were ﬁltered out by the imposed thresh-
old DP 5 Hz. As a consequence, the intense, negative and
broader solvent peaks at 30 and 206 ppm (not shown in the ﬁg-
ures) were removed from the line list and are responsible for the
observed difference.
In general, the KBDM spectral estimation of the SSFP data
shown in Fig. 4A closely reproduces the main features of the FT
spectrum shown in Fig. 4B and the resolution was enough to
observe the signals of the 23 carbons of brucine. Even the pair of
peaks at around 43 ppm has been resolved. However, the intensi-
ties of the peaks are poorly reproduced due to numerical errors
and also because of the unique characteristics of the input data,
such as the presence of the echo signal. In Fig. 5A can be noticed
that the multiplet has 6 lines, instead of 7 lines as determined from
the FT analysis of Fig. 5B. This means that the KBDM was not capa-
ble to provide full spectral resolution in this case.
Considering that the present report is the ﬁrst one to present a
KBDM (or FDM) analysis of SSFP data, we still do not know how to
extract quantitative information from the negative peaks; speciﬁ-
cally we do not know to predict if a given peak should be positive
or negative. Because of this fact and to focus on the objectives of
this work, we have adopted a simpliﬁed approach for the remain-
ing analysis of the SSFP data by means of an apodization procedure.
The apodization procedure adopted for the results shown in
Figs. 6 and 7 consists in multiplying the time domain signal by a
decaying exponential, exp(qt), where the damping q is deﬁned
in terms of the full time scale, Ns, and a parameter b such that
q = 1/(bNs). For the analysis shown in the last two ﬁgures, we have
used b = 1, what means an apodization decay time constant equal
to the full time scale. As a result, all calculated damping constant,
ck, should be shifted to lie around the value q = 1/(Ns). The choice
of the value of b is arbitrary but, a large value of b will imply in a
loss of resolution, while a small value will have no efﬁciency in
shifting the sign of the negative peaks.
As expected, the results in Figs. 6 and 7 show no truncation or
phase problems. Good resolution was obtained for brucine spectra
SSFP-100 and SSFP-50. The pair of peaks around 43 ppm was not
resolved only for sequence SSFP-25, while the solvent multiplet
around 30 ppm could not be resolved in any case. Some of the
peaks in Fig. 6, marked with an interrogation (?), are sharper and
can be considered spurious since they are not reproducible if the
KBDM is applied again with a different condition, like for a slightly
different value of b.
Clearly, the amplitude of some brucine peaks was reduced
when compared to that obtained with the standard sequence
(Fig. 6). This effect, also seen in the FT data of Fig. 3, is normally
observed in SSFP signals and is related to the difference in the ratio
T1/T2 between the different carbons and to the destructive interac-
tion between FID and echo frequencies [8,12]. This destructive
interaction is observed at every 1/Tp multiple of the reference
frequency [12].
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Fig. 5. 13C NMR spectra of brucine in the range 27–33 ppm. (B) FT processed
spectrum obtained from the standard sequence. (A) KBDM processed spectrum
obtained from SSFP-100 sequence, using a = 1,D = 5 Hz, b =1. The meaning of the
open squares and black line in (A) are explained in the text.
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Fig. 6. 13C NMR spectra of brucine for different values of at in the range 42–66 ppm.
(A) FT spectrum obtained from standard pulse sequence and KBDM edited spectra
(B) SSFP-100, (C) SSFP-50 and (D) SSFP-25. The KBDM processing parameters are (B)
a = 0.5, D = 0, b = 1, (C) a = 0.25, D = 0, b = 1, (D) a = 0.125, D = 0, b = 1.
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Fig. 7. 13C NMR spectra of brucine for different values of at in the range 27–33 ppm.
(A) FT spectrum obtained from standard pulse sequence and KBDM edited spectra
(B) SSFP-100, (C) SSFP-50 and (D) SSFP-25. The KBDM processing parameters are (B)
a = 0.5, D = 0, b = 1, (C) a = 0.25, D = 0, b = 1, (D) a = 0.125, D = 0, b = 1.
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When Tp T2 (case of SSFP-25), there is a complete overlap
between the FID and echo signals and the destructive interaction
can reduce, or complete eliminate, some signals, for example, the
peaks at 61.5 and 52.7 ppm in Fig. 6D. As discussed before, this is
an intrinsic property of SSFP signals and cannot be easily elimi-
nated by processing methods. To eliminate or reduce the effect of
the destructive interaction it is necessary to suppress the echo
component during the acquisition. This problem can be solved by
a simple technique, not employed in this work, that consists in
the sequential acquisition of signals with different instrument set-
tings, for instance, varying Tp [12,15], phase cycling [11,16], or off-
set frequency [13,14].
Comparing Fig. 3 with Figs. 6 and 7, we notice that the KBDM
shows several advantages over Fourier transform when Tp < T2. In
this situation, the FT spectrum shows phase and truncation prob-
lems, that are not observed in the KBDM spectra. The small set of
complex data points (N = 1242) acquired in sequence SSFP-50 lim-
its the FT resolution of the brucine spectrum, but not that of the
KBDM. The resolution in the KBDM scenario is not limited by the
FT time–frequency uncertainty principle; therefore such reduced
number of points seems not to be a limitation to the technique.
5. Conclusion
Results indicate that KBDM is a more efﬁcient and reliable way
to process SSFP 13C NMR-SSFP spectra if compared to FT. Therefore,
the processing of SSFP signals by the KBDM can be a useful method
to improve S/N for low concentrated samples or low sensitive
nuclei, still maintaining high signal resolution without phase and
truncation distortions.
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