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Resumen El modelo de ejecucio´n planteado por Carlo Ghezzi y Mehdi
Jazayeri, conocido como Simplesem, no contempla lenguajes con instruc-
ciones de ejecucio´n paralela. El objectivo es extender esta herramienta
educativa incorporando al modelo la existencia de mu´ltiples procesado-
res primitivas de lenguaje que permitan expresar conceptos ba´sicos de
paralelismo. Para ello, se desarrollo´ una herramienta que permite anali-
zar de manera gra´fica y sencilla el impacto de programas multihilo sobre
instrucciones de bajo nivel, que operan directamente sobre la memoria
compartida de una ma´quina virtual. Esta extensio´n permite representar
la sema´ntica operacional de lenguajes paralelos que requieren procesa-
dores multihilo, comunes en la actualidad.
1. Introduccio´n
Las dificultades a las que se enfrenta un alumno al estudiar el proceso que
atraviesa un programa escrito en un lenguaje de alto nivel, hasta poder ser
ejecutado por el procesador. Principalmente esto se debe a dos motivos: La
complejidad de los lenguajes de programacio´n de alto nivel existentes, y la del
hardware sobre el cual se ejecutan.
En su libro “Programming Language Concepts”, Carlo Ghezzi y Mehdi Jaza-
yeri [1] propusieron una alternativa para solucionar estos problemas. En primer
lugar, propusieron un modelo de ejecucio´n que consiste en una ma´quina formada
por un procesador simple, una memoria de co´digo y una memoria de datos. El
procesador es capaz de ejecutar cuatro instrucciones elementales que conforman
las primitivas del modelo Simplesem. En segundo lugar, definieron una serie de
lenguajes de programacio´n de alto nivel, de complejidad creciente, que coinciden
con diversas categorizaciones de lenguajes. A partir de estas dos propuestas, lo-
graron simplificar el proceso de aprendizaje de la relacio´n entre los lenguajes de
programacio´n, y los recursos de la computadora.
Las memorias de datos y de co´digo de la ma´quina Simplesem esta´n formadas
por celdas. En la memoria de co´digo, las celdas almacenan instrucciones, y se
utiliza un puntero para seleccionar la celda que contiene la siguiente instruccio´n
a ejecutar. En la memoria de datos se almacena un valor por cada celda. Las
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operaciones se realizan directamente sobre la memoria de datos (no hay registros
intermedios). Existen algunas celdas en las que se almacenan valores espec´ıficos
utilizados para el funcionamiento de la ma´quina.
Con respecto a las instrucciones, el modelo Simplesem consta de tres ins-
trucciones compuestas (set, jump y jumpt), y una instruccio´n especial para
indicar la finalizacio´n del programa (halt). Por instrucciones compuestas se en-
tiende aquellas instrucciones que pueden contener expresiones, y el resultado de
dichas expresiones sera´ lo que se utilice como operandos de la instruccio´n.
Las primitivas del modelo Simplesem permiten implementar la sema´ntica
operacional de un conjunto de lenguajes de alto nivel. Ghezzi y Jazayeri de-
finieron lenguajes de alto nivel para demostrar el funcionamiento del modelo
Simplesem.
El primer lenguaje, conocido como C1, so´lo posee tipos de datos simples, e
instrucciones simples (no tiene soporte para funciones). So´lo pueden utilizarse ti-
pos de datos que permitan determinar los requerimientos de memoria de manera
esta´tica, como enteros, arreglos de taman˜o fijo y estructuras. El segundo lengua-
je, conocido como C2, incorpora la posibilidad declarar rutinas en el programa,
que pueden contar a su vez con variables locales. Las rutinas no soportan llama-
das recursivas, no pueden recibir para´metros, ni devolver valores de retorno. El
tercer lenguaje, C3, agrega la posibilidad de que las rutinas devuelvan un valor,
y pueden ser llamadas recursivamente.
El lenguaje de alto nivel utilizado en este trabajo es una extensio´n del lengua-
je C3, en la cual se incorporan primitivas de ejecucio´n paralela, y se demuestra
co´mo puede implementarse la sema´ntica operacional de este nuevo lenguaje, con
primitivas del modelo Simplesem.
Contribucio´n: El presente trabajo se baso´ en extender el modelo de Ghez-
zi y Jazayeri (que so´lo estudiaba lenguajes monohilo), para abarcar tambie´n
lenguajes con primitivas de ejecucio´n paralela. La principal motivacio´n fue la
predominancia de los procesadores multicore, y la importancia que ha adquirido
la programacio´n concurrente actualmente. La propuesta consiste en la definicio´n
de un nuevo lenguaje de alto nivel, y la extensio´n del conjunto de instrucciones
Simplesem para implementar la sema´ntica operacional de dicho lenguaje.
La ejecucio´n paso a paso de un programa en un modelo multiprocesador es
compleja, por lo que la heramienta cuenta con una interfaz gra´fica de la ma´quina
Simplesem, que permite seguir y controlar la ejecucio´n de de las instrucciones
de manera interactiva.
El proceso de desarrollo consto´ de tres etapas. La primera consistio´ en la
extensio´n del modelo ba´sico monohilo, a un modelo multihilo. En la segunda
etapa se definieron las instrucciones ba´sicas simplesem que permiten la ejecucio´n
de programas paralelos. Finalmente, se definio´ la grama´tica de un lenguaje de
alto nivel, con primitivas de paralelismo, cuya sema´ntica operacional puede ser
implementada con la extensio´n del modelo Simplesem.
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Importancia: Con la herramienta lograda al finalizar este proyecto, se am-
pliara´ el campo de estudio del modelo Simplesem a lenguajes multihilo de ejecu-
cio´n paralela, de manera tal que aprovechando la simplicidad del modelo, podra´n
estudiarse conceptos ma´s complejos inherentes a la programacio´n concurrente.
2. Desarrollo e Implementacio´n
La utilizacio´n del modelo Simplesem en el a´mbito educativo ha demostrado
tener buenos resultados en el proceso de aprendizaje de los lenguajes de progra-
macio´n de alto nivel. Sin embargo, dicha propuesta se limita so´lo a lenguajes
secuenciales, con un u´nico hilo de ejecucio´n. Proponemos ahora una extensio´n
del modelo para aplicarlo a la ensen˜anza de lenguajes multihilo.
2.1. Procesador multihilo
La primera extensio´n se realiza sobre el disen˜o del procesador de la ma´quina
Simplesem. Podra´n crearse hasta cuatro hilos paralelos. Las memorias de co´digo
de todos los hilos contendra´n las mismas instrucciones, por lo que el comporta-
miento espec´ıfico debera´ determinarse de acuerdo al identificador de cada hilo,
de manera tal que cada uno ejecute so´lo las instrucciones que le corresponden.
La memoria de datos sera´ compartida por todos los hilos. Cada hilo tendra´ su
propio puntero a instruccio´n.
2.2. Nuevas Instrucciones Simplesem
Para realizar una extensio´n a lenguajes paralelos, se agregaron nuevas primi-
tivas al modelo Simplesem.
processors n. Esta instruccio´n provoca que se creen n hilos, cada uno con su
propio IP, y con una memoria de co´digo independiente del resto. Al momento
de su creacio´n, todos los hilos estara´n formados por las mismas instrucciones,
y sera´ el programador quien deba dotar de un comportamiento distinto a cada
hilo.
barrier. Cada vez que el procesador deba ejecutar la instruccio´n barrier de un
hilo, debera´ verificar si todos los otros hilos esta´n en la misma instruccio´n. De
no ser as´ı, la ejecucio´n debera´ bloquearse hasta que todos los hilos este´n en la
misma instruccio´n.
wait n. esta instruccio´n es utilizada para lograr la implementacio´n de sema´foros
a trave´s de instrucciones Simplesem. Cada vez que una instruccio´n wait se ejecuta
sobre la celda n de la memoria de datos, si el valor almacenado en la celda n es
0 la ejecucio´n del hilo se bloquea. De no ser as´ı, se decrementa el valor de n en
1, y se continua con la ejecucio´n.
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Esto podr´ıa hacerse a trave´s de mu´ltiples, instrucciones Simplesem, pero la
modificacio´n de los permisos de un sema´foro debe ser una operacio´n ato´mica,
por lo que se necesita una u´nica instruccio´n para tal fin.
numHilo. El indicador numHilo se utiliza como palabra clave dentro de las
instrucciones Simplesem para referirnos al hilo que actualmente se esta´ ejecu-
tando. Cada hilo posee un identificador (de 0 a 3) que se utilizara´ para generar
un offset de una posicio´n en la memoria de datos, para acceder a los datos que
corresponden a cada hilo.
2.3. Lenguaje C3P – Extensio´n del Lenguaje C3
El enfoque abordado consiste en utilizar una variable paralela, que sera´ dis-
tinta para cada hilo que se ejecute. El resto de las variables, tanto globales como
locales, son compartidas por todos los hilos.
A continuacio´n se presentan las incorporaciones que se hicieron al lenguaje
C3, para generar un nuevo lenguaje al que llamamos C3P, con primitivas de
ejecucio´n en paralelo.
Sentencia par for. Suponiendo que i es la variable paralela (distinta en todos
los hilos), la estructura de esta sentencia es:
par_for 4 (i = 0; i < 8; i++){
suma = suma + i;
}
end_par_for;
El nu´mero 4 representa la cantidad de hilos que quieren crearse. El l´ımite del
ciclo for (en este caso 8) debe ser un nu´mero divisible por N (4), de manera tal
que cada hilo procesara´ 8 / 4 = 2 valores de i y los sumara´ al resultado final.
Las instrucciones que se encuentren dentro del bloque par for sera´n ejecutadas
por los cuatro hilos.
Sentencia barrier. Dentro de un bloque par for, necesitamos un mecanismo
para sincronizar todos los hilos. Cada vez que un hilo encuentra una sentencia
barrier, este se bloquea hasta que todos los otros hilos lleguen a la misma sen-
tencia. En ese momento todos los hilos se desbloquean y pueden continuar su
ejecucio´n.
Si colocamos una sentencia barrier debajo de la sentencia de suma del ejemplo
anterior, todos los hilos terminara´n de procesar el primer valor de i antes de
poder procesar el segundo valor.
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Sentencia wait. Para abordar problemas t´ıpicos de concurrencia (en los cuales
se utilizan mu´ltiples hilos), debemos contar con construcciones como sema´foros
o monitores. Para ello, se incorporo´ la sentencia wait al lenguaje C3P.
Esta sentencia se ejecuta sobre una variable, por ejemplo wait(i). Si el valor
de la variable es mayor que cero, se disminuye en uno su valor y se incrementa
en uno el contador de programa del hilo que ejecuto´ la instruccio´n wait. Si el
valor de la variable es 0, el contador de programa no se modifica.
Sentencia notify. La sintaxis de esta sentencia es notify(variable). Fue in-
corporada debido a que habitualmente se utiliza para incrementar en uno los
permisos de un sema´foro. El efecto de la sentencia notify(i) es el mismo que el
de la sentencia i++. Si algu´n hilo se encontraba bloqueado por una instruccio´n
wait sobre la variable i, al haberse incrementado el valor de esta u´ltima, dicho
hilo se desbloqueara´.
Funciones con para´metros. Otra de las funcionalidades con las que no con-
taba el lenguaje C3, eran funciones que recibieran para´metros.
El lenguaje C3P incorpora la posibilidad de declarar funciones que reciban
mu´ltiples para´metros. Los para´metros se guardan en el registro de activacio´n al
llamar a una funcio´n, antes de las variables locales de la misma. Los para´metros
pueden utilizarse dentro de una funcio´n como si fueran variables locales.
Restricciones del Lenguaje C3P: Para simplificar el proceso de compilacio´n del
lenguaje C3P, se realizaron dos simplificaciones respecto al lenguaje C3. En
primer lugar, todas las variables son de tipo entero, ya que soportar otros tipos
de datos implicaba que el compilador realizara una deteccio´n del tipo de datos,
para realizar la reserva de memoria en funcio´n de esto.
La segunda simplificacio´n fue con respecto a las funciones. El lenguaje C3P
so´lo soporta la declaracio´n y utilizacio´n de una u´nica funcio´n. Esto se debe a que
incorporar ma´s de una funcio´n implica realizar un manejo de la tabla de s´ımbolos
del compilador, para conocer la ubicacio´n en memoria de las instrucciones y el
taman˜o del registro de activacio´n de cada funcio´n.
2.4. Implementacio´n
La herramienta desarrollada se llevo´ a cabo en tres etapas: un proceso de
formalizacio´n del lenguaje C3P, la implementacio´n del compilador y la imple-
mentacio´n de la ma´quina de ejecucio´n abstracta (inte´rprete) de las instrucciones
Simplesem.
2.5. Formalizacio´n del Lenguaje C3P
La primera etapa consiste en extender el lenguaje de alto nivel agregando
sentencias a la grama´tica del lenguaje C3. Las nuevas reglas de produccio´n del
lenguaje C3P se muestran a continuacio´n1
1 La grama´tica completa del lenguaje C3P puede encontrarse en[3]
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statement : assign ";"
| "read" "(" iden ")" ";"
| "write" "(" expr ")" ";"
| iterate
| condition
| "return" expr ";"
| "wait" "(" iden ")" ";"
| "notify" "(" iden ")" ";"
| call ";"
| parallel_statement
| comment
parallel_statement : parallel_for
| "barrier" ";"
parallel_for : parallel_for_beginning statement_block parallel_for_end
parallel_for_beginning : "par_for" numbers for_definition
parallel_for_end : "end_par_for" ";"
2.6. Implementacio´n del Compilador
Para la implementacio´n del compilador, se utilizo´ lenguaje PERL, junto con
el mo´dulo Parse::RecDescent [4], que permite implementar un parser descen-
dente recursivo. Este mo´dulo provee una sintaxis para describir formalmente la
grama´tica de un lenguaje de programacio´n. El compilador tiene como objetivo
generar las instrucciones Simplesem que implementen la sema´ntica operacional
de un programa escrito en lenguaje C3P. Para tal fin, hace uso de un parser
descendente recursivo que analiza el co´digo fuente escrito en lenguaje C3P, ge-
nera elementos representables por instrucciones Simplesem, y finalmente obtiene
dichas instrucciones.
El parser recibe como entrada un programa escrito en lenguaje C3P y la
grama´tica del lenguaje.
A medida que se van encontrando coincidencias del co´digo fuente con las
reglas de produccio´n del lenguaje C3P, se van generando las instrucciones Sim-
plesem correspondientes.
Cada produccio´n permite incorporar acciones, en las cuales tendremos acce-
so a los valores encontrados (es decir a los elementos de la sentencia que coin-
cidio´ con la regla en cuestio´n). Con el uso de estas acciones, se generan las
instrucciones Simplesem en funcio´n de cada sentencia espec´ıfica.
2.7. Implementacio´n del Inte´rprete
Para la elaboracio´n del inte´rprete se utilizo´ lenguaje C++, junto con la bi-
blioteca de clases Qt.
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El inte´rprete consiste de un editor de texto integrado, donde puede escribirse
co´digo fuente, compilarlo y obtener las instrucciones Simplesem en una tabla
que representa la memoria de instrucciones y la memoria de datos.
Cuenta con controles que permiten realizar distintos modos de ejecucio´n. Po-
demos procesar una instruccio´n de un hilo espec´ıfico, una instruccio´n de todos los
hilos a la vez, o realizar una ejecucio´n continua hasta que el inte´rprete encuentre
una instruccio´n halt.
La Figura 1 muestra co´mo se ve la interfaz gra´fica del inte´rprete.
Figura 1. Interprete Simplesem con cuatro hilos ejecuta´ndose en paralelo
3. Uso de la herramienta
El inte´rprete cuenta con 6 ejemplos integrados que utilizan todas las primiti-
vas del lenguaje C3P. Dichos ejemplos pueden ser cargados, modificados y com-
pilados a instrucciones Simplesem desde la misma herramienta. Tanto el co´digo
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fuente como versiones distribuidas para Windows, Linux y Mac OS pueden ser
descargados desde el repositorio de la herramienta2.
El siguiente ejemplo muestra la implementacio´n del problema de los filo´sofos
(Dijkstra, 1965) en lenguaje C3P, para cuatro filo´sofos, cada uno de los cuales
esta´ representado por un hilo.
var: tenedor range 1..4, filosofo range 1..4, j;
program{
//Inicializacion de los semaforos (tenedores).
for(j=0;j <= 3; j++){
tenedor[j] = 1;
}
par_for 4 (filosofo = 0;filosofo <= 3; filosofo++){
while(1 > 0){
if(filosofo == 3){
write(filosofo*10+1); //Pensando
wait(tenedor[0]); //Toma los recursos
wait(tenedor[3]);
write(filosofo*10+0); //Comiendo
notify(tenedor[3]); //Libera los recursos
notify(tenedor[0]);
}
else{
write(filosofo*10+1); //Pensando
wait(tenedor[filosofo]); //Toma los recursos
wait(tenedor[filosofo+1]);
write(filosofo*10+0); //Comiendo
notify(tenedor[filosofo+1]); //Libera los recursos
notify(tenedor[filosofo]);
}
}
}
end_par_for;
}
Las instrucciones Simplesem del bloque paralelo de este ejemplo se muestran
en la Figura 2.
2 https://github.com/lucaslt89/SimplesemExtension
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Figura 2. Instrucciones Simplesem del bloque paralelo en el problema de los filo´sofos.
En el estado actual de ejecucio´n, el filo´sofo 0 posee los dos recursos (tenedo-
res); el filo´sofo 1 se encuentra bloqueado esperando a que se libere un recurso;
el filo´sofo 2 tomo´ un recurso, y puede tomar el siguiente sin bloquearse; y el
filo´sofo 3 esta´ bloqueado esperando un recurso que adquirio´ el filo´sofo 1. Si bien
todos los hilos poseen las mismas instrucciones, los hilos 0, 1 y 2 ejecutara´n las
instrucciones entre las celdas 20 y 25, y el hilo 3 las instrucciones entre las celdas
13 y 18. Esto se debe a que tres filo´sofos deben tomar los recursos en el mismo
orden, y el cuarto los debera´ tomar en orden inverso para evitar interbloqueos.
4. Conclusio´n
El modelo de ejecucio´n presentado por Carlo Ghezzi y Mehdi Jazayeri brindo´ una
herramienta de gran riqueza educativa, simplificando la ensen˜anza y el aprendi-
zaje de conceptos fundamentales de los lenguajes de programacio´n.
Con el trabajo aqu´ı presentado, se logro´ extender el modelo para incorporar
lenguajes paralelos, adema´s de brindarse una herramienta que engloba de manera
pra´ctica, todos los conceptos planteados teo´ricamente, desde la definicio´n de un
lenguaje hasta la ejecucio´n de un programa escrito en dicho lenguaje sobre una
ma´quina Simplesem.
El lenguaje de alto nivel planteado, el parser/compilador desarrollado, y la
interfaz gra´fica del modelo de ejecucio´n, conforman una herramienta completa,
que permite estudiar todas las etapas por las que atraviesa un programa escrito
en un determinado lenguaje, desde que comienza a compilarse, hasta que finaliza
su ejecucio´n.
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La ejecucio´n paso a paso de un programa paralelo en una interfaz gra´fica,
a trave´s de la cual se puede interactuar con la ma´quina Simplesem, ayuda a la
comprensio´n de conceptos como el interbloqueo o la inhanicio´n. Permite adema´s
analizar el impacto del acceso concurrente a la memoria de datos, y la manera
en que los hilos de un programa paralelo debera´n sincronizarse para ejecutar un
programa de la manera esperada.
En este trabajo, no se realizo´ un estudio sobre los beneficios a nivel educativo
que la herramienta brinda, dejando esta tarea sujeta a una futura investigacio´n.
Si bien existen muchas mejoras posibles a la extensio´n planteada, considera-
mos que el trabajo realizado es de gran utilidad en el a´mbito educativo, ya que
brinda una manera pra´ctica de abordar el estudio de los lenguajes de programa-
cio´n y la relacio´n que estos tienen con los recursos de la computadora.
Referencias
1. Carlo Ghezzi y Mehdi Jazayeri, Programming Language Concepts, Tercera edicio´n,
1996. Publicado el 23 de junio de 1997 por John Wiley & Sons. 448 Pa´ginas. ISBN:
0471104264.
2. Sitio web oficial de Perl: www.perl.org Consultado en diciembre de 2012.
3. Lucas Leandro Diez de Medina Quintar. Extensio´n del Modelo Simplesem a un
Lenguaje Paralelo. Tesis de Grado disponible en http://goo.gl/9QwTJp – Publicada
en Julio de 2013.
4. Parse::RecDescent Documentation. Disponible en:
http://search.cpan.org/perldoc?Parse::RecDescent Consultado en diciembre
de 2012.
1564
