Building change detection based on remote sensing imagery is a significant task for urban construction, management, and planning. Feature differences caused by changes are fundamental in building change detection, but the spectral and spatial disturbances of adjacent geo-objects that can extensively affect the results are not considered. Moreover, the diversity of building features often renders change detection difficult to implement accurately. In this study, an effective approach is proposed for the detection of individual changed buildings. The detection process mainly consists of two phases: (1) locating the local changed area with the differencing method and (2) detecting changed buildings by using a fuzzy clustering-guided co-segmentation algorithm. This framework is broadly applicable for detecting changed buildings with accurate edges even if their colors and shapes differ to some extent. The results of the comparative experiment show that the strategy proposed in this study can improve building change detection.
Introduction
Land use or cover change is a direct reflection of human activity, such as land use, urban expansion, and architectural planning, on the earth's surface caused by urbanization [1] . Remote sensing images are important data sources that can efficiently detect land changes. Meanwhile, remote sensing image-based change detection is the change identification of surficial objects or geographic phenomena through the remote observation of two or more different phases [2] . Change detection emphasizes the change in spectral response to pixels of remote sensing images at different moments, which may denote the increase, disappearance, movement, and transformation of geographic features [3] . Satellite-based multispectral images with very-high spatial resolution (VHR) have recently become available, thus making change detection a highly relevant topic in this field of research [4] . Buildings are important products of urbanization during human civilization. Thus, obtaining building change information is of great importance in scientifically promoting urban planning, and it can help realize the sustainable development of the economy and the environment [5] .
The method of change detection based on remote sensing images is usually divided two types: pixel-based methods and object-based methods [1] . The former is widely used with medium or low spatial resolutions, but it is not suitable for VHR remote sensing images [6] . VHR remote sensing images can supply abundant geo-objects and details, which increase the internal spectral variability (intra-class variability) of each land cover class and decrease the spectral variability between different classes (inter-class variability) [7] . However, compared with traditional pixel-based change detection methods, the increased variabilities of VHR remote sensing images often result in too many changes being detected. Moreover, modeling the contextual information from a pixel-based change detection method is difficult to conduct because spatial relationships and arrangements of real-world objects are often neglected [8] . In addition, change detection based on VHR remote sensing images is sensitive to geometric registration accuracy and radiation correction accuracy [1] .
To meet the challenges of change detection based on VHR remote sensing images, the techniques from object-based image analysis (OBIA), which have drawn great attention in recent years, have gradually been proposed as the mainstream solution in this research field. OBIA treats adjacent homogenous pixels as the unit of analysis for change detection, and the unit called "object" is usually gained through segmentation. Given OBIA's rich auxiliary information, including texture, shape, and spatial relations, the unit may be regarded more relevant in understanding scenes [9] . Moreover, by extracting and using the information, correctly distinguishing the complex objects in real world from VHR remote sensing images is therefore feasible. In general, change detection accuracy can be improved by integrating multi-features [10] . Many methods to detect changed buildings can be devised based on objects and by implementing combined methods on pixel-based detection and object-based recognition [5, 8, [11] [12] [13] [14] [15] [16] . With the development of new strategies, the results of building change detection can achieve satisfactory improvements. Some typical problems in this field have attracted attention, and the extant solutions have contributed to relatively better detection results. For example, both [13] and [14] can lessen false detection caused by observing angles to some extent.
However, object-based building change detection from VHR remote sensing images are constrained by certain limitations that are mainly associated with mixed or diverse objects. The first problem on mixed objects implies that some spatial adjacent objects are easily misidentified as mixed changes. If the feature differences in two or more images at different phases are similar, then the magnitude of pixels of changed buildings and other surrounding changed objects (i.e., shadows, roads, and bare land) all appear large as a result of the differencing method, which then lead to the emergence of mixed objects. Some existing differencing methods initially identify the change information by its entirety, after which the changed building objects are identified [5] . However, due to the presence of mixed objects, the false-alarm problem becomes serious. The mixed changed objects in the final change detection result always render the shapes and edges of changed buildings misaligned with reality.
The second problem on diverse objects indicates that the feature differences (e.g., shapes, colors, sizes, and orientations) of urban buildings are neither easy to model nor integrate into a single framework. Usually, a tradeoff manifests between the macro-clustering of objects and the generation of micro details (e.g., boundary extraction). In this respect, some well-known indexes have been considered for building change detection by using VHR remote sensing images. For example, the detection methods of [5, [13] [14] [15] likely used the morphological building index (MBI). However, buildings of diverse types and the impact of low-contrast ground environment are both often neglected. The change detection of urban buildings with different colors, textures, and structures is a common limitation, and this scenario makes it difficult for different methods, even the object-based ones, to obtain a satisfactory result. Therefore, developing a new change detection method is essential when identifying changed buildings of different types within areas with exact boundaries.
The development of a city is gradual and the constant changing of buildings is usually regarded a small event in a region, but this scenario renders the larger area to be considered unchanged for a certain period, i.e., a small number of changed building pixels and a higher number of changed non-building pixels may both exist in VHR scenes. The unchanged class may also exhibit dominantly more samples than the changed class in numerous applications, and the distribution of classes, an unknown priori, may be heavily imbalanced when unsupervised techniques are utilized [17] . Moreover, when adopting a learning approach, the building change detection will likely confront a small sample problem. From the arithmetic viewpoint, on the one hand, searching for changed buildings in each corner of the two-phase images is unnecessary; on the other hand, extracting the scattered changed buildings over a wide area is difficult if the changed non-building objects and unchanged objects coexist.
In this study, by viewing the change from a macro-point, the changed pixels are initially extracted to determine the coarse locations of potentially changed buildings by using Lab and grey level co-occurrence matrix (GLCM) for the differencing method. Then, combined with the coarse locations, this study improves building change detection by using collaborative segmentation (co-segmentation) to gain an accurate identification of various changed buildings. Co-segmentation assumes that two or more images have the same or similar foreground objects, after which they are segmented [18] [19] [20] . In this study, co-segmentation is used to capture urban building information across blocks according to their similar features. The improvements can contribute to building change detection in the following aspects: For buildings with large intra-class spectral differences, the differencing method proposed in this study can effectively capture the location of changed buildings. In addition, the multi-constraint for co-segmentation provided by the weak supervised approach and the fuzzy classification can exclude most non-building objects and accurately extract the shape and boundary information of the changed buildings.
This article is arranged as follows: The second section introduces the main steps of the proposed method. The third section presents the experimental data, results analyses, and results of the method comparison. The last section draws the conclusion and offers prospect for future work.
Methodology
The proposed method mainly includes three parts: coarse location of changed objects, block sequence construction, and fine extraction of changed buildings. The overall process is shown in Figure 1 . First, the location of the change is approximated based on the results of the differencing method. Second, local blocks with the changed objects at their centers are constructed. Then, for the blocks at each phase, each of them is divided into superpixels, and the spectral and texture features of each superpixel are extracted. On this basis, a fuzzy clustering-guided co-segmentation is implemented. Finally, the changed building is obtained by combining the building objects between local blocks from two phases. 
Coarse Location of Changed Objects
The first step of the proposed method is to approximate the position of the change. To this end, improvements are applied to a typical differencing method to remove as much changed pixels of non-buildings as possible while retaining most of the changed pixels of buildings. Then, some morphological operations are applied to the changed pixels, and these pixels are aggregated into objects. Finally, small objects are removed in succession. 
The first step of the proposed method is to approximate the position of the change. To this end, improvements are applied to a typical differencing method to remove as much changed pixels of non-buildings as possible while retaining most of the changed pixels of buildings. Then, some morphological operations are applied to the changed pixels, and these pixels are aggregated into objects. Finally, small objects are removed in succession.
Differencing Based on Lab and GLCM
To approximate the positions of potentially changed buildings, this study initially determines the changed objects by improving the change detection method proposed in [5] , in which the pixel-based spectral and the textural differences on each band of multi-temporal high-spatial resolution images are calculated. The spectral feature is represented by the pixel brightness of each band, while the texture information is given by GLCM [21] . Then, the variance measure is validated to show the largest difference in the mean values (i.e., selected from among several measures) between built-up land and cropland [5] . Thus, the GLCM variance measure is selected as the textural feature for change detection.
where P θ,d (s, t) represents the probability of pairwise gray levels (s, t) for all adjacent pixels in the selected direction θ and distance d; N is the total number of gray levels; and µ is the GLCM mean. The differential matrix is calculated as follows:
where i is the number of spectral or texture band; f 1 i (x, y) and f 2 i (x, y) are the spectral or texture feature values at coordinate (x, y) in two phases; and f i (x, y) is a value at (x, y) in the differential matrix. For each differential matrix, the changed pixels are identified as follows:
where µ i and σ i are the mean and standard deviation of all pixels in the ith differential matrix respectively; T is the threshold parameter of the manual setting, in which T S and T T are for the spectral and textural layers, respectively; and f i (x, y) is the change label in the ith differential matrix (1 for changed pixels and 0 for unchanged pixels). As shown by Equations (2) and (3), knowing whether a pixel has changed or not can be directly determined by comparing the differential values with a threshold, i.e., the comparison of the two differential values between changed pixels and unchanged pixels definitively affects the result. If the differential value of the changed building pixels is bigger than that of the other objects when T is increased, then the changed pixels of the other objects will disappear and the changed building pixels will remain. By contrast, if the differential value of the changed building pixels is smaller than that of other objects, then threshold T should be low to retain more changed building pixels; consequently, some unchanged building pixels will emerge in the change map. If the changed buildings are thickly surrounded by pixels, the ultimately changed object cannot fully describe the reality of individually changed buildings.
For the purpose of determining the coarse location in this study, the presence of many other features (i.e., bare land and roads) is not recommended to be near the changed building pixels. If the inputted feature of the differential matrix can highlight the changed building pixels, then it is more possible for the differencing image to highlight the locations of the potentially changed buildings.
We noticed that the contrast between the differential values of changed building pixels and that of other changed feature pixels is inconsistent in different color spaces. Lab, one of several color models created by the Commission Internationale d'Eclairage (CIE) [22] , was developed to simulate the human perception of color. Lab is composed of three components, namely, lightness L and color-related a and b. Recky et al. [23] argued that building surfaces are usually composed of large areas of uniform colors or a small number of different colors. However, because lighting often changes (usually caused by shadows) in an image, the same color may appear with different brightness levels. They also found that the standard color descriptors (i.e., RGB or HSV histograms) cannot sufficiently and effectively distinguish different colors. By contrast, in Lab space, the Euclidean distance between two different colors is directly proportional to the visual similarity of colors. Figure 2 shows the contrast in RGB and Lab color spaces. When T is increased in the RGB color space, the building pixels and other pixels within the orange rectangle box disappear. However, in Lab color space, the pixels of building are preserved while those of other objects disappear. A possible reason may be that the color space of Lab is much wider than RGB, and Lab contains not only all the color gamut of RGB but also the colors perceived by human eyes [22] . Therefore, to enhance the ability for identifying different colors, this study calculates the differencing image by using the Lab color space. 
Morphological Operation and Small Object Elimination
To derive accurate locations, a union operation is initially conducted on all the differential matrices generated from the spectral and texture bands. Then, morphological operations (close and open operations and hole filling) are sequentially performed on the changed pixels, after which the pixels are grouped into objects. Considering that the changed buildings may represent new construction, expansion, and demolition, the small objects called "non-buildings" are eliminated by using threshold .
Block Construction and Feature Extraction
Although the improved differencing method can remove many changed pixels of non-buildings, a few inevitable changed objects of non-buildings can still be observed. In other words, the changed objects are not pure buildings but a mixture of different objects (i.e., roads, bare ground, and other buildings). To derive more accurate information of the changed buildings, an additional extraction 
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To derive accurate locations, a union operation is initially conducted on all the differential matrices generated from the spectral and texture bands. Then, morphological operations (close and open operations and hole filling) are sequentially performed on the changed pixels, after which the pixels are grouped into objects. Considering that the changed buildings may represent new construction, expansion, and demolition, the small objects called "non-buildings" are eliminated by using threshold T A .
Block Construction and Feature Extraction
Although the improved differencing method can remove many changed pixels of non-buildings, a few inevitable changed objects of non-buildings can still be observed. In other words, the changed objects are not pure buildings but a mixture of different objects (i.e., roads, bare ground, and other buildings). To derive more accurate information of the changed buildings, an additional extraction process is needed to improve the detection results at the pixel level. On the basis of these considerations, utilizing the attributes of geo-objects is necessary to distinguish the changed buildings and refine their boundaries. Therefore, from the initially obtained changed objects, blocks are constructed for each image in two phases. Then, the features of the superpixels in all blocks are extracted. This process is an important prerequisite of co-segmentation.
Block Construction
Image blocks are constructed based on the coarse locations in two phases. All blocks at each phase are arranged as the sequence Seq t (t = 1, 2). The steps of block sequence Seq t construction ( Figure 3 ) are as follows:
Step 1: Designate a number to all changed objects and build the minimum bounding rectangle (MBR) for each changed object by bordering their contours.
Step 2: Move four sides of the MBR in distance D to obtain an extended rectangular R.
Step 3: Record the row and column indexes of the four vertices of R in the entire image.
Step 4: Fetch the corresponding parts of R as a block from the tth original image and record the location information.
Step 5: Sequence all blocks into Seq t = I t 1 , . . . , I t n (t = 1, 2).
Step 5: Sequence all blocks into = { 1 , . . . , }( = 1,2). 
Superpixels and Feature Extraction
To precisely achieve the building boundary, we use simple linear iterative clustering (SLIC) [24] to segment each block in Seq1 and Seq2 and obtain superpixels with high homogeneity. The superpixel usually represents a single feature, such as a road, a meadow, or a local homogeneous patch of complex feature (i.e., a modern building). The operators in Table 1 are used to extract the color and texture features from each superpixel. The color features represent the mean of RGB, Lab, and HSV, and the texture features are calculated by using the local binary pattern (LBP) [25] and the Lee-Malik (LM) filter [26] . The color and texture features are combined to form a feature vector for each superpixel. 
To precisely achieve the building boundary, we use simple linear iterative clustering (SLIC) [24] to segment each block in Seq 1 and Seq 2 and obtain superpixels with high homogeneity. The superpixel usually represents a single feature, such as a road, a meadow, or a local homogeneous patch of complex feature (i.e., a modern building). The operators in Table 1 are used to extract the color and texture features from each superpixel. The color features represent the mean of RGB, Lab, and HSV, and the texture features are calculated by using the local binary pattern (LBP) [25] and the Lee-Malik (LM) filter [26] . The color and texture features are combined to form a feature vector for each superpixel. Given that a certain correlation exists in the feature components, reducing the dimension of the feature is necessary to remove redundant information. Principal component analysis (PCA) [27] can be used to remove the linear correlation of attributes, but it does not work well for nonlinear correlation data. The nonlinear function can transform the original features into high-dimensional linear separable feature bases [28] . Therefore, we reduce the dimension of the features by using kernel PCA (KPCA) based on the Gaussian radial basis function [29] . In addition, given that the characteristic value λ i generated by KPCA contains the reconstructed feature information, the characteristic values are recorded as {λ 1 , λ 2 , . . . , λ n } (i.e., arranged from the largest to the smallest). To select the optimal k-former feature, the cumulative information Inf k is estimated as follows:
where T inf is a threshold and k equals the minimum value when Inf k is greater than T inf .
Clustering-Guided Co-Segmentation
Various types of urban buildings, such as residential, commercial, and factory buildings, normally have common features in terms of structure, color, texture, and contrast. A weak supervised methodology was used for the global constraint of the co-segmentation model to effectively deal with the change characteristics of different targets [30] [31] [32] . In the present study, a weak supervised co-segmentation method is also used to extract individual buildings (foreground) from blocks and capture the common features of buildings. Generating priori probabilities of the foreground or background is beneficial to the co-segmentation model, in which priori information can be inputted as parameters [32] . Aimed at effectively segmenting similar foreground objects from complicated background, the proposed method initially collects foreground or background superpixel samples via a scribbling process. In the proposed method, some of the blocks from Seq 1 and Seq 2 selected for the scribble are called I label , and the foreground and background pixels are scribbled on I label in advance. Then, the block is segmented to obtain superpixels. If a superpixel contains scribbled pixels, then it is considered a foreground/background sample, as shown by the samples of scribbled superpixels in Figure 4 . The collected background or foreground superpixels are added to U = {U 0 , U 1 }, where U 0 and U 1 represent the background and foreground superpixel samples, respectively. However, although the priori information derived from foreground and background samples is essential for co-segmentation, too few or too many scribbled samples is not advisable.
The foreground probability in the model used in [32] was estimated based on the RGB feature of the superpixel by using the maximum likelihood. However, if this estimation is used, then the non-buildings whose colors are similar to those of the buildings will likely obtain high foreground probability. To enhance the ability of distinguishing buildings from non-buildings, the foreground probability used for the co-segmentation model is improved in the proposed method via a fuzzy clustering process (Figure 4) . First, to determine the optimal clustering number K for each Seq t , the superpixels in Seq t are pre-clustered by using K-means, and the number at the elbow position of the error curve is designated as the optimal number (i.e., see next paragraph for the discussion). Second, fuzzy clustering means (FCM) [33] is performed to determine the probability of each superpixel to be K subclasses. Finally, each superpixel in the block sequence is assigned the probability vector P = P 1 , . . . , P i , . . . , P K , where P i represents the probability of the superpixel to belong to subclass i.
The optimal K is determined by performing a pre-clustering on the superpixels in Seq t and by calculating the cost function J for different cluster numbers of K. The cost function J is the sum of the distortions of the individual classes.
where x i represents the feature vector of sample i; C j and µ j are the sample sets of category j and category center, respectively. If the members within the class are more compact, then the distortion degree J of the class becomes smaller. By contrast, if the members within the class are more dispersed, then the distortion degree J of the class becomes greater. At this point of the process, the number of clusters can be estimated by the elbow rule [34] . As described above, the probability vector P of all superpixels is obtained by FCM with optimal K. Thus, through human-computer interaction implemented on , the K subclasses can be divided into foreground set (buildings) 1 = { 1 1 , … , 1 } and the background set (non-buildings)
, where m and n are the numbers of subclasses (i.e., m + n = K). The subscript 1 represents a subclass belonging to the foreground while 0 represents that belonging to the background. On the basis of human-computer interaction, the rule of each subclass (i.e., either foreground or background) is established. Consequently, a probability vector to denote the foreground or the background can be obtained by = { 1 1 , … , 1 , 0 1 , … , 0 } for each superpixel. In terms of the sth superpixel, its priori probabilities ,1 and ,0 for the foreground and background can be achieved by separately combining the probabilities of relevant subclasses, such that ,1 = Figure 4 . Clustering-guided co-segmentation.
As described above, the probability vector P of all superpixels is obtained by FCM with optimal K. Thus, through human-computer interaction implemented on I label , the K subclasses can be divided into foreground set (buildings)
and the background set (non-buildings) C 0 = C 1 0 , . . . , C n 0 , where m and n are the numbers of subclasses (i.e., m + n = K). The subscript 1 represents a subclass belonging to the foreground while 0 represents that belonging to the background. On the basis of human-computer interaction, the rule of each subclass (i.e., either foreground or background) is established. Consequently, a probability vector to denote the foreground or the background can be obtained by P = P 1 1 , . . . , P m 1 , P 1 0 , . . . , P n 0 for each superpixel. In terms of the sth superpixel, its priori probabilities P s,1 and P s,0 for the foreground and background can be achieved by separately combining the probabilities of relevant subclasses, such that P s,1 = P 1 s,1 + · · · + P m s,1 , P s,0 = P 1 s,0 + · · · + P n s,0 , and P s,1 + P s,0 = 1. With regard to the guidance of the fuzzy clustering, on the one hand, the features used for clustering has a stronger ability than the color feature but only to distinguish buildings from non-buildings. On the other hand, by subclass merging, different types of buildings have high chances to obtain high foreground probabilities. Consequently, the superpixel probabilities for the foreground and background can be inputted to initiate the energy function of the co-segmentation as follows:
where E i u and E i p represent the unary term and the pairwise term of the ith block I i , respectively. The ε i u and ε i p are the corresponding weights of these terms, such that ε i u + ε i p = 1. The unary term E u and the pairwise term E p are defined as follows:
where x i k represents the kth pixel of block I i ; ∅ x i k is a binary function for assigning x i k to background or foreground; p i k,1 represents foreground probability, which is an estimated value of x i k classified as a building; and p i k,0 represents the background probability. The foreground and background probabilities p i k,1 and p i k,0 of x i k equal the building and non-building probabilities P i s,1 and P i s,0 of the sth superpixel, of which x i k is also a component.
where N is the set that contains all four adjacent pixel pairs in a block; k and k denote two adjacent pixels in N; and v i k is the color feature vector (RGB, Lab, and HSV) of x i k . From Equation (7), we can infer that the larger foreground probability is, the more likely that a pixel will be assigned as a foreground. This phenomenon is mainly due to the constraint of the unary term E u . On the one hand, E p can be used to enhance the smoothness of the intra-image label by constraining the label consistency. If two adjacent pixels have similar features, then the model will be more inclined to be assigned with the same label. On the other hand, E p can be used to refine candidate boundary pixels and obtain a more accurate depiction of the objects' boundaries.
The global term E g (I 1 , . . . , I n , I label ) is a high-order energy function that contains a high-order cluster function, and it is defined as follows:
where {I 1 , . . . , I n } are blocks and I label is the scribbled block; U is the set of scribbled foreground and background superpixels; R i represents the superpixels segmented from the ith block; n is the amount of block R; E high (R i , U) is a higher-order term; N(R i ) is the number of superpixels in block I i ; k i s is the matching coefficient of the energy function that takes into account its probability to belong to the foreground or the background (the details are supplied in [32] ); and N v i s is the number of pixels in the high-order cluster v i s that comprise three parts (foreground U 1 , background U 0 , and superpixel sets R i ). The high-level clusters are defined as follows:
where r i s ∈ R i represents the sth superpixel in the ith block I i ; u 1 r i s ∈ U 1 represents the foreground superpixels nearest to superpixel r i s in feature space; and u 0 r i s ∈ U 0 represents the background superpixels nearest to superpixel r i s in feature space. Consequently, the high-order energy term can take advantage of the priori knowledge derived from the scribbled superpixels. The high-order energy term can also effectively extract buildings, including those with great visual diversity, by constraining foreground feature distribution. Intuitively, the more similar the features of the superpixels with the foreground (labeled by scribbling) are, the smaller the global item E g will be and vice versa. In addition, considering that the unary term and the pairwise term can be effectively calculated by the graph cut, the higher-order energy can also be implemented optimally by using this traditional method.
Identification of Changed Buildings
By using the improved co-segmentation model on Seq 1 and Seq 2 , each superpixel in a block can be assigned as the building (foreground) or the non-building (background). To generate the changed buildings, the following post-processing actions are considered: First, when two blocks with the same location appear in the two-phase images, the building masks are overlapped to produce the basic changed building. Second, a hole-fill process is conducted on the basic changed building to maintain its integrity. Third, all blocks that contain the changed buildings are returned to their locations in the original image. A logical OR operation is used to identify the changed buildings if neighboring blocks overlap. Finally, threshold T A is used to discard small objects. Consequently, the final detection results are achieved.
Results and Discussion
To verify the validity of the proposed method, two VHR images at two phases are used for the experimental analysis. Considered the core stage of the proposed method, the effect of the three terms of co-segmentation is highlighted in this paper. Some crucial parameters, such as T s , T t , and D that can potentially influence the results of differencing and co-segmentation, have been discussed from the perspective of sensibility. Consequently, having stressed the relevance of the typical pixel-based and object-based approach in the introduction of this paper, the method in [5] is compared with the proposed method. Then, the effects of changed building extraction and false alarm removal procedures are analyzed.
Data and Parametric Setting
The bi-temporal WorldView-1 images with spatial resolutions of 0. (Figure 5a,b) . The images show three bands in red, green, and blue, and the sizes of which are 2876 × 3000 pixels. Some fundamental image pre-processing operations similar to those in [35] were performed to reduce the discrepancies between the bi-temporal images. In particular, the present work conducted radiometric calibration to eliminate reflectance differences and co-registration to ensure the obtainment of the bi-temporal image pixels with the same location. A comparison of the two images shows that the spectral characteristics of the newly built buildings are inconsistent (i.e., see blue, white, and gray bands). Apart from the changed buildings, many other changed geo-objects, such as roads, bare land, and grasslands, among others, are observable. The results of the visual interpretation, as depicted by the ground truth in Figure 5c According to the methodology described in Section 2, the proposed method mainly includes the determination of the coarse location of the changed objects and the fine extraction of the changed buildings. The former is conducted by the differencing approach and the latter by the cosegmentation method. Several parameters should be set to run the algorithms and influence the final result at different extents. The parameters that affect coarse location are related to texture feature extraction, spectral and texture thresholds, and area threshold. Meanwhile, the relevant parameters that affect fine extraction are related to the extension distance of image blocks, determination of feature dimensions, and use of unary and pairwise terms in co-segmentation. The settings of these parameters are explained as follows:
(1) Window size, , d, and N are used to calculate the texture feature (GLCM variance) of VHR remote sensing images in this study. Considering that the texture feature is not as essential as the color feature in terms of affecting the differencing result (see Section 3.4.1), their settings are selected by following the optimal parameters of Xiao [5] . Hence, the window size was set to 7 × 7, was set to 45°, d was set to 1, and N was set to 8. (2) and are important in controlling the changed pixels obtained by the differencing method, and they affect the location of the changed buildings. For the study data, the optimal values of and were set to 0.75 and 3.5. The sensitivity analysis of these parameters is presented in Section 3.4.1. (3) TA represents the area threshold for building object differentiation. It is the number of pixels contained in the object and used as basis to remove objects that are too small in terms of size (i.e., considered non-buildings). The spatial resolution of the study data is 0.5 m. Considering that the number of pixels of a building object with this resolution cannot be too small, TA was set to According to the methodology described in Section 2, the proposed method mainly includes the determination of the coarse location of the changed objects and the fine extraction of the changed buildings. The former is conducted by the differencing approach and the latter by the co-segmentation method. Several parameters should be set to run the algorithms and influence the final result at different extents. The parameters that affect coarse location are related to texture feature extraction, spectral and texture thresholds, and area threshold. Meanwhile, the relevant parameters that affect fine extraction are related to the extension distance of image blocks, determination of feature dimensions, and use of unary and pairwise terms in co-segmentation. The settings of these parameters are explained as follows:
(1) Window size, θ, d, and N are used to calculate the texture feature (GLCM variance) of VHR remote sensing images in this study. Considering that the texture feature is not as essential as the color feature in terms of affecting the differencing result (see Section 3.4.1), their settings are selected by following the optimal parameters of Xiao [5] . Hence, the window size was set to 7 × 7, θ was set to 45 • , d was set to 1, and N was set to 8. (2) T S and T T are important in controlling the changed pixels obtained by the differencing method, and they affect the location of the changed buildings. For the study data, the optimal values of T S and T T were set to 0.75 and 3.5. The sensitivity analysis of these parameters is presented in Section 3.4.1.
(3) T A represents the area threshold for building object differentiation. It is the number of pixels contained in the object and used as basis to remove objects that are too small in terms of size (i.e., considered non-buildings). The spatial resolution of the study data is 0.5 m. Considering that the number of pixels of a building object with this resolution cannot be too small, T A was set to 300 in this study. (4) D is the extension distance of the image block that is generated based on the changed object.
Considering that the changed object obtained by the differencing method simply gives the coarse location, its edge will deviate from the actual object. However, even a small number of missing parts may occur. Therefore, this parameter is generally set to a suitable value to cover the changed building area. Taking into account the spatial resolution of remote sensing image, D was set to 30 in this study. The sensitivity of D will be analyzed in Section 3.4.2. (5) The number of scribbled blocks is the number of image blocks selected for scribbling from the block sequence. The superpixels in the scribbled blocks are used to guide the subclasses produced by FCM for merging into the foreground and background classes and obtain the foreground probability. Preferably, the selected scribbled image blocks cover all foreground and background ground features. Given that an image block may contain many types of ground features, the number of scribbled images need not be very large. Therefore, in this study, 8 and 13 images were selected from the block sequences for scribbling by using the images from 2013 and 2017, respectively. (6) T in f determines the new feature vector dimension obtained from the KPCA-transformed features.
The larger the value is, the higher the dimension of the new feature vector will be. Samples that belong to a certain class in the low dimension can be subdivided into different subclasses in the high dimension, and this approach enables for a larger best K value to be obtained by the elbow rule. In general, most of the information of the original feature component is contained in a small part of components in front of the KPCA-transformed features. Therefore, after T in f is increased to a certain extent, the value of K becomes relatively stable. In this study, before K became stable, T in f was set to 0.55 when it was observed that the features could distinguish the building objects from the other objects. (7) ε u and ε p are the weights of the unary and pairwise terms in the co-segmentation, respectively.
They affect the result of the co-segmentation by adjusting the proportion of the unary and pairwise items in the energy function. The unary term is mainly determined by the foreground probability of pixels. The higher the probability of the foreground is, the more likely the pixels will be assigned a foreground label. The pairwise term is the dissimilar punishment between adjacent pixels. On the one hand, if the spectral characteristics of the adjacent pixels are similar, then the energies generated when assigned to the same label become smaller, and vice versa. In this study, the superpixel has higher internal homogeneity and distinct boundaries. Adjustments to ε u and ε p may impact the limited number of pixels around superpixels' boundaries. On the other hand, to highlight the effect of the probability of the foreground, ε u should be set as a large value. Therefore, ε i u and ε i p were set to 0.8 and 0.2 for the block co-segmentation in this study, respectively.
Experimental Results
The experimental results are shown in Figure 6 . The changed pixels generated by the improved differencing method are shown in Figure 6a , in which each changed building can be identified based on an approximate location. The changed objects (Figure 6b) were determined consecutively by morphological processing based on the close-and-open and hole-filling operation and area filtering according to T A , as discussed in Section 2.1.2. As shown in Figure 6b , false detection and omission are highly noticeable. As depicted by the red ellipse 1, some changed buildings cannot be detected. The road and bare land covered by red ellipses 2 and 3 are also incorrectly detected. In addition, although the shape of the changed building object was restored by the morphological process, the boundaries were inaccurate. On the basis of coarse locations of the changed buildings, 126 blocks were established regardless of the number of buildings contained in one block. Then, on the basis of the block images, cosegmentation was implemented to extract the building objects and discard non-building objects. The process of refinement by using this method is beneficial in searching for the optimal results for a limited area. After TA was used to remove the small objects, the binary objects in all blocks were returned to their original locations (i.e., recorded position information). The final detection result is shown in Figure 6c , in which 111 changed buildings are identified. However, as shown in Figure 6d , some gray and black buildings are not detected and some gray non-building objects are falsely detected by both steps of differencing and co-segmentation. The limitation can be mainly explained by the highly similar color features of these buildings with those of the roads, concretes, or bare land. Nonetheless, compared with the results of the differencing method in Figure 6b , the extracted changed buildings in Figure 6c have more accurate boundaries without any non-building object attached to them. On the basis of coarse locations of the changed buildings, 126 blocks were established regardless of the number of buildings contained in one block. Then, on the basis of the block images, co-segmentation was implemented to extract the building objects and discard non-building objects. The process of refinement by using this method is beneficial in searching for the optimal results for a limited area. After T A was used to remove the small objects, the binary objects in all blocks were returned to their original locations (i.e., recorded position information). The final detection result is shown in Figure 6c , in which 111 changed buildings are identified. However, as shown in Figure 6d , some gray and black buildings are not detected and some gray non-building objects are falsely detected by both steps of differencing and co-segmentation. The limitation can be mainly explained by the highly similar color features of these buildings with those of the roads, concretes, or bare land. Nonetheless, compared with the results of the differencing method in Figure 6b , the extracted changed buildings in Figure 6c have more accurate boundaries without any non-building object attached to them.
Analysis of Co-Segmentation
To further investigate the improved scheme on co-segmentation, the detection results of the first five objects in Figure 6b (orange rectangles) are shown again in Figure 7 . In the two gray maps of foreground probability, a larger gray value denotes a relatively higher foreground probability of the pixel. Even if the building superpixels show different probability values, and even if there is a high probability that part of the road superpixels will have similar colors as that of the buildings, most of the building areas have higher foreground probabilities than their surrounding objects. Priori knowledge was generated for the co-segmentation model, and thus, different types of buildings can obtain higher foreground probability. For instance, although some differences are observed in the spectral and texture characteristics of the buildings in 2017, these buildings have higher foreground probabilities than their surroundings.
The foreground probability provides priori knowledge not only to the unary term but also to the global term in the co-segmentation model. The higher the foreground probability is, the more likely the objects will eventually be assigned as a foreground, and this condition can partly guarantee a potential satisfactory result. Apart from the unary and global terms, the pairwise term in the co-segmentation model also played an important role in improving the results. In general, a pairwise term is used to control the smoothness of foreground pixels after comparing the similar features of adjacent pixels. The adjacent pixels with similar features can thus be rendered more easily by allocating them to the same foreground or background, whereas the adjacent pixels with different features are assigned with different labels. As shown in Figure 7 , even if some building pixels have lower foreground probabilities (orange rectangles) and even if some non-building pixels have similar foreground probabilities compared with the buildings in green rectangles, all these pixels are assigned the correct labels in the final co-segmentation. The accurate results can be attributed to the effect of the pairwise term. In other words, the risk of attaining uncertain probabilities in the clustering step can be minimized by using pairwise terms in the co-segmentation. The co-segmentation results shown in the fourth and seventh columns of Figure 7 have good boundaries.
An overlapping judgment was conducted for the blocks in the two phases. Subsequently, different foregrounds can be easily determined, as depicted by the changed buildings in the eighth column of Figure 7 . In this column, the first to fourth rows show the newly built and expanded buildings with clear edges. Considered a special case, the buildings in the fifth row are unchanged objects, which are likely detected as false alarms because of the large spectral difference and low radiance correction. Overall, most false alarms were effectively identified in the improved co-segmentation by countering the non-apparent differences of the spectral characteristics. 
The foreground probability provides priori knowledge not only to the unary term but also to the global term in the co-segmentation model. The higher the foreground probability is, the more likely the objects will eventually be assigned as a foreground, and this condition can partly guarantee a potential satisfactory result. Apart from the unary and global terms, the pairwise term in the cosegmentation model also played an important role in improving the results. In general, a pairwise term is used to control the smoothness of foreground pixels after comparing the similar features of adjacent pixels. The adjacent pixels with similar features can thus be rendered more easily by allocating them to the same foreground or background, whereas the adjacent pixels with different features are assigned with different labels. As shown in Figure 7 , even if some building pixels have lower foreground probabilities (orange rectangles) and even if some non-building pixels have similar foreground probabilities compared with the buildings in green rectangles, all these pixels are assigned the correct labels in the final co-segmentation. The accurate results can be attributed to the effect of the pairwise term. In other words, the risk of attaining uncertain probabilities in the clustering step can be minimized by using pairwise terms in the co-segmentation. The cosegmentation results shown in the fourth and seventh columns of Figure 7 have good boundaries.
An overlapping judgment was conducted for the blocks in the two phases. Subsequently, different foregrounds can be easily determined, as depicted by the changed buildings in the eighth column of Figure 7 . In this column, the first to fourth rows show the newly built and expanded buildings with clear edges. Considered a special case, the buildings in the fifth row are unchanged objects, which are likely detected as false alarms because of the large spectral difference and low radiance correction. Overall, most false alarms were effectively identified in the improved cosegmentation by countering the non-apparent differences of the spectral characteristics. 
Parametric Sensitivity Analysis

Parameters T s and T t
On the basis of the methodology described in Section 2, the changed pixels obtained by the differencing method are aggregated into objects after a simple post-processing procedure. The aggregations provide an approximate positioning for the subsequent extraction of the changed buildings via co-segmentation. The effect of the changed pixels obtained by the differencing method is mainly determined by T s and T t . The extraction results (Figure 8) 
Parametric Sensitivity Analysis
Parameters Ts and Tt
On the basis of the methodology described in Section 2, the changed pixels obtained by the differencing method are aggregated into objects after a simple post-processing procedure. The aggregations provide an approximate positioning for the subsequent extraction of the changed buildings via co-segmentation. The effect of the changed pixels obtained by the differencing method is mainly determined by Ts and Tt. The extraction results (Figure 8 ) of the changed pixels for the two images with different Ts and Tt. values are discussed in the next paragraphs. On the basis of images in the gray rectangle in Figure 8 , the effect of different Tt values on the differencing results was investigated. The Ts value used in the experiment was 0.75. Under different Tt conditions, the extraction effects of the internal body of real changed buildings were essentially the same and only some feature edges or stripe-like features exhibited alterations. Examples of these stripes for some buildings are highlighted by the orange rectangle and circle in the first row of Figure  8 . When Tt increased, the changed pixels on these edges gradually disappeared. When Tt exceeded a certain value, the obtained changed pixels became stable. In other words, regardless of the change in Tt, the main body of the building will be retained. This phenomenon may be attributed the texture feature used as the variance of GLCM. The change in the texture feature is relatively more responsive at the edge of the object, and the change within the object is generally zero (i.e., Xiao [5] ). Therefore, if a pixel is located inside the object (i.e., any object type) before and after the change, the pixel will On the basis of images in the gray rectangle in Figure 8 , the effect of different T t values on the differencing results was investigated. The T s value used in the experiment was 0.75. Under different T t conditions, the extraction effects of the internal body of real changed buildings were essentially the same and only some feature edges or stripe-like features exhibited alterations. Examples of these stripes for some buildings are highlighted by the orange rectangle and circle in the first row of Figure 8 . When T t increased, the changed pixels on these edges gradually disappeared. When T t exceeded a certain value, the obtained changed pixels became stable. In other words, regardless of the change in T t , the main body of the building will be retained. This phenomenon may be attributed the texture feature used as the variance of GLCM. The change in the texture feature is relatively more responsive at the edge of the object, and the change within the object is generally zero (i.e., Xiao [5] ). Therefore, if a pixel is located inside the object (i.e., any object type) before and after the change, the pixel will be unlikely affected by the change in T t . Given that the method proposed in this study is used for the coarse positioning of changed pixels, there is no need for object edges to be highly accurate in the differencing phase. Therefore, the value of T t can be set slightly larger for experiment.
The blue rectangle of Figure 8 depicts the effect of different T s values on the results of the differencing method. In the experiment, T t was 3.5. The change in T s can seriously influence the extraction effect of the internal pixels of a changed building (i.e., see red rectangle and circle). Therefore, the designated value of T s has greater influence on the result of the differencing method compared with that of T t . Moreover, the spectral change can serve as the main basis of the differencing method. Given that the color and spectral feature of Lab was adopted, a relatively higher T s (0.75) was used to extract most of the changed building pixels without having to affect the several non-building pixels. However, despite the advantage of using the Lab color space, an even higher T s tended to dissipate all changed pixels in the differencing method result.
Parameter D
The constructed block based on the coarse location is the search scope of the co-segmentation, and the block size is highly essential in determining the final accuracy of building change detection. The extension parameter D directly controls the size of each block (i.e., D affects the amount of buildings and the number and shape of superpixels in a block). Under this condition, the sensitivity of parameter D is elaborated in this paper.
Take the changed buildings labeled sixth to ninth in Figure 6b as examples. The co-segmentation results of the blocks extracted from the image in 2017 with different sizes of D are shown in Figure 9 . As shown by the second column of each gray rectangle in Figure 9 , an increase in the size of D leads to a relatively higher number of superpixels. Too large blocks will cover many other surrounding objects, and this will not only influence the computation efficiency of the co-segmentation but also lead to the risk of false or missing detection. In Figure 9 , several unchanged buildings can be observed around the changed objects (i.e., see 7 and 8), and false detections are likely to happen. Incidentally, the difference in D only affected a small part of the buildings, and most of the building pixels were segmented as the foreground. be unlikely affected by the change in Tt. Given that the method proposed in this study is used for the coarse positioning of changed pixels, there is no need for object edges to be highly accurate in the differencing phase. Therefore, the value of Tt can be set slightly larger for experiment. The blue rectangle of Figure 8 depicts the effect of different Ts values on the results of the differencing method. In the experiment, Tt was 3.5. The change in Ts can seriously influence the extraction effect of the internal pixels of a changed building (i.e., see red rectangle and circle). Therefore, the designated value of Ts has greater influence on the result of the differencing method compared with that of Tt. Moreover, the spectral change can serve as the main basis of the differencing method. Given that the color and spectral feature of Lab was adopted, a relatively higher Ts (0.75) was used to extract most of the changed building pixels without having to affect the several nonbuilding pixels. However, despite the advantage of using the Lab color space, an even higher Ts tended to dissipate all changed pixels in the differencing method result.
Take the changed buildings labeled sixth to ninth in Figure 6b as examples. The co-segmentation results of the blocks extracted from the image in 2017 with different sizes of D are shown in Figure 9 . As shown by the second column of each gray rectangle in Figure 9 , an increase in the size of D leads to a relatively higher number of superpixels. Too large blocks will cover many other surrounding objects, and this will not only influence the computation efficiency of the co-segmentation but also lead to the risk of false or missing detection. In Figure 9 , several unchanged buildings can be observed around the changed objects (i.e., see 7 and 8), and false detections are likely to happen. Incidentally, the difference in D only affected a small part of the buildings, and most of the building pixels were segmented as the foreground. The accurate boundaries of buildings were captured by the over-segmentation based on SLIC. In addition, because the foreground probability was generated via the strategy of combining few scribbled blocks and fuzzy clustering, various types of buildings with different spectral features achieved higher foreground probability than the non-buildings. As shown in Figure 9 , although the The accurate boundaries of buildings were captured by the over-segmentation based on SLIC. In addition, because the foreground probability was generated via the strategy of combining few scribbled blocks and fuzzy clustering, various types of buildings with different spectral features achieved higher foreground probability than the non-buildings. As shown in Figure 9 , although the spectral characteristics of the buildings in the four patches differ, the building pixels ultimately obtained high foreground probability.
Therefore, even if the smaller D rendered the block to contain only the main building, or even if the larger D rendered the block to contain other surrounding objects (including other buildings), the improvement strategy of combining coarse location and co-segmentation can extract different kinds of buildings. Changes have been roughly positioned in the differencing step, and thus, D with extended distance should be set slightly larger. For example, D was 30 in this study considering that the spatial resolution of the study data was 0.5 m.
Comparative Experimental Evaluation
To evaluate the strategy proposed in this study, a comparative experiment was conducted between the combining pixel-based detection and object-based recognition (CPDOR) [5] and the proposed method. First, CPDOR was used to calculate the difference in the MBI mean values of the objects detected by the differencing method. Then, threshold value T MBI was used to compare and subsequently obtain the ultimately changed building object. The threshold of texture feature difference T T in the first step was 2.5, whereas that of the spectral difference T S were the two values of 0.5 and 1.0 (for comparison). The results generated by the differencing method are shown in Figure 10a ,b. The findings show that when T S increased, the labeled buildings disappeared relative to the roads and bare land (i.e., varied RGB spectral values were used for differencing). Therefore, to detect as many changed buildings as possible, T S was 0.5 for the CPDOR in this study. The above limitation can be rectified by conducting differencing with the Lab color space. Then, the changed pixels in Figure 10a were compared with those in Figure 6a . Most of the changed building pixels were retained, but the changed pixels of non-buildings in RGB color space were much larger than those in Lab color space. After morphological processing and area filtering, the MBI difference threshold T MBI was set to 0.1 to determine whether the changed objects are buildings for CPDOR.
On the basis of the ground truth in Figure 5c , the comparative results generated by CPDOR and our method were further analyzed (Figure 10c,d, respectively) . False detection and missing detection are also shown in the figures. In Figure 10 , although some large buildings appear to have changed pixels after differencing, they are missed in the result of CPDOR. The difference may be attributed to the MBI values of the 2017 image that were extremely close to the ones of bare land in the 2013 image. In addition, relative to the final results of MBI for the differencing method, those of CPDOR showed some weaknesses in terms of distinguishing buildings from their adjacent changed objects (i.e., grass, shadow, etc.). Subsequently, their edges may appear greatly deviated from reality. Change detection can be described as the binary classification of images wherein pixels in an image can be divided into two categories (i.e., change in buildings and those of others in this study). Therefore, image classification can be used an evaluation tool to assess the change detection results. Evaluation indexes, such as recall rate, false positive rate, and overall accuracy [36] , can be established by constructing a confusion matrix ( The comparative statistical data of the results at the pixel level are shown in Table 3 . The recall rate, false positive rate, and overall accuracy of the proposed method are better than the CPDOR. The proposed method is therefore effective. The comparative statistical data of the results at the pixel level are shown in Table 3 . The recall rate, false positive rate, and overall accuracy of the proposed method are better than the CPDOR. The proposed method is therefore effective. 
Conclusions and Prospect
The change detection method based on differencing and co-segmentation was elaborated in this paper. The difference in spectral features was apparent when the Lab color space was used, and more change information of buildings were retained in the process. The change information generated by the differencing method objectively derived the coarse locations of the changed buildings. This first part of the proposed method can be regarded an important basis for subsequent refinement processes. The image blocks were constructed based on the derived locations of the changed objects. Another key component was co-segmentation, which was adopted to derive similar information from candidate buildings and extract individual buildings from blocks. In particular, FCM was performed to derive the foreground or background probability of superpixels, and some blocks were scribbled to provide priori information to the co-segmentation. The improvements proposed in this study were apparent, and the objects were refined to generate buildings with highly accurate shapes and edges. The experimental results verified the effectiveness of the proposed method in terms of precisely detecting changed buildings in VHR remote sensing images.
In future studies, we will focus on the learning approach-based feature representation for diverse buildings. Furthermore, the learning feature of VHR remote sensing image will be considered in co-segmentation to render it more robust and fit for complex urban environments. 
