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Abstract
Let P be a path graph of n vertices embedded in a metric space. We consider
the problem of adding a new edge to P so that the radius of the resulting graph is
minimized, where any center is constrained to be one of the vertices of P . Previously,
the “continuous” version of the problem where a center may be a point in the interior
of an edge of the graph was studied and a linear-time algorithm was known. Our
“discrete” version of the problem has not been studied before. We present a linear-
time algorithm for the problem.
1 Introduction
Let P be a path graph of n vertices embedded in a metric space. We wish to add a new edge
to P so that the radius of the resulting graph is minimized, where any center of the graph
is constrained to be one of the vertices of P . The problem is formally defined as follows.
Let {v1, v2, ..., vn} be the set of vertices of P along P . For each i ∈ [1, n−1], let e(vi, vi+1)
denote the edge connecting vi and vi+1. We assume that P is embedded in a metric space
and |vivj| is the distance between two vertices vi and vj, such that the following properties
hold: (1) |vivj| = 0 if and only if i = j; (2) |vivj| = |vjvi| ≥ 0; (3) |vivk| + |vkvj| ≥ |vivj|
for any vk (i.e., the triangle inequality). Note that the length of each edge e(vi, vi+1) for
i ∈ [1, n− 1] in P is equal to |vivi+1|. We assume that the distance |vivj| can be obtained in
O(1) time for any two vertices vi and vj of P .
Let P ∪ {e(vi, vj)} denote the resulting graph (also called augmenting path) after adding
a new edge e(vi, vj) connecting two vertices (i.e., vi and vj) of P . A vertex c of P is called a
center of the new graph P ∪ {e(vi, vj)} if it minimizes the maximum length of the shortest
paths from c to all vertices in the graph, and the maximum shortest path length is called the
radius of P ∪ {e(vi, vj)}. The problem is to add a new edge e(vi, vj) such that the radius of
P ∪ {e(vi, vj)} is minimized, among all vertex pairs (vi, vj) with 1 ≤ i < j ≤ n. We call the
problem discrete radius optimally augmenting path problem (or discrete-ROAP for short).
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To the best of our knowledge, the problem has not been studied before in the literature.
In this paper, we present an O(n) time algorithm for the problem.
1.1 Related work
Johnson and Wang [12] studied a “continuous” version of the problem in which a center may
be in the interior of an edge of the graph. In contrast, in our problem any center has to be a
vertex of the graph, and thus our problem may be considered a “discrete” version. Johnson
and Wang [12] gave a linear time algorithm for their continuous problem.
A similar problem that is to minimize the diameter of the augmenting path has also been
studied. Große et al. [9] first gave an O(n log3 n) time algorithm; later Wang [16] improved
the algorithm to O(n log n) time. Variations of the diameter problem (i.e., add a new edge
to P to minimize the diameter of the resulting graph) were also considered. If the path P
is embedded in the Euclidean space Rd for a given constant d, Große et al. [9] proposed
an algorithm that can compute a (1 + )-approximate solution for the diameter problem in
O(n + 1
3
) time, for any  > 0. If P is embedded in the Euclidean plane R2, De Carufel et
al. [5] derived a linear-time algorithm for the continuous version of the diameter problem (i.e.,
the diameter is defined with respect to all points of the graph, including the points in the
interior of the graph edges, not just vertices). For a geometric tree T of n vertices embedded
in the Euclidean plane R2, De Carufel et al. [6] designed an O(n log n)-time algorithm for
adding a new edge to T to minimize the continuous diameter in the new graph. If T is
a tree embedded in a metric space, Große et al. [10] solved the discrete diameter problem
in O(n2 log n) time; Bilo` [3] improved the algorithm to O(n log n) time. Oh and Ahn [14]
considered the diameter problem on a general tree (not necessarily embedded in a metric
space) and developed O(n2 log3 n) time algorithms for both the discrete and the continuous
versions of the diameter problem; later Bilo` [3] gave an improved O(n2) time algorithm for
the discrete diameter problem.
A more general problem is to add k edges to a general graph G such that the diameter of
the new graph is minimized. This problem is NP-hard [15] and some variants are even W[2]-
hard [7,8]. Various approximation algorithms are known [4,7,13]. The problem of bounding
the diameters of the augmenting graphs have also been studied [1,11]. In a geometric setting,
given a circle in the plane, Bae et al. [2] considered the problem of inserting k shortcuts (i.e.,
chords) to the circle to minimize the diameter of the resulting graph.
As a motivation of our problem, we borrow an example from [12]. Suppose there is a
highway that connects several cities and we want to build a facility along the highway to
provide certain service for all these cities; it is required that the facility be located in one
of the cities along the highway. In order to reduce the transportation time, one option is to
construct a new highway connecting two cities such that the radius (the maximum distance
from the facility to all cities) is as small as possible.
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Figure 1: Illustrating the difference between the continuous center and the discrete center.
The continuous center is the middle point of the new edge e(v3, v8). Either v5 or v6 can be
a discrete center.
1.2 Our approach
Note that the radius of P ∪ {e(vi, vj)} may not be equal to its diameter divided by 2. For
example, suppose P ∪ {e(vi, vj)} is a cycle (i.e., i = 1 and j = n) and all edges of the
cycle have the same length; then one can verify that the radius of the graph is equal to its
diameter.
To solve our problem, a natural idea is to see whether the algorithm [12] for the continuous
problem can be used. To this end, two basic questions arise. First, for an augmenting graph
P ∪ {e(vi, vj)}, how far a continuous center can be from the discrete center? For example,
is it the case that if a continuous center lies in the interior of an edge e, then one of the two
vertices of e must be a discrete center? Second, is it the case that an optimal solution (i.e.,
the new edge to be added) in the continuous version must also be an optimal solution for
the discrete version?
In order to answer these questions, we illustrate two examples.
Figure 1 shows an example in which the path P with 10 vertices is embedded in the
Euclidean plane, with |vivi+1| = 1 for all 1 ≤ i ≤ 9. Suppose a new edge e(v3, v8) is added.
It is possible to draw the figure such that |v3v8| = 4. One can verify that the only continuous
center is the middle point of e(v3, v8) (whose farthest vertices are {v1, v5, v6, v10}) and the
continuous radius is 4. Either v5 or v6 can be a discrete center (v5 has only one farthest
vertex v10 and v6 has only one farthest vertex v1) and the discrete radius is 5. This example
shows that the discrete center and the continuous center could be “far from” each other.
Therefore, it is not obvious to us whether/how a continuous center can be used to find a
discrete center.
Figure 2 shows an example in which the path P with 10 vertices is embedded in the
Euclidean plane, with |vivi+1| = 1 for all 1 ≤ i ≤ 9. It is possible to draw the figure such
that |v3v8| = 4, |v4v7| > 2, |v5v10| > |v1v6|, and 4 < |v1v6| < 5. For the continuous problem,
an optimal solution is to add the edge e(v3, v8), after which the continuous center of the
new graph is the middle point of e(v3, v8) (which has four farthest vertices {v1, v5, v6, v10})
and the continuous radius is 4. For the discrete problem, an optimal solution is to add the
edge e(v1, v6), after which the discrete center of the new graph is v6 (which has only one
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Figure 2: Illustrating the difference between an optimal solution of the continuous problem
and that of the discrete problem. For the continuous problem, an optimal solution is to add
the edge e(v3, v8), after which the continuous center of the new graph is the middle point of
e(v3, v8) and the continuous radius is 4. For the discrete problem, an optimal solution is to
add the edge e(v1, v6), after which the discrete center of the new graph is v6 and the discrete
radius is equal to |e(v1, v6)|, which is larger than 4.
farthest vertex v1) and the discrete radius is equal to |e(v1, v6)|, which is larger than 4. Note
that e(v5, v10) is not an optimal solution due to |v5v10| > |v1v6|. This example shows that
optimal solutions of the two versions of the problem could be very different. Therefore, it is
not obvious to us whether/how a continuous optimal solution can be used to find a discrete
optimal solution.
The above examples demonstrate that using the algorithm in [12] directly to solve the
discrete problem seems not possible. Instead, we design a new algorithm. Our algorithm
still share some similarities with that in [12] in the following sense. In the continuous case,
any center must have two different farthest vertices in the augmenting graph. Based on the
location of the center, the locations of the two farthest vertices, and the shortest paths from
the center to the two farthest vertices in an optimal solution, the algorithm in [12] considers
a constant number of configurations, and in each configuration the algorithm computes a
candidate solution such that if an optimal solution conforms to the configuration, then the
candidate solution is an optimal solution. In our discrete case, we also consider a constant
number of configurations and process the configurations in the same way as above. However,
the major difference is that the definitions of the configurations in our problem are quite
different from those in [12]. Indeed, in our problem, a center may have only one farthest
vertex. Therefore, the configurations in our problem are defined with respect to the locations
of the center and a single farthest vertex, as well as their shortest path. In addition, unlike
those in [12], we do not need to consider the configurations where the center is in the interior
of the new added edge. For this reason, we have much fewer configurations than those in [12].
The rest of the paper is organized as follows. Section 2 introduces notation and defini-
tions. Our algorithm is described in Section 3. Section 4 concludes with some remarks.
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2 Preliminaries
Unless otherwise stated, for any index pair (i, j) or vertex pair (vi, vj) used in our discussion,
we assume that 1 ≤ i ≤ j ≤ n.
For any two vertices vi and vj of the path P , we use P (vi, vj) to refer to the subpath of
P from vi to vj inclusively.
For any index pair (i, j), define G(i, j) = P ∪ {e(vi, vj)}, i.e., the new graph after a new
edge e(vi, vj) is added to the path P . Note that if j = i or j = i + 1, then G(i, j) is P .
Define C(i, j) = P (vi, vj) ∪ e(vi, vj), which is a cycle formed by a new edge e(vi, vj) and the
subpath P (vi, vj).
For any graph G used in our discussion (e.g., G is G(i, j), C(i, j), or P ) and any two
vertices v and v′ of G, we use dG(v, v′) to denote the length of any shortest path from v to v′
in G and we also refer to dG(v, v
′) as the distance from v to v′ in G. Following this definition,
dP (vi, vj) is the length of the subpath P (vi, vj) and dC(i,j)(v, v
′) is the distance between v to
v′ in the cycle C(i, j). For any path pi in G, we use |pi| to denote the length of pi. We also
use |C(i, j)| to denote the total length of all edges of the cycle C(i, j).
Our algorithm will frequently compute dP (vi, vj) for any index pair (i, j). This can be
done in constant time after O(n) time preprocessing, e.g., compute the prefix sum dP (v1, vk)
for all 1 ≤ k ≤ n.
For any vertex v of any graph G used in our discussion, a vertex v′ of G is called a farthest
vertex of v if it maximizes dG(v, v
′). A vertex vc of G is called a center if its distance to
its farthest vertex is minimized, and the distance from vc to its farthest vertex is called the
radius of G. Therefore, our problem is to find an index pair (i, j) such that the radius of
G(i, j) is minimized.
Let (i∗, j∗) denote an optimal solution (with i∗ < j∗), i.e., e(vi∗ , vj∗) is the new edge to be
added. Let c∗ denote the index of a center of G(i∗, j∗), r∗ the radius of G(i∗, j∗), a∗ the index
of a farthest vertex of vc∗ in G(i
∗, j∗), and pi∗ a shortest path from vc∗ to va∗ in G(i∗, j∗).
Note that the center of G(i∗, j∗) may not be unique, in which case we use c∗ to refer to an
arbitrary one, but once c∗ is fixed we will never change it throughout the paper. So as a∗
and pi∗. Note that c∗ 6= a∗ since otherwise the graph would have only one vertex.
3 The Algorithm
As discussed in Section 1.2, we consider a constant number of configurations for the optimal
solution G(i∗, j∗). For each configuration, we compute in O(n) time a candidate solution
(consisting of an index pair (i′, j′), a candidate center c′ and a candidate radius r′) such
that if the optimal solution conforms to the configuration, then our candidate solution is an
optimal one, i.e., r∗ = r′. On the other hand, the candidate solution is a feasible one, i.e.,
the distances from c′ to all vertices in G(i′, j′) are at most r′.
In the following, we first give an overview of all configurations and then present algorithms
to compute candidate solutions for them.
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3.1 Configuration overview
The configurations are defined with respect to the locations of va∗ and vc∗ as well as whether
the path pi∗ contains the new edge e(vi∗ , vj∗).
Depending on whether c∗ ∈ (i∗, j∗), there are two main cases.
Case 1: c∗ 6∈ (i∗, j∗). In this case, c∗ is either in [1, i∗] or in [j∗, n]. Hence, there are two
subcases.
Case 1.1: c∗ ∈ [1, i∗]. See Fig. 3.
Case 1.2: c∗ ∈ [j∗, n].
This case is symmetric to Case 1.1.
Case 2: c∗ ∈ (i∗, j∗). Notice that a∗ cannot be in [2, i∗]∪ [j∗, n− 1]. Hence, there are three
subcases a∗ = 1, a∗ = n, and a∗ ∈ (i∗, j∗).
Case 2.1: a∗ = 1.
This case further has two subcases depending on whether the new edge e(v∗i , v
∗
j )
is contained in the path pi∗.
Case 2.1.1: e(v∗i , v
∗
j ) ⊆ pi∗. See Fig. 5.
Case 2.1.2: e(v∗i , v
∗
j ) 6⊆ pi∗. See Fig. 7.
Case 2.2: a∗ = n. This case is symmetric to Case 2.1.
Case 2.3: a∗ ∈ (i∗, j∗).
In fact, we will only compute candidate solutions for Case 1.1 and Case 1.2. We will
show that other cases can be reduced to these two cases (i.e., if any case other than Case
1.1 and Case 1.2 has an optimal solution, then one of Case 1.1 and Case 1.2 must have an
optimal solution).
3.2 Computing candidate solutions
We are now in a position to describe our algorithms for computing candidate solutions.
Case 1: c∗ 6∈ (i∗, j∗).
Depending on whether c∗ ∈ [1, i∗] or c∗ ∈ [j∗, n], there are two subcases.
Case 1.1: c∗ ∈ [1, i∗].
Refer to Fig. 3. In this case, it is not difficult to see that either a∗ = 1 or a∗ ∈ [i∗, n] and
thus the radius r∗ is equal to
max{dP (v1, vc∗), dP (vc∗ , vi∗) + max
k∈[i∗,n]
dG(i∗,j∗)(vi∗ , vk)}.
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Figure 3: Illustrating the configuration for Case 1.1, where c∗ ∈ [1, i∗].
Definition 1 For each i ∈ [1, n− 1], define
λi = min
j∈[i,n]
max
k∈[i,n]
dG(i,j)(vi, vk),
ji = arg min
j∈[i,n]
max
k∈[i,n]
dG(i,j)(vi, vk),
ri = min
k∈[1,i]
max{dP (v1, vk), dP (vk, vi) + λi},
ci = arg min
k∈[1,i]
max{dP (v1, vk), dP (vk, vi) + λi}.
The values λi and ji were also used for solving the continuous problem in [12], where an
algorithm was given that can compute λi and ji for all i = 1, 2, . . . , n− 1 in O(n) time. For
our discrete problem, we also need to compute ri and ci for all i = 1, 2, . . . , n − 1. To this
end, we propose an O(n)-time algorithm in Lemma 1.
Lemma 1 The values ri and ci for all i = 1, 2, . . . , n− 1 can be computed in O(n) time.
Proof: We first compute λi for all i = 1, 2, . . . , n − 1 in O(n) time [12]. Note that once ci
for all i = 1, 2, . . . , n− 1 are known, all ri can be computed in additional O(n) time because
ri = max{dP (v1, vci), dP (vci , vi) + λi)}. Hence, we will focus on computing ci below.
For each i ∈ [1, n − 1], define ki as the largest index k ∈ [1, i] such that dP (v1, vk) ≤
dP (vk, vi) + λi.
We claim that for each i ∈ [1, n−1], ci is either ki or ki+1. Indeed, as k changes [1, i], the
value dP (v1, vk) is monotonically increasing while the value dP (vk, vi) + λi is monotonically
decreasing. By the definition of ci and ki, the claim follows.
In light of the claim, once ki is known, ci can be determined in additional O(1) time. In
the following, we describe an algorithm to compute ki for all i = 1, 2, . . . , n−1 in O(n) time.
We first prove a critical monotonicity property: ki ≤ ki+1 for all i ∈ [1, n − 2]. To
this end, it suffices to show that dP (v1, vki) ≤ dP (vki , vi+1) + λi+1. We claim that λi ≤
dP (vi, vi+1) + λi+1. Before proving the claim, we use the claim to prove the monotonicity
property:
dP (v1, vki) ≤ dP (vki , vi) + λi
= dP (vki , vi+1)− dP (vi, vi+1) + λi
≤ dP (vki , vi+1) + λi+1.
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Figure 4: Illustrating the two graphs G(i, ji+1) (top) and G(i+ 1, ji+1) (bottom).
The first inequaltiy is due to the definition of ki while the last inequality is due to the above
claim. This proves the monotonicity property. In the following we prove the claim. The
proof involves two graphs G(i, ji+1) and G(i+ 1, ji+1), e.g., see Fig. 4.
By definition, λi ≤ maxk∈[i,n] dG(i,ji+1)(vi, vk). Define k′ = arg maxk∈[i,n] dG(i,ji+1)(vi, vk).
Hence, λi ≤ dG(i,ji+1)(vi, vk′). It is not difficult to see that either k′ = n or k′ ∈ (i, ji+1).
Below we prove λi ≤ dP (vi, vi+1) + λi+1 for each case.
If k′ = n, then due to the triangle inequality, dG(i,ji+1)(vi, vk′) = |vivji+1| + dP (vji+1 , vn).
Also due to the triangle inequality, |vivji+1| ≤ dP (vi, vi+1)+|vi+1vji+1 | and dG(i+1,ji+1)(vi+1, vn) =
|vi+1vji+1| + dP (vji+1 , vn). In addition, according to the definition of λi+1, we have λi+1 =
maxk∈[i+1,n] dG(i+1,ji+1)(vi+1, vk) ≥ dG(i+1,ji+1)(vi+1, vn). Combining all above, we can derive
λi ≤ dG(i,ji+1)(vi, vk′) = dG(i,ji+1)(vi, vn)
= |vivji+1 |+ dP (vji+1 , vn)
≤ dP (vi, vi+1) + |vi+1vji+1 |+ dP (vji+1 , vn)
= dP (vi, vi+1) + dG(i+1,ji+1)(vi+1, vn)
≤ dP (vi, vi+1) + max
k∈[i+1,n]
dG(i+1,ji+1)(vi+1, vk)
= dP (vi, vi+1) + λi+1.
We proceed to the case k′ ∈ (i, ji+1). Consider the graphG(i+1, ji+1). dG(i+1,ji+1)(vi+1, vk′)
is equal to either dP (vi+1, vk′) or |vi+1vji+1|+ dP (vk′ , vji+1).
In the former case, we have
λi ≤ dG(i,ji+1)(vi, vk′) ≤ dP (vi, vk′)
= dP (vi, vi+1) + dP (vi+1, vk′)
= dP (vi, vi+1) + dG(i+1,ji+1)(vi+1, vk′)
≤ dP (vi, vi+1) + max
k∈[i+1,n]
dG(i+1,ji+1)(vi+1, vk)
= dP (vi, vi+1) + λi+1.
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In the latter case, similarly we can derive
λi ≤ dG(i,ji+1)(vi, vk′) ≤ |vivji+1|+ dP (vk′ , vji+1)
≤ dP (vi, vi+1) + |vi+1vji+1|+ dP (vk′ , vji+1)
= dP (vi, vi+1) + dG(i+1,ji+1)(vi+1, vk′)
≤ dP (vi, vi+1) + max
k∈[i+1,n]
dG(i+1,ji+1)(vi+1, vk)
= dP (vi, vi+1) + λi+1.
This proves the claim and thus the monotonicity property of ki’s.
Using the monotonicity property of ki’s, we can easily compute all ki’s in O(n) time as
follows. Starting from i = 1, the algorithm incrementally computes ki for all i = 1, 2, . . . , n−
1. The algorithm maintains an index k. Initially, k = i = 1 and ki = k. Consider a general
step where ki has just been computed and k = ki. Next we compute ki+1 as follows. As long
as dP (v1, vk+1) ≤ dP (vk+1, vi+1) + λi+1, we increment k by one. After that, we set ki+1 = k.
The monotonicity property of ki’s guarantees the correctness of the algorithm. The running
time is O(n).
The lemma is thus proved. 
We obtain a candidate solution for this configuration as follows. We first compute λi and
ji for all i = 1, 2, . . . , n−1 in O(n) time [12]. We then use Lemma 1 to compute ri and ci for
all i = 1, 2, . . . , n− 1. Let i′ = arg mini∈[1,n−1] ri. Let r′ = ri′ and j′ = ji′ . We return (i′, j′),
c′, and r′ as a candidate solution for this configuration. Notice that the candidate solution
is a feasible solution, i.e., the distances from vc′ to all vertices in G(vi′ , vj′) are at most r
′.
The following lemma establishes the correctness of our candidate solution.
Lemma 2 r′ = r∗.
Proof: First of all, as the candidate solution is a feasible one, by the definition of r∗, r∗ ≤ r′
holds. It remains to prove r′ ≤ r∗.
Recall that r∗ = max{dP (vc∗ , v1), dP (vc∗ , vi∗) + maxk∈[i∗,n] dG(i∗,j∗)(vi∗ , vk)}. By the defi-
nition of λi, λi∗ ≤ maxk∈[i∗,n] dG(i∗,j∗)(vi∗ , vk). Thus, r∗ ≥ max{dP (vc∗ , v1), dP (vc∗ , vi∗) +λi∗}.
We claim that r∗ = max{dP (vc∗ , v1), dP (vc∗ , vi∗) + λi∗}. Indeed, we know that the value
max{dP (vc∗ , v1), dP (vc∗ , vi∗) + λi∗} is equal to the distance from vertex c∗ to its farthest ver-
tex in the graph G(i∗, ji∗). By the definition of r∗, r∗ ≤ max{dP (vc∗ , v1), dP (vc∗ , vi∗) + λi∗}.
The claim thus follows.
The claim and the definition of ri∗ together lead to ri∗ ≤ r∗. Further, by the definition
of the index i′, we have r′ = ri′ ≤ ri∗ ≤ r∗. The lemma thus follows. 
Case 1.2: c∗ ∈ [j∗, n].
This case is symmetric to Case 1.1 and we use a similar algorithm to compute a candidate
solution. The details are omitted.
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Figure 5: Illustrating the configuration for Case 2.1.1, where c∗ ∈ (i∗, j∗), a∗ = 1, and
e(vi∗ , vj∗) ⊆ pi∗. The thick (red) path is pi∗.
Case 2: c∗ ∈ (i∗, j∗).
We now consider the case c∗ ∈ (i∗, j∗). In this case, it is easy to see that dG(i∗,j∗)(vc∗ , vk) <
dG(i∗,j∗)(vc∗ , v1) for any k ∈ (1, i∗] and similarly dG(i∗,j∗)(vc∗ , vk) < dG(i∗,j∗)(vc∗ , vn) for any
k ∈ [j∗, n). Hence, a∗ cannot be in (1, i∗] ∪ [j∗, n). Thus, a∗ = 1, a∗ = n, or a∗ ∈ (i∗, j∗).
Case 2.1: a∗ = 1.
Depending on whether the new added edge e(vi∗ , vj∗) is contained in the path pi
∗, there are
two cases.
Case 2.1.1: e(vi∗ , vj∗) ⊆ pi∗.
In this case, c∗ ∈ (i∗, j∗), a∗ = 1, and e(vi∗ , vj∗) ⊆ pi∗. This implies that pi∗ = P (vc∗ , vj∗) ∪
e(vi∗ , vj∗) ∪ P (v1, vi∗); e.g., see Fig. 5.
Lemma 3 The index pair (i∗, c∗) is an optimal solution and c∗ is a center of the graph
G(i∗, c∗).
Proof: We show that the distances from c∗ to all vertices in the graph G(i∗, c∗) are at most
r∗ (e.g., see Fig. 6). This implies that the radius of G(i∗, c∗) is at most r∗ and thus proves
the lemma.
vc∗
vi∗ vj∗
vnva∗ = v1
Figure 6: Illustrating the proof of Lemma 3: The distances from c∗ to all vertices in G(i∗, c∗)
are at most r∗.
Let k be any index in [1, n]. Our goal is to prove dG(i∗,c∗)(vc∗ , vk) ≤ r∗.
If k ∈ [1, i∗], then dG(i∗,c∗)(vc∗ , vk) ≤ |e(vi∗ , vc∗)| + dP (vk, vi∗). By the triangle inequality,
|e(vi∗ , vc∗)| ≤ |e(vi∗ , vj∗)|+ dP (vc∗ , vj∗) holds. Hence, r∗ = |pi∗| = |e(vi∗ , vj∗)|+ dP (vc∗ , vj∗) +
dP (v1, vi∗) ≥ |e(vi∗ , vc∗)|+ dP (v1, vi∗) ≥ |e(vi∗ , vc∗)|+ dP (vk, vi∗) ≥ dG(i∗,c∗)(vc∗ , vk).
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If k ∈ [c∗, n], then dG(i∗,c∗)(vc∗ , vk) ≤ dP (vc∗ , vk) ≤ dP (vc∗ , vn). As pi∗ is a shortest path
in G(i∗, j∗) and pi∗ contains P (vc∗ , vj∗), P (vc∗ , vn) must be a shortest path from vc∗ to vn in
G(i∗, j∗), implying that dP (vc∗ , vn) ≤ r∗. Therefore, dG(i∗,c∗)(vc∗ , vk) ≤ r∗ holds.
If k ∈ (i∗, c∗), then both vc∗ and vk are in the cycle C(i∗, j∗) of the graph G(i∗, j∗) and are
also in the cycle C(i∗, c∗) of the graph G(i∗, c∗). Hence, dG(i∗,j∗)(vc∗ , vk) = dC(i∗,j∗)(vc∗ , vk) and
dG(i∗,c∗)(vc∗ , vk) = dC(i∗,c∗)(vc∗ , vk). Due to the triangle inequality, |C(i∗, c∗)| ≤ |C(i∗, j∗)|.
Hence, dC(i∗,c∗)(vc∗ , vk) ≤ dC(i∗,j∗)(vc∗ , vk). As dG(i∗,j∗)(vc∗ , vk) ≤ r∗, we can now obtain
dG(i∗,c∗)(vc∗ , vk) = dC(i∗,c∗)(vc∗ , vk) ≤ dC(i∗,j∗)(vc∗ , vk) = dG(i∗,j∗)(vc∗ , vk) ≤ r∗. 
Because (i∗, c∗) is an optimal solution with c∗ as a center in the graph G(i∗, c∗), it is a
configuration of Case 1.2. Hence, the candidate solution found by our algorithm for Case 1.2
is also an optimal solution. Therefore, it is not necessary to compute a candidate solution
for this case any more. In other words, this case can be reduced to Case 1.2.
Case 2.1.2: e(vi∗ , vj∗) 6⊆ pi∗.
vc∗
vi∗
vj∗
vnva∗ = v1
Figure 7: Illustrating the configuration for Case 2.1.2, where c∗ ∈ (i∗, j∗), a∗ = 1, and
e(vi∗ , vj∗) 6⊆ pi∗. The thick (red) path is pi∗.
Refer to Fig. 7. In this case, c∗ ∈ (i∗, j∗), a∗ = 1, and e(vi∗ , vj∗) 6⊆ pi∗. This implies that
pi∗ = P (v1, vc∗). The following lemma reduces this case to Case 1.1.
Lemma 4 The index pair (c∗, j∗) is an optimal solution and c∗ is a center of the graph
G(c∗, j∗).
Proof: Some proof techniques are similar to those for Lemma 3. It suffices to show that the
distances from c∗ to all vertices in G(c∗, j∗) are at most r∗ (e.g., see Fig. 8). Let k be any
index in [1, n]. Our goal is to prove dG(c∗,j∗)(vc∗ , vk) ≤ r∗.
Note that dP (vc∗ , v1) = r
∗, for pi∗ = P (v1, vc∗).
If k ∈ [1, c∗], then dG(c∗,j∗)(vc∗ , vk) ≤ dP (vc∗ , vk) ≤ dP (vc∗ , v1) = r∗.
If k ∈ [j∗, n], then dG(c∗,j∗)(vc∗ , vk) ≤ dG(c∗,j∗)(vc∗ , vn). Below we prove dG(c∗,j∗)(vc∗ , vn) ≤
dG(i∗,j∗)(vc∗ , vn), which is at most r
∗. Note that dG(i∗,j∗)(vc∗ , vn) = min{dP (vc∗ , vn), dP (vc∗ , vi∗)+
|e(vi∗ , vj∗)| + dP (vj∗ , vn)}. If dG(i∗,j∗)(vc∗ , vn) = dP (vc∗ , vn), then we have dG(c∗,j∗)(vc∗ , vn) ≤
dP (vc∗ , vn) = dG(i∗,j∗)(vc∗ , vn). If dG(i∗,j∗)(vc∗ , vn) = dP (vc∗ , vi∗) + |e(vi∗ , vj∗)| + dP (vj∗ , vn),
then by the triangle inequality, dG(c∗,j∗)(vc∗ , vn) ≤ |e(vc∗ , vj∗)| + dP (vj∗ , vn) ≤ dP (vc∗ , vi∗) +
|e(vi∗ , vj∗)|+ dP (vj∗ , vn) = dG(i∗,j∗)(vc∗ , vn).
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vc∗
vi∗
vj∗
vnva∗ = v1
Figure 8: Illustrating the proof of Lemma 4: The distances from c∗ to all vertices in G(c∗, j∗)
are at most r∗.
If k ∈ (c∗, j∗), then both vc∗ and vk are in the cycle C(i∗, j∗) of the graph G(i∗, j∗) and are
also in the cycle C(c∗, j∗) of the graph G(c∗, j∗). By a similar analysis as that for Lemma 3,
we can obtain dG(c∗,j∗)(vc∗ , vk) ≤ dG(i∗,j∗)(vc∗ , vk) ≤ r∗. 
Case 2.2: a∗ = n.
This case is symmetric to Case 2.1 and we omit the details.
Case 2.3: a∗ ∈ (i∗, j∗).
In this case, both a∗ and c∗ are in (i∗, j∗). Without loss of generality, we assume that c∗ < a∗.
The following lemma reduces this case to Case 1.1.
Lemma 5 The index pair (c∗, j∗) is an optimal solution and c∗ is a center of the graph
G(c∗, j∗).
Proof: It suffices to show that the distances from c∗ to all vertices in G(c∗, j∗) are at most
r∗ (e.g., see Fig. 9). Let k be any index in [1, n]. Our goal is to prove dG(c∗,j∗)(vc∗ , vk) ≤ r∗.
v1
vi∗ vj∗
vc∗
va∗
vn
Figure 9: Illustrating the proof of Lemma 5: The distances from c∗ to all vertices in G(c∗, j∗)
are at most r∗.
We first prove a claim that P (vc∗ , vj∗) is not a shortest path from vc∗ to vj∗ in G(i
∗, j∗).
Assume to the contrary this is not true. Then, as va∗ ∈ P (vc∗ , vj∗), P (vc∗ , va∗) must be
a shortest path from vc∗ to va∗ and thus its length is equal to r
∗. Because a∗ ∈ (i∗, j∗),
the length of P (vc∗ , va∗) is strictly shorter than that of P (vc∗ , vj∗). Thus we obtain that
dG(i∗,j∗)(vc∗ , vj∗) = dP (vc∗ , vj∗) > r
∗. This incurs contradiction as c∗ is a center of G(i∗, j∗)
and the radius of G(i∗, j∗) is r∗.
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The claim implies that P (vi∗ , vc∗)∪e(vi∗ , vj∗) is a shortest path from vc∗ to vj∗ in G(i∗, j∗),
and this further implies that P (vi∗ , vc∗) is a shortest path from vc∗ to vi∗ in G(i
∗, j∗). Hence,
for any i ∈ [1, c∗], P (vi, vc∗) is a shortest path from vc∗ to vi in G(i∗, j∗) and dG(i∗,j∗)(vc∗ , vi) =
dP (vi, vc∗). Also, for any i ∈ [j∗, n], P (vi∗ , vc∗)∪ e(vi∗ , vj∗)∪P (vj∗ , vi) is a shortest path from
vc∗ to vi in G(i
∗, j∗) and dG(i∗,j∗)(vc∗ , vi) = dP (vi∗ , vc∗) + |e(vi∗ , vj∗)|+dP (vj∗ , vi). We will use
these properties below without further explanations.
Next we prove dG(c∗,j∗)(vc∗ , vk) ≤ r∗.
If k ∈ [1, c∗], then dG(c∗,j∗)(vc∗ , vk) ≤ dP (vk, vc∗) = dG(i∗,j∗)(vc∗ , vk) ≤ r∗.
If k ∈ (c∗, j∗), then both vc∗ and vk are in the cycle C(i∗, j∗) of the graph G(i∗, j∗) and are
also in the cycle C(c∗, j∗) of the graph G(c∗, j∗). By a similar analysis as that for Lemma 3,
dG(c∗,j∗)(vc∗ , vk) ≤ dG(i∗,j∗)(vc∗ , vk) ≤ r∗.
If k ∈ [j∗, n], then by the triangle inequality, we have dG(c∗,j∗)(vc∗ , vk) ≤ |e(vc∗ , vj∗)| +
dP (vj∗ , vk) ≤ dP (vi∗ , vc∗) + |e(vi∗ , vj∗)|+ dP (vj∗ , vk) = dG(i∗,j∗)(vc∗ , vk) ≤ r∗.
The lemma thus follows. 
Summary. We have computed a candidate solution for each of Case 1.1 and Case 1.2.
Each candidate solution is also a feasible one. We have proved that if an optimal solution
belongs to one of the two cases, then the corresponding candidate solution must also be an
optimal solution. On the other hand, we have shown that other cases can be reduced to the
two cases. Therefore, one of the two candidate solutions must be an optimal one. As a final
step of our algorithm, among the two candidate solutions, we return the one with smaller
candidate radius as our optimal solution. The running time of the entire algorithm is O(n).
Theorem 1 The discrete-ROAP problem can be solved in linear time.
4 Concluding Remarks
We presented a linear time algorithm for solving the discrete radius optimally augmenting
path problem, which is optimal and matches the time complexity of the algorithm in [12]
for the continuous version of the problem. As the algorithm in [12], our algorithm uses
configurations but the number of configurations in our algorithm is much fewer. From this
point of view, it seems that the discrete problem is easier. However, this may not be the
case due to the following.
Consider the problem of computing the radius for the resulting graph G(i, j) after a new
edge e(i, j) is added to P (e.g., see Fig. 10). For simplicity, let’s consider an easier problem of
computing the radius of the cycle C(i, j). For the continuous problem, it is easy to see that
the radius is equal to |C(i, j)| minus the maximum length of all edges of C(i, j). Therefore,
once the maximum edge length of the subpath P (vi, vj) is known (we then compare it with
the length of e(i, j)), the radius of C(i, j) can be computed in O(1) time. As for computing
the maximum edge length of P (vi, vj), as shown in [12], this can be trivially done in O(log n)
time, after O(n) time preprocessing on P . This is one reason that Johnson and Wang [12]
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vi vj
vnv1
vk
vik
vik+1pk
Figure 10: Illustrating the graph G(i, j). pk is the diametral point of vk in the cycle C(i, j).
were able to provide an efficient algorithm for the query version of the problem: After O(n)
time preprocessing, given any query index pair (i, j), the radius of the graph G(i, j) can be
computed in O(log n) time.
Now consider the same problem (i.e., computing the radius of C(i, j)) for the discrete
version. For each vertex vk ∈ C(i, j), let pk denote a conceptual point on an edge of C(i, j)
such that the length of the subpath of P (vk, pk) between vk and pk is equal to |C(i, j)|/2, i.e.,
pk is the diametral point of vk in C(i, j). Let e(vik , vik+1) be the edge containing pk. Define
lk = max{dC(i,j)(vk, vik), dC(i,j)(vk, vik+1)}. Then, it is easy to see that the radius of C(i, j) is
equal to mink∈[i,j] lk. Although it is straightforward to compute the radius of C(i, j) in O(n)
time, it is elusive to us whether it is possible to do so in O(log n) time (or just sub-linear
time) with O(n) time preprocessing. Unlike the continuous problem, this is an obstacle to
solving the query problem in sub-linear time if only O(n) (or slightly more) preprocessing
time is allowed. We leave it as an open problem.
References
[1] N. Alon, A. Gya´rfa´s, and M. Ruszinko´. Decreasing the diameter of bounded degree graphs. Journal of
Graph Theory, 35:161–172, 2000.
[2] S. Bae, M. de Berg, O. Cheong, J. Gudmundsson, and C. Levcopoulos. Shortcuts for the circle. In
Proceedings of the 28th International Symposium on Algorithms and Computation (ISAAC), pages 9:1–
9:13, 2017.
[3] D. Bilo`. Almost optimal algorithms for diameter-optimally augmenting trees. In Proceedings of the 29th
International Symposium on Algorithms and Computation (ISAAC), pages 40:1–40:13, 2018.
[4] D. Bilo`, L. Guala`, and G. Proietti. Improved approximability and non-approximability results for graph
diameter decreasing problems. Theoretical Computer Science, 417:12–22, 2012.
[5] J.-L. De Carufel, C. Grimm, A. Maheshwari, and M. Smid. Minimizing the continuous diameter when
augmenting paths and cycles with shortcuts. In Proceedings of the 15th Scandinavian Workshop on
Algorithm Theory (SWAT), pages 27:1–27:14, 2016.
[6] J.-L. De Carufel, C. Grimm, S. Schirra, and M. Smid. Minimizing the continuous diameter when aug-
menting a tree with a shortcut. In Proceedings of the 15th Algorithms and Data Structures Symposium
(WADS), pages 301–312, 2017.
[7] F. Frati, S. Gaspers, J. Gudmundsson, and L. Mathieson. Augmenting graphs to minimize the diameter.
Algorithmica, 72:995–1010, 2015.
[8] Y. Gao, D. Hare, and J. Nastos. The parametric complexity of graph diameter augmentation. Discrete
Applied Mathematics, 161:1626–1631, 2013.
14
[9] U. Große, J. Gudmundsson, C. Knauer, M. Smid, and F. Stehn. Fast algorithms for diameter-optimally
augmenting paths. In Proceedings of the 42nd International Colloquium on Automata, Languages and
Programming (ICALP), pages 678–688, 2015.
[10] U. Große, J. Gudmundsson, C. Knauer, M. Smid, and F. Stehn. Fast algorithms for diameter-optimally
augmenting paths and trees. arXiv:1607.05547, 2016.
[11] T. Ishii. Augmenting outerplanar graphs to meet diameter requirements. Journal of Graph Theory,
74:392–416, 2013.
[12] C. Johnson and H. Wang. A linear-time algorithm for radius-optimally augmenting paths in a metric
space. In Proceedings of the 16th Algorithms and Data Structures Symposium (WADS), pages 466–480,
2019.
[13] C.-L. Li, S. McCormick, and D. Simchi-Levi. On the minimum-cardinality-bounded-diameter and the
bounded-cardinality-minimum-diameter edge addition problems. Operations Research Letters, 11:303–
308, 1992.
[14] E. Oh and H.-K. Ahn. A near-optimal algorithm for finding an optimal shortcut of a tree. In Proceedings
of the 27th International Symposium on Algorithms and Computation (ISAAC), pages 59:1–59:12, 2016.
[15] A. Schoone, H. Bodlaender, and J. V. Leeuwen. Diameter increase caused by edge deletion. Journal of
Graph Theory, 11:409–427, 1997.
[16] H. Wang. An improved algorithm for diameter-optimally augmenting paths in a metric space. Compu-
tational Geometry: Theory and Applications, 75:11–21, 2018.
15
