In this paper, we describe two new ideas by which HPF compiler can deal with irregular computations effectively.
). The first three steps in the figure concern mapping data and computations onto processors.
We provide a brief description of these steps here, and will d~cuss them in detail in later sections. The difficulty with the declarations depicted in Figure 3 is that it is not obvious how to partition the irregularly distributed array. We employ the same method to track possible changes to arrays used in the construction of the data structure produced at runtime to link partitioners with programs.
We call this data structure a GeoCoL graph, and it will be described in Section 4. Figure  1 . In both loops, the graph ver- Similarly, a GeoCoL data structure which specifies only vertex weights can be constructed using the keyword LOAD sa follows.
C$ CONSTRUCT G2 (N, LOAD(weight))
Here, a GeoCoL construct called G2 consists of N vertices with vertex i having LOAD weight(i).
The following example illustrates how connectivity information is specified in a GeoCoL declaration. Integer arrays edgelktl and edge-list2 list the vertices associated with each of E graph edges.
The keyword LINK is used to specify the edges associated with the GeoCoL graph.
Any combination of spatial, load and connectivity information can be used to generate GeoCoL data structure.
For instance, the GeoCoL data structure for a partitioned that uses both geometry and connectivity information can be specified as follows: 
Linking
Data Partitioners
In Figure  4 we illustrate a possible set of partitioned coupling directives for the loop L2 in Figure  1 . We use statements S1 to S4 (Figure 4) Statement S'5 specifies that the GeoCoL data structure is to be constructed using geometric information. S'6 specifies that recursive bhary coordinate bisection is used to partition the data.
Loop Iteration Partitioning
Once we have partitioned data, we must partition computational work. One convention is to compute a program assignment statement S in the processor associated with the dktributed array element on S's left hand side. This convention is normally referred to as the "owner-computes" rule.
(If the left hand side of S references a replicated variable then the work is carried out in all processors).
One drawback to the owner-computes rule in sparse codes is that we may need to generate communication within loops even in the absence of loop carried dependencies.
For example, consider the following loop:
This loop has a loop independent dependence between S1 and S2 but no loop carried dependencies. Were we to assign work using the owner-computes rule, for iteration i, statement S1 would be computed on the owner of ib(i) (OWNER(ib(i))) while statement S2 would be computed on the owner of ia(i) (OWNER(ia(i)).
The value of y(ib(i))
would have to be communicated whenever OWNER(ib(i)) # OWNER(ia(i)).
An alternate convention is to assign all work associated with a loop iteration to a given processor.
We have developed data structures and procedures to support iteration partitioning.
Our current default is to employ a scheme that places a loop iteration on the processor that is the home of the largest number of the iteration's distributed array references. We use the example in Figure 4 to show how the compiler procedures are embedded in the code. A (simplified) version of the compiler transformation is shown in Figure 6 .
We start with BLOCK array d~tributions. Statements S5
to S7 in Figure 4 are used to generate a data d~tribution. for 648 atom water simulation [4] ; the functionality of these loops is equivalent to the loop L2 in Figure  1 . Table  2 gives the time needed to carry out the executor phase for 100 times. The results shown in the 
