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There has been a long tradition of mutual contact
between differential geometry and mathematical physics.
Some of physical theories of historical importance indeed
owe their fundamental ideas to differential geometry.
As a widely known example, the general relativity
originated by A. Einstein exploits the tensor analysis
developed in Riemannian geometry. According to the theory,
the metric tensor which describes the vacuum gravitational
fields is required to satisfy the Einstein equations
R = 0, tensor equations. On the other hand, the non-
abelian gauge theory originated by C. N. Yang and his
coworkers is closely related to the geometry of fiber
bundles. Each solutions of the Yang-Mills equations
D F =0, which are the fundamental equations in gauge
fields, can be interpreted as a harmonic connection 1-form
on a principal fiber bundle. The notion of nonabelian
gauge fields is a natural generalization of Maxwell's
electromagnetic fields. Complete understanding of these
field equations should contribute back to further progress
in differential geometry.
Exact solutions of the field equations, if they are
found, provide detailed information in the understanding of
the fields. However, since both the Einstein equations and
the Yang-Mills equations are nonlinear and rather compli-
cated, there has been no systematic method for finding
3 -
exact solutions. Reduction to linear equations under the
assumption of suitable symmetries or lower dimensional
sectors therefore have been developed to yield several
important special solutions. For example, it is shown that
the Einstein equations admit the Schwarzchild-Weyl series
of static axially symmetric solutions [24]. As for gauge
theory, some exact solutions are found such as Ikeda-
Miyachi's static spherically symmetric solutions [17, 18,
31] and the instanton solutions [3] of the Yang-Mills
equations.
Matters being so, it seems of great use to develop a
method of finding new solutions from the old, which
generates a series of exact solutions systematically. The
method, rather purely mathematical, is worth studying.
In recent years remarkable prograss has been made in
the study of nonlinear differential equations. Three
fruitful approaches have been proposed independently. The
first is the soliton theory which includes the inverse
scattering method, the Backlund transformations, and the
Riemann-Hilbert problem. The second is to make extensive
use of the symmetries which the nonlinear equations admit.
The third is called the twistor theory applied to nonlinear
fields in four-dimensional space-times. These approaches
are to be described below.
H -
A start is made with the soliton theory. In 1967,
Gardner-Green-Kruskal-Miura [11] found that the Korteweg-de
Vries equation u, + 6uu + u =0 in hydrodynamics can be
"C X XXX
solved exactly. A class of particular solutions called the
solitons was obtained by using a scattering theory for the
one-dimensional Schrodinger equation. Their technique is
referred to as the inverse scattering method. Here the
name "soliton" solutions comes from the property of the
solutions that they take the form of localized disturbances
which retain their shapes after an interaction among them-
selves . It is also to be noted that the Korteweg-de. Vries,
equation possesses an infinite number of local conservation
laws [30] leading to independent integrals of motion which
are in involution [42J. This proves the complete inte-
grability of the equation. Furthermore, the inverse scat-
tering method was extended to other two-dimensional non-
linear differential equations in a manner such that the
nonlinear equations are equivalent to the compatibility
conditions for certain linear differential equations which
are called the inverse scattering formulae [44].
The sine-Gordon equation id- = sin co goes back to the
nineteenth century when this equation emerged in the
differential geometry of surfaces. To each solution of the
equation there corresponds a surface of constant negative
Gaussian curvature [91. Soliton solutions of the sine-
5 -
Gordon equation are obtained by the method of B'dcklund
transformation which relates the old solutions to new ones.
In addition multi-soliton solutions can be constructed from
a single soliton solution through purely algebraic means.
The construction is guaranteed by the theorem of permut-
ability [25] of the Backlund transformations.
Although the origin of the sine-Gordon equation is in
differential geometry, it is now viewed as a starting point
of the soliton theory for nonlinear field equations which
appear in mathematical physics. Pohlmeyer [3^] showed that
the relativistic invariant nonlinear 0(3) sigma-models
2
q, + (q,,q )q = 0, qeS are reduced to the sine-Gordon
equation under a suitable dependent variable transforma-
tion. It is known that the 0(3) sigma-models can be
written in the form 8 (3 g-g~1)=0, geSf/(2), which are
called the SU(2) chiral field equations. Other G-valued
chiral fields g(x) have been discussed by many authors,
where G is a Lie group or its quotient space such as IP ,
a projective space. For example, the SU(3) chiral field
equations are interpreted as the Gauss-Codazzi equations of
a surface embedded in S [27]- It Is worth noticing that
the sine-Gordon equation admits an infinite number of local
conservation laws, while the chiral field equations possess
an infinite set of nonlocal conservation laws [28].
The method of Riemann-Hilbert problem in the theory
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of ordinary differential equations is of practical use in
integrating the chiral field equations [43]. It should be
remarked that the Riemann-Hilbert problem can be solved
algebraically to yield soliton-type solutions. This tech-
nique seems to be applicable in the study of soliton theory
of other nonlinear field equations.
The soliton theory of the chiral field equations gives
rise to investigations of certain kind of nonlinear field
equations. For example, if the background field is constant,
the stationary, axially symmetric vacuum Einstein equations
are reduced to the 0(2,1) nonlinear sigma-models. Though
this seems to have no physical grounds, it suggests that
the soliton theory will offer an effective tool for
research of exact solutions in the gravitational field
theory. Indeed, inverse scattering formulae for gravita-
tional fields have been found in [5, 29], and Backlund
transformations in [13, 32]. However, no concrete solu-
tions have been derived in these works.
Besides the above methods, there is the second
approach to generate exact solutions of nonlinear field
equations, which has been developed in the last decade.
It makes essential use of the symmetry of field equations
in the construction of new solutions from the old. Here
the terminology symmetry means invariance under certain
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transformations. Such a way of obtaining new solutions has
its origin in the study of stationary Einstein's gravita-
tional fields. Using the Ehlers SL(2, ]R) rotation and
the covariance under the coordinate transformations, Geroch
[12] showed that an infinite-dimensional transformation
group called the Geroch group is admitted by the stationary
axially symmetric vacuum Einstein equations. Roughly
speaking, this group is a free product group of two
finite-dimensional symmetry groups. He also conjectured
that the Geroch group acts transitively on the solution
space. Pursuing this approach further, Kinnersley and
Chitre [20-23] have exponentiated several classes of the
infinitesimal transformations of the Geroch group, and
thereby succeeded in constructing the series of Kerr-
Tomimatsu-Sato solutions. The algebra formed of the
infinitesimal transformations, a symmetry algebra, is
isomorphic to the graded Lie algebra sI (2, 3R)R]R[^, t; ]
of sl{2, ]R)-valued Laurent polynomials called the affine
Lie algebra [26].
Recently, part of the Geroch conjecture has been
proved affirmatively by Hauser and Ernst [16]. A class of
stationary axially symmetric space-times can be generated
from Minkowski's flat space-time by Kinnersley-Chitre's
infinitesimal transformations. They also have formally
exponentiated all of these transformations by using the
8Riemann-Kilbert problem [l^i, 15]. However, there still
remain the following problem. Only the infinitesimal
transformations have been treated thus far. Is it possible
to work out exact solutions by the use of finite transfor-
mations or Backlund transformations of the Geroch group?
A deeper understanding of the Geroch group will be the key
to finding general solutions of stationary Einstein's
gravitational fields.
The third approach to solve nonlinear field equations
is to use techniques in complex geometry. The Yang-Mills
equations D F =0 require that the sum of covariant
derivatives of the gauge field strengths vanishes. These
are second-order differential equations for gauge poten-
tials. The Bianchi identity D *F =0 then implies that
a solution of the first-order differential equations
*F =F called the self-dual equations automatically
satisfies the Yang-Mills equations. It is useful to treat
the self-dual equations in £C which comprises the ordinary
Minkowski space and the Euclidean space. Then the self-
dual equations take the form of four-dimensional chiral
field equations. Along this line of thought, several
attempts have been made in the framework of the soliton
theory. The first of them is the discovery of inverse
scattering formulae [4, 35] that yield an infinite number
9of nonlocal conservation laws [35, 371- The second is
concerned with Backlund transformations [4, 6, 35, 36].
These transformations construct no new solutions and
violate the additional reality conditions. In spite of
these works, the soliton theory has yet been unsatisfactory
for gauge fields.
Apart from these works, complex analytic geometry have
a marked impact on the gauge theory. For instance, a nice
method for generating particular solutions of four-dimen-
sional field equations such as instantons has been proposed
from the viewpoint of the twistor theory developed by
Penrose [331- Further, Ward [40] found that all the infor-
mation of the SU{2) self-dual equations can be coded in a
certain analytic vector bundle on IP . Atiyah and Ward [2]
pointed out that the self-dual gauge potentials are
obtained from a transition function between two coordinate
patches of the vector bundle. Although the instanton
problem In the gauge theory was solved in principle in [1,
2], their moduli space is still very limited. Soliton
theory is then hoped to work in the study of non-instanton
solutions. It should be noted that Atiyah-Ward's procedure
is closely related to the Riemann-Hilbert problem in
soliton theory.
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The present article has two main themes :
(i) soliton theory; inverse scattering formulae,
Backlund transformation, Riemann-Hilbert problems
and exact solutions,
(ii) symmetry theory; transformation groups, symmetry
algebras, conservation laws and Noether trans-
formations .
These are concerned with integrable nonlinear field
equations, mainly, stationary Einstein's gravitational
field equations in the general relativity and the self-dual
Yang-Mills equations in the gauge theory. New inverse
scattering formula and Backlund transformations for the
Einstein equations are given. It is shown that a finite
transformation of the Geroch group yields new family of
exact solutions. Three types of Backlund transformations
for the self-dual equations are proposed from the viewpoint
of the Riemann-Hilbert problem. Then the relationship
between the twistor theory and the Riemann-Hilbert problem
is discussed. It is also proved that an infinite-dimen-
sional Lie algebra acts on the solution space of the self-
dual equations. Infinitesimal transformations of the
Geroch-like group in gauge fields are given explicitly.
Finally, a method for finding Noether transformations for
nonlinear fields is proposed.
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The contents of the article are organised as follows.
Chapter II is devoted to the soliton theory of the
chiral field equations. First, it is shown that the usual
Backlund transformation of the sine-Gordon equation is
connected to the method of the Riemann-Hilbert problem for
solving the SU{2) chiral field equations developed by
Zakharov and Mikhailov [43]. An inverse scattering formula
for the general chiral field equations is derived by the
method of prolongation which was introduced by Wahlquist
and Estabrook [39] for the Korteweg-de Vries equation. The
inverse scattering formula is used to yield a set of non-
local conservation laws of the chiral field equations.
Chapter III and Chapter IV are concerned with the
soliton theory of Einstein's gravitational field equations.
Two possible gravitational fields are known. One is the
stationary axially symmetric vacuum fields. The other is
the spherically symmetric vacuum fields. As there is no
essential difference between the methods for solving them,
we restrict ourselves to the former case which depends on
(p, z), two of cylindrical coordinates. It is to be
noticed that the famous Tomimatsu-Sato solutions were found
via the Ernst form [10] of stationary Einstein's equations.
In Chapter III, by defining a reduced form of the Ernst
equation, the Phaff equations which vanish on the solution
space are introduced. An inverse scattering formula is
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also discussed in terms of SL(2,1R) fiber bundle.
Chapter IV deals with transformation theories for the
Einstein equations, that is, Backlund transformations and
Riemann-Hilbert transformations are proposed. An applica-
tion is made to construct the Kasner-type solutions and
their generalizations by the successive use of the Backlund
transformations. A formalism for three-dimensional non-
linear equations whose solutions include all the solutions
of the stationary axially symmetric equations is studied in
the notion of the Riemann-Hilbert problem.
Chapter V considers symmetries of the stationary
axially symmetric vacuum Einstein equations. First,
Geroch's transformation group is reviewed. The 5L(2,3R)
rotation group and an internal symmetry are combined to
construct a Backlund transformation in addition to that due
to Kinnersley and Chitre. For a special class of exact
solutions, th.e Backlund transformation is actually inte-
grated to give a new family of exact solutions which are
expressed by the ratio of determinants. Concrete metrics
are also presented.
Chapter VI studies the soliton theory for the self-
dual Yang-Mills equations in the gauge theory. Little is
known of full integration method for the Yang-Mills equa-
tions. The self-dual Yang-Mills equations can be trans-
formed into the so-called SL(n, E) self-dual equations.
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The key to solving the self-dual equations will be fur-
nished by the method of the Riemann-Hilbert problem to be
developed in Chapter IV. An inverse scattering formula
which is slightly different from known ones is obtained in
the framework of the prolongation. A transformation
theorem is proved which gurantees that solutions of the
self-dual equations can be derived by using the Riemann-
Hilbert problem. Three types of Backlund transformations
are analyzed explicitely- The first one gives the t' Hooft
N-instanton solution having 5N arbitrary parameters. The
second relates the Atiyah-Ward ansatz A^, to ^vr+-i °f
twistor theory. Lemmas in linear algebra give a expression
to A^. The last transformation keeps the reality condi-
tions of SU(n) gauge potentials.
In Chapter VII, symmetries of the self-dual Yang-Mills
equations are discussed in terms of the GL(n, EC) self-
dual equations. So far it has been resigned to prove the
suspected complete integrability of gauge fields. If there
is an infinite-dimensional transformation group such as the
Geroch group in gravitational fields, the gauge field
equations possess an infinite number of local and/or non-
local conservation laws. A question then arises as to
whether there exists a Geroch-like transformation group or
not. It is shown for the SL(2, ED) self-dual equations
that an Ehlers-type SL{2, JC) rotation group acts on a
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particular factrization, called the R-gauge [4lJ, of the
SL{2, E)-valued dependent variables. Combining this group
with an internal symmetry gives rise to infinitesimal
transformations of the above group. The results are more
complicated than the Kinnersley-Chitre transformations of
the Geroch group. An infinite number of nonlocal symmetries
is obtained by the inverse scattering formula. The symme-
try algebra of the self-dual equations is also discussed.
The Riemann-Hilbert transformation studied in Chapter VI
gives rise to an infinite-dimensional Lie algebra
gl(n, E) o {E[Wj w~ , w, , Wp] which acts on the solution
space of the GL(n, EC) self-dual equations.
Chapter VIII deals with the Noether transformations
for nonlinear fields. A method is proposed for finding
Noether transformations which yield weak continuity equa-
tions. It is worth noting that the equations of motion for
the static Yang-Mills-Higgs fields allow of finite energy
solutions called the monopoles [19]. However, nontrivial
continuity equations and symmetries are known of to a small
extent. It is.shown that a large class of weak continuity
equations exists in the Yang-Mills-Higgs fields as well as
the chiral fields. These equations are derived from the
Noether transformations as Noether currents. On the other
hand, it is known that the chiral fields admit Noether
transformations called the hidden symmetries [7, 8], which
15 -
make change in the Lagrangian density by total divergences.
The generators of the hidden symmetries form an affine Lie
algebra <7≪!C[c;].It is shown that the hidden symmetry
algebra is a subalgebra of the symmetry algebra
g R ffiCc, c
X
], given in [38], of the infinitesimal Riemann-
Hilbert transformations.
The final chapter is concerned with concluding
remarks. As this article will reveal, there is a funda-
mental relationship between the scliton theory and the
symmetry theory- Furthermore, these two afford a close
insight into Einstein's gravitational fields and the Yang-
Mills gauge fields. There remains of course a number of
problems to be solved. This chapter contains remarks about
the relationship mentioned above and a further outlook in
the study of nonlinear field equations.

CHAPTER 11
SOLITON THEORY OF CHIRAL FIELD EQUATIONS
18 -
The sine-Gordon equation originally emerged in
differential geometry of surfaces. As is well known,
solutions of the sine-Gordon equation correspond to
surfaces of constant negative curvature in IR-^. In 1882
Backlund found a transformation mapping such surfaces into
themselves. His technique has recently received much
attention in the study of soliton solutions to the sine-
Gordon equation. For Backlund's transformation generates
multi-soliton solutions from a trivial one. The sine-
Gordon equation is now recognized tp be one of the typical
soliton equations.
On the other hand, there has been much interest in
two-dimensional nonlinear chiral fields in field theory.
This is due to the fact that they are in many respects
analogous to the four-dimensional nonabelian gauge fields
which are of great importance from a physical point of view
but more difficult to study. Both have such properties as
conformal invariance, asymptotic freedom, and admit
topologically nontrivial solutions of equations of motion.
It should be noted "that the SV{2) chiral field
equations are reduced to the celebrated sine-Gordon equa-
tion. This allows us to set up the soliton theory for the
chiral fields, that is, to construct the B'acklund transfor-
mation, the inverse scattering formula and conservation
laws .
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In Section 2.1, the sine-Gordon equation is derived
from 0(3) nonlinear sigma-modelsby breaking their scale
invariance. In Section 2.2, we build up the relationship
between the usual Backlund transformation and the method
of Riemann-Hilbert problem. In Section 2.33 an inverse
scattering formula for the chiral field equations is
proposed by using the method of prolongation. Section
2.4 presents nonlocal conservation laws of the chiral
field equations.
2.1. Sine-Gordon equation and chiral field equations
Let us consider a surface of constant negative
2Gaussian curvature K=-I/a , a pseudosphere. embedded in
a three-dimensional Euclidean space JR . Here a is a
positive constant. It is always possible to choose the
isothermal coodinates u and v such that the first
fundamental form is expressed as
2 2
COS 2(<V2)du2 + a2 sin2(co/2)dv2
The Gaussian curvature of the surface is then given by






co, 3 = 3/3 and so on. Hence, a solution






provides a pseudosphere [2]. In the coordinates
% = |(u + v), n = |(u- v),
Equation (2.1.1) takes the form
w- = sin im,
(2.1.1)
(2.1.2)
which is called the sine-Gordon equation. This can be
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The sine-Gordon equation emerges also in nonlinear optics
[4], quantum field theory [3], and condenced matter physics
[8], If we identify the coordinates (u, v) with the
space-time coordinates (x, t), the Lorentz transformation




(x + ct) ,
(ex + t) ,
leaves Equation (2.1.1) invariant. In the coordinates (£, n),,
this implies Lie invariance of the sine-Gordon equation under
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the scale transformation of the independent variables.
£ - £' e E,, n ^ n' = ei, (2.1.3)
where nonzero real constant e is defined by e = (1-c)
x(l +C)
-1
An important class of two-dimensional nonlinear
classical fields taking their values in Riemannian manifolds
has been investigated for these several years. Let us
discuss one of the simplest examples called 0(n) invariant
sigma-models. The motion of a string of n-dimensional
classical spin of unit length is described by an S -valued
field. The Lagrangian density is defined by
L(x) = |(3yq.3yq) + |x(q2 - 1),
with the short hand notation: x=(x , x ), q = (q-,, ■■･ > Q ) 3
3 = 3/3 y, 3y=3/3 , q =(q.q), where X is a Lagrange
M x x^
multiplier [7]- Here and in what follows we use the summa-
tion convention. It is easy to see that L(x) is invariant
under the internal symmetry group 0(n). In the coordinates
e = i/2(x° + xX
get the form
), n =i/2(x°- x1 ), the Eular-Lagrange equations
Vnq + (3cq-9nq)q = °> q2 = i (2.1.4)
The sum and difference of the energy and momentum densities
are given by 1/2(3 q)2
22 -
and 1/2(8 q) , respectively,
hence the energy-momentum conservation is expressed as
(OEq)2)n





o3 (O n^ £ = 0
2 p
and (9 q) be of the form:
2(n). Incidentally, the field
equations (2.1.4) are invariant under the scale transforma-
tion
d£ - |H(5)|d£, dn + |K(n)Idn.
If we choose |H(£)| = |h(£)| and |K(n)I = |k(n)I, we may





e-＼ q) < 1 (2.1.5)
These break the scale invariance of Equations (2.1.4). For
n=3, the unit vectors q, S^q, and 3 q spanning the space
K3 satisfy (q.8_q) =0, (q.9 q) =0, therefore the frame
defines the nontrivial angle to through
(3^q. 3 q) = - cos to (2.1.6)
From Equation (2.1.4) to (2.1.6) it follows, after a calucu-




Noting that K , the q-space, is viewed as a tangent
space to SU(2) at the identity, we define an SU(2)
matrix g by
/ iq iq - q ＼
^iq2+q
-iq














The 0(3) nonlinear sigma-models are then put into the
form
h
o ,≪･* > + 3n Opg g
1
= 0 (2.1.8)
These are called the SU(2) chiral field equations and can






Let G be a matrix Lie group and g its Lie algebra. For






gives rise to the field equations




which are referred to as the G chiral field equations.




(3uAv + Vv) = °' (2.1.11)
where e^v are skew-symmetric tensor with e =1- The
chiral field equations (2.1.10) are closely related with a
topological property of the manifold G. For example, the
number of instanton-like solutions is characterized by the
second homotopy group of G [6].
2.2. Backlund transformation and Riemann-Hilbert
problem
As was shown in the previous section, the sine-Gordon
equation (2.1.2) is invariant under the one-parameter group
of transformation (2.1.3), hence if w(£, n) satisfies the
sine-Gordon equation, so does u(e £, en). This solution
is said to be obtained by a Lie transformation 1/ .
Bianchi [2] proposed another useful transformation from
a given solution oo(£,ri) into a new solution aj'(£,n),
which we mean by B. Associating the Lie transformation with
Bianchi's transformation, Backlund presented a transformation
bility condition for u' = ui '
referred to as the B'dcklund trans formation of the sine-
Gordon equation. It is to be remarked that for e =1 the
Backlund transformation B reduces to Bianchi's transfor-
mation B. We mean (2.2.1) by B :co -≫-u' . Suppose we have
a set of solutions go,, 0 < k < 4, determined by B : goq+ w,,
The system (2.2.1) is
(2.2.1)
The proof is carried out by calculation of the integra-
It is a matter of calculation to see that co?= Wj. up to
integration constants. This fact is known as the theorem of
■pevmutability and demonstrates effectiveness of the Backlund
transformation. The trivial solution u = 0 is a basis for
constructing multi-soliton solutions. Bianchi [2] also
derived the equation







Theorem 2.2.1, (Backlund [2]). Let w(53 n) &e a




a) = 2esin{p-(o)' +03)},
+ to = 2e
1 1 '
sin{^(a) - w) }
is another solution of the sine-Gordon equation.
26 -
tan{^(a)2-a)0)} = l＼*l22 tan{^(a)1-a)3)}- (2.2.2)
Solving this yields multi-soliton solutions.
Next we discuss the relationship between the Backlund
transformation and the inverse scattering formula. Set









1sinoj-(l - r2) + e
1cos
u> -T
Introducing dependent variables y, and y? through
r(£j n) =Y2y7 3 we can bring out the system of linear














, f cos co sin co＼
+ h＼
＼sin co -cos coI
(y
3
yp). This linearization procedure of
course is not unique. The compatibility condition
[L1, L ] - 0
for the linear operators L, and Lp
(2.2.3)
is equivalent to the
27 -
the sine-Gordon equation. Then this system is called the
inverse scattering formula for the sine-Gordon equation.
Ablowitz-Kaup-Newell-Segur [lj solved its inverse scatter-
ing problem.
It is of practical use to write the inverse scattering
formula in the form
3 Y = U(w)Y, d Y = V(w)Y


















where we use z;e M, £ / 0, in the place of e, and *
denotes the complex conjugate. Using this notation, we show
the following theorem about the Backlund transformation.











T, - iecos fiI
c,- iecos ft -iesin ft ^
3
-iesin 0, z,+ iecos fl.
respectively, wheve ^ = l/2(u)' + uj).
Suppose functions {jJ= oj(^3 ri) and w' = <o'(£, ri) are
28 -
related by the Backlund transformation (2.2.1). Then
a matrix Y' defined by
Y' = GY
satis fies
3 Y' = U(o)' )Y' , 3 Y' = V(w')Y'
Proof. Substituting Y = G
(2.2.4), we obtain
3 Y1 = (GU(tj)G"1
3pYf = (GV(co)G X
+ 8






Each coefficient matrix can be written out to be
GUO)G
1





GV(oj)G 1 + 9 G-G
X






-£ - iecos 0.
C - iecos fi -iesin ft
3
-i sin ft ie + Ccos ft
-ie + Ccosfi i sin 0,
The Backlund transformation then yields the system (2.2.6).Q
The solution matrix Y'(£3 n; t,) gives a new solution
<a>t(£jn) of the sine-Gordon equation, providing that the
29 -









1 - cos Q
sin Q
p
We note that det P = 0 and P
projection operator-
― £>J_I1 U
1 + cos Q
(2.2.7)
= P- The matrix P is a
Recently Zakharov and his coworkers [10, 11J have
developed a method for generating exact solutions in terms
of the Riemann-Hilbert problem of the inverse scattering
formulae. By using the method, multi-soliton solutions can
be constructed without solving integral equations emerging
in the usual inverse scattering method. Their one-soliton
transformation G is also related to a projection operator
P in a way such that




where Y is a matrix satisfing d Y = U(w)Y and 3
(2.2.8)
= V(ui)Y. In the remainder of this section we shall derive
the projection operator P after Zakharov-Mikhailov [10].
Note that the matrices U(u>) and V(ffl) are given by
U(ffl) = G(U(a)) - 3
n





Since the residues of U(ffl) and V(fi) at the poles
r,= ±ie are required to vanish, it follows from the above
equation that
(1 - P)(U(oj; ? = ie) - 3
P(U(oj; x,= -ie) - 3n
(1 - P)(V(cu; ? = ie)






)(1- P) =0 (2.2.9)
We observe that the conditions (2.2.9) are satisfied if the
operator P is characterized by the equations
(1 - P)in = 0 . Pn = 0,
where in = YU = ie)e1, n = Y(c = -le)e2,
(2.2.10)
e = "(1, 0), and
e? = (0, 1) . From y.(c = ±ie)=y*(<; = +ie) , we can show
that (m, n) =0. The proof is performed by operating on m
and n with the right-hand sides of (2.2.9) and using the










J. I I2 '+ Inip|
and m = (m, ,
(2.2.11)
Wlp)
The projection operator defined by (2.2.11) produces
(N+l)-soliton solution to the sine-Gordon equation from N-
31 -
soliton solution. We notice here that the P given by
(2.2.7) satisfies Equations (2.2.10). Thus we infer that
the operator P is essentially equivalent to the operator
P. The following algebraic relations of co1 and w is
as immediate consequence of (2.2.7) and (2.2.10).
Proposition 2.2.3- Let to and Y satisfy (2.2.4)
Then a new solution to' of the sine-Gordon equation is
given by
sin <o' = ((p12 +p21)
2
(Pli-P22)2 }sin a)
+ 2(P12 + P21)(P11 " P22)COS U ≫
cos w1 = 2(p ,
Proof.
+ p
21 )(pi:l - P22)sin a)
{(P12 + p21)
2
(p-,-, - Ppp) ^cos u
When £= ie, U(ai) and V(w) are real. Then
the ratio of y (£ = ±ie) and y (c = ±ie) becomes real
From (2.2.8) and (2.2.9), we have
(1 + cos fl)y1(? = ie) + sinn-y2U = ie) =0,
sinfi-y1(c = ie) + (1 - cos fl)y2( c = ie) = 0.
Thus cosfl and sinfl are expressed in terms of y, and
y2- Further calculation with (2.2JL0) shows that sin 0.=
~~P12 ~ P213 cos s""Pni+P22' This proves the proposition. Q
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In summary, the well-known Backlund transformation
(2.2.1) takes the form of gauge transformation (2.2.5) for
the inverse scattering formula (2.2.4). Under the relations
(2.2.10), the gauge transformation (2.2.5) is equivalent to
the one-soliton transformation (2.2.8) in the Riemann-Hilbert
problem. We shall call a transformation like (2.2.8) with
P in (2.2.11) the Backlund transformation in subsequent
chapters.
2.3- Inverse scattering formula for chiral field
equations
The inverse scattering formula for a nonlinear equation
is a pair of linear differential equations with a parameter
whose compatibility condition is the original nonlinear
equation. A systematic method for finding such linear
equations was proposed by Wahlquist and Estabrook [9]. We
here give a brief review of their idea called the method of
prolongation.
Let I (a.) be a differential ideal,, where a= (a , ...,
a ) are exterior differential forms of rank 2 (2-forms)
m
such that the exterior differential equations a = 0 derive
a solution manifold of a system of nonlinear differential
33
equations. We choose local coordinates (u, x) of the
space on which I(a) is defined so that the solution mani-
fold may be described by u=(u13 ..., u ) and x= (x , x )
as dependent and independent variables, respectively. If
the exterior differentiation of a 1-form
9 = U(u, x)dx° + V(u, x)dx1 (2.3.D
belongs to the ideal J(a), that is, d0 e J(a), then 9
yields along the solution a conservation laws
81U V
0 (2.3-2)
for the nonlinear differential equations. Here the form
6 can be extended to be matrix valued. Wahlquist and
Estabrook studied a prolongation of (2.3-1) in an extended
space of variables. Consider the following form 0 in the
extended space of variables x, u, and Y,
6 = - dY + U(u. x)Y dx° + V(u, x)Ydx , (2.3-3)
where Y, U and V are n*n matrices. Requiring that
d0 e I(a, 0), we have an overdetermined system of partial
differential equations for U and V. We have assumed here
that Y is a matrix function of x. If there is a non-
trivial solution for the equations obtained, we derive from
(2.3-3) an inverse scattering formula
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dQY = U(u, x;?) Y, 3 Y = V(u, x;c) Y (2.3-4)
Here we have taken a parameter c in U and V which
comes from the representation of a Lie algebra U and V
take their values in.
In this section, we generalize the method of prolonga-
tion to obtain an inverse scattering formula for matrix
valued nonlinear differential equations. For example,
consider the chiral field equations (2.1.10). By the
analytic continuation of independent variables into the
complex space (y, z) e E and by defining new variables:
A = 3 g-g , B=8zg-g , we convert the G chiral field
equations (2.1.10) to the first order equations
3 A + 3 B = 0
y
2
The real section (y, z) e ]R
(2.3.5)
and the complex conjugate
section y = z* correspond to the Minkowski space and the
Euclidean space, respectively. From the definition of A
and B, the zero curvature condition (2.1.11)
3 B] = 0, (2.3.6)
should hold. Equations (2.3-5) and (2.3.6) take the place
of the G chiral field equations. We introduce a set of
2-forms by
35 -
a, = dA a dy - dB a dz,
a2 = dA a dy + dB a dz - [A, B] dy a dz (2.3.7)
on the space of variables A, B, y and z. Note that A
and B are in g, the Lie algebra of G. The equivalence
between the exterior differential equations, a, = 0, 0.^= 0,
and the field equations (2.3.5) and (2.3-6) can be guaran-
teed by da, e I (a,, a2), k = l, 2. We introduce an n*n
matrix variable Y in addition to the above variables. In
the prolonged space of variables A, B, y, z and Y, we
search for Pfaffian
e = - dY + U(A, B) Y dy + V(A, B) Y dz
whose differential d0 is in the orolonged ideal
J(a15 a2, 0) under the condition that Y is a matrix
function of y and z. We now show a sufficient condition
for 0.
Proposition 2.3.1. If the Phaffian 9 takes the form
9 = - dY + rfr AYd* -iTi
Z, e G, C ^ ±lj t?zen d0 e J(a,, a2, e)
BY dz (2.3-8)
Proof. Substituting (2.3.7) and (2.3.3) into the
exterior differentiation of 9, we find
d0 = ―^ a,
i- r 1"r£
This ends the proof.
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≫py- <rTTA-rhfB)e
Like (2.3.4) this proposition gives an inverse scat-
tering formula for the G chiral field equations
V 1 + ? AY, 3zY =-^- BY.







at the limit c ■*°°,the solution matrix Y
= Y(y5 z; z) yields a solution of the chiral field equations
by setting Y(°°)= g.
2.4. Nonlocal conservation laws
The sine-Gordon equation (2.1.2) possesses an infinite
number of local conservation laws. The adjective local
denotes each conserved current to be expressed by the field
u and its higher derivatives. The Backlund transformation
(2.2.1) gives rise to
e(coc{|"(co' + oi) })£ - e ( COS {|(co' -a))}) = 0. (2.4.1)
Expanding oj' = oj'(£ n ;?) in the formal power series around
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e=0 and collecting terms involving the same power of e,
we have an infinite number of local conservation laws.
Next we discuss for the chiral field equations the
nonlocal conservation laws which are described in terms of
integrals of field variables. We write the inverse scat-
tering formula (2.3.9) in the form
Let Y (n)
(1 + O3 Y = £AY, (l-?)3 Y =-?BY. (2.4.2)
be the coefficients of the expansion of Y = Y(?)
Y(O = I Y(nhn.
n=0
Inserting (2.4.3) into (2.4.2), we obtain
3 Y(n) =-3
y y
Y(n-1) + A Y (n-1) 3 Y(O)=Oj
y




n = 1, 2, ･･･ . We can assume Y =1 without loss of












These are essentially equivalent to the conservation laws
of Lusher and Pohlmeyer [5].

CHAPTER III
INVERSE SCATTERING FORMULA FOR THE EINSTEIN EQUATIONS
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The inverse scattering method to solve the Korteweg-
de Vries (K-dV) equation [4] was first developed by use
of a Schrodinger equation, y -uy = Ay, whose potential
XX
u is a solution of the K-dV equation. This technique was
soon expressed in a general form by Lax [6]. He serached
for inverse scattering formulae for other nonlinear equa-
tions, such as the Schrodinger equation associated with the
K-dV equation. The resulting inverse scattering formula,
Ly =Ay, y =Ay, is frequently referred to as the Lax pair.
The hermitian operator A plays a fundamental role in his
theory. Later in 1974, Zakharov and Shabat [10] discussed
a Dirac-type inverse scattering formula, 3 Y = UY, 3,Y = VY,
X t*
in the 2><2 matrix form. This is called the Zakharov-Shabat
system. A point to be made is that the matrices U and V
do need not to be hermitian. Once we can find the Lax pair
or the Zakharov-Shabat system, it is possible to integrate
the original nonlinear equation by the method of inverse
scattering.
In this chapter, we show the existence of an inverse
scattering formula for Einstein's gravitational field
equations in general relativity. The stationary axially
symmetric vacuum Einstein equations are reviewed in Section
3-1, which contain an independent variable explicitly.
Namely, the field equations are nonautonomous. No.inverse
scattering formulae for such equations have been known yet.
hi -
Recently, Maison [71 has found a Zakharov-Shabat system
for the above Einstein equations after the analogy of the
chiral field equations. However, it is hard to construct
exact solutions of the Einstein equations by solving this
inverse scattering formula. Because the compatibility
condition of his system is a generalized sine-Gordon
equation, rather difficult to deal with. Belinsky and
Zakharov [1] have proposed another system which has a
derivative with respect to a complex parameter- The Ernst
form [2] of the stationary axially symmetric Einstein
equations is useful in finding new solutions. In Section
3-2, we introduce a system of first-order differential
equations associated to the Ernst equation. Applying the
method of prolongation to the system, we obtain an inverse
scattering formula for the Ernst equation which is differ-
ent from those in [1, 7]. Finally in Section 3-3, a
geometrical meaning of the inverse scattering formula is
studied from the viewpoint of the principal fiber bundle.
Local conservation laws are also derived via a Riccati
equation.
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3.1. Stationary axially symmetric vacuum Einstein's
gravitational field equations
The metric of a stationary axiaily symmetric space-
time can be written as
a
2 r
- ds = e (dp2 + dz2 + qij dx1
(3.1-1)
where r and q±., (1, j=l, 2), are real functions of p
and z, and Q=(q1.) is symmetric. We use the notation
(x°3 x1, x2, x3) = (p, t, *, z), the cylindrical coordinates.
Let us impose the supplementary condition
det Q = -p2
Substituting the metric (3-1-D into Einstein's gravira-
tional field equations in vacuuo, R =0, where 0<y, v< 3,
























From (3.1.2) we observe that the function r is determined
by quadrature once q.. are known. Thus r may be ignored
in our discussion.
We concentrate on a particular factrization (f, w)




f 0) f 03 - p
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(3-1-1*)
From the field equations (3.1.3) with (3.1.4), we have






2)f - (3 f)2 - (3 f)2
z p z
+ (p Xf23 a))2 = 0,
1f29 u>) +3
P z
(p-1 f23 oj) = 0
(3-1-5)
(3.1-6)
Equation (3.1.6) implies that there exists a function
4>(p, z) satisfying
8p^ = p
1f28z , dj =- p 1f23pw (3.1.7)
The function xp is called a twist potential. Eliminating
w in (3-1.5) and (3-1-7), we obtain




3+3 z2)f- Of)2- Ozf)2
+ (3 ij>) = 0 (3.1.8)
From (3.1.7) the integrability condition for to results in
3 (Pf
2d





Equations (3.1.8) and (3-1.9) are the field equations to be
investigated. Ernst [2] introduced a complex potential
e = f + ±i>,
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(3-1-10)




+ P-1 8 + 9
2
P z
) E - (3 E)2- O E)2 = 0. (3.1.1D
P z
The real and imaginary parts of (3-1-H) are (3-1-8) and
(3.1-9), respectively. Equation (3.1-11) is referred to
as the Ernst equation. It is worthwhile to express the
Ernst equation as
(Re E) AE - VE-VE = 0, (3-1.12)
which does not refer to a particular coordinate system.
The Ernst equation is derived from the Lagrangian density
L = (Re E) 2 VE-VE*, (3.1.13)
where * indicates the complex conjugate. Ernst defined
an alternative complex potential H by a mapping
"'z= (1 +E) (1 - E)'1. Then 5 satisfies
(EH* -1)A5 - 2≫*V v≫
This form of the Ernst equation is of wide application. For
example, important classes of exact solutions such as the
Schwarzchild-Weyl solutions and the Kerr-Tomimatsu-Sato
solutions have been found out in the prolate spheroidal
coordinates.
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3-2. Inverse scattering formula for the Ernst
equation
Let us set (£,,r＼)as complex conjugate coordinates,
£ = p-(p + iz), n = ^(p-iz). (3-2.1)
Then the Ernst equation (3.1.11), which we are going to
study, reads
2f 3 r8 E -f-p
1f(3rE +
3 E) - 23rE3 E = 0. (3-2.2)
We define new dependent variables t, u, v and w by









The Ernst equation can then be expressed as follows:






_u - tu + uv + p
e - vw + tw + o
23 v - vw + uv + p
(t +w) = 0,
(u + v) - 0,
(t +w) = 0,




We call the set of these first-order differential equations
a reduced form of the Ernst equation.
Let us introduce a set of 2-forms which vanish for the
solutions of the reduced form,
a, = 2dt a d£ - {tu - tw - p
a. = 2du Adn +-{tu - uv - p
a, = 2dw a dri + {vw - tw - p
aL = 2dv a d? - {vw - uv ^ p
1(t + w) }d£ a dn,
"""(u+ v) }d£ a dn,
1(t + w) }d? a dn,
1(u + v) }d£ a dn.
Using the method of prolongation discussed in Section 2.3,
we look for 1-forms
0 = - d$ + U$ d£ + V<l>dn (3.2.5)
such that d0£j(a-,, a , a^, a^, 9). Here U and V are
2x2 matrix functions of t, u5 v, w, E, and r＼,and $ is
a two-vector. Then the 1-forms (3.2.5) give rise to a pair
of linear differential operators
L-, = 13
5
+ u, L2 = 13 + V,
whose compatibility condition is equivalent to the reduced
form. The result is as follows.





















where z, = (e - in)x(e - IE,) 1, e e 1R. If and only if the
functions t, u, v and w satisfy the reduced form, the












If the reduced form holds, the condition (3-2.7) is
satisfied. Conversely, from the diagonal elements of
[L,, LpJ , the imaginary part of the Ernst equation (3-1-9)
holds. Since r, is not equal to £ for any finite e ,
the real part (3.1.8) is also true. This completes the
proof. □
In consequence of Theorem 3-2.1, by setting
L * = 0, L * = 0, with <i>=t(yl3 y2) (3-2.8)
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we get a Zakharov-Shabat system for the Ernst equation.
These equations can be regarded as eigenvalue equations,
where y1 and y_ are the eigenfunctions and e
contained in L and Lp is the eigenvalue- Recently,
Harrison [5] conjectures the existence of such equations as
(3.2.8).
3-3- Connection in SL(2, ]R) bundle
In this section, we consider a geometrical interpre-
tation of the inverse scattering formula (3-2.8) using the
terminology of exterior differential forms[3]- We first
associate a connection form with (3-2.8) and discuss the
corresponding curvature form. Second, we propose a method
for generating an infinite number of conservation laws of
the Ernst equations.
We write the inverse scattering formula (3-2.8) as
where
e1 e2
d$ = m, with M = . ,
＼e5 -q
e1 = -^d?-^dn,




We note here that the trace of M is zero.
In what follows we think of £ and n as real
variables, and define an sl{2, ]R)-valued 1-form u to be
0) =
k=l
･ e , (3.3.3)
where the symbol s denotes the tensor product, and e^,
k = l, 2. 3, form a base of sl{2, B) ,
-10 0 -1＼ / 0 0
0 1 d 0 0 I 5 ＼-l 0
This 1-form u may define a connection in the trivial
p
principal SL(2, TR) bundle over ]R
theorem is obtained.
Then the following
Theorem 3-3-1. The reduced form (3-2.4) of the Ernst
equation is equivalent to
ft = d(i) +
p-[tD
A (i)J = 0







R e 6J" a 8k ≪ [e . ,












[e 2' e3] =~e15
Using these relations together with (3-3.2), we calculate
n explicitely. The result is
n = " F(E1 + E2 " El " E*)d? A dn * el
-|(rXE*- ?E1)d? Adn ≫e2
- ^(?~1E2 - CE*)d£ a dn R e .
This proves the theorem.
Remark 3-3.2. Equation (3-3.4) means that the
curvature of the connection defined by (3-3-3) vanishes.
□
Next, we establish a relation between the 1-forms
(3-3-2) and the pseudopotential equation originally intro-
duced by Wahlquist-Estabrook [9]- For this purpose, we
define a 1-form
a = dc(> + d>29
2
+ 2<j>e1 (3.3.5)
where cf>is a function of £ and n . If the reduced form
of the Ernst equation (3.2.4) are satisfied^ this 1-form is
completely integrable, that is.
2
da = - 2x a a j
x = 4>9 + e1 (3.3.6)
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Substituting (3-3.2) into (3.3-5), we obtain
a = d<j>- |-{t?(j)2 + (t - v)cj>- v?}d?
- ^-{wc"1*2 + (w - u)4> - u<;~ 1}dn, (3-3.7)
which is the pseudopotential equation for the reduced form
of the Ernst equation. We note that the Riccati equation
o = 0 holds on the solutions of the reduced form.
By applying the exterior differentiation to x and
using (3･3･5), we have
dX = (a - 2cj>e1 + e 3)a92 + de2 + d8 .
From Theorem 3-3-1, it follows that d9
d62 - 261 aB
3
1
6 a6j = 0, and
= 0. Then we readily find that the 1-form x(?)
is closed, that is, dx(O =0 on the solutions of the
reduced form. Consequently, we have
9 ( 2<: w<j> + w - u) - 9 (2£t<J>+ t - v) = 0, (3.3.8)
where 4> is a solution of the Riccati equation a = 0.
Expanding £= £(e) into a power series in e, we have from
(3-3-8) an infinite number of nontrivial local conservation
laws of the Ernst equation.

CHAPTER IV
TRANSFORMATION THEORY FOR THE EINSTEIN EQUATIONS
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In Section 2.2, we saw that the sine-Gordon equation
can be integrated by means of the Backlund transformation.
Use of this transformation, as well as the theorem of
permutability, in obtaining multi-soliton solutions from
trivial one was studied by Lamb [6]. It is possible to say
that a transformation theory concerning solutions of the
sine-Gordon equation is set up by the use of the Backlund
transformation. As was shown by Theorem 2.2.2, the
Riemann-Hilbert problem can be used for building up an
alternative transformation theory.
For Einstein's gravitational field equations, a number
of exact solutions have been found by many authors ( see
[5] )･ In view of the recent development of soliton
physics., it can be expected that the methods developed in
the soliton theory may be successfully applied to the
problem of finding solutions of the Einstein equations,
systematically. In fact, the properties of the Einstein
equations and some of known solutions are closely related to
those of the soliton equations and their solutions. Several
works concerning the Einstein equations have been done along
the above line of thought. We have obtained indeed an
inverse scattering formula for the Ernst form of the
stationary axially symmetric field equations in the previous
chapter. This manifests the possibility that the Einstein
equations can be solved in the framework of the soliton
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theory.
In this chapter, we establish two kinds of transforma-
tion theories for the Einstein equations. First, in
Section 4.1, a reduced system of the stationary axially
symmetric vacuum Einstein equations is defined for the
logarithmic derivatives of the unknown function. An
inverse scattering formula being slightly different from
that in Section 3.2 is derived for the reduced system.
Next, we present a Backlund transformation by which new
solutions can be obtained in principle from a given one.
In Section 4.2, exact solutions are constructed from the
Minkowski metric. A generalization of the Kasner solutions
is achieved through an iteration of the Backlund transfor-
mation. Finally in Section 4,3, we discuss the Einstein
equations and associated linear differential equations from
the viewpoint of the Riemann-Hilbert problem. A generating
function of nonlocal symmetries gives rise to an inverse
scattering formula. It is then shown that the Riemann-
Eilbert trans formation can generate new solutions. The
composition law of this transformation is also proved,





Recently two types of Backlund transformations of the
stationary axially symmetric Einstein equations have been
proposed though new solutions are not obtained. Using the
method of prolongation, Harrison [2] has given a Backlund
transformation of the Ernst equation. He has mentioned
that if one chooses Minkowski's flat space metric as a
beginning solution, resulting solutions also turn out to be
flat. On the other hand, Neugebauer [71 has found a
Backlund transformation which includes coordinate transfor-
mation as well as dependent variable transformation. This
transformation obeys permutability.
In this section, we first define new complex functions
in order to introduce a reduced system for the Einstein
equations. As was shown in Chapter 3, the stationary
axially symmetric gravitational fields can be derived from
the solutions of the Ernst equation (3-1.11). Instead of
(p, z) used there, we take complex conjugate coordinates
U, n) defined by (3-2.1). Then the field equation is put
into (3-2.2). We note here that (3.2.2) is bilinear with
respect to f and ^. Let us introduce complex functions
A and B, which depend on the logarithmic derivatives of
f as follows:
A - 3C (log f) + if
13^5
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B = 3 (log f) + if
1d
i|> (4.1.1)
The functions A and B are related to the functions t
and u in (3.2.3) by the equations: A = t + p , B = u+p
We remark that A and B have the following nice property.
If the metric is asymptotically flat, then the functions A
and B go to zero at infinity.
As a comparison with the field equations discussed in
Section 2.2, we show here that invariants of the corre-
sponding sigma-models are expressed by A and B. Let us
define a three-dimensional vector S= (S-,, Sp, S_) to be
? ? ? 2
,
=
1 + fd + <T ,
=
1 - td - ^
^1 2f 3 2 2f
in the three-dimensional pseudo-Euclidean space with signa-
ture (- + +). The vector S satisfies the constraint
condition
(S-S) <sl )2 + (s2 )2 + (s )
2
= -1
Using this and the Lagrangian density (3-1-13), we find that
the Ernst equation (3-1-12) takes the form
AS = (VS-VS)S. (4.1.2)
These are the equations of motion for an SO(1,2) invariant
nonlinear sigma-models. In the coordinates (£,,n), the
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S) = AB*> O^S-3 S) = A*B,
KS-＼S) = |{|A|2 + |B|2}
When the metric is asymptotically flat, the vector S goes
to t(l, 0, 0) at infinity.
We now proceed to define first-order differential
equations of A and B. The Ernst equation (3-2.2) reads
23
^A
+ A(A* - B) + (£ + n)~1(A + B) = 0,
29 B + B(B* - A) + (£ + n)~X(A + B) = 0 (4.1.4)
In the next section, we look for solutions of these equa-
tions which are asymptotically zero. It should be noted
that such solutions can not always give the asymptotically
flat metric through (4.1.1). Equations (4.1.4) are,
however, meaningful in finding a larger class of solutions
of the stationary axially symmetric Einstein equations. We
call Equations (4.1.4) and their complex conjugate a reduced
system of the Ernst equation and write the left-hand sides
of them as F^, R9, R*3 R* respectively.
The reduced system is regarded as a compatibility
condition of a pair of linear differential operators. We
show
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A≫-B | 1 °
~"^ 0
-1






If and only if the functions A and B satisfy the reduced
system (4.1.4)_, the ovevatovs L and L* are compatible
eith each other3 that is, [L, L*]=0.
Proof. The commutator [L, L*] is written out to be
1_
8
-Rl -R2 + R* + R*
2(r ^ - CR≫)
2(c ^J-C^)
Rl + R2 " Rf " RI
Then proposition is proved along the same line as Theorem
3-2.1. D
From Proposition 4.1.1, we obtain an inverse scattering
formula
L<2> = 0, L≫$ = 0
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(4.1.6)
for the reduced system, where $ = t(y13 Y2)-
Using the inverse scattering formula (4.1.6), we
present a Backlund transformation of the reduced system.
It is assumed that a metric is given beforehand. The
simplest example is the Minkowski metric. Then the func-
tions A and B are obtained from the definition (4.1.1)
If new solutions A ^ and B^1' of the reduced system
are derived from A and B, finding an exact solution of
the Einstein equations becomes a matter of quadrature.
Along this line of thought we show the following theorem.
Theorem 4.1.2. Define the function <(>(£,n) by
<J> = YtYo ･ Suppose that cf> is not equal to - C,
±1
If the
functions A and B satisfy the reduced system (4.1.4),
fhen A (1) and B (1) defined by
A(1) = (1 + ?<(>)(£+ n) 1 -(* + ?<f>2)(?+ <t>)XA,
B(1) - (i + ?(j)){?c{>(+^ n)}~:L- (i + ?cf>)(c4>+ *2)~1B (4.1.7)
also satisfy the reduced system.
Proof,
equations






(B*- U + n)





)C - (A +B*)d>
2],




- U + nrMrV]. (4.1.8)
and B^ for A and B in the left-
hand sides of (4.1.4) and denote the resulting equations by
R£ and R^ , respectively. By using the Riccati
equations (4.1.8), we find that R^1' and R;, take the
form
R^1) = - (cj>+ Cd>2)U + <j>)
R^ =- (1 + C4>)U4> + <|)2
-＼.
) 1R2
Since (1+ ?*)(? + *) 1<b'1?0 by the assumption, A and
B(1> are solutions of the reduced system (4.1.4). This
completes the proof. D
Remark 4.1.3. If and only if A = B = 0, d>= - ^" are
solutions of Equation (4.1.8). Simultaneously, the second
terms of the right-hand sides of (4.1.7) vanish. Thus we
may consider that the transformations (4.1.7) includes the
±1
cases <j>= - z,
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Equations (4.1.7) gives a Backlund transformation for
the reduced system. A similar transformation which trans-
forms flat spaces to flat spaces has been derived by
Harrison [2]. As will be seen in Section 4.2, our Ba'cklund
transformation maps flat spaces to non-flat spaces in
general.
The corresponding solution e^1^ =f^^ tif1' of the
Ernst equation (3.2.2) is obtained from A( ' and B^
as follows.
r"
Proposition 4.1.4. Let A^1' and B^1' satisfy the
reduced system (4.1.4). If there are functions f^-w and
,(1)
satisfying




(1) + B (1) )dn,
(4.1.9)
then f and i|r give another solution E of the
Ernst equation (3.2.2).
Proof. The total differential equations (4.1.9) are
derived from the definitions (4.1.1). It is easy to show the
f^ -1 and ijA1' satisfy Equation (.3-2.2) by direct calcula-
tions. This proves the proposition. Q
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We have thus completed an algorithm to construct exact
solutions of the stationary axially symmetric Einstein
equations.
4.2. Construction of exact solutions
In this section, we discuss an application of the
Backlund transformation C4.1.7). We use the Minkowski
metric as a known solution, that is,
ds = - dt
2
+ dp2 + dz2 tp2 (3,2.1)
in the cylindrical coordinates CP, t, <j>,z). The complex
potential E and the functions A and B are then
written as E = l. A = B = 0. Equations (.4.1.8) now read







3^ = ±{2U+n) "1Ce-i5)1/2(e + in)"1/2(l-*2).
Solutions of the above equations are written in the form:
<J>= (k+SUk-S)"1 and
(
k + 3S)(k- sr1, (4.2.2)




The double sign + and ± correspond to those in Theorem
3.2.1, ?= ±(e + i^)1/2(e -in)"1/2 , respectively.
First, we treat the case of <J)=(k+ <5)(k-6)
Making use of the Backlund transformation (4.1.7), we have
A(1) = (6 -OU"1- ?)[{6(?"1 + D -Kf1- 1)}(5 + H)!"1,
_B(1) = (6-i)(c-c"1)[{6(<; + l)-i(?-l)}(? + n)]1





(1) U + n)UU -i)2 - 52
x{U + DU -i)}"1!,
(? + 1)2}
is a positive constant and f




For the case of
cf>=(-K + 3S)(K-5) jf can be calculated similarly.
For both cases, it is not easy to obtain the twist potential
* (1)
Next, we shall restrict ourselves to the special case
6=0. By 3 and g_ we mean the Backlund transformations
with <j)= + 1 and <j>= - 1, respectively. We are going to
generate some solutions of Equation (3.2.2) by B+ and 3_.
For the transformation 3 , we obtain
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a(1) = U + DU + n)"1,
B(1) = (r1 + D(C + n)"1,
f(1) = Y(1)U + n)|U-i)(c + i)"1|, ^(1) =0,
from the Minkowski metric. By the transformation B_5 new
solutions A (2) and B
are derived from A (1)
(2)
of the reduced system (4.1.4)
and B
A(2) =- 2^(c + n)"1
(1> as
B<2>=- 2C-1(5 + n)-1.
Then, by the procedure given in Proposition 4.1.4, we get
where y
(2)
is a positive constant. This is the result of




Under the product transformation
or B °B , the resulting function f is the same as
the original one within an additive constant. By using 6,
and B_ alternatively, a series of solutions f , f ,
･ ･ ･ 3 can be obtained.
We summarize the above discussions, taking Remark 4.2.1




The suacesive B'daklund tvansfov-




≪1".Y≪1≫(e+ n)|(c-i)(c + ir1ic>I+1>/2 cn= °^≫.
(N) = Y
(N)
|U + DU -i) 1 ,(N+2)/2 (N. even)j (4.2.3)
where v in each oases avp. ■nns'Ltive. constants
.
It is not hard to express (4.2.3) in (p, z) coordi-
nates. By the definition (3.2.1), we have
f(N)=Y(N)p|[{(2S + z)2 + p2>1/2






± (2£+z)jp-1|(N+2)/2 (N: even), (4.2.4)
where the double signs are due to z,.
We here set
Y(N)=(4|e|)±(N+l)/2 (N: Qdd)j
(N) = (lt|e|) +(N+2)/2 (NJ even)j
and take the limit e ■*°°.Then the solutions (4.2.4) tend
to




Finally, we write out the metric for (4.2.5). Substituting
(4.2.5) and w =0 into (3-1-2), the remaining unknown





























By suitable coordinate transformations, these are reduced,
respectively, to
ds = - p
2X
dt2 + dp2
X = 4(2±N + 1)/C, ＼i
v = 4(2 +N +1)/C, C










N2 + 6N + 2 (N: odd),
y = {N2 + (4 ± 4)N + 4 ±8}/D,
v = 4(4+N±2)/D, D = N2 + (4 ± 4)N + 4 ± 24
(N: even). (4.2.6)
Since A + y + v =1, Ay + yv + vA =0 in both cases, the
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metrices (4.2.6) are the polynomial solutions discoverd by
Kasner [4]. Thus the solutions (4.2.4) are new generali-
zations of the Kasner solutions.
4.3 Riemann-Hilbert transformation
A second transformation theory of the Einstein equa-
tions is an application of the Riemann-Hilbert problem.
For the chiral field equations,.-such kind of transformation
theory is set up by the method of solving an algebraic
Riemann-Hilbert problem [9J. Following this method,
Belinsky and Zakharov [lj have integrated the stationary
axially symmetric Einstein equations to obtain a Kerr-NUT
solution. However, their framework is limitted within the
construction of spacial solutions.
It is important to develop a transformation theory
concerning a full Riemann-Hilbert problem. In this direc-
tion, recently Hauser and Ernst [3] have studied a homoge-
neous Riemann-Hilbert problem associated with a set of
linear differential equations. They have presented a
transformation from a fundamental solution to another in a
rather complicated manner. We call it the Riemann-Eilbert
trans formation. To avoid the difficulties due to compli-
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cated spectral parameter, we propose an alternative
approach to the Rlemann-Hilbert problem of the Einstein
equations. This is the purpose of this section.
We discuss the Einstein equations (3-1-8) and (3-1-9)
over a complexified space. Define the 2x2 matrix P







Note here det P = l. It can be proved that the field
equations (3-1.8) and (3-1.9) are equivalent to
1)
+ 3 (p3 P.P"1 ) = o (4.3.2)
We call the factrization (4.3.1) of P "dual" to (3-1.4)
of Q, in the sense that Equations (4.3.2) are the same as
Equations (3-1-3).
Let us analytically continue P(p, z) into the complex
space (y5 y> z)5 where y denotes a variable independent
of the complex conjugate y* of y and p =yy. Real
Euclidean space is specified by y = y*5 and consequently,





We note further that a solution of (^.3-2) is given by a





1) = 0, (4.3-4)
where P e SL(2, I). In addition, Equations (4.3.^) can be
obtained as Eular-Lagrange equations for the Lagrangian
density
L = Tr{3 P3-(P
y y
1)




We consider variational equations for (4.3･ *O by the
infinitesimal transformation
P -≫-P(l + A) .







and z. We show
If the infinitesimal transformation
+ 8z2)A + [P'V
[P-^P, 3Z A] = 0,
P, 3
then A gives a symmetry of (4-3-M
yA]
(4.3.7)
Proof. We set P'=P(1+A). Substituting PT and
P1 X = (1 - A)P X into (4.3-4) and neglecting higher order








* 3-(3 P-P 1) + 3zOzP-P 1) +P{(3y3- + 3Z2)A
+ [P 13-P, 3yA] + [P 13ZP, 3ZA]>P X
This proves the lemma. □
Using Lemma 4.3-1, we can introduce a sequence of
nonlocal symmetries {SQ = hQ, S^ , S-, ...}, where AQ is a
constant matrix sufficiently close to 0, as we will prove.
We show the following proposition.
Proposition 4.3-2
by SQ = AQ and
Vn+1
A sequence {S }- n>0, defined
+ 3 S + [P
z n





] = o (4.3-8)
-is an -infinite number of nonlocal symmetries of (^ . 3 ･ *0
Proof. We take cross derivatives of S
integrability condition gives













The last term varishes if P is a solution of (4.3.*O
Then each S
n* n>0, satisfies (4.3.7) and is nonlocal
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symmetry of (4.3.4) (see Section 2.4). This completes
the proof.
We set a generating function S(?) as








P, S(?)J = 0,
d2s(O - ap'^-p, s(c)] = o,




Let V(c) =V(y, y, z;e) be a 2x2 matrix function satisfying
DkV(O = 0, V(0) = AQ5 k = 1, 2.
We define the following 2x2 matrix function Y(?)












The compatibility condition of (4.3.15) reads
(4.3.15)
for arbitrary c and V(c). These equations are consistent
(4.3-15).
□This proves the proposition.
The system (4.3-15) is an inverse scattering formula
for (4.3.4). As an application of Proposition 4.3-3, we
have a series of nonlocal conservation laws. Expand Y(?)






Equations (4.3-^) are eauivalent
to the compatibility condition of the linear differential
equations
D,Y U) = 3 P-P 1Y(^)3
D2Y(?) = 9 P-P 1Y(U
Proof. Substituting (4.3-13) with(4.3･12) into
(4.3.10). we obtain
[Y(O 1(D Y(?) - 3 P-P
[Y(?)
1
(D Y(C) - 3 P-P
^U)), v(c)] = o,
―1






Then from (4.3.15) the sequence {Y >, n>0, satisfies the





3 P.P"1 Yn = 0, (4.3-17)
which derives an infinite number of nonlocal conservation
laws
3 (3 Y
z z n 9yP-F"lYn
+ 3 (3-Y + 3 P
y y n z
P"lYn = 0 (4.3.18)
We proceed to discuss the Riemann-Hilbert problem for
(4.3.15). Let C be a closed analytic curve in the ?-plane
encircling the origin, and C and C_ be the inside and
outside of C, respectively. Supposing the curve C be so
small that Y(?) is analytic in C u C . we consider the
following Riemann-Hilbert problem of finding matrices X+(c)










where X+ (O are invertible and analytic in CuC+) respec-
tively. and u(c) is an SL(2, CD) matrix annihilated by
13
Dl and D2, that is.
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D.u(c) =0, k= 1, 2 (4.3.20)
We assume that this problem has solutions with the normali-
sation condition
X_(≪) = 1






in C . (4.3-22)
This is the Riemann-Hilbert transformation induced from
u(c). Then we obtain a transformation theorem as follows.
Theorem 4.3.4. Suppose P = Y(0) be a solution of
(4.3.4). The matrix P' defined by P!=Y'(0) is another
solution.
Proof. We operate (4.3.19) with D^., and use (4.3-15)






















X 8 P-P XX_ 1,
― 2
), Cf e C, for simplicity. Let us
Therefore, B,, k=l, 2, defined
= D1X(^)-X(O~1 + X(?)3 P-P
XX(?) 1,
B2 = D pXCO-xur1 + x(?)3 p.p ^U) x
are constant on the £-plane ( Liouville's theorem ). Using
Equations (4.3-15) and (4.3-22), we have
D Yf (?) = BkY'U), k = 1, 2




4- 3 B = 0
B2] = 0
On the other hand, we set ?=0 in (4.3





Then the first equations of (4.3-24) are satisfied automati-
cally. The second equations are equivalent to (4.3-4).
We next verify that det P' =1. Using det u(?) =1
and (4.3.19), we obtain
det X+ U') - det X (?'), C'e C
77 -
Therefore, det X(?) is an entire function of C. Since
X(c) is regular at infinity, det X(c) is constant. From
the condition (4.3-21),
det X(r) 1.
It follows that if det P = l, then det P'=det Y'(0)=l
This completes the oroof.
The totality of the Riemann-Hilbert transformations
(4.3.22) induced from u-,(c), u2(c), ..., is closed under
the composition, which is guaranteed by the following
proposition.
Proposition 4.3.5. Suppose that Dku]_( ?) = Dku2^ ^
= Oj k=l, 2, det u,(c)=det Up(c) = l, and ^(c) ≪n^
Up(?) designate the trans format-ion of Y(?) into Y^(^)
and oj Y-j(^) into Yp(^)J respectively. Then
Up(?)u,(?) designates that of Y(?) into Y2(^)-
Proof. From the definition (1.3-22).
V?) = X1_(^)Y(≪;)u1(U ＼
Y2(5) = X2_(?)Y1(Ou2(c)"1
we have
These equations give a composition law of the Riemann-
Hilbert transformations
□
Y2(O = X2_ (Ox
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(?) Y(C) (u2(C)u1(?))~1. (4.3-25)
This proves the proposition. □
From Proposition 4.3.5, it is shown that each Riemann-
Hilbert transformation gives a germ of a transformation
group. Obviously the group germ depend on the choice of
the circle C.
We direct attention to the condition Dku(O =0. This
implies that u(c) is an arbitrary function of ? and u,
the latter being defined bv
U = ?y - z - r,
1y
(4.3.26)
The quantity u also emerges in the theory of Yang-Mills-
Higgs monopole solutions ( see [8] ).
CHAPTER V
SYMMETRIES OF THE EINSTEIN EQUATIONS
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The static axially symmetric vacuum gravitational
fields were completely investigated by Weyl in 1917-
Afterward, the stationary field equations have been studied
from a mathematical and physical points of view. As was
mentioned in Chapter I, two ways have been found to exact
solutions of the field equations. One is based on the
soliton theory ( see Chapter III and IV). The other is the
group theoretical approach based on the symmetry of the
Einstein equations.
Geroch group gives the most fundamental idea to
develop the latter solution-generating method. Combining
an SL(2, ]R) coordinate transformation group with a hidden
SL(2, JR) symmetry group, Geroch [6] presented an infinite-
dimensional transformation group. The idea was pushed
forward by Kinnersley and Chitre [11, 12], who constructed
a useful representation of the infinitesimal generators by
introducing an infinite hierarchy of potentials. In
Section 5-1, after reviewing the Kinnersley-Chitre theory
of the Geroch group, it is shown that the infinitesimal
transformations of the Geroch group form an infinite-
dimensional Lie algebra, which is isomorphic the the graded
Lie algebra sI ( 2 , ]R)R IR[c, c"1].
Kinnersley-Chitre [13, 14] and Hoenselaers-
Kinnersley-Xanthopoulos [8] set up methods for exponen-
tiating the infinitesimal transformations which are
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corresponding to abelian subgroups of the Geroch group.
Thus the commutative transformations they found can be
related to the Baeklund transformation ( cf. Theorem of
permutability (2.2.2) ). In Section 5.2, we give a
Baeklund tr'ansformat ion without exponentiating the infini-
tesimal transformations. Two types of internal
symmetries of the field equations are combined to construct
the Baeklund transformation which indispensable for our
theory. Having defined a special function which relates the
field equations to a linear differential equation, we
derive a family of exact solutions in Section 5-3- The
resulting solutions take the form of the ratio of determi-
nants. Finally, in Section 5･**; as an application of the
Baeklund transformation, we give by solving linear differ-
ential equations concrete solutions which correspond to the
ansatze.
5-1 Geroch's transformation group
The Einstein gravitational field equations are mani-
festly covariant under the coordinate transformations.
There is an SL{2, 3R) invariance group which arises from
linear transformations of the two ignorable coordinates
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t and <j>. On the other hand, the Ernst form of the
Einstein equations also admits another SL(2, M) symmetry
group called NUT group. Unlike the coordinate transfor-
mation group, this symmetry group is hidden and makes a
physical change in the solutions. One of the generators
is called the Ehlers transformation [5]- It should be
noted that the actions of these two finite-dimensional
symmetry groups do not commute. Geroch payed attention to
this fact and produced an infinite-dimensional transfor-
mation group as a product group.
In this section, we first formulate the Geroch group
without using tensors. Next, we give a precise description
of Kinnersley-Chitre's infinitesimal transformations and
discuss the structure of a graded Lie algebra.
The stationary axially symmetric vacuum gravita-





where g is an SL(2, ]R)
t
g (5.1.1)
constant matrix. The three















where a, b and c are nonzero real parameters. The




g: Q - Q1 = fcg XQg -1,
are transformed into Q1
(5.1.2)
where the superscript t stands for the transposition.
We refer to this SL(2, JR) symmetry group as G- For
example, the infinitesimal transformation of g. is
expressed in the factrization of Q as
Sb:
We write by g





f - 2b f 0)
en + b (u + u2 f-2)
the Lie algebra of G
Next, we consider the dual factrization of P, ( see
(4.3.1.) ). The field equations (4.3.2) are invariant under
the transformations
h: P ■*■P' = hP V (5.1.3)
where h is an SL(2, JR) constant matrix. This hidden
symmetry group of the Einstein equations is called the NUT
group and will be referred to H. Let us set three genera-












h =c 0 c
3
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where a, b and c are real parameters. Then the actions



















Ti>+ a(f2 + i>2)
3
(5.1.4)
The first of these is the Ehlers transformation [5], which
exchanges the Schwarzchild solution depending on one
parameter into the Taub-NUT solutions with two parameters,
for example. The second and third are a gauge and a scale






f + 2af ip
ip - a(f2 - ip2)
is important in the subsequent discussions.
(5.1.5)
Kinnersley [11] introduced a generalization of the
Ernst potential by
E Q + if, (5.1.6)
where the 2x2 matrix V - (ty ) is given by

















The (1, 1) component of E, Qii +ill;ii> corresponds to the
useal Ernst potential (3.1.10). Let v be an element
of sym(2, JR)
3
the algebra of 2x2 real matrices whose
bracket operation is defined by [v, v1 ]=vav' -v'av. By
the isomorphism sl(2, ~R)^ sym(2, TO established by o,
we identify v
(0) with an element of sl(2, JR) . Then the
group G acting on the space of E's by
infinitesimal generator v ,
v(0) E -> E + v (0) aE - Eav (0)
t -lp -1
g Eg has an
(5.1.8)
The action of the infinitesimal Ehlers transformation





E ■+ E + iv aN - iNav + iEa( v aE - Eav^ ) , (5.1-9)
cL a. 3. a.






where t denotes the hermitian conjugate. The proof of
(5-1-9) is accomplished by tedious but straightforward




9) has only one parameter a. We denote (5.1-9) by
5 where r is a real parameter-





(1) = {Cavxr13 fex]>*{av
where x, y = a, b , c
y^"1




sym(2, ]R) s r,1. We can identify v'1^? 15 v(1) e sym(2, B) ,


























Then the infinitesimal transformations of the Geroch group
[6] can be given by the action of g 's on the E-space.
To represent g , Kinnersley and Chitre [12] introduced
an infinite number of potentials N ' , m> 0, n>l, by
E
(0)
= la, E(1) = E, N(1'1} = N3





We observe from the definition that g






as a vector space. Under this isomor-
can be thought of as an infinitesimal
hransformatinn which ants on N ' as follows:
v(k) -k. N(m,n)





The proof of (5.1.14) [12] Is given by induction together
with the recursion relations
N(m,n+1) - N
(m+l.n)







lr-(k+Z) k,l > 0, (5.1.15)
where the bracket | , 3 indicates the commutator of the
infinitesimal operators acting on the space of N
(nun)
Equation (5-1.15) means that the left-hand side is equal to
the infinitesimal transformation induced by the right-hand
side .
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being isomorphic to sym(2, B) ≪C by
C: E -≫■E + iv
In general, we set
(-1)
3
v("i:> e sym(2, B)












are Kronecker's delta. Here the potentials
with negative indices are defined by
N(m,-m) = _N(-m,m) =
^








I) ]?k+l, k, I >Q, (5.1.18)
are proved to be true ( see the notice which follows (5-1
15) ). We now obtain











are defined by (5-1.10, 12, 16). Then g is
■isomorphic to the graded Lie algebra
sl{2, B) ･ E[r, r"1], (5.1.19)
the qvaded algebra of sl(2, 1R)-valued Laurent series.
Proof. From (5.1.14) and (5.1.17), we have, after









for any integers k, I. This proves the theorem.
(5.1.20)
□
What this theorem means is that the infinitesimal
transformations of the Geroch group form an infinite-
dimensional Lie algebra (5-1.19)- This graded algebra of
sl{2, ]R)-valued series in x, is one of the simplest affine




Symmetries and Backlund transformation
Pushing the approach discussed in Section 5-1 forward,
Kinnersley and Chitre [13, 14] and Hoenselaers, Kinnersley
and Xanthopoulos [8] have exponentiated several special
classed of^Jbhe infinitesimal transformations of the Geroch
group. These transformations have the important property
of preserving asymptotic flatness of solutions. However,
in general no finite transformation of the Geroch group
which generates new stationary axially symmetric vacuum
solutions has been known until now. In this section, we
gain a deeper insight into the internal symmetries of the
field equations discussed in the previous section in the
name of hidden symmetry, and present a finite transformation
of the Geroch group as a Backlund transformation.
The field equations (4.3-2) are invariant under the
sl(2,JR) rotation (5.1-3). Particularly, we take the





3 Y t 0 (5.2.1)
Using the h -
91 -
we obtain the following lemma.
Lemma 5-2.1 If (f, ＼＼)) with f2 + *2 ^ 0 satisfies
the field equations (3-1.8) and (3.1-9), then (f, tJi')
defined by
f = y2f (f2 + *2




satisfies the same field equations.
have
(5.2.2)















new solution (f, i|j' ) of (3.1.8) and (3.1.9) is given by
(5.2.2). This proves the lemma. □
We call (5.2.2) the transformation y after the work
of Corrigan, Falrlie- Yates and Goddard [3]- They have
found a Backlund transformation of the SU(2) self-dual
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Yang-Mills equations in gauge theory. It is worth
mentioning that the transformation y is an involution:
y =identity. This transformation is an internal symmetry.
Next, we consider another internal symmetry of (3-1.8)
and (3.1-9). Let us recall the factrizations (3･1. *O and
(4.3-1). Then we have
Lemma 5.2.2. There is a mapping under which
Equations (3.1-5) and (3-1.6) transform to Equations
(3-1.8) and (3-1.9)j respectively 3







The proof is immediate by inspection. This operation
was introduced originally by Neugebauer and Kramer [18].
The metric coefficients f and to and the twist
potential ty are real functions of p and z, while the
mapping I defined by (5-2.3) transforms real potentials
to complex ones. Hence, it seems natural to treat ij; as
analytically continued function into complex space. We can
show
Lemma 5-2.3 Let (f. ＼b) be a solution of (3-1.8)
and (3.1.9). Then (f, i>' ) determined by
f' pf-＼
3p^' =-ipf 2
is also a solut'Lon.
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*J>, 8 zr =ipf"23 ≪ (5.2.4)
Proof. From the definition of the twist potential
(3.1.7), we have
3 u = - p f
2 V (5-2.5)
Suppose that (f, u) transforms to (pf , iif)') under
I. Then Equation (5-2.5) yields (5.2.4). This proves the
lemma. D
We refer to the transformation (5.2.4) as 0. It is
obvious from (5-2.4) that g is an involution: $ =
identity, within an integration constant.
We now define a oroduct transformation a:
a - 0 ° y (5.2.6)
with the parameter y in (5-2.1) equal to 1. Since B°Y
2
r y° B, a is not an involution: a ^identity, so that the
a will generate a series of non-trivial solutions (f, ip).
The operation of a is interpreted as a Backlund transfor-
mation and is given by the theorem which we now state.
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Theorem 5.2.4. The transformation a acts on an














3 U(f2 + *2
-1),
r1 }, (5.2.7)
where (f, ii') is another solution of (3-1-8) and (3-1-9)
Proof. By substituting (5.2.2) with y = 1 lnto
(5-2.4), we derive (5-2.7) immediately.
□
It should be noted that by applying a even times we
can obtain real potentials from real ones. The Backlund
transformation a is thought of as a finite transformation
of the Geroch group discussed in the previous section.
This is because the transformation a of (f, i>) can be
interpreted as a transformation of (f, to) through the
mapping I, and because, briefly speaking, the Geroch group
is a group acting on the matrix Q expressed in terms of
(f, u).
Soliton theoretic treatment has presented several types
of Backlund transformations for the Einstein equations.
Recently, the relationship between these Backlund transfor-
mations and the Geroch group is investigated by Cosgrove [4]
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He points out that the Backlund transformations proposed
in Harrison [7], Belinsky-Zakharov [2] and Section 4.1 are
menbers of the Geroch group, while the transformation given
in Neugebauer [16] includes the coordinate transformations
and lies outside the Geroch group.
5-3- New family of exact solutions
As for the systematic generation of exact solutions,
we call especial attention to the works of Kinnersley and
Chitre [14] and Neugebauer [17]- The former has derived
the Kerr-Tomimatsu-Sato family of asymptotic flat solutions.
The latter has developed the method for finding a multi-
soliton solution which describes a superposition of Kerr-
NUT solutions.
On the other hand, in gauge theory, Corrigan, Fairlie.
Yates and Goddard [3] have succeeded in integrating the
ansatze of Atiyah and Ward [lj, which yield the multi-
instanton solutions of SU(2) self-dual Yang-Mills equations.
As a consequence it is shown that the gauge potentials are
described by solutions of the four-dimensional Laplace
equation.




which relates the field equations to a single linear
differential equation. Then we show that there is a new
family of exact solutions being outside the works of
Kinnersley-Chitre [14] and Neugebauer [171- The resulting
solutions are described in terms of determinants.
We begin by introducing a function A by which one
can reduce the field equations (3-1-8) and (3.1-9) to a





A solution of (3.1.8) and (3.1.9) is
(5.3.1)





















respectively. This proves the theorem.
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As a consequence of Theorem 5.3.1, the stationary
axially symmetric Einstein equations are linearized via
the function A. We call a pair (f, 4>) given by
(3 A, 3 A) the ansatz P .
A similar situation is known for the case of Weyl's
family of static axially symmetric vacuum solutions ( see
[10] ). However, Weyl solutions take the form:
f = exp(29), i|i = 0,








These heuristic considerations suggest that we should
seek for a hierarchy of ansatze like P_ by using the
Backlund transformation a and the internal symmetries 8
and y We operate (f, ij;) of P? with the transforma-
tion 6- We mean by (f, tJ>') the transform of (f, ＼p)
under g. Substituting f=pf'~ and 3 f = 3 ty into the
z p
last equation of (5.2.4), we have 3 f' =i3 ^', which is
consistent with the second equation of (5-2.4). Therefore,
neglecting the integration constant, we obtain
f = ill;1
From this, we are allowed to write
(5.3.3)
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(f, ^') = (A -1, -iA 1) (5.3.4)
We call the pair (f, 4>') of solutions expressible by
(5.3-4) the ansatz P' We then have g: ?2 ■*■P[-
The variable A_ = An









)A0 = 0, (5.3.5)
then (f, ip) = (AQ 1, - iAQ
1) is a solution of (3.1.8) and
(3.1.9).
Proof. Let us substitute (f, ty)= (LQ L, - lkQ 1)


















respectively. This proves the lemma. D
Next, we define a new ansatz P' such that a:
P' -≫■P'. The ansatze P' and P' correspond to (f, ty)
and (f', ^') in (5.2.7), respectively. We then prove the
following proposition.
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Proposition 5 -3 -3 - The ansatz Pi is written as
n










3 A = p3 An





Proof. Substituting (5-3-1*) into (5-2.7), we have
f2(f2+*2)-1 = pAQ3
3 {^(f2 +^2)"1} ='p3zAQ,
z
{^(f2 + ^2) X} =- P3 AQ
Prom the definition (5.3-7), Equations (5.3-9) read
9 {ij;(f2 +ijj2)
X}
= - 3 Ax,
az{iKf2 + <J>2)
X} =-9zA1







By solving the algebraic equations (5-3-8) and (5-3-10),
we express the ansatz P'
completes the proof.
explicitely by (5-3.6). This
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We remark that the integrability condition for AQ
in (5.3-7) implies
Op2 - p-S + 3z2)Al - 0 (5.3.11)











are given by (5-3-5) and (5-3-7),
(5.3.12)
From the transformations a: PI ■> P-! and
$: P~ + P＼ together with a = 3 °y, the ansatz ?, is a
transform of Pi under y, that is, y: P＼ -*■P~. The
expression (5-3-6) together with (5-2.2) leads to (f, ty1)
- (pAqj A-,). This proves the corollary. D
We notice that (5-3.12) is consistent with (5-3.1).









3PA2 =-p3zAl> 9zA2 = p8pAl-2Al
Then we have for P~
Op2 - 3P"1 3
P
The expressions of P_
Proposition 5-3-5
























are given as follows.
By using A~, A-j and &~ the









































The proof is carried out in the same way as in
Proposition 5-3-3 and Corollary 5-3-^, though rather
complicated.
Proposition 5-3-5 suggests that we may express the
ansatze P-^ and Pj3 l> 4. using determinants with entries
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= - p3 zAr-l'
3zAr = P8pAr-l + 2(l-r)Ar_r
Then each A should satisfy a linear equation






Thus we have found out the hierarchy of P~ and P£,
which is shown in the following; diagram:
p





Here the bi-directed arrows < > and <^> indicate that
8
and y are involutions.
Finally, we notice that P7 and PL ( I: even ) are
real functions of p and z. On the other hand, P I and
Pi (I: odd ) give real metric coefficients (f, a)) by




In the previous section, we have presented a new
method of constructing a family of exact solutions to the
stationary axially symmetric Einstein equations. The
metric coefficients are expressed by the ratio of determi-
nants with entries characterized by the solutions of linear
differential equations In this section, we solve the
linear equations with the recursion relations, explicitely.
Then we give a new series of concrete solutions corre-
sponding to the ansatze P7 and P'.
For the simplest ansatz P.|, we use Lemma 5-3-2 to
derive a solution (f, ty). A special solution
AQ = R'＼ R = (p 2+(z-a)2)1/2, (5.4.1)
where a is a real constant, of the cylindrical Laplace
equation (5-3-5) gives a solution of (3-1-8) and (3-1-9) as
f = R, 1J1 = - iR. (5.4.2)
By the mapping I, the solution (5.4.2) yields real metric
coefficients
f = pR ~ u = R
We can easily determine the metric coefficient r appearing





which includes one parameter-
) - PR
-1
dt2 + 2pdt dd>,(5-4.3)
Next, we consider the ansatze P? and P^. Prom
(5.1.1), the recursion relations (5-3.7) and (5-3.17) are
integrated to give the variables A, and A2>
Al = {bR - (z - a)}R
l,
A2 = {R2 - 2b(z - c)R + (z - a)2 }R-1
(5.4.4)
3 (5.4.5)
where a, b, c IR. It can be proved, that A-. and A£
satisfy the linear equations (5-3-11) and (5.3-14),






are described in terms of the vari-
2 For example, the ansatz p_ gives




2 x i＼ 2+ Dp + (b - 1)(Z - a)
+ 2b(2z - a - c)R}R
1,




As the ansatze Pp and p' are real-
valued, the metric coefficients (f, oj) are complex-valued.
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To obtain real-valued ones (f, o>) from P~ or P~ we
have to apply the definition (3.1.7). Since this applica-
tion is equivalent to the transformation 8, the resulting
real metric coefficients coincide with those obtained






in the linear equation (5-3.5). Then we can derive for





X(P) + P 1 |^ X(P) +k2x(p) = 0 (5.4.8)
Therefore, it is known that a general solution of Equation
(5.^.8) is a linear combination of the Bessel function
JQ(kp) and the Neumann function N0(kp). If we start with
A_ given by (5.^-7), we would obtain other series of




FOR THE SELF-DUAL EQUATIONS
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Gauge theory is now accepted as a governing principle
in elementary particle physics, which was originated by
Yang and Mills [13] and has been called steady attention
of physicists and mathematicians. One of marked results
in the gauge theory is the discovery of instanton solutions.
These are finite action solutions of the four-dimensional
Euclidean Yang-Mills equations and can be regarded as
solitons in gauge fields. Recently, the soliton theory has
been applied to the Yang-Mills equations. Several Backlund
transformations which relate one solution to another are
proposed in [5, 6, 8, 10J. However, as they do not generate
solutions actually, these approaches are unsatisfactory for
developing the transformation theory of gauge fields.
The purpose of this chapter is to present three types
of Backlund transformations for the self-dual Yang-Mills
equations by means of the Riemann-Hilbert problem. In
Section 6.1, we review the useful formulation called the
R gauge- The field equations which we discuss take the
form of four-dimensional chiral field equations. A system
of Zakharov-Shabat linear equations is derived by the method
of prolongation in Section 6.2. We establish a transforma-
tion theorem by using the Riemann-Hilbert problem. In
Sections 6.3, 6.4 and 6.5, three types of Backlund transfor-
mations are considered as applications of the Riemann-
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Hilbert transformations.* The first transformation to be
proposed in Section 6.3 gives N-instanton solutions via
not analytic but algebraic calculations. The second to be
presented in Section 6.4 relates the Atiyah-Ward ansatze
to one another- The last transformation to be discussed
in Section 6.5 keeps the reality conditions of SU(P-) gauge
potentials.
6.1. Self-dual Yang-Mills gauge field equations
The dynamical variable in the Yang-Mills theory is a
gauge potential
B B (x)dxy, (6.1.1)
where the components B (x) take their values In the Lie
algebra g of a Lie group G called gauge group and
y=1. 2. 3, 4. The gauge field strength F is defined by
F = dB + BAB = ^F (x)dxy a dxv
with components
(6.1.2)
* Sections 6.3, 6.4 and 6.5 are mainly the results of the
collaborations with Lecturer Kimio UENO, Department of
Mathematics, Yokohama City University.
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Fyv(x) = ＼B^-＼＼ (x) + CB (x), B (x)]
In this chapter, we work on real and complexified flat
Euclidean spaces. Hence raising or lowing indices has no






The gauge transformation is defined as a smooth map
4
g: JR -≫■G and acts on the potentials and the field
strengths as follows:
B ･> B1 = gB g





Then it is clear that the Yang-Mills action
S[B] I
2 4 dxTr(FyvFyv
is invariant under the smooth gauge transformation.
We now state the Eular-Lagrangian equations for





The extreme of the action S[B] is found by usual calculus
of variation techniques to be




These second order nonlinear partial differential equations
for the gauge potentials B are called the Yang-Mills
equations. On the other hand, from the definition (6.1.2),
it follows that
D *F o, (6.1.7)
where the symbol * stands for Hodge's star operator in






where e are the completely antisymmetric tensors with
e-jPqii~ 1･ The identity (6.1.7) is known as the Bianchi
identity in gauge theory. If the gauge group G is U(l),
then the Yang-Mills equations (6.1.6) and the identity
(6.1.7) are reduced to well-known Maxwell's electromagnetic
field equations in vacuua.
Comparing (6.1.7) to the Yang-Mills equations (6.1.6)






automatically satisfy the Yang-Mills equations. These
first order nonlinear equations are referred to as the
self-dual (Yang-Mills) equati-ons. If some solutions B
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of (6.1.8) are anti-hermitian and trace-free nxn matrices
(that is, they belong to the Lie algebra su(n)), they are
called su(n) real gauge potentials.
In the subsequent discussion, we should rather treat
B to be analytically continued into the complex space 01
where xy are complex. Then B are complex gauge
potentials defined in ffi. This idea was first proposed by



















+ P - = 0,
zz '
o,
where complex gauge strengths are defined by
F
yz y Bz























Here D and D are GL(n, I) arbitrary matrix functions
°f (y> y> z, z). An important observation was made by
18, 10]. Let us define a GL(n, (C) matrix P by
P = DD .
The ramaininK field, equations (6.1.11) lead to
V3 y
p.p-1 + 9 (3-
z z
p.p-1 ) = o
(6.1.13)
(6.1.14)
For a solution P of (6.1.14), we may reconstruct gauge
potentials B through (6.1.12) and (6.1.13). Thus we are
left with Equations (6.1.14), a reduced form of the origi-
nal self-dual equations (6.1.8). We simply call (6.1.14)
the (GL(n, (C)) self-dual equations. If a solution P is
a positive definite hermitian matrix whose determinant is
equal to 1, the resulting gauge potentials are su{n) real
Conversely, if B are su(n) real gauge potentials, we
― t ―l u
can take D to be (D ) for real x , where t indi-
cates the hermitian conjugate. Therefore, P is a positive
unimodular hermitian matrix. We remark here that we can
obtain an SL(n, (E) solution from GL(n, ffi) solution
according to the following lemma.
Lemma 6.1.1
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Suppose P be a GL(n, E) solution
of (6.1.14) Then P' defined by
Pf = (det P)"1/n P
is an SL(n, (C) solution.
(6.1.15)
Proof. It is obvious that det P' =1. Using the
identity




p'-p' 1) + d








Yang [12] proposed gauge fixing for SL(2, 01) solution
P such that D and D are SL(2, 01) triangular matrices
f ]_
with D =D . This gauge called the R gauge , a fixed









D = $ L/ tL
P *
3 (6.1.16)
where <|> is real and p = p* for real xy. Then the real

















-4> 0 i / *~ -2p-＼
, b-= r1 z z h (6.1.17)
2PZ *z Z 0 -- /
where (j) = 9 <j> and so on.
y y
Incidentally, we may factrize P as
p = f
1 1 g I
e f2 + eg
substituting (6.1.18) into (6.1.14) we obtain
fDf " Vy " Vz + VF + ez^ = °'
f De - 2eyf-- 2ezf-= 0,
f Dg - 2g-f - 2g-fz = 0,
where D is a four-dimensional Laplacian: □






















-, / -f- -2e




The proof of (6.1.20) is straightforward through the
decomposition P=DD along with the use of (6.1.19)
Equations (6.1.19) are called the Yang equations.
Remark 6.1.2. The gauge potentials (6.1.17) and
(6.1.20) are related by a set of transformations




In the subsequent sections, we will consider three-types
of Backlund transformations to construct GL(n, 01) solu-
tions of the self-dual equations.
6.2. Riemann-Hilbert transformation
In Section 4.3, we have discussed the Riemann-Hilbert
transformation for three-dimensional Einstein equations.
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Along this line, we prove a transformation theorem for the
self-dual equations. First we derive a Zakharov-Shabat
system of inverse scattering formula by the method of
prolongation developed in Section 2.3- The self-dual
equations to be considered can be written ( see (6.1.14) )
as
3zAl + 9yA2 = °'
Ai = a^'P"1' Ag = SyP-P"1-
Then the identity ( zero curvature conditions )
8y Al " 8z A2 + [A1' V = °
should hold. Let us define a set of 4-forms
al = (dA Ady - dApAdz)AdyAdz,




Equations (6.2.1) and (6.2.2) can be expressed in terms of
the closed ideal spanned by a, and a_. To prolong the
ideal we define a 3-form by
_ 1




ApY dyAdzA(^~ dy - dz") (6.2.4)
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Here Y = Y(y, y, z, z;Z) is an n*n matrix and r, is a
complex parameter. By sectioning 0 onto the solutions
of (6.2.1) and (6.2.2), we have the following proposition.
Proposition 6.2.1 Let D,
differential operators :
Dl
-1-＼ + 3 ,







Then the compatibility condition of the linear differential
equations
D.YU) r1 A.YU), k = 1, 2, (6.2.6)
is equivalent to the self-dual equations (6.1.14).
Furthermore, if Y(c) is a fundamental solution
matrix of (6.2.6)_, analytic near £,= 0, then a solution P
of (6.1.14) is given by
P = Y(0) (6.2.7)
Proof. Since 9=0 on the solutions of (6.2.1) and




AY) Udy - dz) AdyAdz
D Y-C 1A Y)(?dz - dy)AdyAdz
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This proves the compatibility of (6.2.6). For the
remaining part of the theorem, by setting C = 0 in (6.2.6)
we immediately obtain (6.2.7). This completes the proof. Q
Equations (6.2.6) gives a Zakharov-Shabat system for
the self-dual equations ( see Chapter III ). Proposition
6.2.1 shows us that a transformation on fundamental solu-
tion matrices of (6.2.6) induces a transformation on solu-
tions of (6.1.14). This consideration allows us to set up
a transformation theory by making use of the Riemann-
Hilbert problem for (6.2.6).
We now state the Riemann-Hilbert transformation for
the self-dual equations. Let C be a closed analytic
curve in the complex c-place encircling the origin so that
a matrix Y(?) is analytic in C uC . Here C+ denotes
the inside of C, while the outside is written as C_.
Let us consider the Riemann-Hilbert problem of finding
matrices X+
C u C ,
(?) which are analytic and invertible in
respectively, and satisfy
X (?) = X U)H(C), ^eC,
and a normalization condition




The nxn matrix H(c) is defined by
hco = Ycouumo"1 (6.2.10)
and u(?)=u(y, y, z, z;cj) is a GL(n, ffi) matrix which
analytic in z;e C such that
DkuU) = 0.
We set variables w, w, and w_ :
w = z , w, = z-wy, w2 = y + wz.
(6.2.11)
(6.2.12)
The conditions (6.2.11) imply that u(c) is an arbitrary
function of w, w, and w?3 three of five independent
variables ( see also (4.3.26) ). It should be noted that
□ u(O 0
We assume that there is a pair of fundamental solution
matrices X+(z;) of the above Riemann-Hilbert problem. If
u(zj) is very close to unit matrix, this problem actually
has the solution. Let us define the nxn matrix
,X+(?)Y(C)
Y'(?) = |
A' = A, + 8 (3 X I _) ,







= A. - 3 (3 X I
n)2 z w -'w=0




The matrix Y'(r) is a fundamental
DkY'U) = ?
^Y'U),
k = l, 2 (6.2.15)
The n*n matrix P1 defined by P1 = Y'(0) is a solution
of. the setf-dual equations.
Proof. We follow the line of the proof of Theorem
4.3-4 in principle. Since u(c) is annihilated by the
operators D, , we obtain on C
AC
DkVx+ -1 + r1 X+AkX+-X = D^-X,"1 + c 1X_A,X_-1
from (6.2.6) and (6.2.13). We write X(c)=X+(c), ( resp.
X_(s) ), in C , ( resp. C_ ). These equations imply that
d xU)-x(e) -1 + r1 XU)A XU) 1
are rational functions of r,, and have a simple zero at
infinity. Using the Laurent expansions at infinity together
with (6.2.1*0. we have, after a calculation,
DkX(O+C XXU)Ak = C 1AkX(?)-
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We multiply these by Y(?) from the right, then we derive
(6.2.15) in C+. Since the compatibility condition of
(6.2.15) is also the self-dual equations, P' is a solution.
This completes the proof. D
The construction of the self-dual solutions through
the linear differential equations (6.2.6) is carried out by
the above theorem. We remark that if P and u(c) are
SL(n, I)-valued, the resulting P1 is also an SL(n, E)
solution of the self-dual equations.
6.3 Construction of instanton solutions
The Riemann-Hilbert transformation (6.2.13) is
completely characterized by u(C). In this section, we
consider the Riemann-Hilbert trans formation induced by
where
uU) = 1 +
a I
J





bj y - yj z - z.
= _'_ 5 ai=- - '
*°
1
= ~ - - '
y - y, J z - z, y - y,
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and 1 is the nxn unit matrix and




is an nxn constant
cr yr V V *j
are complex constants. Since K =0 and
a'(c-a.) = a.w(w, - z . + w y .) et al. , it follows that
J J J -*- J J
u(c)eSL(n, (C) and Dku(O=0, k = l, 2. We assume that
ay ej and r,. are mutually distinct and located in C
We have the following theorem.
Theorem 6.3-1 Let Y(O be a fundamental solution
matrix of (6.2.6). Then a solution matrix X (c;) of the











ave given by solving linear
(R-^3 ..-5 Rjj, S-^, ･･-, S^, T-^, ■･･, ^"n
(a'V(a ), ..., a^V(oN), b-JV(B-,), ･･
' ' 3 bNV(V> ciV<Si>≫ ･･･' CNVUN})
Here w ^w ^i<kjj<3
(ij )-minor block wf^5
(6.3.2)
(6.3.3)
is a 3nNx3nN matrix such that each































3i " 3j J
j'- "ir'-crV^j''





The matrices V and V are defined by
J













where Y stands for the derivative
of Y with respect to Z,
Proof. Assume that X (?) takes the form of (6.3-2)
with R. , sj and T.J
undetermined. Since X U) =




) 2, (C - B,)
2
and (? - c
R.V(a. = o3 s V(B
.) vanish. Then we
J
J> = 0> TJ
In addition, the residue of X


















(7; 1― + ^―J―)V(a
6i - aj ?1 - aj
J
3>










the first equation of (6.3.4) follows from (6.3-5) by
multiplying (6.3-5) by V(a
K2
j) from the right and by using
= 0. The remainding equations in (6.3-4) follow from
similar equations to (6.3-5) for C = 8
3
and z,. in the
same way. Equation (6.3-5) can be written as part of
(6.3.3). Thus the proof can be continued in this way. D
We obtain the solution X+(?) of the Riemann-Hilbert
problem associated with (6.3-1) by an elementary operation
in linear algebra. Now we call (6.2.13) with (6.3.1) the
algebraic Riemann-Hilbert transformation or the Backlund.
transformation.
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As an application of Theorem 6.3-1, we construct
't Hooft's N-instanton solution of SU(2) self-dual




1 < i < N-l, where















(r.) = 0. k = 1, 2 and g^
for any i. We discuss the Backlund transformation
associated with





K = , (6.3-6)
1 0 0 /
1< j <N. For a trivial solution Y'
(0) U) =1 of (6.2.6),











0<j<N-l. Here the solution Y^'U) of (6.2.6) is






denotes the Backlund transformation induced by
(r) . We have
Proposition 6.3.2






(?) gives a solution
Ky-y
J)(y-yj
) + (z - z )(z - z )
J J
1
of the self-dual equations (6.1.14).
＼
/
Proof. The proof is given by induction. First we
calculate Y1
(1)
(£). From Theorem 6.3-1, the Backlund
transformation induced by u
where X_x
y,(l) (?) = x(
































by the induction with respect to k. Suppose that we have
proved the k-th induction step. From Theorem 6.3-1 and



























This proves (6.3.9) for any k, l<k<N. We substitute
C = 0 into (6.3-9) with k = N to obtain from Proposition






By a le { , transformation
-1
0
we have a solution of the
5
SL(2, (C) self-dual equations
In the factrization (6.1.18), P







)(y - y,-) + (z - z )(z - z )
(6.3.10)
If a. are real and y. =y*s z . = z*, 1<j <N, f is real
J J J J J
and e = -g* for real xp. Then P is SU(1, 1)-valued,
so that the corresponding gauge fields have SU(1, 1) gauge
symmetry from the definition (6.1.13). The gauge poten-
tials are not real. However, the transformations (6.1.21)
give from e = f = -g the relation, by setting d>= f ,
py = 4 z' p = - <f>―,z vy' = <pZJ P- =- * . (6.3.11)
The ansatz <j>,p and p satisfying (6.3-11) implies that
p - p* and is called the 't Boo ft ansatz of SU(2) gauge
potentials ( see [9] )･ Providing that a. ejR, y. =y*3
3 3 3
z. =z* we obtain the 't Hooft N-instanton solution
3 J
N
= 1 + I





which satisfies the four-dimensional Laplace equation
Qcf>= 0- It should be noted that the 't Hooft ansatz
reduces the Lagrangian density (6.1.3) to
L =-|DD In <(>. (6.3.13)
We insert (6.3.12) into (6.3.13) and integrate over four-
dimensional Euclidean space. By excluding the singular-
ities in (6.3-12) from the region of integration and using
Gauss' divergence theorem, we can show that
S[B] = 8tt2N, N = 1, 2, ... . (6.3.12*)
Thus the instanton solution (6.3-12) gives a finite action.
This solution has 5N arbitrary parameters. We can inter-
prete them as the positions and scales of each single
instanton. We remark that N-instanton solution which
leads to (6.3-1^) can include 8N - 3 arbitrary parameters.
This complete instanton solution is realized in the Atiyah-
Drinfeld-Hitchin-Manin construction [1].
6.4 Atiyah-Ward ansatze
As an application of the Riemann-Hilbert transformation
(6.2.13), we consider the second Backlund transformation
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which relates the Atiyah-Ward ansatze to one another. We
start with a review of the Atiyah-Ward ansatze. For
generating instanton solutions of the SU(2) self-dual
equations, Ward [11J and Atiyah-Ward [2] proposed an
analytic vector bundle of rank 2 on IP"1, the three-




T(y, y, z, z; C) = M
1 0 ?N /
re N is an integer not less than 1, and
o = ^(y5 y3 z3 z; O satisfies





















(z;) are matrix functions analytic
and £ =0, respectively, one obtains
U) Y
(±)
ur1 =- (Bv + rx Bz>>
(?) Y(±) ur1 = (bz-c1b-), (6.4.4)
where B's are independent of T,. The compatibility
condition of (6.4.M for Y
(±)
(?) is equivalent to the
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self-dual equations (6.1.10) and (6.1.11). Consequently,
B's become self-dual potentials. Atlyah and Ward claimed
the decomposition (6.4.3) yields M-instanton solution. The
self-dual solutions B's and hence P given by the
transition matrix T(?) with N are referred to as the
Atiyah-Wavd ansatz A . The ansatz A± gives the 't Hooft
ansatz which satisfies (6.3-11)･
Remark 6.4.1 The fundamental solution matrix Y(l)
of (6.2.6) is related to Y
(±)
(c) by the formula
YU) = Y^^-o)"1 Y( + )(C)
Then the solution PN
(6.4.5)
of the self-dual equations corre
sponding to the ansatz A~ is given by
PN = Y^C-r1 Y( + )(0). (6.4.6)
Making this approach further, Corrigan, Fairlie, Yates
and Goddard [6] succeeded in giving an explicit expression











3-A = - 3 A
z n
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y n-1' y n z n-1'
(6.4.8)
satisfies the Laplace equation D A =0. In our
notation, their results are stated as follows: Let Pw
= (PN,ij ), i,,]=l, 2 and let D(m) be
A







-n+1 Am-n+2 "'* Am+1
m+n











= (-1)N+1D(O) / D(0)







Corrigan et al. derived the solution PM in the factri-
zation (6.1.18) by applying their Backlund transformations.



















Since the superscripts of P^ indicate that the entries
Of D<≫> are shifted by m, P^m) = (p^m?-) is a solution
of the self-dual equations (6.1.14) and especially
N N






belongs to a generalized.
In the following discussion, we
apply the Riemann-Hilbert transformation to derive PN
from the f' Hooft ansatz P
(0)
1
Let Y(c) be a fundamental solution matrix of (6.2.6)














Let Y'CO be the resulting fundamental solution matrix
Y'(O = X_(?)Y(?)u(O"1 (6.4.13)
Denote Y
n
and Y' be the coefficients of the Taylor








We assume that the multiplier matrix X (£) takes the form
X_U) = 1 + C 1R (6.4.15)






(RY1E2 + Y0E 2)+YlE2






The condition that the coefficients of C and c in
the above expansion should vanish determines the 2><2 matrix
R. Then the elements of Y'(c) is given by Y(c)
directly. Summarizing these discussions, we prove
Proposition 6.4.2. Let us set
T = y0,12yl,22 " yl,12y0522"
Then the matrix R of (6.4.15) is qivsn by
(6.4.16)
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I ( )2, y0,12y0,22 "ly0312J
r = x"1 . (6.4.17)
＼(y0,22) -y0,12y0,22/
The elements y' . . of Y1 ave expressed as follows :
yO,ll T y0,123
yA,n = yn-i5n + T"1yoJi2(yo,22yn,ii
-yO,12*11,21>^
y0.21 T y0,22J
yA,21 = yn-l,21 + T" y0,22(y0322yn3ll
" y0312yn321)5
yA-i,i2 = ynji2 + T y0,12(y0,22yn+l,12
y0,12yn+l522') '




The proof is given by direct calculation. The Riemann-
Hilbert transformation: Y ->-Y' , induced by (6.4.12), is
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referred to as the Backlund transformation
Let Y
(1)
(c) be a fundamental solution matrix corre-
sponding to the ansatz A^ '
immediately the solution Y
Lemma 6.4.3 Let Y
Following [6], we obtain
(1)
(O
(1)=(y(1?.) he the coeffi-



















y(1) - l y(1) - o
yl,ll ' yn+2.11


























where a$- y& = ad - be = 1 and a, 6, y, 6 are analytic
except at C=°°3while a, b, c, d are analytic except at
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C=0. The expansion (6.4.7) determines these elements
under suitable gauge fixing. Then we derive form (6.4.5)
{1, I d(≫) -b(≪)＼ fa(c) P(C) '
YU)(C) =
＼-c(≪) a(≫)/ ＼yU) ≪(?)
This gives (6.5-19) in effect.
From Lemma 6.4-3, we have for ? = 0 the self-dual




which is gauge equivalent to P, = Yq
(6.1.18) gives
e
A-l> f = A g=-A
Then the condition (6.5-9) implies
3
The factorization
fy Sz> fz " V fy ez' fz ey




to the 't Hooft ansatz (6.3-11)- In the next stage, we
apply the Riemann-Hilbert transformation induced by (6.4.12)
to the solution Y (£) corresponding to the ansatz A^: .







U) = u(c)° Y
(N)
(?), N>1 (6.4.20)
Here u(c)° denote the Backlund transformation induced by
(6.4.12). From the assumption, Y
(N)
are analytic near
£=0. In general, the coefficients of the Taylor expansion
of Y
(N)
can be expressed as the ratio of determinants
with entries composed of {A }. We have indeed the main
theorem in this section.
Theorem 6.4.4. Let Y(N)=(y(N?.























AN-2 "' A2N-n-3 A2N-n-2 A2N-n-l "' A2N-2
(N)











































is defined by (6.4.10), and the symbol
denotes that the designated column is got rid of
Before proceeding the proof, we prepare the following
lemmas i.n linear algebra.
D(
Ll
Lemma 6.4.5. ([71) Let M be an nxn matrix and.
... ir
k, . . . k
1 r
)
a minor determinant defined by striking out
the ＼-,-th,...j the i -th vows and the k-.-th, ･･･, the
k -th columns of M. Then
|M|-D(JJ) = D(j)D(J) - D(i)D(£)
holds for i < j , k < I .
(6.4.26)
Lemma 6.^.6. The following identity holds for
1 < n < M+l :
1a ...



























aN 1･･ ･aNN-n aNN-n+l aNN-n+2- ''aNN+l
Lemma 6.4.6 follows from Lemma 6.4.5. Now we give
Proof of Theorem 6.4.4. We prove only (6.4.24),
because the remainding equations (6.4. 22, 23, 25) can be
proved in the same way. The proof is given by induction
with respect to N. Suppose the l-th induction step where
N=I has been accomplished. Let us introduce x by
t = y(N) y(N)
N l/0,12yl,22


















































We proceed to the proof of (6.4.24) with N=£+l. Using
Proposition 6.4.2, y 13 can be expressed as follows:
yU+1) =
yn,12 yn+l,12 Tl y0,12
(6.4.31)
Inserting (6.4.24) with N=Z, and (6.4.30) with n -≫■n+2
into the right-hand side of (6.4.31), we derive






















Prom Lemma 6.4.5, we have (6.4.24) with 11=1+1. This
completes the proof.
(N)The fundamental solution matrix Y (c) given by
Theorem 6.4.4 yields a solution of the SL(2, (E) self-
dual equations (6.1.14) as p'N) =Y^N) = (y£N].), where
each element is written as




UN-1 ' UN-1 '
(N) = ( }N+1
(N-l)/ (N-l)
y0,21 ^ L) UN-2 / UN-1 '
y(N> = (_l)N+1D(N-1) / D(:I"1}
y0,12 <■ L) UN / UN-1 '
y<N) = (_1)ND(N) / D(N"1}
y0,22 ^ L) UN-1 / UN-1
D
(6.4.32)
Remark 6.4.7. Comparing (6.4.32) with P/;, given






->i0) and P (N) _ p(N-l) are
,(0) and A^-L), respec-corresponding to the ansatze A
tively. Under the successive Riemann-Hilbert transfor-
mations (6.4.20) from N=l to N = I we have thus







As we have mentioned in Section 6.1, if a solution P
of the self-dual equations (6.1.14) is a positive definite
SL(n, I) hermitian matrix for real x , then the corre-
sponding gauge potentials are real. Therefore, on physical
grounds it is important to establish the transformation
theory which keeps these reality conditions.
In this section, we discuss a degenerate ( i.e., u(c)
= 1 ) Riemann-Hilbert transformation preserves the
hermiticity of GL(n, JC) self-dual solutions. Belavin and
Zahkarov [3] studies such a degenerate transformation to
construct 't Hooft's instanton solutions. However, they
treated SL{2, (C) case only. We also consider the posi-
tivity of our resulting solutions.
We work on the real Euclidean space determined by
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y = y* and z = z*. Let Y(?) be a fundamental solution
matrix of (6.2.6) and P = Y(0) be hermitian on the real
Euclidean space. The degenerate Riemann-Hilbert transfor-
mation which we discuss takes the form
Y'U) = G(?)Y(C), (6.5.1)
where G(c) = G(y, y*, z, z*; z,) is rational in £ and is
required to satisfy a normalization condition
G(≫) = 1 (6.5.2)
We refer to the Backlund transformation (2.2.6) for the
sine-Gordon equation. This type of transformation is based
upon the idea proposed by Zakharov and Mikhailov [14] and
Belinski and Zakharov [*!] in the study of two-dimensional
field equations. First we look for a condition under which
the solution given by
P1 = Y1(0) (6.5-3)
continues to be herntitian. The hermiticity of P1 imposed
a restriction on the analytical property of G(c) in the
complex C-plane. We show the following proposition.
Proposition 6.5-1 Let P = Y(O) be herm-itian. If
―1 -
G(c)PG(-£* )' is independent of ~c,} then one obtains for
P1 =Y1(0)
146 -
P1 = G(C) P G(-C* 1) + , P' = PI
+
(6.5.4)
Proof. Prom the assumption of the proposition, we
have for r,= 0
G(C) P G(-C* l
t
= G(0) P G(°°)
+
Since G(°°)=1 and P1 =G(O)P, we prove the first asser-
tion of (6. 5･M ･ Similarly we obtain for £= °°
G(O P G(-c*"X)+ = G(≫) PG(0)
+ .
Prom G(°°)= 1, P = G(O)P and P = P+, we prove P' = P'f
This completes the proof. □
Let us consider the degenerate Riemann-Hilbert trans-
formation associated with
Ni K.
G(C) = J + I TJLF- +
+





+ z - ?y
^_













-y - CZj+N2 j+N2
3 (6.5.6)
where t., y. and z. are constants, where matrices K.3
J J J J
L3 and M.J




We assume that ?.,-£*
1,




J J J J J J
(6.5.7)
are
mutually distinct. From the proof of Theorem 2.2.2 in
Chapter II, we have
Proposition 6.5-2 We substutute Y'(^) given by
(6-5-1) with (6.5-6) -into the linear equations
to derive
DjJ'CO-Y'U)"1:: DkG(O-G(O~1 + C~1G(?)AkG(c)"1
If DkY' (?) -Y'(?)~1J k = l, 2, are analytic at the poles of
G and G
1,
r, . ,-?* X, a., -a* l, 8. and -8*
1, rten
the
transformation (6.5-1) actually gives a solution P' =Y'(0)












and 3. must vanish, K.,
are degenerate matrices. We assume that these















U. and V. are n-dimensional
J J
denotes the transpose of Q.




Using the condition given in Propositions 6.5-1 and 6=5-2,
we have the following main theorem.
Theorem 6.5-3- Suppose we have G(c)
(6=5.6) with (6.5-8). Let us define Q., R.
u J














are column vectors such that
)qj=Dk(a ,)rJ=Dk(6 j
0 (6.5.11)
Eere the differential operators are -introduced by
Dl(c.rV1 9z + V D2U
j>-vVv
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and so on. Set Q＼ as the complex conjugate vector of
J
Q.. And we define T U. and V. by
V X-, , . . . , V u ..., UN' ' " ･ ≫
= (PQ*, ..., PQ*, PR*, ..
PRS PS* PS**)
V ･･' VN )z
(6.5-12)
Here Z=(Z(lj)), lsi,j<3, is the 3i^i + N2 + N3) x3(N, + N,
+ N3) matrix whose (l,j)-block Z^1J'
*
= ( Z^J* )), l^k^N-,,















Then P' =G(O)P is a hermitian solution of the GL(n, E)
self-dual equations.
Proof. To begin with, let us consider the condition
of Proposition 6.5-2 that
D GU)-GU) X + C 1G(OAkG(U 1,





)"1 + ?"1K.A.G(? )~l = 0. (6.5.13)









Then we see a sufficient condition for (6.5.13) is given by
Dk(?1) s + 'i ~l tO A -








Comparing (6.5-14) with (6.5-15), we see that the Q.
J
defined by the first equation of (6.5.10) meets the suffi-
cient condition (6.5-1*0. The R. and S. defined by the
J J
second and third equations of (6 =5･10 ), respectively, meet
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of D G-G -1
it
+ c
We turn to (6.5-12) .
-w1
The condition of Proposition
5.1 is satisfied if G(r)PG(-c*
-c
Res
and - 3f X
J
-1) I is analytic at
To see this we set
GU)PG(-C*~X)+ = G(-Cf"1)PK !
J J
G(-a* 1)PL.+ = GC-B*"1)?]^.' = 0,
J ty J J
o,
(6.5-16)
respectively. If Equations (6.5.16) hold, G(c)PG(-c*
is consequently analytic at z,= z,., a., 8. because P
J J J










tVQ! ?2 tRkPQ≪･ j T + y * j





The second and the third equations of (6.5-16) also give
rise to similar equations as the above. Then we obtain
(6.5.12) with (6.5.13). Thus Proposition 6.5-1 gurantees
that P1 given by (6.5-^) is hermitian.
DkG-G
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To accomplish the proof, we have to show that
"1 + ?~1GAkG"1 are analytic at £= - Cj~ , - 01*" ,
B* X
J
( see Proposition 6.5-2 ). For this purpose, we
prepare the following lemma




-1 G(?)A G(O 1,






) is analytic at £ = £.,-£* , a., -a? ,
J J J J
then E. ( £) are analytic at Z, = - C* , - a4?
^ ,1 ,]
Proof of Lemma 6.5.4. Multiplying Ek^) by pI
G(c)PG(-Cs~1)+, we obtain




k=l,2, where 3T p = 3~ p and 8p-P = 3-P . On the other
hand, operating on P1 with D, , we have









Equations (6.5-17) and (6.5.18) give





where 9 P = 3 P and 3~
(6.5-19)
P= -8 P. From the assumption,
E,(OP' is analytic at r,= z,., a. and B.. Let us take
K J J J
the hermitian conjugate of (6.5-19) with k = l and replace
c, by - £* . From P = P' , we see that




is analytic at ? = -?* , - a* and - 0* ~, where
J J J
Then E~
DI(-c≫-V(tl X3 + 3-) I = CDO
U)P' of (6.5.17) with k=2 is analytic at
C = - £* , - a* and - 0* . We can prove also the
J J J
regularity of E (c)P' of (6.5-17) with k = l by the same
manner- This proves the lemma. □
Making use of results given in Lemma 6.5-^, we
conclude that each E^^) 'nas a simple pole at ? = 0
Hence we can take E,
DkY
(r) to be £
'(?)=? XA£
A,". Mow we have
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and therefore from the compatibility condition A£ can be
put in the form
k[ = 3-P1 -P'
l,
A£ = 3-P1 -P1
1,
where P' is given by P' =G(O)P. Thus P1 becomes a
solution of the GL(n, I) self-dual equations. This
completes the proof of Theorem 6.5.3.
Finally we discuss the positivity of the resulting
solution P' We restrict ourselves to the case n = 2.
Since the coefficient matrices K.3








L. and M. in G(C)
J J






Due to this, detP and detP' are of the same sign when
Ni + N2 + N3 is even, but not so are they when Ni + N2 + N3
is odd. Then if P is positive definite, P' is definite,
positive or negative, when Ni +N2 +N3 is even. On the
contrary, the odd transformation (6.5-1), where N1+N2+N3
is odd, violates the positivity of solutions.
CHAPTER VII
SYMMETRIES OF THE SELF-DUAL EQUATIONS
156 -
Over the past decate, considerable progress has been
made in understanding the symmetry of nonlinear fields.
Indeed, for the stationary axially symmetric gravitational
fields, Geroch [5] showed that the Ehlers transformation
can be employed to construct an infinite-dimensional
transformation group called the Geroch group ( see Section
5-1 )･ Kinnersley and Chitre [7, 8] gave a useful expres-
sion of the infinitesimal transformations of the Geroch
group. The existence of such transformation group is
essentially due to the Ehlers transformation and the
duality of the factrization ( see (3-1.4) and (4.3.1) ).
It is of great interest to generalize the Geroch,
Kinnersley and Chitre formalism to other field equations,
especially in four-dimensional space. Recently, Maison [91
has showed that stationary Jordan's equations in five-
dimensional unified theory admit an Ehlers-type transfor-
mation. He also has derived Noether currents with respect
to the transformation.
The first purpose of this chapter is to propose an
Ehlers-type transformation for SL(2, ffi) self-dual
equations of SU{2) Yang-Mills gauge fields in four-
dimensional Euclidean space. Noether currents are given
for the 't Hooft ansatz.
Using the Ehlers-type transformation and a factrization
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dual to Yang's R gauge [13], we derive three independent
infinitesimal transformations for SL(2, fC) self-dual
equations, which are analogous to the Kinnersley-Chitre
transformations of the Geroch group. This is the second
purpose of the chapter -
As was mentioned in Section 5-1, the infinitesimal
transformations of the Geroch group form the infinite-
dimensional Lie algebra sl(2, TR) RIR[C, r,~ ] which is
called the symmetry algebra of the stationary axially
symmetric Einstein equations. Recently, symmetry algebras
acting on the other nonlinear field equations have been
investigated from the viewpoints of variational calculus
[2] and the Riemann-Hilbert problem [12]. The interrela-
tion of these methods will be studied in Section 8.3- The
third purpose is to present an infinite number of symmetries
and a symmetry algebra of the GL(n, ffi) self-dual equations
In Section 7-1, an Ehlers-type transformation group H
is introduced through the SU(2) R gauge factrization.
We propose a SU(1,1) factrization dual to the R gauge.
In Section 7-2, first the infinitesimal transformation
generated by the group H is given so as to act on the
factors in the SU(1,1) factrization. Next we consider
the second symmetry group G. Then the products of H and
G yield other two independent infinitesimal transforma-
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tions. In Section 7.3, an infinite number of nonlocal
symmetries of the self-dual equations is presented by
making use of the Zakharov-Shabat system ( see (6.2.6) )
Finally, in Section 7.4, we discuss the infinitesimal
Riemann-Hilbert transformations* The resulting infini-
tesimal transformation group is isomorphic to the Lie
algebra gl(n, Dalfw, w~ , w, , w?j.
7.1 Ehlers-type transformation
Ehlers [3] discovered a surprising transformation for
the stationary vacuum gravitational fields. The transfor-
mation called the Ehlers SL(2, M) rotation give rise to
a one-parameter family of physically different solutions
from any stationary solution. In this section, we present
Ehlers-type transformation which may form a Geroch-like
transformation group.
By analytic continuation of gauge potentials into the
complex space (E , the SU{2) self-dual Yang-Mills equa-
tions *Fyv = Fuv
*
are written as






O-P.P-1 ) = o, (7.1-1)
― ― 4
here (y, y, z, z)s(E and P e SL{2, (E), ( see Section 6.1 )
These equations are called the SL(2, £C) self-dual equa-
tions. If a solution P is positive definite and
hermitian, SU(2) real gauge fields are derived from P.
















The self-dual equation (7-1.1) are written out from (7.1-3)
as well as (7-1-2) to be the Yang equations
fnf-fyf--Vz + Vy + ezgz = °-
fDe-2eyf--2ezf- = 0,
fDg-2g-f -2g-fz = 0,
(7.1.4)
(7.1.5)
where D = 3 3-+ 3 3-. The factrization (7.1.2) is the R
gauge (6.1.18), while (7-1 -3) is a new factrization.
Let h be an SL(2, (C) constant matrix. The it is
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obvious that the self-dual equations (7-1.1) are invariant
under the transformation
h: P -≫■hPh . (7.1.6)
We call this transformation group group H after the work of
Kinnersley and Chitre [7, 8] on two-dimensional gravita-
tional fields. Denote the generators of group H by
hU)
1 A






where X is a complex parameter. It should be noted, that




























2 + eg). The actions (7.1.8)
are a gauge transformation and a scale transformation,
respectively. The action (7.1.7) induced from h (X) is
3.
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analogous to the Ehlers transformation (5.1.4) in the
general relativity.
The simplest instanton solution of the SU(2) self-
dual equations is given by
e = f = _g = yy + zz
1 + yy + zz
( see (6.3-10) ). The Ehlers-type transformation h
yields from the above the solution
e = f = -g =
1 + yy + zz + (A - A*)(yy + zz)
a<*>
which violates the reality of gauge potentials.
The Yang equations (7-1.1*) and (7.1.5) are the Euler
equations for the variational problem with the Lagrangian
density
L = -^-( f f- + f f- + e g- + e g-)
f2v
y y z z y&y z&z'
The change in L under the infinitesimal Ehlers-type
transformation is not equal to zero except for the case of
e = g and X = A*. This corresponds to the well-known














f, e =3 e, a= y, y, z, z and 5af and &Re




9 J + 9 J = 0
y y z z
3-J- + 3-J- = 0
y y z z
(7.1.10)
can be verified with the help of the Yang equations. Thus
the functions J play the role of Noether currents with
respect to the Ehlers-type transformation.
Next, we introduce a factrization dual to the R gauge
(7-1.2). It is not difficult to prove that the field
equations (7-1.5) imply the existence of new dependent
variables e = E(y,y, z, z) and < = <(y , y, z, z)
satisfying




Therefore it is shown that e, f and k satisfy the
following system:
f[]f-fyf-- fzf--f eyK--f ezK- = 0, (7.1.12)
fDe + 2eyf-+2ezf-= 0,
fDg+2Kyf-+2Kzf-= 0 (7.1.13)
Let Q = Q(y, y5
≪ = ? .2
z> z)
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be a unimodular matrix defined by
+ f2£K
(7.1.1^)




Q-Q"1 ) + 3z <3?







Q-Q X ) = o (7-1.15)











which transforms the system (7-1.12) and (7-1-13) to the
Yang equations (7-1.4) and (7-1-5).
We call (7.1.14) the dual faetvization of the R gauge.
Since the reality condition e = g* for the R gauge turns




First, we consider the Ehlers-type transformation for
the dual factrization (7.1.14). Let us introduce the matrix
functions $ and f determined by











<F =aF-＼ p, (7.2.1)
where * = ( <jk ), ＼= (^ ), a = (e ), 1, j = 1,2 and e±^
are the skew-symmetric tensors with e,2 = J-- Using the
action (7.1-7), we can prove that $ and ＼ are subject
to change under the transformation h (A) asa
h (A) :$ ■* $ +
a.
h (A) :＼ ->■＼ +













Here we have neglected the Integration constants. Then we
have
Lemma 7-2.1 Under the transformation h ( X)., the
3.
functions e and k are trans formed as
h (A) :e - e + X*4> 2
+ A<j>21+ | X | 24>
(7.2.5)





Proof. From (7.1-7) and (7-2.1), we obtain
5 9z*ll ="f"V
(7.2.3)
9-iK =_f^e , 3-iK = f ce .y vll z3 z rll y
These equations with (7.1.11) imply <f> =e and ip,-,= ic
Hence the actions (7-2.2) give (7.2.3). This proves the
lemma.
Let 0 and Q, be 2x2 matrices determined by
3-n
where 0 = ( 6
we see 9
= -oQ X3 Q,
ij>
3 6 = 9-Q-Q
lo
,
3- fl = oQ
X




). From these definitions,
, ,= e and co-,-,= g. it is not difficult to prove
Lemma 7.2.2 The algebraic relations
$12 = t21, *12 = *21' 912 = Q
<P12 + 6l2 = e£j> ^12 + W12 = gl<
21' W12 = a)21'
hold.
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We have not succeeded in expressing §^2 anc* ^22 "*"n
terms of P, Q. 9 or Q.. This does not prevent us from





The Ehlers-tyve trans formation
h (A) makes an infinitesimal change in Q as follows:
h (A): Q - Q - 6 Q,
d d.
6aqll = (Xe11 + X≫Ull)q11,
5aq12 = (X + X*)a)12qi;L + X(911 - a)i:L)q12,
6aq21 = (X + X*)912qll " X*(611 " (J°11)Q213
6aq22 = (A + A*^ei2q12 +tJ°12q21)" (X*911 + Aull)q22
(x - x*)(en -u>ll^ll1' (7.2.6)
where A is considered as an infinitesimal parameter-
Proof. Using Lemmas 7-2.1 and 7.2.2, we derive for
the infinitesimal parameter X
haU):e -> e + (A + X*)cf.12 = e + (X + A*) (eG^ - 6 ) ,
h (X):f - f - (Xe + X*g)f = f- (X8 , + X*w )f,
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h (X) :k ■*k + (X + X*)<KO = k + (X + A*)(ku>, . - uno)
These give the infinitesimal transformation (7.2.6). D
In Section 7.1 we have considered an SL(2, (C) rota-
tion group H for the self-dual equations (7-1-1) . In
similar manner, we can work with an SL{2, 5C) rotation
group for the self-dual equations (7-1.15)- We call it
group G, especially. The group G plays the same role as
KInnersley's G group [8] for the gravitational fields. His
group describes SL(2, M) covariance under the coordinate
transformations, and corresponds to the external symmetry
of the Einstein equations, compared with the internal or
hidden symmetry (5-1-3)･ We write the action and generators













Next, we consider the combination of group G with




where I is the mapoing I: Q ■*P defined by (7-1-16).
When h
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(X)eH is assigned, the composition (7.2.8) is
most interenting. If g1=1e G is taken, the infinitesimal
transformation g ~lol"~loh (X)°I°g-[ reduces to (7-2.6)._L 3. J-
Here and in the sequel, X is the infinitesimal parameter.
For simplicity, we set
W = sl~l0 I"1°haUl) °X° Sl (7.2.9)
Other infinitesimal transformations independent of K,(X)



















x ) °g3"10 i
x
) ° I ° e








We restrict ourselves to the case of A, = A* k=l, 2, 3-
Making use of calculation performed in Proposition 7-2.3,
we have
Proposition 7-2.4 Let 6 pQ and 6 -,Q be the
infinitesimal changes in Q under the transformations
K2
th
























-u>22)q +26 q },
X2{(922 - <≫>22)q21 + 2w q },





It is now clear that the





(A-j). The actions of K,,
on G and Q are also obtained. Then it is
possible to apply K,, K? and K_ to Q successively
This suggests that there exists an infinite-dimensional
transformation group which is written formally as
{SL(2, £) xs£(2, V)V*SL(2, E)r,}x{ }*...
A similar transformation group called the Geroch group has
been known for the gravitational fields. The Geroch group
is a cowerful tool to. generate stationary axially svmp.etric
Yn+1'
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vacuum solutions. In this sense, the above Geroch-like
i
group is important for the study of gauge fields. Porgacs,
Horvath and Palla [4] recently have pointed out the
existence of a similar infinite-dimensional group without
giving explicite representations.
7-3 Nonlocal symmetries
An infinite number of nonlocal symmetries emerges in
consequence of the infinite-dimensional transformation
group discussed in Section 7-2. Let us recall the
Zakharov-Shabat system (6.2.6) for the self-dual equations:








where Y(?) is a nxn matrix function of (y3y, z, z) ,
analytic near ?=0. Expanding Y(?) into a power series
Y(C) = I
n=0
we have the recursion relations
3-Y , t
+ 3 Y = 3-




3-Y ,,- 3 Y = 3-P-P"1
y n+1 z n y












-1V = ° (7-3.1)
Pohlmeyer [11] has derived slightly different nonlocal
conservation laws.
Now we define an nxn matrix S(c) by
S(C) = Y(e)VU)Y(O, (7.3-5)
where V(c) is assumed to satisfy D,V(£)=O, k = 1, 2
with D. defined by (6.2.5), and V(0) is very close to










These coefficients give nonlocal symmetries of the self-
dual equations. To show this we consider the infinitesimal
trans formation
A: P -* P + AP, (7-3.7)
where A = A(y,
prove
y, z, z) is an nxn matrix close to zero. We
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Lemma 7-3-1. If A satisfies the equation
DA = [9-P-p-＼ 8VAJ + [3-P-P~＼ 9ZAJ, (7.3-8)
then A gives a symmetru of the self-dual equations.
The proof of this lemma is given by the same way as
in Lemma 4.3.1. We have the following: proposition.
Proposition 7-3.2. Every S
tries of the self-dual equations.
gives nonlocal symme-
Proof. From (7.3.1) and (7.3-5) it follows that
(3- + ?3
z y
)S(O = [3-P-P ", S(C)]S
£1
(3- - ?3 )S(O = C3-P-P , S(?)]





3-S , . - 3 S = [3-P-P , S _L, ]
y n+1 z n y ' n+1
(7.3-10)
(7.3.11)
=PV(O)P . The integrability condition with
respect to S gives (7.3-8) of Lemma 7-3.1 for A = S
n
This proves the proposition.
Remark 7-3.3
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The generating function S(£) of
symmetries is related to H(C) which appeared in the
Riemann-Hilbert problem (6.2.8) by
s(c) = HU) - l,
if S(e) is analytic near £= 0
(7.3-12)
Hence, it is also possible to give a systematic treat-
ment of the nonlocal symmetries by the use of infinitesimal
Riemann-Hilbert transformations. We discuss this problem
in the subsequent section.
7.4 Symmetry algebra
Hauser and Ernst [6] have exponentiated all of the
Kinnersley-Chltre infinitesimal transformations of the
Geroch group by means of the Riemann-Hilbert problem.
Following their method, recently Ueno [12J has shown that
the affine Lie algebras su(n)<s M[r,, £~ ], so(n)≪ JR[?, ?~~1
act on solutions of SU(n), SO(n) chiral field equations,
respectively.
In this section, we consider the infinitesimal
Riemann-Hilbert transformations to construct the symmetry
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algebra of the GL(n, ffi) self-dual equations. We have
already proved Treorem 6.2.2 about transformations on
solutions. Let us put the Riemann-Hilbert problem (6.2.8)
and (6.2.9) into the Fredholm integral equation ( see [10J )
Y'U) - (Y' o K)(C) = Y(c)u(?) ,
where the integral operator K is defined by




) -uUMYUT^COuU) l}, c c
If u(c) is very close to unit matrix, the solution of
(7.4.1) actually gives the solution of the Riemann-Hilbert
problem, and consequently yields the Riemann-Hilbert trans-
formation: Y -> Y1 . Let us consider an infinitesimal trans-
formation defined through (7-4.1). Assume that u(c) is
of the form
u(£) = e xp v ( ? ), (7.4.2)
where v(?) is very close to zero. Then, solving (7-4.1)
by the Neumann expansion, we see that Y'(O equals approx-
imately
Y'U) * Y(c)u(r) l + (Yu oK)(?)
are








Here we neglect the terms of higher order in v(C). Since
the integrand is analytic at C = £', the variable c, can











7TT7Y(C')v(?'), Ze C +
de1
V -
c YiV )v(c≫ )
d^'YCOvCOGC?, ?'), (7.4.3)
for r,£C+ , where G(£, C) is difined by
G(C, V) = ^-^-{YCO^YCO -1}.
By the superscript n, m etc. in parenthsis we indicate the





From (7.4.3). we see that the coefficients Y
(n)
176 -
infinitesimally transformed by the Riemann-Hilbert trans-




















We call (7-^.4) the infinitesimal Riemann-Eilbert transfor-




Y(0)~1Y(?) = P"XY(C) = I Y(n)
n=0












defined by (5.1.13), and may be called potentials. The
following lemma is crucial in our procedure.
Lemma 7-^-l. The potentials G ' ■infinitesi.-














































On the other hand, by the definition (7-^-6), we obtain
3(0,n)
1 j
~(m+l,n) = G(m,n) _ G(m,O)J(n) (7-4.8)
for m, n>0. Then the infinitesimal transformations read




This proves Equation (7.4.7)
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Let us assume that in a certain annular domain v(?)
is expanded into Larent series such that
v(O =
00 00
k=-°° ki ,k2 = 0
□
(k3ki,k2) k ki k2 (7.4.9)
where v^ ' l' 2' are constant gl(n, I)-valued matrices
( see (6.2.12) for w, w, and w2 ). This assumption
consists with the requirement (6.2.11). Let us consider
the infinitesimal transformations induced by v
For simplicity, first we set
v(c) = v <k>wk
(k,ki,k2)
(7.4.10)
From Lemma 7-4.1 and (7.4.5) with (7.4.10), we obtain












for k > 0, I < -1, n > 1. It can be shown that the transfor-
mation (7-4.12) corresponds to the gauge transformation
(7.4.8).
We proceed to consider the transformation of poten-
tials {G^m'n^}. Let us introduce the potentials G^m'n^
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with negative indices by
(7-4.13)
for I > 1, and G^"1'11'= 0 for other negative indices.
We have
ProDOsition 7-4.2 The -inf-in-ltesimal R-Lemann-
HUbert transformation -induced by v(^) =v w* acts on




for k > 0., m > 0, n > 1
+ I 5(m,j)v(k)g(k-j,n)j (7.4.1*0
Proof. The proof is carried out by induction. When
m=0, the claim of the proposition is true for n>l from
(7-4.11). We note the recursion relation
~(m,n) = g(m-l,n+l) _g(m-l,l)Q(O,n) (7-4.15)
Suppose that (7.4.14) holds for n>l when m=Z-l>l.



















Here we neglect the higher order terms in v . We again
use the recursion relation (7.4.15) with m = I and n = k.
This shows ( 7 -^ -11*) with rn= I. This completes the proof. □
The gauge transformations for G ' are given by
the following proposition. We have obtained those for
G(0'n) in (7.4.12).
Proposition 7 -^･3･ The infinitesimal Riemann-
Rilbert trans formation induced by v(O = v w 3 I < -13










6 7 . (7.4.16)
Proof. By (7.4.13), Equation (7-4.16) is reduced to
(7.4.12) when m=0. The proof can be continued in the
same way as in Proposition 7-4.2. D
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In general we can naturally regard an infinitesimal trans-
formation induced by
, rS (k,ki,k2) k k i k2
v(O = v ' ' w w, w2 z (7-4.17)
as a linear combination of (7.4.14) and (7.4.16). To see








The action associated to (7-4.17) is given in terms of
(7-4.18). Let us define






e gl(n, ffi), k i, k2^ 0}
Then we find g to be equipped with the structure of a
graded Lie algebra. We have the main theorem.
Theorem 7-4.4. The generators v^'1*1 'ka ^W-^w^2
and v ''"l' 2 w w xw? 2 satisfy the commutation relation
Iv(k'kl'k2)wkWlklw2k2, ,(1,11,12)^1,^23
,[v(k'kl'k2), v(Mi,*2);| wk+lw-kl+Zlw k2+l23 (7.4.19)
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where the bracket 1,1 is defined for the infinitesimal
transformations induced by (7.4.17), so that (7-4.19) is
the equation for infinitesimal transformations. The
bracket [ , } is the usual one of the Lie algebra
gl(n, ffi).
Proof. For simplicity, we abbreviate v
(k3ki,k2)
and v^ ' lj z' to v and v', respectively. The proof
is broken up into four cases. First we prove (7-^.19) for
the case k, X t 0. By making use of Proposition J.k.2 for
any nonnegative integers k and I, we have under
£vwk, v'w^l,
3(m,n)









8(m'n) + [v, v']G(m+k+l'n)-S(m>n+k+Z)[v, V]
+ I G(m'j)[v, v']G(k+Z"J'n)
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This implies Ivwk, v'v/j = [v, v']wk+i. From (7-4.18), we
see that (7- 4.19) holds for k, l>0. The second case,
k, 1 < 0, can be proved in the same way as above by Proposi-
tion 7.4.3.
Next, we proceed to the third case k ^-I >0. The
proof is rather complicated than those of the previous two
cases. Neglecting higher order terms more than third in
v and v', we obtain under tvw , v'w 13







where we have used 6 , . = <5_7_. ., = 0 for k-1 2. -l-l
>j>0, m>0 and n>l. Hence we see (7-^.19) for k > -I
> 0. The last case, -I > k > 0 can be proved by the same
way. This completes the proof.
As a corollary of Theorem 7.^.4, we have
□
Corollary 7.4.5- The algebra g which the infini-
tesimal Riemann-Hilbert transformations form is isomorphic
to
gl(n, ffi) c EC[w, w ~, w.^ w2j (7.4.20)
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The infinite-dimensional Lie algebra (7.4.20) is more
complicated than sl{2, ]R) R]R[c, £-1] for the stationary
axially symmetric vacuum gravitational fields [8] and
su{n) slREc,?"1! for the SU(n) chiral fields [12]. This
is due to the fact that the self-dual equations are defined
on the four-dimensional space, while the others are defined
on the two-dimensional space.
The Lie algebras acting on G chiral fields are
independently found by Dolan [2]. She derives the sub-
algebra gr≪ffi[?]by the method of variation. Recently
along this line of thought, Chau, Ge and Wu [1] present the
Lie algebra gl(n, (C)REC[cJ for the self-dual equations.
The link between the infinitesimal Riemann-Hilbert trans-
formations and the infinitesimal transformations of [1, 2]
is discussed in the subsequent chapter.
*
CHAPTER VI11
NOETHER TRANSFORMATIONS FOR NONLINEAR FIELDS
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The discovery of conserved currents for the chiral
field equations ( Section 2.4 ) suggests that nontrivial
symmetries should exist. In fact, by a similar calculation
performed in Section 7.3, a set of symmetries which make
the chiral field equations invariant can be derived from
the inverse scattering formula. These symmetries are often
referred to as the symmetry trans formations of the equations
of motion [13]. What we will study in this chapter is
concerned with so-called Noether transformations which do
not refer to the equations of motion. By definition [3] the
Noether transformation makes a change in the Lagrangian
density by adding a total divergence term and gives weak
continuity equation, the definition of which will be given
later, or a conserved current as a Noether current. We
will discuss the Noether transformation for nonlinear
fields .
Two Noether transformations called the hidden symme-
tries for the chiral fields were discovered by Dolan and
Roos [7]- These prove soon to be the first two of a
sequence of hidden symmetries which are derived by using
one of the inverse scattering formula [5,10]. These
Noether transformations reduce to the symmetry transfor-
mations when the fields satisfy the equations of motion.
The first purpose of this chapter is to propose a
- 187 -
method for generating Noether transformations for nonlinear
fields such that even for the solution fields the resulting
Noether transformations are not necessarily the symmetry
trans formations.
We have discussed in Section 7 -^ the infinitesimal
Riemann-Hilbert transformations for the self-dual Yang-
Mills equations. These form an infinite-dimensional Lie
algebra. A similar Lie algebra acting on the solution
space of the chiral field equations, a symmetry algebra,
has been given in [14]. On the other hand, Dolan [6] has
pointed out the hidden symmetries of the chiral fields form
a infinite-dimensional Lie algebra called the hidden
symmetry algebra. Our second purpose is to study the
relationship between the hidden symmetries and the infini-
tesimal Riemann-Hilbert transformations for the chiral
fields.
In Section 8.1, we review Dolan's hidden symmetry and
the Noether current in a refined form. In Section 8.2, a
method for finding Noether transformations of nonlinear
fields is proposed. Weak continuity equations and con-
served quantities of the chiral fields and of the Yang-
Mills-Higgs fields are derived explicitely. In Section
8.3, we show that Dolan1s hidden symmetry Is essentially
deduced from the infinitesimal Riemann-Hilbert trans for-
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mation. We also discuss the hidden symmetry algebra for
the chiral fields*. Calculations are performed in the
Euclidean space, but can be extended without difficulty to
the Minkowski space.
8.1 Hidden symmetries and Noether currents for
the chiral fields
Let us recall the Lagrangian density for the 'G
invariant two-dimensional chiral fields (2.1.9) and the
equations of motion (2.1.10). The inverse scattering
formula (2.3-9) is expressed as
(31 - ?30)Y(U = ?AOY(C),
(30 + C31)Y(O =- A ,Y(?),
(8.1.1)
(8.1.2)
where A = g 9 g, y = 0, 1, and g(x) e G. The compati-
bility condition of (8.1.1) and (8.1.2) gives (2.1.10).
Expanding a fundamental solution matrix Y(c) near z,= 0
oo
Y(c) = £Y ^n, we have the recursion relations
n=0 n




3uYn =-£uv(8v + Av
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)Yn-l> Y0 = 1> (8.1.3)
=1. Then we obtain the conserved currents
j(n) = 3 Y +A Y , j(1) =A
Jy 1J n y n' Jy y (8.1.4)
for the chiral field equations (2.1.10). The proof is as
follows: Using(8.1.3), we get
V
(n)
= a a -Y -e (3 +A )(3 +A )Y ,
The second term in the right-hand side vanishes from the
definition of A . Thus we see that 3 j =0, where the
o
notation = indicates that the equality holds for all
solutions of the equations of motion; 9 A =0. We call
(n) °
3 j = 0 tne weak continuity equations ( see [3] )･ The
(n) '
conserved currents j were given by Brezin, itzykson,
Zinn-Justin and Zuber [2].
We set
SU) ycovyu)"1, (S.I.5)
where v is a constarat matrix in the Lie algebra g of
G. From (8.1.1), the function S(c) satisfies
<31
a 0)S(?) = ?[AQJ SU)] (8.1.6)
oo



















Dolan and Roos [7] proposed the infinitesimal trans-
formations defined by




V g = - gAn
(8.1.9)
The transformation (8.1.9) have the following remarkable
properties. First, each of them transforms the Lagrangian
density by adding a total divergence term without referring
to the equations of motion, so that (8.1.9) are Noether
transformations for the chiral fields. In fact, without
using (8.1.2), we can show that under the infinitesimal
transformation 6 g = - gS( c) the change in the Lagrangian
density is of the form





yv Tr{?A S(?) + U + ? X )Y(c)"1
(8.1.10)
3 Y(Ov}




M " ＼ (8.1.11)
For the solutions of the equations of motion, these currents
reduce to (8.1.4). The third is a group property discussed
in [6]. The generators introduced by
M(n) (v) = -Jd2y 6£n)g(y)
*-
satisfy the commutation relations




for any v, v1 e g and n,m> 0. The algebra formed by
(8.1.12) is isomorphic to the subalgebra ^R(E[cJ of the
afflne Lie algebra ^RE[c, C ]･ The Noether transfor-
mations (8.1.9) are frequnently referred to as the hidden
symmetries.
8.2 Method for finding Noether transforma tions
In this section, we propose a method for finding
Noether transformations which is out of the work of Dolan
and Roos. We start by discussing the chiral fields.
Consider a gauge transformation
g + gU, Ay + U
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1A U + U 1 3 U, (8.2.1)
where U = U(x) eG. We restrict ourselves to the infini-
tesimal transformation induced by V:
U = exp V, V = V(x) e g (8.2.2)
The Lagrangian density transforms as L ■+L + &L. To first
order we have
5L = TrO A -V - 3
v v- y
(A V)}. (8.2.3)
We assume that there is a matrix W = W(x) which is
related to V(x) by the equations
V
)W
The integrability condition leads to
3 2V + A 9 V = 0,
u y y
where we have used the identity e yv(Vv +Vv)=0
(8.2.4)
(8.2.5)
Suppose that the transformations (8.2.1) and (8.2.2) are
given by V(x) which satisfies (8.2.5). Then the
Lagrangian density is invariant up to the divergence
5L = - Tr(A 3
u u
V) = - Tr{e 3yv u (AW)}





















From (8.2.4) with the equations of motion, it follows that
o
3 J =0. This proves the proposition. n
We now come to the conclusion that the function V(x)
satisfing (8.2.5) yields a Noether transformation. In
deriving a conservation laws from the weak continuity
equation, it is necessary to make an assumption about the
behavior of the field g(x , x ) at spatial infinity. This
assumption is of a physical nature and should be satisfied
by solutions of the equations of motion. We have
Proposition 8.2.2. Suppose lim g(x , x ) = 1 . Then
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0(X°,
y)V(x°, y) -A (x°, y)W(x°, y)}
is a constant of mot-ton.
(8.2.9)
The Proof is performed by integrating (8.2.8) over IR
and using the boundary condition.
The condition that the infinitesimal transformation
(8.2.1) with (8.2.2) be the symmetry transformation is
expressed as
8 u2v + [a a v] 0







This is an additional constraint to be imposed on the
Noether transformation if it is to lead to a symmetry of
the equations of motion.
We now show the relationship between the Noether
currents (8.2.7) and the known conserved currents (8.1.4)
For this purpose, we identify V(x) and W(x) with Y
and Y
n-1 in (8.1.3), respectively. Then the currents
(8.2.7) become
J = e 8











The Noether currents (8.2.7) are thus expressed as a linear
combination of the known conserved currents.
Next, we consider the Noether transformation of the
Yang-Mills-Higgs fields. The Lagrangian density takes the
form [9]
L =-|Tr(P P )-Tr(D 4D 4)-|(|*|2_l)2, (8.2.13)
where <j>is a Higgs field valued in g and X^O. The
variation of the action in no-Higgs self-interraction limit
A.->■0 yields the equations of motion
D P
y yv
+ [D <J>, <j>] = 0, D D <j> = 0 (8.2.14)
If the Higgs field vanishes, Equations (8.2.14) reduce to
the Yang-Mills equations (6.1.6) admitting the finite
action solutions called the instantons. In static case,
finite energy solutions called the monopoles of (8.2.14)
are found [12, 15] by solving
F
yv
= £ D <j>
yva a
(8.2.15)
which are referred to as the Bogomol'nyi equations [ll
Let E and n be infinitesimal changes in B and
4>, respectively:
By "By + t V
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<f> ■*■d) + n (8.2.16)
This transformation makes a change in the Lagrangian density
in the limit A + 0 by








We introduce the potentials <
vEp" £yvpa
and impose the constraint
v + cv
on n･ Then we have


















As (8.2.17) is equal to (8.2.20), we prove the following
proposition.
Proposition 8.2.3. Let Z he
Then Z
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satisfy the weak continuity equation
o
8 Z =0




Proof. The left-hand side of (8.2.22) is evaluated
-h d
2 uvpa u
v<j>, <P])Cv + DliDv<j>-n
F ic + (Dvp a v u n + C£ , <fr])D *
+ PMv(Vv-fEuvpaVa)}-
Using the equations of motion (8.2.14), we obtain the
o
weak continuity equation 9 Z =0.
An implication of this proposition is that every
set ( , k , n) which solves (8.2.18) and (8.2.19) Is
D
associated with a Noether transformation of the Yang-Mills-
Higgs fields. By identifying x with the imaginary time,
we obtain the conserved charge
<･-/
x iruOv S UOR n 2^0vpa- poKv} (8.2.23)
It should be noted that for n = 0 this conserved charge
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reduces to that of the Yang-Mills fields given by Chodos





e D £ ,
yvpa pa
(8.2.24)
so that for each (E, , k , n) we get another set
Suppose the infinitesimal transformation (8.2.16) be
a symmetry transformation. To first order in E
we have from (8.2.14)
VDy
+
?v-DvV + [V Fyv] + [V< nJ
and n
[[Cv, *J + Dvn, <j>J = 0. DyDyn = 0. (8.2.25)
If £ and n also satisfy the condition of Noether
transformation (8.2.18) and (8.2.19), the first of (8.2.25)
can be written as
ie [F ,
k ] + [E, , F J + [D (j), nJ = 0 (8.2.26)
Here we have used e D D k = tt£ [P , < ]. Henceyvpa y p a 2 yvpa yp3 a
the Noether transformation given by (8.2.18) and (8.2.19)




Hidden symmetries and Riemann-Hilbert
transformations
In this section, it is shown that an infinitesimal
Riemann-Hilbert transformation gives a hidden symmetry of
chiral fields. The hidden symmetry algebra proposed by
Dolan [7] is identified with the algebra of the infini-
tesimal Riemann-Hilbert transformations.
First we put the hidden symmetry (8.1.9) into
the language of the Riemann-Hilbert problem discussed in
Sections 4.3 and 6.2. Let us start with a fundamental
solution matrix Y(C) of (8.1.1) analytic near the origin
C = 0 together with Y(0)=l and det Y(e)=l. Since the
hidden symmetry (8.1.9) induces the infinitesimal transfor-




v 0 OXn+[V -V> (8-3-1}
the fundamental solution Y(?) of (8.1.1) is subject to
the infinitesimal transformation as







z (n)U)3 + C6<n)A0 (8.3-2)
In the following discussions we will show that the infini-
tesimal Riemann-Hilbert transformation, Y -≫■Y', solves
≪r
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Equations (8.3.1) and (8.3.2).
For simplicity, let the Lie group G in which the
field g(x) takes its value be SL(n, E). Consider the
Riemann-Hilbert problem of finding X+(C) such that
x_U) = x+(?)h(O
on a curve C, where H(O =Y(C)u(C)Y(C)"1
(8.3.3)
and X+ (0) = 1
Here C is a small circle with the center at C = 0 such
that Y(C) Is analytic in C uC+. The symbols C+ and
C_ denote the inside and outside of C, respectively.
5L(N, E)-valued matrix u(O is independent of x , x
and is analytic on C. We asuume that there is a unique
pair of solution matrices X+(C) to (8.3-3) such that
x+ (?) ( resp. X (?) ) is analytic and non-singular in
C u C ( resp. C u C_). As an application of the Riemann-
Hilbert problem (8.3-3), we introduce a Riemann-Hilbert












where the dot stands for the differentiation with respect
to ?. It follows that Y'(£) is analytic near C=0,
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Y'(O)=1 and det Y'(O = 1. Then we have
Proposition 8.3-1
mental solution of
The matrix Y'(C) is a funda-
O1- ?ao)Yf(c) = ca^ Y-(c)










Hence the left-hand side can be analytically continued to
the whole C-plane, which has a simple pole at C=°°- Then
the left-hand side takes the form
^i-^o >x+ x -1 + cVoV1 = P + CQ,
linear in z, at most. Substituting c,= 0 into the above
equation, we see P = 0. To first order in £, Q = AA
= Ao + 8lx+ (0).
follows that
Incidentally, from (8.1.1) and (8.3- *0 it
(8i-^o )y< = (^_-a0 )X. Y + ?X+AQY
Then the right-hand side of this reads SQY1 = CA'Y1. This
proves the proposition. []
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Equations (8.3.4) are called the Rlemann-Hilbert
transformation for the chiral fields without referring to
the equations of motion. We proceed along the line
developed in Section 7.4. It is known that the problem
(8.3-3) can be rewritten into the integral equation [11]
V≫-2FT
X
x(l -H(?t)H(O"1} = 1, UC (8.3.7)
If u(S) is very close to the unit matrix, the unique
solution of (8.3-7) actually gives that of (8.3.3). After
[14J, we consider the infinitesimal Riemann-Hilbert trans-
formation induced by v(£):
u(?) = exp v(?) , (8.3.8)
where v(?) is an sZ(N, EC) matrix and very close to 0
Solving (8.3-7) by means of the Neumann expansion, and
neglecting higher order terms in v(c), we have
Proposition 8.3-2. The solution matrix X (x,) of
(8.3-7) approximately equals






RU) = Y(?)v(c)Y(c)"1 (8.3.9)
Proof. From the Neumann expansion of (8.3-7), it
follows that
X (?) ^ 1+ 2H-
/ju'-c){1-HU')H(g)"1}




*> 1 + R(C ) -R(O
Iju'-o
°°- ^c+-
we obtain X (?) ^ 1 - Z(c)･ This proves Proposition 8.3-2. □
Thus we have shown that the infinitesimal Riemann-
Hilbert transformation takes the form
Y(O - Y'U) ^ Y(C) - Z(?)Y(?) (3.3.10)
In view of (8.3-2), we prove the following propositions
Proposition 8.3-3- The infinitesimal Riemann-
Eitbert transformation (8.3-10) induces a transformation
Ao - Ao (3 X+ [AQ, Xlh
2ui J
C
on the potential An
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^R(f) (8.3.11)
Proof. From (8.3-5) and (8.3-9), we see that AQ is
transformed to An - 8, Z(0) under the transformation




















= 2＼l/f^(9oR(5') + [Ao' R^'^
c




The matrix Z(O defined by





Proof. From the proof of Proposition 8.3.3, we have
3-lRU1) = c(a0R(c) + [a RUf )])















we have proves Equation (8.3-12).
5
D
We notice here that from Propositions 8.3-3 and 8.3-^
we have recovered Equation (8.3-2).
Setting v(£)=vS~n, n>0, in (8.3-11) , where v is









satisfy the recursion relations





integration constants which arise from (8.1.8). Further-
more the infinitesimal transformation (8.3-11) with
X = X^ corresponds to (8.3.1), and Equation (8.3-12) with
X=x corresponds to (8.3.2). Now we conclude the
hidden symmetry comes from the infinitesimal Riemann-
Hilbert transformation.
In the remainder of this section we discuss the hidden
symmetry algebra formed of the infinitesimal Riemann-
Hilbert transformations. In accordance with Section 7･^,
we consider a representation of the Transformation (8.3-10).
Let us introduce an infinite number of potentials {G ' },




(m,n) m ,n = ^^rU-S'YUrtu')),
and G(m,-m) = _G(-m,m) =1 fQr m>i3G(m'n) = 0 for other
negetive indices. By virtue of the recursion relations
G(m,n+1) _G(m+l,n) = G(m,l)G(0,n)
for m, n > 0, we see that the infinitesimal Riemann-Hilbert
transformations associated with v(?) = vc; "", ke I, are
represented as
G(m3n)














for* m > 0, n>l. Denoting the transformation (8.3-15) by
vc
-k
for simplicity, we have the following theorem
Theorem 8.3.5. The commutation relations
Cv, ,.]≪-<k+t)
hold for and v, VesKN, 5C) and k, I e Z
(8.3-16)
The proof is carried out in the same way as in Theorem
7.4.4. As a corollary of this theorem, we claim that the
hidden symmetry algebra of the infinitesimal Riemann-
Hilbert transformations is isomorphic to
For the solutions of the equations of motion, this algebra
is regarded as the symmetry algebra of the SL(N, 01)
chiral field equations.
Note that the Riemann-HIlbert transformation associ-
ated with v£
-k
with k < 0 reduces to
Yf(O = Y(c)exp (-vc k)
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which does not appear in the framework in [5, 6, 8]. This
is the reason why they have derived only the subalgebra
g ≫ E[C ] of g R EC[? . ?
-1 ]
Finally, we discuss the cases of G = SU(N) and S0(N).
For 5t/(N) chiral fields, we further have to impose the
additional constraints on Y(?) in (8.1.1) and u(O in
(8.3-3) such that
YU) + Y(t) 1, uU)' u(?) =1,
where the daggers applied to Y(c) and u(?) indicate the '
hermitian conjugates of Y(c*) and u(?*), respectively.
The resulting hidden symmetry algebra is s≪(N) RIR[£;,£ ].
On the other hand, for 50(N) chiral fields, we impose
Y(Ot Y(?) = l, u(Otu(?)=l
Then we have the hidden symmetry algebra so(N) R]R[c, C ]
We note in addition that the equations of motion for SU(2)
chiral fields reduce to the well-known sine-Gordon equation
see Sections 2.1 and. 2.2 ). It is concluded, from what
has been shown above, that the infinite-dimensional Lie
algebra su{2) RIR[c, L,
sine-Gordon equation.
-1




The main results obtained in the present thesis can
be divided into two according to the following subjects;
(A) soliton theory of nonlinear field equations,
(B) symmetry theory of nonlinear fields.
Soliton theory is the subject of Chapters III, IV, and
VI. An inverse scattering formula and a Backlund transfor-
mation for the stationary axially symmetric Einstein equa-
tions have been presented in Chapters III and IV. We have
also discussed three types of Backlund transformations for
the self-dual Yang-Mills equations in Chapter VI. These
nonlinear equations are fundamental objects in the study of
gravitational fields and gauge fields, respectively. We
have derived concrete solutions in terms of the above
Backlund transformations.
On the other hand, we have given a finite transforma-
tion of the Geroch group in gravitational fields to con-
struct new family of exact solutions in Chapter V. The
Ehlers-type symmetry and symmetry algebra for the self-dual
Yang-Mills equations have been found in Chapter VII.
Finally we have studied the Noether transformations of
nonlinear fields in Chapter VIII. These discussions are
mainly carried out on the subject mentioned in (B).
Although the soliton theory arises independently of
the notion of symmetry, its significance will be understood
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to a good extent if we state their interrelation. We first
mention the relationship between global symmetries and
inverse scattering formulae. Here the global symmetry is a
one such that it can be applied in the whole the space-time.
A free parameter which appears in the inverse scattering
formula reflects the existence of a global symmetry for the
original nonlinear equation. For example, the Lie invari-
ance of the Korteweg-de Vries equation u^_+ 6uu + u = 0
under the Galilei transformation
x -≫■x + 6At, t ->■t, u -≫-u + X, X e]R
brings a real parameter A into the associated Schrodinger




= (5-5- - u)y = Ay
dx
For the sine-Gordon equation o> - u, . = sin w , the Lorentz
transformation
x -≫■(1 - v2
-1/2
( X + Vt ) ,
p ―1 /?
t -* ( 1 - v ) ( vx + t) , a) -> a), vel
plays the same role. In Chapter III, a variable c(£, n)
defined by
SU, n) = (e + in)1/2(e -U)~1/2, e eiR
212 -
has emerged in the inverse scattering formula for the
Einstein equations. This is due to the Lie invariance
under a coodinate transformation [151- In Chapter VI,
we have introduced a set of fundamental variables
w. w-, = z - wy , Wp = y + wz, w e E
These serve as parameters corresponding to the full rota-
tion group 5C(4) acting on the set of solutions of the
self-dual equations [19]. Defining the differential
operators
D = w3 - + 3 , Do = w3-- 3 ,
z y 2 y z5
we have presented the inverse scattering formula.
We now turn to the derivation of an infinite number
of nonlocal symmetries discussed in Chapter IV, VII, and
VIII. Let the fundamental solution matrix Y(c) of the
inverse scattering formulae be analytic near the origin
C=0. Then each coefficient of Taylor expansion of S(?),
defined by the formula S( r,)= Y( C )v( c )Y( c )~1, leads to a
nonlocal symmetry of nonlinear field equations. Conversely,
the generating function of nonlocal symmetries yields an
inverse scattering formula. Hence, the existence of an
infinite number of nonlocal symmetries is closely related
to whether the soliton theory is applicable or not to the
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nonlinear field equations under consideration.
Futhermore, a symmetry called the Noether transfor-
mation is derived from one of the inverse scattering for-
mula pair in Chapter VIII. This symmetry makes a change in
the Lagrabgian density by a total divergence and, conse-
quently, gives a weak continuity equation as a Noether
current. Then under a suitable boundary condition, we
obtain a constant of motion.
Next, we state the intersection of the subjects (A)
and (B) in solution generating techniques. As a typical
example, we discuss Geroch's transformation group in gravi-
tational fields ( see Section 5-1 )- A useful expression
of infinitesimal transformations can be derived by using
either internal symmetries of the field equations or the
Riemann-Hilbert problem for the inverse scattering formula
[11]. We then may regard the transformations that preserve
asymptotic flatness [12, 13] as Backlund transformations.
Conversely, the known Backlund transformations are recov-
ered in the framework of the Geroch group [5]-
As mentioned above, the notion of symmetry is relevant
to the soliton theory of nonlinear field equations. In
other words, the techniques in the soliton theory have been
proposed through skillful treatments of the symmetries
hidden in field equations. Hence, it is important to look
for the full symmetries which the equations can admit,
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when we study more complicated and unsolved equations, such
as the four-dimensional Einstein-(Maxwell) equations and
the second-order Yang-Mills-(Higgs) equations.
In the preceding chapters, we have obtained some
results in the study of soliton theory and symmetry of
nonlinear field equations. However there are still a
number of further problems in these directions which retain
to be solved. We here list some of the problems;
(i) Hamiltonian structure,
(ii) .. twistor theory,
(iii) transformation group,
for nonlinear field equations.
The well-known Korteweg-de Vries equation can be
written in the form
9_ 6g[u] r , _ f
where H = u + ju and 6/6u is the Eular-Lagrange opera-
tor. It is proved that there is an infinite number of
functionals I 7[uJ= JR7(u)dx3 l>l, which are constant on
the trajectories of the Hamiltonian flow corresponding to
the Hamiltonian ff[u], [10]. Here R7(u)' are polynomials
is
in u and its derivatives of higher order. The functionals
I1[uj are all in involution, that is, the Poisson brackets
{I1, I } all vanish. This implies the complete integra-
bility of the Korteweg-de Vries equation.
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Though the first integrals of the chiral field equa-
tions have been given for the SU{2) case [18], neither
the Hamiltonian structure nor the involutiveness of first
integrals for chiral field equations has yet been investi-
gated. For example, we do not know what canonical vari-
ables are. Quite recently. Dickey [8] has discussed the
Hamiltonian structure for the chiral fields.
The next outstanding problem is to make clear the
relationship between the Atiyah-Ward theory of self-dual
gauge fields [3] and the soliton theory developed in
Chapter VI. The Atiyah-Ward theory is based on Penrose's
twistor theory [17] which has an intimate connection with
the differential geometry of four dimensions. By analytic
continuation, we consider the self-dual Yang-Mills equa-
tions on ffi. Let X be a point in E which we denote








We introduce a plane B in &
h
8 = {X e iC ' Q
by
xn, n * o},
Z) IC4
where ft and II are two-spinors. Since (ft, 11) and
(Aft, XII) A e E, both define the same plane 8, the planes
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4
in (E are in one-one correspondence with the points of
3P
}
the complex projective space of dimension three. The
plane g and the space IP are referred to as the anti-
self-dual plane and the twistor space of the self-dual
equations, respectively. Every 2-form which satisfies the
self-dual equations should be annihilated on the plane 3.
We remark that our fundamental variables (w, w, , w?) are





Y (-) (C), we have shown that the matrices
Y (?) give rise to self-dual gauge potentials in Section
6.4. Atiyah and Ward claimed that in order to construct




3 D i|/(X,?) =0
(?) are the fundamental solutions of the linear
system whose compatibility condition is equivalent to the
self-dual equations, the transition matrix T(e;) is analo-
gous to the scattering matrix appearing in the usual
inverse scattering method. In this sense, the Atiyah-Ward
theory is therefore closely related to the soliton theory.
As is well known, the inverse scattering method for
solving two-dimensional equations can be considered a
natural extension of Fourier transform [ll. The transform
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X -≫■(n, II) defined by fi= XII may also be compared with
the Fourier transform [2]. The twistor theory has been
successfully applied to other four-dimensional equations
such as the self-dual Einstein equations [16].
Finally, we make a brief mention of the transformation
group acting on solutions to nonlinear field equations,
especially to the self-dual Yang-Mills equations. Even the
Lie algebra of the infinitesimal transformations reflect
the feature of the solution space to some extent. In
Chapter VII, it was proved that the infinite-dimensional
Lie algebra gl(n, (D)≪{E[w,w x, w, , w?] acts on the solu-




O-P-p-1 ) = 0, P e GL(n, (E), as a symmetry
algebra. We recall that the Lie algebra sl{2, 3R)e JR[c,£ ]
of the Geroch group acts transitively on the solution space
of the stationary axially symmetric Einstein equations.





act on the SU(n) chiral fields [21] and
the Heisenberg spin model [9J, respectively.
Apart from these works, Sato [20] pointed out that the
solution space of the Kadomtsev-Petviashivili (KP) hierar-
chy has a structure of infinite-dimensional Grassmann
manifold. He also conjectured that every two-dimensional
soliton equation could be derived by a suitable reduction
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of the KP hierarchy. The automorphism group GL(m) of the
Grassmann manifold may be accepted as the transformation
group of the KP heirarchy. Indeed, using infinite-order
operators. Date, Jimbo, Kashiwara, and Miwa [6, 71 claimed
that the Lie algebra gK ) acts on the solution space.
Consequently, an affine Lie algebra which acts on each
soliton equation can be given as a Lie subalgebra of gli^)
For example, the infinitesimal transformation group of the
Korteweg-de Vries equation is the affine Lie algebra A-, ,
a central extension of sl(2, EC)Rffi[?aZ~ ]. It is,
however, hard to apply this procedure to three and four-
dimensional equations such as the self-dual Yang-Mills
equations and to systems with finite degrees of freedom
such as the finite nonperiodic Toda lattice.
The self-dual Yang-Mills equations (SDE) are, so to
speak, the most general of relativistic invariant field
equations solvable in the framework of soliton theory
because of the following reasons. The chiral field equa-
tions are equivalent to the two-dimensional SDE such that
y = y and z = z. The static axially symmetric SU(2) SDE
are reduced to the stationary axially symmetric Einstein
equations in gravitational fields [23]. The static SDE can
be identified with the Bogomolny equations [4] in three-
dimensional Yang-Mills-Higgs fields. Moreover, the solu-
219 -
tions of the SU{2) SDE which are invariant under three-
dimensional rotations can be given by solving the Liouville
equation [22]. Other spherically symmetric SDE are reduced
to the two-dimensional finite nonperiodic Toda lattice
equations [14]. Thus the complete understanding of trans-
formation groups acting on the solution space of the SDE,
if possible, will give us a wider outlook on the theory of
nonlinear field equations. We expect that the symmetry
algebra gl(n, E) R (E[w, w x,w,,Wp] plays a key role to
studying the transformation group.
Jf
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