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A B S T R A C T
This paper attempts to investigate the effect of Redox ﬂow batteries (RFB) in Automatic Generation Control
(AGC) of multi-area restructured power systems. Initially, a two-area restructured thermal power system
is investigated. For the analysis, optimal AGC regulators (OARs) are designed employing performance index
minimization criterion. The advantages of the OARs are shown by comparing the results with Genetic
Algorithm (GA) based integral controllers for the same restructured system. MATLAB simulation results
further demonstrate signiﬁcant improvements in the dynamic performance of the systemwith RFB. System
stability enhancement with OARs/RFB is outlined by conducting the system modes study. The study is
additionally extended to a more realistic two-area multi-source thermal–hydro–gas restructured system
with/without RFB. To add nonlinearities, appropriate generation rate constraints (GRCs) are considered
for the thermal, hydro and gas plants. Results verify that OARs are able to satisfy the AGC requirement
under varied power transactions taking place in an open power market. The robustness of OARs is dem-
onstrated by sensitivity analysis, which is carried out with wide variation in initial loading, system
parameters and magnitude/position of the uncontracted power demands. Finally, the study is extended
to a two-area multi-source thermal–hydro power system with/without considering RFB.
BY-NC-ND license (http://creativecommons.org/ licenses/by-nc-nd/4.0/).
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20161. Introduction
The prime objective of Automatic Generation Control (AGC) is
to adjust the active power generation in response to variable power
demand and hence to maintain scheduled system frequency and
scheduled tie-line power ﬂows with neighboring control areas at
desired tolerance values [1]. In a conventional scenario, genera-
tion, transmission, distribution and control of electrical energy are
owned by a single monopolistic entity termed as Vertically Inte-
grated Utility (VIU), which sells power at regulated tariff. However,
since some decades, with the emergence of restructured scenario,
VIU conﬁguration no longer exists and several independent players
namely Distribution Companies (DISCOs), Generation Companies
(GENCOs), Transmission Companies (TRANSCOs) and Indepen-
dent System Operator (ISO) have been introduced in a competitive
trade market [2–4]. In open power market scenario, consumers/
DISCOs are supposed to get an opportunity to make a choice among
different GENCOs to buy power at reduced competitive prices. In
the deregulated power environment, GENCOs may or may not par-
ticipate in the AGC task and DISCOs have the liberty to have contracts* Corresponding author. Tel.: +919891484801.
E-mail address: mr.y.arya@gmail.com (Y. Arya).
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2016with any available GENCOs of its own area (termed as poolco trans-
action) or other areas (termed as bilateral transaction) [5]. These
transactions have to be passed by the ISO or any other responsible
authority [6–11]. Literature survey indicates that several research-
ers, to tackle AGC issue in restructured system, have presented
various conventional and intelligent methodologies such as Parti-
cle Swarm Optimization (PSO) based fuzzy control [3], Quasi-
oppositional Harmony Search (QOHS) algorithm [4], Bacteria Foraging
(BF) [5], fuzzy control [4,6], Genetic Algorithm (GA) [7,8], classical
[9] and optimal control strategies [3,10–12]. Optimal control strat-
egy is also implemented in traditional AGC system [13]. To represent
bilateral power contracts, Donde et al. [2] have proposed the concept
of DISCO participation matrix (DPM) and area participation factor
(apf). DMP provides the information about the contract of a DISCO
with a GENCO. The rows and columns of the DPM represent a
number of GENCOs and DISCOs respectively while apf denotes the
area control error (ACE) participation factor. The contract partici-
pation factors (cpfs) refer to the entries of a DPM and denote a
fraction of total power contracted by a DISCO with a GENCO. Hence,
the sum of the total entries of a column corresponding to a DISCO
is equal to 1. Most of the AGC researches quoted above own only a
single source of energy in all control areas, but in a realistic system,
a mix of thermal, hydro, gas etc., power plants simultaneously
work in each control area [10,11,14–17]. AGC of a multi-arearg/licenses/by-nc-nd/4.0/).
multi-source thermal–hydro/gas [10], thermal–hydro [11] and
thermal–hydro–gas [15] deregulated power systems is prevalent in
the state-of-the-art literature. Additionally, multi-area multi-
source AGC of traditional thermal–hydro [14], thermal–hydro–gas [16]
and thermal–hydro–wind/diesel [17] power systems is also discussed.
The Battery Energy Storage Systems (BESS) recently have emerged
as one of the most promising storage technology to solve wide spec-
trum of operational problems faced by modern restructured power
systems. The available literature extensively explores the effect of
BESS on power system dynamic performance [18–23]. Literature
reviews reported in References 18 and 19 present a critical inves-
tigation of all aspects of AGC starting from conventional to recent
methodologies and importance of BESS. Beside conventionally as-
signed applications of load leveling and peak shaving, BESS
applications include area regulation, area protection, spinning reserve,
improving the power quality of the distribution system, etc. [20].
BESS is found to be very effective to damp frequency and tie-line
power oscillations following sudden small load disturbances in tra-
ditional single-area wind-diesel [20], single-area reheat [21], two-
area thermal–hydro [22] and deregulated two-area reheat thermal
[23] power systems. There are various types of BESS used in power
systems such as lithium ion, ﬂooded, lead acid, valve regulated,
sodium sulfur, metal air and redox ﬂow type batteries. Among all
the types, redox ﬂow batteries (RFB) show potential for the appli-
cations, which necessitate high power, hasty response equivalent
to SMES and extended duration storage [24–29]. Importance of RFB
in power system applications is showcased in References 18 and
19. RFB are well suited for generation control and absorption of
power ﬂuctuation. Effective use of RFB includes interconnected two-
area reheat thermal restructured [5,24], reheat thermal–hydro
restructured [24] and conventional [26–29] power systems.
Literature survey reﬂects that only a few number of articles
have been witnessed about the application of RFB in AGC of re-
structured power systems [5,24]. The above articles portray the
beneﬁts of RFB in two-area reheat thermal or reheat thermal-
hydro systems. However, no literature is available on the use of
RFB for AGC of two-area restructured system with thermal–hydro–
gas multi-sources in each area as well as for single-source two-
area restructured system with reheat thermal in ﬁrst and non-
reheat thermal sources in second area. In addition, no attempt is
made until now to design OARs for the said systems. Hence, AGC
study with OARs and RFB is further required.
In light of the above, following studies are carried out:
(a) The optimal AGC regulators (OARs) are designed to opti-
mize the feedback gains of a two-area restructured thermal
system under the presence and absence of RFB and their
dynamic performance is compared with Genetic Algorithm
(GA) based controllers for the same AGC system.
(b) The state space model of a two-area restructured multi-
source thermal–hydro–gas system is developed and OARs are
designed with and without considering RFB. OARs are proved
to be superior over GA.
(c) The performance of OARs and RFB is studied during various
power contracts taking place in a deregulated environment
with/without RFB and GRC.
(d) Sensitivity analysis of the optimum feedback gains of OARs ob-
tained at nominal condition is carried out; also their robustness
is examined to wide variations in the loading pattern and time
constants of hydrogovernor, speed governor and valve
positioner from the nominal values and also changes in size
and location of uncontracted power demand of DISCOs.
(e) Finally, OARs are designed for a multi-area multi-source
thermal–hydro power system and their advantage is veri-
ﬁed over GA tuned PI and hybrid Fireﬂy Algorithm-Pattern
Search (hFA-PS) algorithm tuned PI and PID controllers.
2. System models
Three AGC systems have been considered under the present study.
First system is a two-area restructured thermal system with two
reheat units in ﬁrst and two non-reheat units in the second area.
Two numbers of DISCOs and two numbers of GENCOs are consid-
ered in each control area of the system. The transfer function model
of the systemwith integral controller is shown in Reference 8. Second
system is a two-area restructured multi-source system with three
units viz., thermal, hydro and gas in each area [15]. Three numbers
of DISCOs and three numbers of GENCOs are considered in each
control area of the second system. The thermal and hydro GENCOs
in multi-source system are provided with reheat turbine and me-
chanical governor respectively. The transfer function model of the
systemwith RFB installed in area-1 is shown in Fig. 10. Third system
is a two-areamulti-source thermal–hydro system as shown in Fig. 34.
The nominal parameters of the AGC systems are depicted in
Appendix B. A bias setting of Bi = βi is considered in areas of all
systems. MATLAB software version 7.5.0 (R2007b) is employed for
SIMULINKmodels andworkspace program codings to achieve various
dynamic responses of the systems under study.
3. State space modeling of the systems under study
The state space model of a two-area restructured thermal system
is already given in Reference 8. However, state space model of the
two-area restructuredmulti-source thermal–hydro–gas system under
investigation is tried to be developed using the various system states
shown in Fig. 10. The system state space model of Fig. 10 is char-
acterized by the following standard state space equations:
X AX BU P XD= ( )+ + =Γ , 0 0 (1)
Y CX= (2)
where X, U, PD, Y are the state, control, load disturbance and output
vectors respectively; and A, B, C and Γ are system, input distribu-
tion, output and disturbance distribution matrices of compatible
dimensions and are given in Appendix A. In the optimal control
theory the term ΓPD in Eqn. (1) will vanish. Eqn. (2) will not alter
while Eqn. (1) will change to Eqn. (3) as:
X AX BU X Xss= ( )+ = −, 0 (3)
where new state vector X is equal to the old state vector minus its
steady state value Xss. The vectors X, U and PD are given as:
State vector: X F Ptie F P P X P X Pactual Tt Rt t Th h R= Δ Δ Δ Δ Δ Δ Δ Δ Δ1 2 1 1 1 1 1 H Gg
FC VP g Tt Rt t Th h RH Gg
P
P P X P P X P X P P
P
1 1
1 1 1 2 2 2 2 2 2 2
Δ
Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ
Δ
[
FC VP g
T
P X ACE dt ACE dt2 2 2 1 2Δ Δ ∫ ⎤⎦∫ , (4)
Control vector nda:U P PC C
T
= [ ]Δ Δ1 2 (5)
Disturbance vector:P P P P P P P P PD L L L L L L UC UC= [ ]Δ Δ Δ Δ Δ Δ Δ Δ1 2 3 4 5 6 1 2 T. (6)
The state space model of a two-area multi-source thermal–
hydro power system shown in Fig. 34 is not given due to brevity
in the present study. However, the vectors X, U and PD are
stated as:
State vector Ptie: X F F P P X P P XGt Gh hy Gt Gh hy= Δ Δ Δ Δ Δ Δ Δ Δ Δ1 2 12 1 1 1 2 2 2[
∫ ⎤⎦∫Δ Δ Δ ΔX P X P ACE dt ACE dtt RH t RH T1 1 2 2 1 2 , (7)
Control vector and:U P PC C
T
= [ ]Δ Δ1 2 (8)
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Disturbance vector: .P P PD D D
T
= [ ]Δ Δ1 2 (9)
Here, ΔPLi denotes the load demand of ith DISCO and ΔPUCi is the
uncontracted demand of ith area. The states are selected as the de-
viation in frequency in area-1 and 2 (ΔF1; ΔF2), the deviation in load
demand in area-1 and 2 (ΔPD1; ΔPD2), the deviation in speed changer
position in area-1 and 2 (ΔPC1; ΔPC2), the deviation in the interme-
diate power or power outputs of GENCOs in area-1 (ΔPTt1; ΔPTh1; ΔPGg1)
and 2 (ΔPTt2; ΔPTh2; ΔPGg2), the deviation in thermal turbine output
in area-1 and 2 (ΔPRt1; ΔPRt2), the deviation in thermal governor output
in area-1 and 2 (ΔXt1; ΔXt2), the deviation in intermediate outputs
of hydro governor in area-1 (ΔPRH1; ΔXh1) and 2 (ΔPRH2; ΔXh2), the de-
viations in hydro governor output in area-1 and 2 (ΔXhy1; ΔXhy2), the
deviation in intermediate output of gas turbine governor in area-1
and 2 (ΔXg1; ΔXg2), the deviation in intermediate output of fuel system
and combustor in area-1 and 2 (ΔPFC1; ΔPFC2), the deviations in output
of valve positioner in area-1 and 2 (ΔPVP1; ΔPVP2), the deviation in actual
tie-line power (ΔPtieactual; ΔPtie12) and the integral of area control error
in area-1 and 2 (ʃACE1dt; ʃACE2dt).
4. Design of optimal AGC regulators
Full state feedback optimal AGC regulators are designed using
performance index minimization criterion as reported in the liter-
ature [3,10–13]. According to optimal control theory, the optimal
control signal used to minimize a quadratic cost performance index:
J X QX U RU dtT T= +[ ]
∞∫ 120 (10)
is given by
U K X* *= − (11)
where optimum feedback gain matrix K* = R−1BTP and the matrix
P presents the solution of algebraic matrix Riccati equation:
PA A P PBR B P QT T+ − + =−1 0. (12)
Q is a positive semi-deﬁnite symmetric state cost weighting
matrix and R is a positive deﬁnite symmetric control cost weight-
ing matrix. The Q and R matrices for two-area multi-source
restructured system are given in Appendix A.
5. Redox ﬂow batteries (RFB)
Developed since the 1970s, the RFB are rechargeable electro-
chemical energy storage devices suitable for large-scale utility
applications [30]. RFB are used to convert and store electrical energy
into chemical form and generate electricity when needed in a con-
trolled manner by a reduction–oxidation (redox) reaction [31]. The
RFB reactor, which consists of electrolyte of sulfuric acid (H2SO4)
solution with vanadium pentoxide (V2O5), has two compartments
segregated by a proton exchange membrane where each
compartment is linked to a reservoir tank and a pump so that very
large volumes of the electrolytes can be circulated through the cell.
The general block diagram of RFB system is shown in Fig. 1, whereas
descriptive ﬁgure is shown in References 5,27,30,31. During normal
load requirements the battery charges and instantly delivers the
energy back to the system during the peak/sudden load demands.
AC/DC or DC/AC conversions are performed by a dual converter
(Fig. 1). RFB details including their various characteristics, mathe-
matical modeling and critical reviews are available in References
30–32. RFB provide an alternative solution to the problem of mis-
match of power generation and demand. Thus, they can be
recommended for AGC of interconnected electrical power systems.
RFB model in actual is a high order model and has nonlinearity.
However, in this work, the transfer function is represented by ﬁrst
order lag as [5,24,27]:
G s
K
sTRFB
RFB
RFB
( )
+
=
1
(13)
where, KRFB is gain and TRFB is the time constant of RFB. Due to the
economical reasons, placement of RFB is not suggested in all the
AC/DC converter with
Redox Flow Batteries Storage System 
Charging
Generating Power Plant Load Demand
Discharging
Fig. 1. General block diagram of RFB in AGC.
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areas. Hence, in the present study, RFB are assumed to be avail-
able as an active power source to only area-1 of the two-area
restructured/traditional system and ΔF1 error signal is directly used
for the RFB in AGC [5,24,27].
6. Simulation results and analysis
6.1. Two-area thermal restructured system
The two-area thermal restructured test system with two reheat
units in ﬁrst and two non-reheat units in the second-area is
taken from Reference 8. Moreover, case 3 of Reference 8 is consid-
ered; thus all four DISCOs individually demand a load power (ΔPLi)
of 10% in the bilateral contract. Additionally DISCO1 demands 10%
excess uncontracted power, i.e., ΔPUC1 = 0.1 pu MW and ΔPUC2 = 0 pu
MW. So total load demand in area-1 will be ΔPD1 = ΔPL1 + ΔPL2 + ΔPUC1
= 0.3 puMW,whereas ΔPD2 =ΔPL3 +ΔPL4 +ΔPUC2 = 0.2 puMW. The DPM
under study is given as follows:
DPM =
0 10 0 24 0 33 0 18
0 20 0 16 0 17 0 22
0 27 0 40 0 50 0 00
0 43 0
. . . .
. . . .
. . . .
. .20 0 00 0 60. .
⎡
⎣
⎢⎢⎢⎢
⎤
⎦
⎥⎥⎥⎥
(14)
It is assumed that all four GENCOs participate equally in AGC,
i.e., apf11 = apf12 = apf21 = apf22 = 0.5. As per state vector given in Ref-
erence 8, the set of optimized feedback gains of OARs for the system
with and without RFB is displayed in Table 1, while the set of GA
tuned ACE integrator gains is KI1 = 0.071 and KI2 = 0.022 [8]. Based
on system data given in Appendix B, the dynamic responses with/
without RFB are shown in Figs. 2–9. Critical investigations of all the
responses without RFB confess that OARs are far superior to GA tuned
integral controllers in terms of shorter settling time, damped out
oscillations and peak overshoots/undershoots. Additionally with RFB,
the responses that have been observed further improved in terms
of ripples and settling time. In steady state the deviations in fre-
quency of both areas settle to zero while contracted generations of
different GENCOs can be deﬁned using Eqn. (15).
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Δ Δ Δ Δ ΔP cpf P cpf P cpf P cpf PGi i L i L i L i L= + + +1 1 2 2 3 3 4 4. (15)
Hence, in steady state ΔPG1 = 0.085 pu MW, ΔPG2 = 0.075 pu MW,
ΔPG3 = 0.117 puMW, ΔPG4 = 0.123 puMW. However, as per industrial
practice uncontracted demand of 10%made by DISCO1 must be sup-
plied by the GENCO1 and GENCO2 based on respective ACE
participation factors (apfs). Therefore, under contract violation
condition, ΔPG1 = ΔPG1 + apf11ΔPUC1 = 0.085 + 0.05 = 0.135 puMW and
ΔPG2 = 0.075 + 0.05 = 0.125 pu MW. The simulation results of gen-
erations of GENCOs in steady state correspond to calculated values
as shown with/without RFB in Figs. 6–9. From Figs. 6–7, it is also
observed that OARs generate more power at step load demand as
well as they settle to desired value very fast in comparison to GA
controllers. On the other hand, Figs. 8–9 indicate that OARs gener-
ate less power to achieve the desired generation in comparison to
GA controllers as power demand in area-2 is less than in area-1.
Scheduled tie-line power, i.e., ΔPtiescheduled = (Demand of DISCOs in
area-2 from GENCOs in area-1) − (Demand of DISCOs in area-1 from
GENCOs in area-2), can be given as:
Δ Δ ΔPtiescheduled = + + +
− +
( ) ( )cpf cpf P cpf cpf P
cpf c
L L13 23 3 14 24 4
31 pf P cpf cpf PL L41 1 32 42 2( ) − ( )+Δ Δ . (16)
ΔPtiescheduled can also be deﬁned as the total power exported from
area-1 to area-2 minus total power imported to area-1 from area-
2. The Fig. 4 shows the ΔPtieactual = −0.04 pu MW, which is the
ΔPtiescheduled in the steady state. It is clear from Fig. 5 that ΔPtieerror
settles to zero but with OARs and RFB it vanishes faster. Hence, OARs
show amazingly superior dynamic performance over GA and all the
responses further have been improved because of RFB unit.
The system modes with GA tuned controller and OARs with/
without RFB are shown in Table 2. It is observed that none of the
system modes lie in the right half of ‘s’ plane, hence the system is
stable with GA [8] and OARs with/without RFB. Without RFB, ﬁve
out of ﬁfteen system modes due to OARs are the same while the
remaining ten are highly negative as compared to that of GA tuned
controller. Additionally, only four complex system modes are with
OARs in comparison to six system modes with GA. Therefore, the
systemwith OARs shows signiﬁcantly higher stability margins with
excellent damping. With RFB, ﬁve system modes due to OARs are
the same here too while most of the remaining modes lie more neg-
ative in the left half of ‘s’ plane, which results in rapid and smooth
decay of dynamic responses.
Table 1
Optimal feedback gain matrices [K*] for thermal restructured system.
Without RFB [4.2721 7.4843 7.4843 −1.3648 −1.3648 0.5049 0.5049 −0.4510
−0.3371 −0.3371 −0.0568 −0.0568 1.6796 7.8906 0.4884; −1.0348
−0.8225 −0.8225 0.0555 0.0555 −0.0568 −0.0568 4.0931 3.8496
3.8496 0.7464 0.7464 −3.9354 −0.4884 7.8906]
With RFB [1.6535 4.7187 4.7187 −1.1323 −1.1323 0.2849 0.2849 −0.5895
−0.3707 −0.3707 −0.0582 −0.0582 4.5830 7.8759 0.6859; −0.5772
−0.7335 −0.7335 0.0755 0.0755 −0.0582 −0.0582 4.0926 3.8458
3.8458 0.7458 0.7458 −4.1836 −0.6859 7.8759]
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Table 2
Pattern of closed-loop system modes for thermal restructured system.
OARs
(With RFB)
OARs
(Without RFB)
GA [8]
(Without RFB)
−14.3917 −14.3910 −13.8996
−13.7128 −13.4527 −13.2704
−4.2410 ± 6.5892i −4.2392 ± 6.5786i −0.5799 ± 4.2171i
−3.9318 ± 4.6780i −3.3390 ± 4.7736i −0.9756 ± 2.8834i
−2.2249 −2.3555 −1.4083
−1.0005 −0.9647 −0.0141
−0.8943 −0.9874 −0.0816 +0.0257i
−0.2006 −0.2001 −0.0816 −0.0257i
−0.1000 −0.1000 −0.1000
−12.5000 −12.5000 −12.5000
−12.5000 −12.5000 −12.5000
−3.3333 −3.3333 −3.3333
−3.3333 −3.3333 −3.3333
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6.2. Two-area multi-source thermal–hydro–gas restructured system
To express the ability of the OARs to cope with multi-source
system, the study is further extended to a two-area multi-source
restructured thermal–hydro–gas system [15] as shown in Fig. 10.
The effectiveness of OARs is tested in four cases related to three dif-
ferent transactions available in an open market scenario.
6.2.1. Case 1: poolco based transactions
In this case, DISCOs negotiate power purchase contracts with
GENCOs situated only in their own area [5,24]. Poolco based trans-
actions are also termed as unilateral transactions [8]. It is assumed
that the load change occurs in both areas. Hence, the load is de-
manded by all six DISCOs. Let ΔPL1 = ΔPL2 = ΔPL3 = 0.03 pu MW and
ΔPL4 = ΔPL5 = ΔPL6 = 0.001 pu MW and thus ΔPD1 = 0.09 pu MW and
ΔPD2 = 0.003 pu MW. The selected DPM is given as follow:
DPM =
0 50 0 50 0 50 0 00 0 00 0 00
0 25 0 25 0 25 0 00 0 00 0 00
0 25 0
. . . . . .
. . . . . .
. .25 0 25 0 00 0 00 0 00
0 00 0 00 0 00 0 40 0 20 0 20
0 00 0 00 0 00 0 2
. . . .
. . . . . .
. . . . 0 0 30 0 40
0 00 0 00 0 00 0 40 0 50 0 40
. .
. . . . . .
⎡
⎣
⎢⎢⎢⎢⎢⎢⎢
⎤
⎦
⎥⎥⎥⎥⎥⎥⎥
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Fig. 10. Transfer function model of two-area multi-source restructured thermal–hydro–gas power system.
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Note that DISCOs of area-1 and 2 do not demand power from
GENCOs of area-2 and 1 respectively; hence the corresponding cpfs
of DPM are zero. For all cases, ACE participation factors are selected
as: apft1 = apft2 = 0.5 and apfh1 = apfh2 = apfg1 = apfg2 = 0.25. Eqns.
(15–16) stated that for steady state, contracted generations of dif-
ferent GENCOs and ΔPtiescheduled respectively will be modiﬁed for
multi-source power system as:
Δ Δ Δ Δ Δ
Δ
P cpf P cpf P cpf P cpf P
cpf P cp
Gti i L i L i L i L
i L
= + + +
+ +
1 1 2 2 3 3 4 4
5 5 f P ii L6 6 1 4Δ , , ,= (18)
Δ Δ Δ Δ Δ
Δ
P cpf P cpf P cpf P cpf P
cpf P cp
Ghi i L i L i L i L
i L
= + + +
+ +
1 1 2 2 3 3 4 4
5 5 f P ii L6 6 2 5Δ , , ,= (19)
Δ Δ Δ Δ Δ
Δ
P cpf P cpf P cpf P cpf P
cpf P cp
Ggi i L i L i L i L
i L
= + + +
+ +
1 1 2 2 3 3 4 4
5 5 f P ii L6 6 3 6Δ , , ,= (20)
Δ ΔPtiescheduled = + + + + +( ) ( )cpf cpf cpf P cpf cpf cpfL14 24 34 4 15 25 35 Δ
Δ
Δ
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cpf cpf cpf P
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4
+ + +
+ +
−
( )
− ( )
2 52 62 2
43 53 63 6
+ +
+ +
( )
− ( )
cpf cpf P
cpf cpf cpf P
L
L
Δ
Δ . (21)
Considering Eqns. (18–21), in steady state, GENCOs must gen-
erate load powers given by ΔPGt1 = 0.045 pu MW, ΔPGh1 = 0.0225 pu
MW, ΔPGg1 = 0.0225 puMW, ΔPGt2 = 0.0008 puMW, ΔPGh2 = 0.0009 pu
MW, ΔPGg2 = 0.0013 pu MW and ΔPtiescheduled = 0 pu MW.
The optimal feedback gains of OARs obtained for the systemwith/
without RFB are shown in Table 3. Dynamic responses for states ΔF1
and ΔF2 with OARs and GA controllers are shown in Figs. 11–12. The
ACE integral controller gains (KI1 = 0.0490; KI2 = 0.0003) are opti-
mized with the same performance index and GA parameters as used
in Reference 8. From Figs. 11–12, it is observed that without RFB
unit, undershoots of the responses with GA and OARs are more or
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less same; however, overshoots vanish, and oscillations and set-
tling time are reduced noticeably with OARs in comparison to GA.
Results are further improved with the use of RFB. The various
dynamic responses are also shown in Figs. 13–24. For case 1,
system responses for ΔF1 and ΔF2 settle to zero while all simu-
lated generations attain desired values in steady state. Steady
state scheduled tie-line power ﬂows are zero because no power is
demanded by area-1 and 2 from area-2 and 1, respectively. All
dynamic responses are smooth, non-oscillatory and fast due to
the presence of RFB.
Table 3
Optimal feedback gain matrices [K*] for multi-source thermal–hydro–gas restructured system.
Without RFB [0.5870 −1.4907 −0.0085 3.9763 0.8564 0.4236 1.9502 −0.9540
−9.7173 1.0235 1.0907 0.2905 0.9012 −0.1497 −0.0606 −0.0151
−0.1008 0.3873 3.2983 −0.0933 −0.0735 −0.0122 0.0763 1.0000
−0.0000; −0.0085 1.4907 0.5870 −0.1497 −0.0606 −0.0151 −0.1008
0.3873 3.2983 −0.0933 −0.0735 −0.0122 0.0763 3.9763 0.8564
0.4236 1.9502 −0.9540 −9.7173 1.0235 1.0907 0.2905 0.9012
−0.0000 1.0000]
With RFB [0.0375 0.4657 −0.1544 2.0647 0.3228 0.3071 0.4844 0.1670
2.7356 0.2209 0.3336 0.1428 0.5953 −0.1905 −0.0680 −0.0122
−0.1147 0.3666 3.1417 −0.1185 −0.0423 −0.0038 0.0467 0.9892
0.1466; 0.0954 1.2851 0.5214 −0.2310 0.0081 −0.0007 −0.0259
−0.2539 −2.4028 0.0329 −0.0305 −0.0097 −0.2148 3.8158 0.7994
0.4113 1.8004 −0.8224 −8.2545 0.9351 1.0163 0.2766 0.8839
−0.1466 0.9892]
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6.2.2. Case 2: poolco and bilateral transactions
In this case, all DISCOs have the freedom to have contracts
with GENCOs of its own and other control areas. In this case,
power demand of DISCOs from GENCOs is assumed
ΔPL1 = ΔPL2 = ΔPL3 = 0.05 pu MW and ΔPL4 = ΔPL5 = ΔPL6 = 0.01 pu MW.
Consider that all the six DISCOs have contracts with the available
six GENCOs for power as per the following DPM.
DPM =
0 20 0 20 0 25 0 10 0 05 0 05
0 20 0 10 0 15 0 00 0 00 0 10
0 05 0
. . . . . .
. . . . . .
. .20 0 15 0 10 0 05 0 05
0 10 0 20 0 05 0 20 0 30 0 35
0 20 0 20 0 15 0 3
. . . .
. . . . . .
. . . . 0 0 25 0 25
0 25 0 10 0 25 0 30 0 35 0 20
. .
. . . . . .
⎡
⎣
⎢⎢⎢⎢⎢⎢⎢
⎤
⎦
⎥⎥⎥⎥⎥⎥⎥
(22)
Regarding the above DPM, GENCOs must generate contracted
power of ΔPGt1 = 0.0345 pu MW, ΔPGh1 = 0.0235 pu MW,
ΔPGg1 = 0.022 pu MW, ΔPGt2 = 0.026 pu MW, ΔPGh2 = 0.0355 pu MW,
ΔPGg2 = 0.0385 puMW and ΔPtiescheduled = −0.07 puMW. The values of
scheduled/actual/error tie-line power ﬂows and different genera-
tions are veriﬁed using simulated responses shown in Figs. 15–16
and 19–24 respectively. It is noticed that in deregulated environment
the contract type not only affects the load demand of an area but also
the scheduled tie-line power ﬂow. Further, when uncontracted
demands are absent, apf value does not affect the steady state be-
havior but only the transient behavior of the systemwill be affected.
6.2.3. Case 3: contract violation
In some situations, DISCOs in an area may violate a contract by
demanding excess power than that speciﬁed in the contract. This
excess power demand, which is not contracted to any of the GENCOs,
must be supplied only by the GENCOs operating in the same area as
that of DISCOs [2–12,24]. Consider case 2 once again with a modi-
ﬁcation that DISCO1 and DISCO4 demand respectively 0.05 pu MW
and 0.01 pu MW of excess power, i.e., ΔPUC1 = 0.05 pu MW and
ΔPUC2 = 0.01 pu MW. Hence, ΔPD1 = 0.15 + 0.05 = 0.2 pu MW and
ΔPD2 = 0.04 pu MW. Figs. 13–24 also include the stabilized dynamic
responses in the event of contract violationwith RFB.With OARs, AGC
requirement is satisﬁed as frequency deviations and tie-line power
ﬂow error settle to zero in the steady state. All generation in steady
state will be affected as excess power is demanded in both areas. ACE
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participation factors of area-1 and 2 will decide the distribution of
the uncontracted load demand among respective area GENCOs in the
steady state. Therefore, ΔPGt1 = 0.0345 + 0.5*0.05 = 0.0595 puMWand
ΔPGh1 = 0.0235 + 0.25*0.05 = 0.036 puMW. Similarly, ΔPGg1 = 0.0345 pu
MW, ΔPGt2 = 0.031 puMW, ΔPGh2 = 0.038 puMW, ΔPGg2 = 0.041 puMW
and steady state tie-line power ﬂows are the same as in case 2. The
uncontracted demand in both areas is reﬂected in outputs of all six
GENCOs as shown in Figs. 19–24. It also speciﬁes the fruitful poten-
tial of OARs. The absence of uncontracted power demand for cases
1–2 is also shown by settlement of speed changer position (ΔPCi) to
zero in steady state for area-1 and 2 respectively in Figs. 17–18. Ad-
ditionally, they show the uncontracted demand of 0.05 pu MW and
0.01 puMW in area-1 and 2 respectively for case 3. From Figs. 20 and
23, it is observed that the dynamic responses of power generations
due to hydro sources are characterized by an initial fast negative dip
followed by slower exponential increase in power generation. This
is due to non-minimumphase characteristic of hydro turbines. Hence,
hydro plants in comparison to thermal and gas require more time
to meet desired power demand of DISCOs. On comparing Figs. 2–9
and Figs. 11–24, it is observed that the dynamic responses of multi-
source system due to OARs aremore oscillatory in comparison to that
of thermal system.
6.2.4. Case 4: effect of generation rate constraints
In practical power systems having steam, hydro and gas power
plants, a maximum limit exists on the rate of the change in the
generating power. Under the absence of GRC, undesirably, genera-
tors are expected to chase large momentary disturbances. Therefore,
GRC must be incorporated for a pragmatic study of the system. In
most of the research articles, the effect of GRC in restructured systems
is not considered [2–8,12]. For testing the effectiveness of the OARs,
the GRCs for hydro unit for raise and for lower generations are con-
sidered as +0.045 pu/s and −0.06 pu/s respectively; while
±0.0005 pu/s GRC is considered for reheat thermal turbine and
±0.025 pu/s GRC is considered for gas turbine of the studied system.
Here, case 3 is again simulated with GRC andwith/without RFB. Sim-
ulation results for case 4 are also shown in Figs. 13–24. It is observed
that for case 4 with RFB, ameliorated system dynamic perfor-
mance is observed as compared to system performance without RFB.
The settling time and peak over/under shoot of the area frequencies
and tie-line power ﬂow deviations have been noticed decreased sig-
niﬁcantly with the use of RFB unit. Thus, RFB eﬃciently suppress
the oscillation and stabilize the system hastily. However, in case 4,
due to GRC dynamic performance of the system deteriorates and
the responses present larger overshoots and longer setting times
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in comparison to case 3. However, system responses show stabi-
lized outcomes and satisfy AGC problem requirement. Fig. 25
presents the power outputs of RFB in different scenarios. RFB assist
power generation to balance transient load requirements.
6.2.4.1. Sensitivity analysis. Sensitivity analysis is undertaken to study
the robustness of the optimum feedback gains of OARs obtained at
nominal condition for wide changes in system parameters
[4,10,11,14,16,17,24]. On the basis of the relations given in Appendix
B, the variation in system loading condition affects the power system
damping constant (Di), power system gain (KPi), power system time
constant (TPi) and area frequency response characteristic (βi). These
power system parameters, to be used in the multi-source restruc-
tured power system model, are calculated for different loading
conditions. Selecting one at a time, system loading and time con-
stants of hydrogovernor (TR), speed governor (Tg) and valve positioner
(b) are changed from their nominal values in the range of ±50% in
steps of 25%. For case 3, system dynamic responses with RFB for
ΔF1, ΔF2, ΔPtieerror and ΔPGh2 are shown in Figs. 26–29 for changed
operating conditions of TR, Tg, b and system loading respectively.
Critical examination of the responses clearly unveils that all these
responses show imperceptible variations. So it can be concluded that
optimized feedback gains obtained at the nominal loading of 50%
and nominal parameters need not be reset for wide changes in the
system loading or system parameters.
In practical multi-area restructured power systems, uncontracted
power demand can occur in any one area or in all the areas simul-
taneously. If the controller is not designed to tackle such cases, the
system will certainly turn unstable. Here, simulations of the multi-
source restructured system for case 2 are realized for three situations
such as: (a) ΔPUC1 = 0.10 pu MW, (b) ΔPUC2 = 0.02 pu MW and (c) si-
multaneous ΔPUC1 = 0.15 pu MW and ΔPUC2 = 0.03 pu MW. Moreover
in this scenario, OARs success is tested for the system without RFB
because of more prospects of system instability. Evaluation of
Figs. 30–33 clearly reveals the eﬃcacy of OARs for higher intensi-
ty and changed location of contract violation. To save space, only
four dynamic responses are shown for rationale of this statement.
Similar stabilized outcomes due to sensitivity analysis are ob-
served for restructured thermal system; however, these responses
are not displayed in the paper, aiming to save space.
6.3. Two-area multi-source thermal–hydro power system
In order to demonstrate potential and effectiveness of OARs, the
study is ﬁnally extended to a two-area multi-source thermal–
hydro power system as shown in Fig. 34 [14]. Each area consists of
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Fig. 34. Transfer function model of two-area multi-source thermal–hydro power system [14].
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two generating units, one non-reheat thermal and other mechan-
ical governor based hydro power plant with area capacity of
2000 MW and initial loading of 50%. The nominal data are given in
Appendix B. The OARs are designed with the optimized full state
feedback gains with/without RFB as shown in Table 4. The system
dynamic responses of OARs for 1.5% step load perturbation (SLP)
in area-1 applied at t = 0 s are shown in Figs. 35–37. For comparison,
the simulation results for the same system due to GA based PI [14]
and hybrid Fireﬂy Algorithm-Pattern Search (hFA-PS) algorithm [14]
based PI/PID controllers are also shown in these ﬁgures. It is clear
from Figs. 35–37 that OARs outperform GA and hFA-PS based PI con-
trollers for ΔF1, ΔF2 and ΔPtie12 responses. Further, PI structured OARs
also show a superb performance in comparison to hFA-PS based PID
controller, specially in terms of reduced settling time and oscilla-
tions. The system performance further improves with consideration
of RFB installed in area-1.
7. Conclusions
The effect of RFB on AGC of two-area restructured power systems
is investigated. Full state vector feedback optimal AGC regulators
(OARs) are designed by employing performance index minimiza-
tion criterion. At ﬁrst, a two-area restructured four unit thermal
power system is investigated and the superiority of OARs is shown
by comparing the responses with Genetic Algorithm (GA) tuned con-
trollers for the same system. Advantage of OARs over GA is evident
from the simulation results in terms of signiﬁcantly smooth and fast
responses with minimal settling time. Since RFB can share the in-
stantaneous need of extra active power, improved system
performance using OARs is observed with RFB. Next, system mode
analysis shows an appreciable improvement in stabilitymargins with
OARs in comparison to GA. In addition, system stability is further
improved with RFB. To demonstrate the ability of OARs to cope with
multi-source system, the study is also extended to a more realis-
tic two-area six unit multi-source thermal–hydro–gas restructured
system with/without RFB. It is observed that the frequency and
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Fig. 35. Deviation in frequency of area-1 for 1.5% SLP in area-1.
Table 4
Optimal feedback gain matrices [K*] for multi-source thermal–hydro system.
Without RFB [7.8861 −1.1222 8.6580 5.6534 6.4573 3.8845 −0.5374 −0.5757
−0.1641 1.0594 −2.1341 −0.0786 0.1005 14.1421 0.0000; −1.1222
7.8861 −8.6580 −0.5374 −0.5757 −0.1641 5.6534 6.4573 3.8845
−0.0786 0.1005 1.0594 −2.1341 0.0000 14.1421]
With RFB [4.2058 −1.1833 10.8830 3.8095 4.4598 3.2268 −0.5457 −0.5840
−0.1644 0.7752 −1.7040 −0.0786 0.1007 14.1420 0.0516; −0.7663
7.8876 −8.7863 −0.4510 −0.4966 −0.2036 5.6533 6.4572 3.8846
−0.0752 0.1411 1.0594 −2.1342 −0.0516 14.1420]
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Fig. 36. Deviation in frequency of area-2 for 1.5% SLP in area-1.
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Fig. 37. Tie-line power deviation for 1.5% SLP in area-1.
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tie-line power responses of the system with/without RFB settle to
zero in the steady state during different transactions taking place
in an open market and satisfy AGC requirement. Simulated gen-
erations and tie-line power ﬂows due to OARs are found matching
with the corresponding desired values with/without RFB/GRC. Sen-
sitivity analysis reveals that the OARs with the optimized feedback
gains obtained at the nominal loading of 50% are robust enough and
need not be reset if the system is subjected to wide changes in
system loading or parameters such as TR, Tg and b from their nominal
values. Furthermore, robustness of OARs is conﬁrmed at bigger size
and changed positions of uncontracted power demand of DISCOs.
It is also observed that the optimized feedback gain values and
system modes show no change for different possible power con-
tracts and structures of DPM. Finally, the approach is extended to
a two-areamulti-source thermal–hydro power system. From the sim-
ulation results, it is revealed that OARs outperform GA optimized
PI and recently proposed hFA-PS algorithm optimized PI and PID
controllers.
Appendix A: State space model matrices
For two-areamulti-source thermal–hydro–gas restructured power
systemmodel with RFB, the systemmatrix A is of the order of 25 × 25
and its nonzero (ai,j) elements are given as:
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The control matrix B is of the order of 25 × 2 and its nonzero el-
ements (bi,j) are given as:
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The disturbance matrix Γ is of the order of 25 × 8 and its nonzero
elements (di,j) are given as:
d
K
T
d
K
T
d
K
T
d
K
T
dP
P
P
P
P
P
P
P
11
1
1
1 2
1
1
1 3
1
1
17
1
1
3 4, , , , ,, , , ,= − = − = − = − = −
K
T
d
K
T
d
K
T
d
K
T
d
cpf
T
P
P
P
P
P
P
P
P
2
2
3 5
2
2
3 6
2
2
3 8
2
2
6 1
11
,
, , ,, , , ,= − = − = − =
g
g g g g
d
cpf
T
d
cpf
T
d
cpf
T
d
cpf
T
1
6 2
12
1
6 3
13
1
6 4
14
1
6 5
15
,
, , ,, , , ,= = = =
1
6 6
16
1
9 1
21
1
9 2
22
1
9 3
23
,
, , ,, , , ,d
cpf
T
d
cpf
T
d
cpf
T
d
cpf
Tg RH RH
= = = =
RH
RH RH RH
d
cpf
T
d
cpf
T
d
cpf
T
d
a
1
9 4
24
1
9 5
25
1
9 6
26
1
12 1
1
,
, , ,, , , ,= = = =
X cpf
b Y
d
a X cpf
b Y
d
a X cpf
b Y
d
1 31
1 1
12 2
1 1 32
1 1
12 3
1 1 33
1 1
12 4
,
, ,, , ,= = =
= =
a X cpf
b Y
d
a X cpf
b Y
d
a X cpf
b Y
d
1 1 34
1 1
12 5
1 1 35
1 1
12 6
1 1 36
1 1
1
,
, ,, , 3 1
31 1 1
1
2
13 2
32 1 1
1
2 13 3
33 1
,
, ,
,
,
=
−( )
=
−( )
=
−
cpf Y X
Y
d
cpf Y X
Y
d
cpf Y X1
1
2 13 4
34 1 1
1
2
13 5
35 1 1
1
2 13 6
( )
=
−( )
=
−( )
=
Y
d
cpf Y X
Y
d
cpf Y X
Y
d
, ,
,
,
, ,
cpf Y X
Y
d
cpf
T
d
cpf
T
d
cpf
g
g
36 1 1
1
2 16 1
41
2
16 2
42
2
16 3
43
−( )
=
= =
, ,
,
,
, , T
d
cpf
T
d
cpf
T
d
cpf
T
d
cp
g g g
g
2
16 4
44
2
16 5
45
2
16 6
46
2
19 1
, , ,
,
, ,
, ,
= =
= =
f
T
d
cpf
T
d
cpf
T
d
cpf
T
d
RH RH RH
RH
51
2
19 2
52
2
19 3
53
2
19 4
54
2
, , ,
,
, ,
,
= =
= 19 5
55
2
19 6
56
2
22 1
2 2 61
2 2
22 2
, , ,
,
, , ,= = =
=
cpf
T
d
cpf
T
d
a X cpf
b Y
d
RH RH
a X cpf
b Y
d
a X cpf
b Y
d
a X cpf
b Y
d
2 2 62
2 2
22 3
2 2 63
2 2
22 4
2 2 64
2 2
22
, , ,, ,= =
, , ,, ,5
2 2 65
2 2
22 6
2 2 66
2 2
23 1
61 2 2
2
= = =
−( )a X cpf
b Y
d
a X cpf
b Y
d
cpf Y X
Y2
23 2
62 2 2
2
2 23 3
63 2 2
2
2
23 4
,
, ,, ,
,
d
cpf Y X
Y
d
cpf Y X
Y
d
cpf
=
−( )
=
−( )
=
  
64 2 2
2
2 23 5
65 2 2
2
2
23 6
66 2 2
2
2
Y X
Y
d
cpf Y X
Y
d
cpf Y X
Y
−( )
=
−( )
=
−( )
, ,
,
,
, d cpf cpf cpf
d cpf cpf cpf d cpf
24 1 41 51 61
24 2 42 52 62 24 3
,
, ,
,
,
= + +
= + + = 43 53 63
24 4 14 24 34 24 5 15
+ +
= − + +( ) = −
cpf cpf
d cpf cpf cpf d cpf
,
,, ,   + +( )
= − + +( ) =
  
  
cpf cpf
d cpf cpf cpf d cp
25 35
24 6 16 26 36 25 1 12
,
,, , α f cpf cpf
d cpf cpf cpf
d
41 51 61
25 2 12 42 52 62
25 3
+ +( )
= + +( )
=
,
,,
,
α
α
   
12 43 53 63
25 4 12 14 24 34
cpf cpf cpf
d cpf cpf cpf
   
   
+ +( )
= − + +( )
,
, α ,
,,
,
d cpf cpf cpf
d cpf cpf
25 5 12 15 25 35
25 6 12 16 26
   
  
= − + +( )
= − +
α
α +( ) cpf36 .
The output matrix C, the state cost weighting matrix Q and the
control cost weighting matrix R for the multi-source restructured
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power systemmodel are taken identity matrices of 25 × 25, 25 × 25
and 2 × 2 dimensions respectively.
Appendix B: System data
Thermal andmulti-source thermal–hydro–gas restructured power
systems [5,13,16]:
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Multi-source thermal–hydro power system [14]:
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