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Abstract
Molecular Electronics uses molecules sandwiched between two metals as a model system
to create tailored solutions for applications such as energy harvesting and sensing. Electrons
tunnelling across such a junction are a↵ected by the properties of the molecule itself as well as
the interaction between metal and molecule. In particular, charge transport is known to couple to
molecular vibrations, which can act both to dissipate energy as well as increase conductance. This
thesis therefore applies in-situ vibrational spectroscopies, surface-enhanced Raman scattering and
vibrational sum frequency generation, to investigate molecular junctions.
As a model system, 4-mercaptopyridine sandwiched between a gold surface and an elec-
trochemically deposited second metal layer is used. Four aspects are studied in detail in this thesis.
Chapter 3 presents a detailed study of surface enhanced Raman spectra of 4-mercaptopyridine on
gold. All experimental vibrational modes are assigned and related to the symmetry of the adsorbed
molecule with the help of density functional calculations. In particular, the e↵ect of hydrogen
bonding on the ring breathing modes of adsorbed mercaptopyridine is revealed for the first time.
In chapter 4, surface-enhanced Raman spectroscopy is used to identify a spectroscopic signature
of a successfully formed metal-molecule-metal junction after electrochemical deposition of a tran-
sition metal layer. Chapter 5 then addresses the use of surface-enhanced Raman spectroscopy
to identify charge transfer states of 4-mercaptopyridine by changing bias potential and excitation
wavelength. A charge transfer state is found for protonated 4-mercaptopyridine at about 1.7
eV above the Fermi level, while the corresponding state for unprotonated 4-mercaptopyridine
must lie at least 0.8 eV higher. Chapter 6 then explores the use of ultrafast vibrational sum
frequency generation. The pyridine ring stretching modes are detected and metallisation of the
4-mercaptopyridine layer is seen to decrease the local order of the molecular layer. The influence
of the mercaptopyridine charge transfer state can be seen in ultrafast pump - sum frequency probe
spectroscopy of the gold substrate. This opens the prospect of investigating coupling between
molecular vibrations and charge transfer in these junctions on a timescale of a picosecond or less.
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Chapter 1
Introduction
1.1 Molecular electronics
Molecular electronics is defined as ”a field of science that investigates the electronics and thermal
transport properties of circuits in which individual molecules (or an assembly of them) are used
as basic building blocks” [1].
In brief, molecular electronics was an assembly of a discrete number of molecular com-
ponents designed to perform a specific function. One model of a molecular electronic junction
is shown in Figure 1.1. The word molecular electronics was first mentioned back in the 1950s
by von Hippel, surprisingly, as an aim for the US Air Force Molecular electronics conference. At
that time, molecular electronics was envisaged as a silicon-based material, where its properties
are determined by its inherent molecular structure. In the 1970s, the first detailed research in
this area was conducted by a Swiss chemist named Hans Kuhn. He fabricated Langmuir-Blodgett
films onto a metal electrode, which created a so-called ”junction”, and measured the junction
conductivity. The first use of a molecule as an electronic component was in 1974 when Ari
Aviram synthesized and modified a charge-transfer salt to operate as a traditional diode [2]. It
was in 1997 when the first charge transfer experiment on a single molecule was performed by
the groups of Mark Reed and James Tours [3]. They used the mechanically controllable break
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junction (MCBJ) of a benzenedithiol molecule between a gold electrode and a retractable metal
tip. Nowadays, molecular electronics is seen as a potential technology for future electronic circuits
and devices for instance, wires, switches, memory and gain elements [4].
Figure 1.1: Example of a molecular junction formed by 4,4’-bipyridine between a gold surface
and a gold tip. The conductance changes with molecular configuration from a low value (left) to
a high value (right). Source: Reproduced with permission from [5]. c Nature Publishing Group
2009.
In order to provide more specific properties for electronic elements, molecular electronics
focuses on the behaviour of individual organic molecules or groups of molecules, as well as the
precise three-dimensional positional control of individual atoms or molecules by using a ”bottom-
up” concept of self-assembly of elementary pieces to form a more complicated structure [6]. A
large variety of molecules have been used for molecular electronics, ranging from simple alkanes
and alkenes to aromatics, dye molecules such as porphyrins or redox-active species [4] and a wide
range of methods has been used for self-assembly [7]. From the technological point of view,
there are also good reasons to investigate the use of molecules as electrically active elements. In
comparison with silicon-based technology, which is already a nanotechnology in the sense that the
structure sizes are in the range of nanometers, molecular electronics could in principle o↵er the
following major advantages. The first one is size. The reduced size of small molecules (between
1 and 10 nm) could lead to a higher packing density of devices with the subsequent advantages in
cost, e ciency, and power dissipation. Imagine the first electronic computer which was made from
18000 valves, weighed 30 tons, occupied an entire room, and lasted an average of 5.6 h between
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repairs [8] and compare it to a state-of-art computer in the present which is composed of more
than 40 millions transistors [9], with numbers set to increase in the future. The miniaturization
of electronic devices not only means smaller size and increasing power, but it also leads to
the emergence of new technologies [10–12]. The second advantage is speed. Although most
molecules are poorly conductive, good molecular wires could reduce the transit time of typical
transistors (⇡ 10 14 s), thus reducing the time needed for a computational operation. The third
advantage is assembly and recognition. One can exploit specific intermolecular interactions to
form structures by nanoscale self-assembly. Molecular recognition can be used to modify electronic
behavior, providing both switching and sensing capabilities on a single-molecule scale. The fourth
advantage is new functionality. Special properties of molecules, like the existence of distinct stable
geometric structures or isomers, could lead to new electronic functions that are not possible to
implement in conventional solid state devices. The last advantage is synthetic design. By choice of
composition and geometry, one can widely vary a molecule’s charge transport, bonding, optical,
and structural properties. The tools of molecular synthesis are highly developed. Of course,
molecules have also obvious disadvantages such as instabilities at high temperatures. Moreover,
the fabrication of reliable molecular junctions requires us to control matter at an unprecedented
level, which can not only be di cult, but also slow and costly. The advantages described above
however have been su cient to motivate the exploration of molecule-based electronics [1].
Although molecular electronics has a bright role in the near future, moving it from a
theoretical concept to a practical device is di cult. The history of science teaches us that the
exploration of novel territories and phenomena leads to fascinating technological applications.
However, new technology requires fundamental knowledge to realise it and this thesis sets out to
provide such fundamental understanding.
1.2 Vibrational transition and relation to electron transfer
Since the beginning of molecular electronics, two di↵erent mechanisms of electron transfer have
been discussed, the so-called 1-step and 2-step processes [13] as shown in Figure 1.2. In the
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1-step transport, an electron tunnels elastically from one electrode to the other without any
interaction with the molecule in the middle of the junction. In this case, the molecule just
determines the width of the tunneling barrier. In the superexchange mechanism, the presence
of empty molecular orbitals increases the e ciency of the tunneling, but the electron does not
reside on the molecule [14]. Both mechanisms are referred to as coherent charge transport. In
the 2-step process, or incoherent charge transport, the electron first hops onto the molecule and
then transfers to the other electrode in a second step; for very long molecules the electron can
even hop from one place within the molecule to the next. During this time, the electron can
lose energy to molecular or environmental vibrations. This energy dissipation is a↵ected by many
factors including temperature, size and complexity of the molecular bridge [15,16]. The di↵erent
Figure 1.2: Schematic illustration of the 1-step process electron tunneling mechanism (a) and
the 2-step electron hopping mechanism (b) through molecular wire bridges sandwiched between
two electrodes. Source: Reproduced with permission from [13]. c  PCCP Owner Societies 2015.
transport mechanisms can be distinguished by their dependence of tunneling current on bias
voltage and the majority of experiments carried out on molecular junctions have used a scanning
tunneling microscope.
A popular technique for example is the mechanically controlled break junction technique
[17–21]. Here, the conductance of the molecule is measured as a scanning tunneling microscope
tip pulls up a molecule on a surface and measures the current at a fixed bias until the junction
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breaks. While the molecule is in the junction, the conductance takes a specific value, which is
generally only determined by the nature of the bond to the surface and the nature of the molecule.
When the conductance is plotted as a function of bias voltage, di↵erent characteristic behaviours
can be seen, for example an ”o↵-on-o↵” curve can be seen for redox-active molecules, where
the ”on” state corresponds to the redox potential of the molecule. For example for a molecular
bridge containing a viologen moiety, it was shown that internal fluctuations and vibrations of the
bridge strongly influence the conductance [22]. It has also been shown that the conductance of a
molecular bridge can be changed by the presence of a solvent [23]. Both observations show that
molecular and environmental vibrations play a key role in molecular electronics, but to access any
direct information is di cult.
One approach has been inelastic tunneling spectroscopy. Once the bias voltage between
a substrate and a conducting second electrode is above the threshold of a vibrational transition,
the tunneling current increases by a small amount as there are now two channels available for
tunneling - an elastic and an inelastic one. This process creates a small step-like increase in the
current at a bias voltage corresponding to a molecular vibrational mode. Not all vibrations are seen
in this mechanism, but generally only those where the vibrational coordinate is along the molecular
bridge rather than perpendicular to it. A di↵erent approach, which is also suited to study single
molecules, is tip-enhanced Raman spectroscopy [24], which gains su cient sensitivity, because
the small distance between a metal tip and a flat surface leads to a very large electromagnetic field
enhancement of a laser beam illuminating the junction. This has been used to see the change of
vibrational spectra as a function of bias voltage. For example, the appearance and disappearance
of certain vibrational modes of dimercaptoazobenzene has been associated with charge transport
across the molecular bridge [25].
However, neither of the methods described above are suited to accessing information
on the dynamics of electron transfer across such junctions even though it underlies the resulting
electrical behavior of the junction. There are no standard electrochemical measurements that
can capture ultrafast processes such as charge transfer onto the molecular bridge, vibrational
excitation and relaxation of the bridge, which occur on a timescale of femto- to picoseconds.
Even novel ultrafast a.c. electrical measurements of molecular electronic junctions can only
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probe charge transfer kinetics on the submicrosecond timescale and cannot capture the dynamic
coupling between electronic and nuclear degrees of freedom [26,27].
The initial idea for this thesis was to access charge transfer dynamics by optically exciting
electrons in the bottom electrode with a femtosecond laser pulse. This pump pulse generates a
range of excited electrons which can transfer onto the molecule within a much shorter time than
can ever be achieved by voltammetry or a.c. electrical measurements. The e↵ect of the excited
electron on the molecular vibrations could then be probed with a time-delayed femtosecond probe
pulse. By changing the time delay between pump and probe pulses, we might be able to follow
the interaction between electrons and molecular vibrations in real time. The price to pay for the
improvement in time resolution is sensitivity. The most sensitive vibrational spectroscopy which
can operate on a femtosecond time scale is vibrational sum frequency generation, which still
needs about 1012 molecules per cm2 for a detectable signal [28]. As a result, the initial focus
of this thesis was on how to make molecular electronic junctions on a cm2 scale and how to
spectroscopically detect whether a junction had been formed. The various ingredients for large
scale junctions are therefore introduced next.
1.3 Gold
Gold is a transition metal with a filled 5d shell and a single valence electron in the 6s orbital.
It behaves like a free electron metal, because the Fermi level is found within the s-band, where
the electrons are highly delocalised [29, 30]. The d-band made of the much more localised 5d
orbitals is found about 2 eV below the Fermi level. Gold is an attractive substrate for a number of
reasons. Firstly, since gold is an inert metal, it will not form a stable oxide on its surface at room
temperature and it resists atmospheric contamination [31–33]. Despite this general inertness,
it can easily form Au-S bonds with thiols. Electrons can be easily excited into empty s-states
above the Fermi level by photons in the near-IR or visible range. It can support relatively strong
plasmon resonances, because this resonance can occur before damping by electronic transitions
between the filled d-band and the empty portion of the s-band sets in, which makes it a useful
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substrate for surface-enhanced Raman spectroscopy [29, 30]. Moreover, it is a widely studied
metal, so its chemical, physical, and electronic properties are well-known and it can be easily
obtained commercially in high purity.
1.4 Self-assembled monolayers
Since the 1980’s, a technique called self-assembled monolayers (SAMs) has been widely used [34].
Self-assembly is the process of organic molecules in solution or gas phase spontaneously ordering
on a solid surface [35]. The molecules are generally thought of as bifunctional containing an
active terminal, which binds to a solid surface, and a head group which determines the chemical
properties of the newly formed surface [36], shown in Figure 1.3. The most well-known SAMs on
gold are alkanethiols which form a
p
3 ⇥ p3 R30 degree structure with the alkane chain tilted
by 30 degrees from the surface normal [37–40]. The adsorption has two driving forces. The
a nity of sulfur to gold with a bonding energy of about 190 kJ/mol, which is low compared to
a typical C-C bond strength of 350 kJ/mol, but often strong enough to produce layers that are
stable for weeks or months. The second driving force is lateral interactions between adsorbates,
which can take the form of Van-der-Waals interactions, hydrogen bonds, hydrophobic forces
or aromatic interactions. These lower the overall surface energy and maximise the interaction
between molecules. The ideal SAM for this thesis has to fulfil three requirements. Firstly, there
has to be a strong interaction between the active head group of the molecule and the metal
surface. Secondly, the molecule has to easily form a monolayer which is well ordered and densely
packed to avoid any electrical shorts between the top and the bottom electrode. Finally, the SAM
needs to have a tail group which can chemically bind to a second electrode.
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Thiol solution 
Au 
Figure 1.3: Illustration of how a self-assembled monolayer of thiols forms from solution on a gold
surface.
1.5 4-Mercaptopyridine
This thesis uses 4-mercaptopyridine (pyS), an organosulfur compound C5H5N, to form a self-
assembled monolayer as part of a molecular electronic junction. The main structure of pyS is a
heterocyclic aromatic ring with a nitrogen atom at the fourth position on the ring and a thiol
group attached to the opposite carbon (Figure 1.4). The thiol bond cleaves upon adsorption to
metal surfaces and has a particularly strong a nity to gold [41]. The lone pair on the nitrogen can
bind to other metals [42,43] and thus a molecular electronic junction is formed. The delocalised
Figure 1.4: 4-mercaptopyridine.
electrons in the aromatic ring make it an excellent Raman scatterer and can enhance the binding
between Au and thiol, which consequently results in the formation of compact and impermeable
SAMs. Coordination to the nitrogen lone pair tunes the electron density on the aromatic ring
which makes pyS generally interesting as an electron transfer promotor and pH sensor.
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1.6 Metallisation
Metal-molecule-metal (MMM) junctions formed by self-assembly have raised much interest in
recent years. Various junctions have been fabricated such as Pd/thiazole/Au [33], Pd/aminothio-
phenol/Au [44], Pd/(mercaptophenyl)pyridine/Au [45], and Pd/terpyridine/Au [46]. The break-
through came from work in Kolb’s group at the University of Ulm on the electrochemical depo-
sition of a transition metal layer on top of pyS self-assembled monolayers [42, 43, 47], shown by
cyclic voltammetry, scanning tunneling microscopy and photoelectron spectroscopy. Particular
interest was raised by Pd overlayers with an altered density of states at the Fermi level [48].
Even though metal-pyS-gold junctions have been quite thoroughly studied by a range of methods
including surface-enhanced Raman spectroscopy, to date no clear spectral signature of junction
formation is known.
1.7 Overview of this thesis
This thesis focusses on gold/4-mercaptopyridine/metal junctions. Chapter 2 “Experimental“
provides the background knowledge on characterisation techniques and junction preparation. The
adsorption of mercaptopyridine on gold is discussed in chapter 3, “Mercaptopyridine adsorption“.
In this chapter, the vibrational modes of 4-mercaptopyridine detected by surface-enhanced Raman
spectroscopy are assigned, typical spectra of clean and contaminated layers identified and the
influence of hydrogen bonding discussed. Chapter 4, “Metallisation“ describes how molecular
junctions are made electrochemically and how success can be identified by Raman spectroscopy.
In chapter 5, “Electronic resonances in SERS“, charge transfer states are identified by Raman
spectroscopy and the LUMO level of adsorbed mercaptopyridine is determined. Chapter 6, “Sum
frequency generation of 4-mercaptopyridine on gold“ shows the potential of nonlinear optical
vibrational spectroscopy to detect the coupling between a vibrational resonance and laser-excited
electrons. The “Future work“ chapter proposes further opportunities to study electron transfer
through molecular electronic junctions. Finally, the appendix collects background knowledge
28
relevant to this research and important experimental observations accumulated during my PhD.
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Chapter 2
Experimental
2.1 Electrochemistry
2.1.1 Charge transfer at interfaces
Charge transfer is at the heart of electrochemistry and plays an important role in many areas of
science, ranging from catalysis to biology. Charge transfer occurs at the interface between an
electrode (often a metal) and species in solution, which undergo a general reaction of:
Ox(aq) + ne
  ⌦ Red(aq), (2.1)
where Ox and Red refer to the oxidised and reduced forms of the species. As electrons
are transferred from the metal to species in solution, a potential drop develops at the interface.
At equilibrium, this is given by the Nernst equation
E = E0 +
RT
nF
ln
✓
Ox
Red
◆
(2.2)
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Several models have been proposed to describe how the potential changes with distance
(Figure 2.1).
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Figure 2.1: Models of the electric double layer: Helmholtz, Gouy-Chapman, and Stern.
In the simplest model by Helmholtz, the charge on the metal electrode is compensated
by a layer of ions (including hydration shells). The potential changes linearly from inside the metal
to within the solution, but on too short a length scale. To improve this, Gouy and Chapman
developed a di↵use layer model, where the potential changes gradually. This model overestimates
the capacitance of the interface, because the potential changes too slowly. Stern finally combined
both models, since some ions will adsorb at the interface which leads to an initial linear change
in potential. Beyond this inner layer, the potential changes more slowly in a di↵use solution of
ions.
It is possible to control the kinetics of charge transfer by applying an external potential.
The highest occupied state in a metal is the Fermi level and the application of a potential can
shift the Fermi level up or down as shown schematically in Figure 2.2 A. If a reactant has a LUMO
initially above EF , such that electron transfer would be unfavorable, an external potential can
shift the Fermi level up and allow electron transfer for reduction into the reactant LUMO (Figure
2.2 B).
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Figure 2.2: (A) an electrical potential applied to a metal increases or decreases the Fermi level.
(B) A molecule can be reduced if the potential shifts the Fermi level enough to transfer electrons
to the LUMO.
2.1.2 Cyclic voltammetry
One of the most popular electrochemical techniques for monitoring charge transfer is cyclic
voltammetry. It uses the electrode of interest (called working electrode) and measures current
flow to a counter electrode, while the electrode potential is changed linearly in time and cycles
between a minimum and a maximum value. Since the potential drop at the interfaces of the
working and counter electrodes depends on the concentration of species in solution, a third
electrode, called reference electrode, is used, where the potential drop is constant. Only a very
small current flows through the reference electrode in order to measure the potential of the
working electrode in relation to the reference potential. Potentials are often expressed compared
to the standard hydrogen electrode (SHE), a Pt electrode with the following half cell reaction:
2H+(aq) + 2e
  ⌦ H2(g) (2.3)
The potential of the SHE is arbitrarily set at 0 V. Its absolute potential (equivalent
to the work function) is 4.44 eV at 25 C. This thesis used both silver/silver chloride (Ag/AgCl)
and mercury/mercurous sulfate (Hg/HgSO4) as reference electrodes with potentials of +0.197
and +0.64 V compared to SHE, respectively. The counter electrodes used were both Au straight
wire and Pt coiled wire electrodes. Their role is to supply a su cient number of electrons and
32
therefore they should have a larger surface area than the working electrode.
Figure 2.3: The typical voltammograms for a reversible electron transfer reaction at di↵erent
scan rates [49].
Figure 2.3 shows a typical cyclic voltammogram for a reversible electron transfer to
species in solution, eg. Fe3+aq + e
  ⌦ Fe2+aq . Where peaks occur depends on the scan rate, the
electrolyte concentration and the di↵usion coe cient. As the potential moves beyond the value
where electron transfer is allowed, the reaction rate increases exponentially initially but then peaks
as the region near the interface is depleted from reactants. Beyond the peak, the depletion region
gradually becomes larger, so reactants take longer to get to the surface and the current drops.
For a reversible reaction, the same will occur when the potential is swept in opposite direction.
The peak potential is independent of the scan rate and the potential di↵erence between oxidation
and reduction peak at room temperature is given by
|EOxp   ERedp | =
59 mV
n
. (2.4)
2.1.3 Surface reactions
Cyclic voltammograms of adsorbed species look very di↵erent (Figure 2.4). If A undergoes a
reversible electron transfer to B and B stays adsorbed, then the shape of the CV is only determined
by electron transfer, not by di↵usion from solution. This produces symmetric peaks with forward
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and reverse peaks occurring at the same potential. The area under the peak is a measurement
of the surface coverage. This is true even for non-ideal reactions involving desorption and has
been used here to determine both the e↵ective area of the working electrode and the amount of
mercaptopyridine adsorbed.
Current 
Potential 
50% oxide formation 
Figure 2.4: Voltammogram for an ideal surface reaction of A to B.
Figure 2.5 shows the typical polycrystalline gold oxidation and reduction peaks in 0.1 M
H2SO4 . The polycrystalline gold oxidation potential is between 1.0 to 1.4 V vs SCE. This region
actually varies depending on the presence of facets such as Au(111), Au(110), or Au(100). Here,
it shows two distinct peaks around 1.03 V and 1.25 V vs SCE. These two peaks are characteristic
for oxidation of Au(111), which is the most stable crystal face of gold [50]. The gold monolayer
reduction peak is located around 0.85 V vs SCE. It normally appears as a strong sharp peak and
the charge transferred during this reduction can be converted to the accessible surface area of
the Au electrode. The standard value used for polycrystalline gold is 386 µC/cm2 [51]. This
value assumes a single layer of gold oxide and the actual value therefore depends on the turning
potential and the sweep rate, which both influence the thickness of the oxide layer formed.
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Figure 2.5: Cyclic voltammogram showing first cycle of oxidation (1100-1400 mV) and reduction
(850 mV) of a freshly annealed polycrystalline gold electrode in 0.1 M H2SO4 , scan rate is 50
mV/s and gold geometric surface area is 2.5 x 10 5 m2
2.2 Vibrational spectroscopy
2.2.1 Molecular vibration
Molecular vibration is a kind of nuclear motion in which an atom or group of atoms in the molecule
is in periodic motion. The frequency of this periodic motion is known as vibrational frequency
and typically ranges from 3 x 1012 Hz to 3 x 1014 Hz, corresponding to wavenumbers from 100
cm 1 to 10000 cm 1 . In a molecule, energy levels are quantised and transitions between them
are seen in spectroscopy. Vibrations are generally described as an anharmonic motion since the
corresponding bond can break, which means transitions between all energy levels are allowed. In
practice, mostly the transition between the vibrational ground state ( =0) and first excited state
( =1) is seen as the probability of occupying higher states is small for typical frequencies and
temperatures. A molecule with N atoms will have 3N degrees of freedom to move. Translations
account for 3 degrees of freedom and rotations for 2, respectively 3, for a linear or non-linear
molecule. This leaves 3N-5 respectively 3N-6 degrees of freedom for vibrations of linear and
non-linear molecules.
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Vibrational motions are described by a variety of terms, such as stretching, bending,
etc., which are summarized in Figure 2.6. Vibrations are commonly detected using either infrared
Vibra&on)mode) Descrip&on) Molecular)conﬁgura&on)
Stretching** Change*in*bond*length**
Bending**
Change*in*angle*between*
two*bonds*
Rocking**
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group*of*atoms*and*rest*of*
the*molecule*
Wagging**
Change*in*angle*between*
the*plane*of*a*group*of*
atoms*and*the*rest*of*the*
molecule*
Twis<ng**
Change*in*the*angle*
between*the*planes*of*two*
groups*of*atoms**
Ring*breathing**
Characteris<c*vibra<on*of*
an*aroma<c*ring*
compressing*and*releasing**
Symmetric 
Asymmetric*
Symmetric)
Symmetric)
Asymmetric*
Symmetric)
Figure 2.6: Common terms used to describe molecular vibrations
or Raman spectroscopy. Each spectroscopy imposes its own selection rules - infrared detects
a vibration if the vibration changes the dipole moment of the molecule while Raman requires a
change in the polarisability. Which vibrational mode is seen in which spectroscopy can be deduced
from the symmetry of the molecule and the symmetry of the vibrational motion. I will explain
this for the example of a pyridine molecule, shown in Figure 2.7. The symmetry properties of
pyridine are summarised in the notation C2  - it possesses a twofold rotation axis and two mirror
planes as shown in Figure 2.7.
There are four possible symmetry operations for this molecule, called E (identity), C2
36
Z 
Y 
X 
Figure 2.7: Symmetry elements of pyridine - the two mirror planes are shown shaded in blue and
pink and the two-fold axis is along Z.
(rotation around the symmetry axis by 180  ),    (xz) (mirror plane perpendicular to molecular
plane) and    (yz) (mirror plane parallel to molecular plane).
In spectroscopy, the motions of C2  molecule are normally described by a1, a2, b1, and
b2 modes. An a1 vibration keeps all symmetry elements intact, for example the ring breathing
mode or a C-H stretching mode where all C-H bonds move in unison. This type of motion is
called totally symmetric. A b1 vibration keeps the mirror plane perpendicular to the molecular
plane, and is called an out-of-plane vibration. A b2 vibration keeps the yz mirror plane and is
called in-plane vibration. Finally, an a2 motion breaks all symmetry elements in the molecule.
These properties are summarised in table 2.1, where an entry of ”1” means no change under this
symmetry operation and ”-1” means a change.
The table 2.1 contains two further columns which show whether a mode is infrared
and/or Raman active. For example, a1 vibrations lead to a dipole moment change in the z
direction and are IR active. Raman activity corresponds to the response of the molecular electron
cloud in one direction under the influence of an electric field in a di↵erent direction and is
represented by a product such as z2 or xy. For the example of pyridine, all vibrations are Raman
active, while a2 vibrations are not IR active.
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Table 2.1: Character table for C2  symmetry group
C2  E C2   (xz)   (yz) linear quadratic
a1 1 1 1 1 z x2, y2, z2
a2 1 1 -1 -1 xy
b1 1 -1 1 -1 x xz
b2 1 -1 -1 1 y yz
2.2.2 Raman spectroscopy
Raman scattering was discovered in India by Chandrasekhara Venkata Raman in the 1920s.
Condensing sun light with the help of an 18 cm reflecting telescope, he could observe by eye that
light scattered from many liquids contained wavelengths di↵erent from the light source [52]. First
published in 1928 under the title ”A new type of secondary radiation”, it gained him the physics
Nobel prize in 1930 [53]. We now call the e↵ect Raman scattering. The new wavelengths observed
arise from inelastic scattering of light, which exchanges a quantum of energy with vibrations in a
molecule or solid.
Scattering is the process in which the incident photon is absorbed and as a consequence
another photon is emitted, called scattered photon. If the incident and scattered photon have the
same energy, scattering is elastic and called ”Rayleigh scattering”. Inelastic or Raman scattering
occurs when the incident light causes transitions between vibrational/rotational levels of the
molecule. This is illustrated in Figure 2.8.
After the molecule absorbs the incident photon, it is excited to a higher energy level
which can be a virtual or a real electronically excited state. In the Stokes process, a molecule is
excited from the vibrational ground state (  = 0) and returns to the vibrationally excited state
(  = 1). The emitted photon has a lower energy or longer wavelength than the incident one.
In the anti-Stokes process, the molecule is in the excited vibrational state (  = 1) in the first
place and then relaxes to its ground state (  = 0). The emitted photon then has a higher energy
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Figure 2.8: Electronic transitions in Rayleigh and Raman scattering
than the incident one. Anti-Stokes scattering is weaker than Stokes scattering because fewer
molecules are in the excited state than in the ground state. The intensity ratio of anti-Stokes
Raman scattering to Stokes Raman scattering is given by the Boltzmann factor: exp( h⌫ /kBT ),
where h⌫  is the transition frequency between   = 0 and   = 1. The energy lost by the photons
in the scattering process is called Raman shift, defined as
 ER = EL   ES, (2.5)
where  ER is the Raman shift and EL and ES are the energies of incident and scattered photons,
respectively. According to the equation, the Stokes process gives a positive Raman shift, while
the anti-Stokes process corresponds to a negative shift. The Raman shift is normally expressed
in wavenumbers, cm 1. The modulus of the Raman shift corresponds to the frequency of the
vibrational mode which is involved in the scattering process. Not all vibrational modes are Raman
active, a vibrational mode has to change the molecular polarisability. To explain this, we look at
how the molecule interacts with light.
A molecule in an electric field becomes polarized and the induced dipole moment is
given by
P = ↵E, (2.6)
where E is the electric field, in NC 1 or Vm 1, and ↵ is the polarizability, in m3. A beam of light
of frequency ⌫ is described by an oscillating field
E = E0 cos 2⇡⌫t (2.7)
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and thus the induced polarisation also oscillates:
P = ↵E0 cos 2⇡⌫t. (2.8)
This oscillating dipole is the source of the emitted Rayleigh scattered light. If the
molecule carries out periodic motion which changes the polarisability, we can write
↵ = ↵0 + ↵
0 cos 2⇡⌫vibt. (2.9)
The term ↵0 is the rate of change of the molecular polarisability with the vibration:
↵0 =
@↵
@q
. (2.10)
If equations 2.9 and 2.10 are combined with equation 2.8, it results in
P = ↵E = (↵0 + ↵
0cos2⇡⌫vibt) E0cos2⇡⌫t. (2.11)
Since
cosA · cosB = 1
2
[cos(A+B) + cos(A  B)]
we obtain
P = ↵0E0sin2⇡⌫t+
1
2
↵0E0cos2⇡(⌫   ⌫vib)t  cos 2⇡(⌫ + ⌫vib)t (2.12)
The first term is elastic Rayleigh scattering. The second is Stokes Raman scattering
and the third is anti-Stokes Raman scattering [54]. Actually, the polarizability derivative is a
tensor, in component form:
Px = ↵
0
xxEx + ↵
0
xyEy + ↵
0
xzEz (2.13)
Py = ↵
0
yxEx + ↵
0
yyEy + ↵
0
yzEz (2.14)
Pz = ↵
0
zxEx + ↵
0
zyEy + ↵
0
zzEz (2.15)
The tensor character of ↵0 becomes important when we consider the symmetry of the
molecule and surface-enhanced Raman scattering later. The intensity of the Raman scattered
light, IRS is often reported as a cross section,
IRS =  RS · I0. (2.16)
40
Here I0 is the incoming flux of photons (photons s 1cm 1), and IRS is the number
of scattered photons per second. The e ciency of the Raman scattering process is averaged
over all random orientations of the molecule. The Raman cross section (IRS) has units of cm2
and is proportional to the square of the polarizability derivative for the vibrational transition,
↵0 = (@↵/@Q)0, and the fourth power of the scattering frequency (!S),  RS = C!4S| ↵0mn |2,
where C is a numerical constant.
2.2.3 Surface-enhanced Raman spectroscopy
Raman scattering is a weak process. With a typical cross section of 10 29 cm2, it is 8 orders of
magnitude weaker than infrared absorption and normally too weak to detect the typical 1014 1015
molecules/cm2 in a SAM. However, in 1974, Fleischmann et al. managed to detect the Raman
spectrum of pyridine adsorbed at a roughened silver electrode, thinking that roughening would
simply enhance the surface area and thus the signal [55]. Over several years, it became clear
that the enhancement was caused by excitation of localised surface plasmons. The incident light
induces an oscillation of metal electrons, which enhances both the incident and the scattered
electric fields. This leads to an enhancement which is proportional to the fourth power of the
electric field. The cross section of SERS is around 10 16 cm2, which is around a thousand times
stronger than fluorescence. Silver and gold are the most frequently used substrates for SERS, as
their surface plasmons are only weakly damped by interband transitions. Since the 1970s, SERS
has progressed strongly and has been introduced to many scientific areas in physics, chemistry,
biology, engineering, and all forms of nanoscience and nanotechnology [56, 57]. SERS can even
be used as a tool for single-molecule detection, either on nanostructured surfaces or in the high
field area between a metallic tip and a flat surface (Tip enhanced Raman Spectroscopy, TERS).
SERS selection rules
The surface enhancement is often described by the local field intensity enhancement factor
(LFIEF), which represents the electromagnetic field intensity change on the surface,
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LFIEF(r) =| E(r)2 | / | E0(r)2 |. E(r) is the electric field amplitude at point r and
E0(r) is the intensity of incoming field at the same point [58].
Electric field 
Metal sphere 
Electron cloud 
Figure 2.9: A plasmon is a local electron density oscillation. Source: Reprinted with permission
from [59]. c  American Chemical Society 2003.
Figure 2.9 shows how an incoming electric field excites an electron density oscillation
on a metal sphere. This generates a local field parallel to the incoming one and the LFIEF in
largest in radial direction and smallest in tangential direction of the sphere. Creighton derives the
enhancement factors in radial and tangential direction as [60]
LFIEFrad =
(1 + 2g(⌫0))
2
3
(2.17)
LFIEFtan =
(1  2g(⌫0))2
3
(2.18)
The function g(⌫0) is related to the dielectric constant ("(⌫0)) of the metal and of the surrounding
medium ("m);
g(⌫0) =
"(⌫0)  "m
"(⌫0) + 2"m
. (2.19)
At the plasmon resonance, g(⌫0) >> 1, so the radial LFIEF is about 4⇥ larger than the tangential
LFIEF. Far from resonance, g(⌫0) ⇡ 1, and the tangential component is close to zero. The
di↵erent enhancement of radial and tangential electric fields forms the basis of the selection rules
of SERS. Returning to the example of a molecule with C2  symmetry, the di↵erent Raman tensor
components shown in eqn. 2.15 are enhanced to di↵erent degrees, depending on their symmetry
(see table 2.1). In the totally symmetric class, we have ↵0zz with
PZ = ↵
0
zzEZ (2.20)
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The incident field (Ez) is enhanced by ⇡ 43g(⌫0)2. The scattered field which is re-radiated
by the induced dipole (Pz) is enhanced by ⇡ 43g(⌫S)2. The total enhancement is therefore
16
9 g(⌫0)
2g(⌫S)
2. For the symmetry classes b1 and b2, we have
Px = ↵
0
xzEzandPy = ↵
0
yzEz (2.21)
with a total enhancement of 49g(⌫0)
2g(⌫S)
2. Vibrations of a2 symmetry with
Px = ↵
0
xyEy (2.22)
only experience an enhancement of 19g(⌫0)g(⌫S)
2. Therefore, one expects that in this case totally
symmetric modes are enhanced 4x as much as (b1, b2) type modes, which are in turn enhanced
4x compared to a2 modes. The discussion is similar for other orientations and symmetries and
results in general surface selection rules for SERS. Since the symmetry of a mode is related to
the local orientation of the molecule, the rule can be di cult to apply. For example, if the C2
axis of a molecule with C2  symmetry is tilted with respect to the direction, the local symmetry
becomes CS. Totally symmetric modes in CS are those which had a1 and b1 symmetry in
C2 . The application of the selection rule is complicated by the existence of other enhancement
mechanisms.
Chemical enhancement
Two further enhancement mechanisms exist at a surface, which are commonly referred to as
chemical enhancement. The first type is a form of resonant Raman scattering where the exciting
laser matches an electronic transition in the molecule. In the gas phase, this would be the HOMO
to LUMO transition, but at a surface two further transitions are allowed. The laser can excite
an electron from the Fermi level to the LUMO (metal-to-molecule charge transfer) or it can
excite an electron from the HOMO to the Fermi level (molecule-to-metal charge transfer). These
transitions are shown schematically in Figure 2.10. Since the Fermi level lies in between the
HOMO and LUMO, resonance Raman scattering can occur at far lower energies than in the gas
phase. The direction of charge transfer can be determined by applying a potential and shifting
EF with respect to the molecular orbitals [61].
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Figure 2.10: Schematic illustration of resonant Raman transitions in an adsorbed molecule. (A)
molecule-to-metal, (B) metal-to-molecule, and (C) molecule-to-molecule. Source: Reprinted with
permission from [62]. c  Elsevier 2011.
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A second chemical enhancement mechanism discussed in the literature is the interaction
between an adsorbate and the conduction electrons of the metal. A molecular dipole close to a
metal surface generates an image dipole as shown in Figure 2.11. This image dipole enhances the
polarisability (↵0) of the adsorbate, depending on its distance (d) to the surface. The e↵ective
polarisability near the metal surface is then given by [63]
↵ =
↵0
1  ↵04⇡"0(2d)3
. (2.23)
When the distance between metal and molecule is small, the polarisability increases drastically.
Therefore, the metal is a key for gaining polarisability for this mechanism, shown in Figure
2.11 [63].
Figure 2.11: Image dipole created into a metal surface. E0 is the external field and Eind is the
induced field by the image dipole at the location of the original dipole. Source: Reproduced with
permission from [63] c  PCCP Owner Societies.
An alternative model for how surface electrons enhance the Raman response was pro-
posed by Zayak [64]. Certain vibrational modes of benzenethiol adsorbed on Au, such as the
ring stretching and trigonal ring deformation, were found to induce large localised changes in
the electron density near the Fermi level. This can also be understood as an increase in the
polarisability as the vibration a↵ects a larger electron cloud than that surrounding the molecule.
2.2.4 Sum frequency generation
One of the biggest challenges in surface science is the scarcity of molecules at the interface relative
to large numbers in the bulk, and this results in poor sensitivity. Sum frequency generation (SFG)
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o↵ers intrinsic advantages in this regard. It is a nonlinear optical technique used to study the
details of molecular structure, orientation and dynamics at surfaces and interfaces. The extremely
high surface selectivity of the SFG process allows researchers to focus on a layer of a few atoms
or molecules near the interface, without detecting the bulk media. The theory of SFG can be
briefly outlined as follows. When light interacts with a medium without permanent polarization,
the induced polarization in the the electric-dipole approximation is as follows [65]:
P = "0( 
(1) : E +  (2) : EE + · · · ) (2.24)
Here, P is the polarization vector, E is the electric field vector, and  (1) and  (2) are the first-
and second-order electric susceptibility tensors of the medium. The  (1) term is responsible for
linear optical-processes such as Rayleigh and Raman scattering. Second and higher order e↵ects
are observed only when the medium is subjected to high electric fields from high intensity pulsed
lasers. In an infrared-visible SFG experiments, the medium is simultaneously subjected to two
intense electric fields, one in the IR and in the visible; then the induced second order polarization
is as follows:
P = "0 
(2) : (EvisEIR) (2.25)
In SFG, the molecule absorbs an infrared photon followed by an anti-Stokes Raman
process. SFG is therefore related to Raman spectroscopy, with one important di↵erence: while
Raman is spontaneous, incoherent scattering, SFG is a coherent optical process in which each
transition is driven by an optical field and the signal is emitted in a well-defined phase-matched
direction [65]. This leads to much bigger signals generated from a surface, making even sub-
monolayer coverages detectable [66]. The surface selectivity of SFG can be easily explained by
thinking about the phase of the emitted light - a molecule pointing up at an interface will emit
light that is 180  out of phase from a molecule pointing down. Therefore, a bulk medium (no
net orientation of molecules) will lead to an overall zero signal, while an ordered interface leads to
a large signal. It thus provides more information from an interface than pure infrared or Raman
spectroscopy. The advantages of using SFG is that it can be applied in situ to all interfaces
accessible by light, is nondestructive, and o↵ers unprecedented time resolution when the exciting
laser pulses are tens to hundreds of femtoseconds long [67].
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In order to follow electron transfer in real time, SFG can be used in a pump-probe setup,
where the femtosecond pump pulse excites electrons in the surface and the e↵ect on vibrations
is probed with a delayed pair of SFG probe pulses. As shown in Figure 2.12, after the metal
surface is exposed to a short-pulse laser source, so-called nascent electrons are created above
EF up to the photon energy. Within 100 fs, they form an equilibrated hot electron bath, which
then equilibrates with surface photons within ⇡ 1 ps. In such a pump-probe experiment, changes
in the vibrational spectrum within about 1 ps following the pump pulse can be attributed to
the hot excited electrons, while a response at much longer delay times indicates just a thermal
response [28].
0"fs:"" " "" " " "up"to"100"fs:" " """"" " " ""up"to"1"ps:""
cold"electrons" "" " "nascent"electrons" """ " " ""hot"electrons"
f(E)"
100"ps:"la6ce"cooling"
A"
B"
Figure 2.12: The e↵ect of a femtosecond laser pulse on the electron distribution at a metal
surface. Nascent electrons are found up to 100 fs after the pulse, and then form a hot electron
bath, which equilibrates with the metal lattice on a timescale of 1 ps. The hot lattice cools down
on a timescale of 100 ps.
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2.3 Experimental setup
2.3.1 Glassware cleaning
All glassware was soaked in 70  C Piranha solution (30 % H202 + 70 % H2SO4 ) for an hour to
eliminate all organic residues. After cleaning, the glassware was rinsed with Milli Q water (18.2
M⌦, Merck Millipore, UK) and dried with nitrogen gas.
2.3.2 SERS measurement
Raman spectroscopy was carried out using either a Mini Ram II (B&W Tek, USA) with BWSpec
software or a Renishaw inVia microscope with 50x objective. Figure 2.13(A) shows the schematic
light path of both Raman spectrometers. The Mini RamII uses a 785 nm diode laser with
maximum power of 300 mW. The Renishaw microscope employs both a 785 nm diode laser as
well as a 633 nm HeNe laser with maximum powers of 71 mW and 4.5 mW respectively at the
sample position. Most Raman spectra were obtained using a laser at 785 nm (Mini Ram II) and
some experiments shown in chapters 4 and 5 used a 633 and 785 nm laser (Renishaw). The laser
power of the Mini Ram was typically between 150 mW and 300 mW with a focal point diameter
of 75 µm, corresponding to an intensity of 3.4⇥107 Wm 2. The microscope produced a spot
size of 10 µm and typical power used was 0.4 mW, corresponding to 0.5⇥107 Wm 2. For SERS,
spectra were acquired with a typical accumulation time of 30 s. SERS was measured both in air
or in solution with the sample inside a quartz cuvette. For post data analysis of SERS spectra,
the original spectra was processed with background correction by fitting the background with a
polynomial, which is then subtracted to get only the peaks.
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Figure 2.13: Schematic setup of a Raman spectrometer. Light from laser (black) is focused
onto a sample by a lens or microscope objective. The Raman shifted light (red) is collected by
the same lens, passes through a dichroic beamsplitter (reflects only the laser, transmits other
wavelengths) and further filters and is detected in a grating spectrometer with CCD.
2.3.3 Electrochemical characterisation
Cyclic voltammetry was used in many aspects including cleaning, roughening, and characterization
processes. In the initial stages of this work, I used a well known electrochemical roughening
method with Cl -salt solution. The Cl  ions form a Au+Cl  complex at positive potentials, and
when the potential scan is reversed, Au is reduced and redeposited again on the gold electrode to
make the gold surface rough [68]. Figure 2.14 B shows a comparison of the e↵ect of roughening
on Raman intensity using 0.1 M NaCl and KCl salt solutions. NaCl gave the better result
after roughening for 100 cycles, scanning from -0.3 to +1.22 V at a scan rate of 500 mV/sec.
However, this method is very time consuming and the SERS background intensity is not well
maintained. SERS background intensity is used as an indicator because it related directly to peak
signal intensity, since it is the product of electron-hole pair formation when the surface plasmon
decays [69]. In some cases a sign of Cl  contamination is seen in the form of a Cl-Au stretching
vibration at 265 cm 1 (Figure 2.14 A- purple spectrum) [70]. The frequently observed peak around
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553 cm 1 stems from gold oxide and could be diminished by running a gold reduction-oxidation
cycle in 0.1 M H2SO4 . In the final stages of this work, an improved roughening procedure was
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Figure 2.14: SERS background intensity change during electrochemical roughening process of
gold polycrystalline foil (A) and a comparison of SERS background changes in various solutions
(data intensity at 400 cm 1 ) (B)
applied [71, 72]. The gold wire electrode was roughened electrochemically in 0.1 M KCl, by
holding the potential at first at -1.16 V vs SCE for 10 min and stepping to -0.06 V vs SCE for
2 min. The potential was then swept from -0.06 to 1.44 V and back for 20 oxidation-reduction
cycles at 750 mV/s. During each cycle, the potential was held at -0.06 V vs SCE for 30 s and then
at 1.44 V vs SCE for 2 s. Finally, the potential was held at -0.36 V vs SCE for 2 min to desorb
any adsorbed Cl  ions and the gold electrode was rinsed thoroughly with milliQ water. Figure
2.14 A shows typical SERS background intensity changes during roughening. The e ciency of
roughening methods as a function of the number of cycles is shown by the SERS background
intensity at 400 cm 1 in Figure 2.14 B. The improved roughening procedure can be seen to give
a very high intensity without requiring many roughening cycles.
To clean the gold sample after pyS adsorption, the sample was run as a working electrode
with a gold counter electrode and Ag/AgCl reference electrode in 0.1 M NaOH. 20 cycles were
run over a potential range between -1.2 to +1.4 V vs SCE at a scan rate of 10 mV/s [73]. Figure
2.15 shows the decrease of pyS characteristic peaks during the cleaning scans. For electrochemical
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Figure 2.15: Electrochemical cleaning of Au-pyS surface by cyclic voltammetry in 0.1 M NaOH
solution
characterization of adsorbed pyS, a standard three-electrode cell was used under nitrogen gas.
A gold wire was used as working electrode. The counter electrode was a platinum wire, and
the reference electrode was Hg/HgSO4 (ALS Co. Ltd., Japan) to avoid any potential chloride
contamination. The applied potential and electrolytes varied depending on experimental purposes.
The cell used in our experiment is shown in Figure 2.16.
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Figure 2.16: Setup of three-electrodes electrochemical cell used in experiment
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2.3.4 Gold nanoparticles and SHINs synthesis
Shell-isolated gold nanoparticles (SHINs) to enhance the SERS signal were synthesised according
to prior literature [74,75]. All chemicals were from Sigma-Aldrich as a 99.00 % purity substance.
HAuCl4 was obtained as a solid powder, and dissolved in Milli-Q water to 0.01 wt%. This gold
solution was left at room temperature for more than 2 days before used. On the day of SHIN
synthesis, 100 ml of the prepared HAuCl4 solution was heated in a 250 ml round-bottom flask
equipped with condenser and stirred for about half an hour until the solution reached boiling
point. After that, 0.7 mL of 1 wt% sodium citrate solution in Milli-Q water was added to the
HAuCl4 solution quickly. This step is critical in this experiment, as the speed of the stirrer as well
as concentration of sodium citrate and the speed of the addition a↵ect the size and quality of
gold nanoparticles. This mixture was left at this condition for half an hour, then removed from
the hot plate and left to cool to room temperature. Then 30 mL of this gold nanoparticle solution
was mixed with 0.4 mL of 1 mM 3-(aminopropyl) trimethoxysilane (APTMs) by stirring at room
temperature for 15 min, before adding 3.2 mL of 0.54 wt% sodium silicate solution (NaSiO2) with
pH adjusted to 9-10. The stirred mixture was heated to 90 for an hour. The pH, temperature,
and duration of reaction are very critical for SHINs synthesis. They determine the thickness of
the silica shell around gold nanoparticles and the occurrence of pinholes. After finishing SHINs
synthesis, the reaction was stopped suddenly by immersion in an ice bath for a few minutes [76].
SHINs were characterized via UV-vis spectroscopy to evaluate their size compared to bare gold
nanoparticles. Moreover, eventual pinholes of SHINs were tested by Raman spectroscopy and
cyclic voltammetry techniques. Then pyS was adsorbed on this dried SHINs layer, and observed
with Raman spectroscopy.
2.3.5 Mercaptopyridine adsorption
In order to create a SAM of pyS molecules on the gold surface, either 4-mercaptopyridine (95
%) or 4,4’-dipyridyl disulfide (Aldrithiol-4 (98 % purity)) were used as supplied by Sigma-Aldrich
(Poole, UK). A typical 40 µM 4-mercaptopyridine solution was first prepared in Milli-Q water
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in a small glass vial, minimising headspace in order to avoid gradual oxidation from the air.
Several publications report recrystallisation of 4-mercaptopyridine prior to use to reduce sulfur
contamination. An easier choice is the use of an aqueous solution of aldrithiol, even though this
only dissolves in water upon heating. Ethanol should not be used as a solvent, as it leads to
pitting of the gold surface [77]. The roughened and cleaned polycrystalline gold foil (99.95 %
purity) (Advent Research Materials) was then immersed in the solution and left for 5-15 minutes
at room temperature to complete the adsorption. The sample was removed from solution with
tweezers, rinsed with Milli-Q water, and finally dried with argon. The SERS spectrum of the
sample was measured immediately after drying or the sample was kept in Milli-Q water during
measurement. However, the pyS-Au surface was found to show a stable SERS spectrum for 3
months after adsorption. Note that for all adsorption experiments, all glassware used was cleaned
with piranha solution to remove any contamination by organic molecules.
2.3.6 Metallisation
For further adsorption of metals on a pyS-Au surface, various metal salt solutions were prepared.
For example, 0.1 mM PdSO4 and 0.1 mM of K2PtCl4 were prepared in 0.1 M H2SO4 , while 1
mM of RhCl3 was prepared in 0.1 M HCl [43, 47, 78]. During the metal complexation process,
the pyS-Au wire was immersed in metal solution for various periods ranging from 5 min to 3
days according to the purpose of each experiment. After complexation, the sample was removed
from the solution carefully with tweezers and rinsed thoroughly with Milli-Q water, then dipped
in the electrochemical cell to reduce the metal ion complex to solid metal. Finally, all samples
were dried with nitrogen and were characterized by Raman spectroscopy and cyclic voltammetry
immediately.
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Chapter 3
Mercaptopyridine adsorption
3.1 Overview
The interest in 4-mercaptopyridine (pyS) as an adsorbate arises from a number of scientific areas,
especially for the construction of metal-molecule junctions in molecular electronics. Self-assembly
on noble metals generally occurs via the thiol group, which exposes the nitrogen lone pair to the
solution and makes it available for coordination to metals or protons, as sketched in Figure 3.1.
metal&substrate&
metal 
Figure 3.1: A typical metal-pyS-metal junction.
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PyS has been used as a sensor for metal ions as it preferentially binds heavy metal ions
such as mercury [79] or uranium [31]. Moreover, pyS also acts as an electron transfer promoter
to macrocyclic compounds containing metal centres, such as porphyrins and phthalocyanines, for
example the heme group in cytochrome c [80]. This also makes it useful as an electrochemi-
cal sensor, when surface-adsorbed pyS axially ligates to metallophthalocyanines or other metal
complexes [81, 82]. Its use in the formation of metal-molecule-metal sandwich layers was pio-
neered by the Kolb group [47], who even created double-decker-type structures with pyS [83].
The concept was extended to other systems such as thiazole [33], pyridine-terminated araliphatic
thiols [84], dimercaptoazobenzene [25], aminothiophenol [44], and dodecanethiol [85]. PyS is
a popular molecule for Raman spectroscopy, as the aromatic ring structure makes it very po-
larizable. In acidic media, protonation leads to very clear spectral changes. Thus, many SERS
studies have used pyS as a pH sensor, adsorbed on Ag and Au nanostructures and nanoparti-
cles [86]. While pyS does not result in the most stable or most densely packed adlayers (the latter
is particularly important for growing sandwich layers), its easy commercial availability in the form
of 4-mercaptopyridine (pyS) or (4,4’)-dipyridyldisulfide (pySSpy) have made it a much studied
surface modifier. Despite numerous electrochemical and spectroscopic studies, and the frequent
use of Raman spectra to diagnose coordination of the N lone pair to a metal ion or proton, there
are still features of the spectra which are not understood well.
This chapter initially summarises what is known about adsorption of pyS on gold from
techniques other than vibrational spectroscopy, in particular scanning tunneling microscopy and
electrochemical studies. Then the surface-enhanced Raman spectrum of pyS is analysed in detail,
with the help of recent theoretical work by Birke and Lombardi [87]. Of particular interest is
whether the SER spectrum can be used to deduce the orientation or packing density of pyS on
the surface. While typical contaminations can be discerned from the spectra, it will turn out
that the pyS spectrum is largely independent of key parameters such as coverage, and cannot
be used to predict whether metal sandwich formation will be successful (to be discussed in more
detail in the next chapter). However, we find that hydrogen bonding to the N lone pair has a
profound influence on the spectral appearance of the ring breathing vibration, although this has
been surprisingly ignored in studies using pyS as a pH sensor.
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3.2 Experimental
Gold foil was polished and electrochemically roughened in 0.1 M KCl solution prior to use. The
gold foil was immersed in 40 µM of degassed PySSPy in milli-Q water to avoid sulfur contami-
nation and left for 15 minutes. Gold disc electrode was used for electrochemical characterisation
with Pt coil as a counter electrode and MSE as a reference electrode. The electrochemical setup
is described in the experimental chapter. PyS was used as starting material in some data shown
in Figure 3.4 and Figure 3.6. SERS spectra were taken in either air or in solution using 785 nm
Mini Ram II (B&W Tek).
3.3 Adsorption of mercaptopyridine on gold surfaces
The adsorption of pyS has been studied frequently on Au(111) by STM under various electrolytes
and in UHV [90, 91]. A variety of ordered structures are observed, which depend on both the
electrolyte and the applied potential. One of the most common structures, shown in Figure 3.2,
is a rectangular (5⇥p3   R30 ) unit cell, which contains two pyS molecules. This structure
has a coverage of 0.2 ML (with respect to the Au unit cell), corresponding to 0.46 nmol/cm2
or 2.774 x 1014 molecules/cm2 [82, 88, 92]. A slightly higher coverage of 0.58 nm/cm2 is found
on Au(100) [93]. The arrangement of molecules inside the unit cell has been simulated with
DFT [89] and the theoretically most stable structure was found to be (7⇥p3   R30 ). In this
structure, pyS is adsorbed on both three-fold hollow and bridge sites, being nearly upright on the
former and with the ring plane tilted by about 50  towards the surface on the latter. In this
configuration, the Au-S-C plane is perpendicular to the pyridine ring plane and to the surface
plane (see Figure 3.2E). In the calculated (5⇥p3  R30 ) structure, some of the molecules are
in a bridging position and the Au-S-C plane is now parallel to the ring plane with the two-fold
axis of pyS rotated towards the surface (see Figure 3.2F). The rectangular unit cell can have
three equivalent orientations with respect to the underlying lattice, therefore di↵erent domains
are formed on the surface with a typical size of 20-30 nm [88]. The adsorption of pyS can cause
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Figure 3.2: (A)(B) STM image of pyS on Au(111) showing domains and details of the
(5⇥p3 R30 ) structure (Adapted with permission from [88]. Copyright 1998 American Chem-
ical Society.) (C) Calculated (5⇥p3   R30 ) arrangement of pyS on Au(111) (Adapted with
permission from [89]. Copyright 2008 American Chemical Society.) (D)(E) di↵erent orientations
of adsorbed pyS: upright (C2  symmetry; Au-S-C plane perpendicular to ring plane and surface
plane; Au-S-C plane parallel to ring plane and perpendiclar to surface plane (both Cs symmetry).
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the formation of small Au islands on both Au(111) [94] and Au(100) [93]. Thiols are known to
interact so strongly with gold that they can lift a surface reconstruction and release gold atoms,
although alkanethiols normally form depressions rather than islands on the gold surface.
Some of the earlier STM literature discussion centred around whether pyS adsorbed
as thiolate or as disulfide, in particular when pySSpy was used as a starting material. The
assignment of disulfide species was mainly based on observing bright protrusions at the typical
S-S distance of 0.2 nm under electrolyte [88, 93] or in UHV [90]. While adsorption of pySSpy
in UHV by sublimation could keep the S-S bond intact, more recent works casts doubt on the
earlier interpretation in electrolyte. Zhou et al. carried out both STM and XPS [91], and observed
the same sulfur binding energies for adsorption of pySSpy as for other thiolates, which indicates
that the S-S bond is broken. The precise structure formed however does depend on the starting
material. In H2SO4 , pyS forms a (1 ⇥
p
3) structure while pySSpy forms a (7⇥p3) structure.
This could be caused by di↵erent adsorption sites for the molecules which are determined by the
presence of sulfate and hydronium ions in solution. Sulfuric acid seems to play a special role as
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Figure 3.3: CV of the double layer region of a polycrystalline gold disc (encased) electrode without
(black) and with adsorbed pyS (red) in 0.1 M H2SO4 , scan rate 50 mV/s.
an electrolyte as it is thought to be able to hydrogen bond to two pyS molecules simultaneously
and encourage ⇡-⇡ interactions. As the potential is varied, a phase transition is seen in the cyclic
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voltammogram in the form of a pair of quasi-reversible peaks around 0.4 V vs SCE specifically for
H2SO4 as an electrolyte [91,95]. At the potential of +0.4 V vs SCE, the pyS layer forms a striped
structure, where the distance between pyS molecules along the stripes was found to be 0.48 ±
0.05 nm, while the distance between stripes was 1.3 ± 0.13 nm or 2.9 ± 0.3 nm, corresponding
to domains with (5 ⇥p3) and (10⇥p3) periodicity, respectively. The local coverage at this
potential is around 0.2 ML. When the pyS layer was adsorbed at +0.15 V vs SCE, a more densely
packed superstructure formed with a large number of defects. The distance between molecules
was estimated to be 0.32 ± 0.05 nm and the distance between stripes was 0.55 ± 0.05 nm,
which results in a local coverage of 0.5 ML. This phase transition only occurred in H2SO4 not
in HClO4 or a Na2SO4 solution at higher pH. In acidic solution, hydrogen can coordinate to the
nitrogen lone pair, forming pyridinium cations. The authors speculated that the closer packing
is caused by a bisulfate anion HSO 4 bridging two pyridinium ions via hydrogen bonding. This
could overcome the electrostatic repulsion between neighbouring pyridinium ions, forming a large
hydrogen bonded network of molecules with enhanced ring interactions [95].
This phase transition in a pyS layer can even be seen on a rough surface as shown in
Figure 3.3. The CV of the double layer region of pyS-Au was recorded in 0.1 M H2SO4 after 15
min adsorption in milliQ water, with the CV of bare rough gold shown for comparison. While the
phase transition is not very pronounced, clear changes can be seen around 0.4 V vs SCE. A rough
surface will not possess large-scale ordered pyS islands, so the e↵ect should be reduced compared
to Au(111).
Due to the gradient in the CV (possibly caused by a large contact resistance), it is
di cult to estimate the double layer capacitance of the pyS layer. Bare gold has a capacitance
of 24 µF/cm2 and below the phase transition the pyS capacitance can be seen to be very similar
to bare gold. This is also the case on Au(111). Normally, a densely packed SAM should block
access of ions to the surface and reduce the capacitance, but perhaps the coordination of sulfate
ions to pyS negates the blocking e↵ect.
In order to obtain the coverage of adsorbed pyS, reductive desorption in alkaline solution
59
-8
-6
-4
-2
0
Cu
rre
nt
 / 
µA
-1.0 -0.9 -0.8 -0.7 -0.6 -0.5 -0.4
Potential vs Ag/AgCl / V
Adsorption period in pyS
 Bare gold
 pyS
 pySSpy
Figure 3.4: Reductive desorption of pyS from an encased polycrystalline gold electrode in 0.1 M
NaOH from pyS and pySSpy adsorption, scan rate 50 mV/s.
can be used:
RS   Au+ e  ! RS  + Au0 (3.1)
This is a one electron process [96], and the charge under the reduction peak can be used to
determine the pyS coverage. Once the e↵ective area of the gold electrode is known from the
charge under the gold reduction peak, integration of the peak at -0.7 V vs SCE in Figure 3.4 yields
a charge of around 17 µC/cm2 after 20 min adsorption in a 40 µM solution. A full monolayer
on polycrystalline gold would correspond to a charge of 193 µC/cm2, therefore the coverage in
Figure 3.4 is ⇡ 0.1 ML. This is only half of the published values [88, 95, 97]. The low coverage
from 4-mercaptopyridine adsorption is caused by sulfur contamination (see appendix). Use of
aldrithiol (pySSpy) increases the measured charge to 52.6 µC/cm2 and therefore the coverage to
0.27 ML, which is close to the literature values. The di↵erent desorption peak position is due to
the di↵erent gold surface structure (see appendix).
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3.4 Surface-enhanced Raman spectroscopy of mercaptopy-
ridine on gold
A typical surface-enhanced Raman spectrum of pyS adsorbed on a rough gold surface is shown
in Figure 3.5. The Raman peaks of adsorbed pyS have been assigned several times, on both
silver [87, 98–102] and gold substrates [103–109]. The most prominent SERS peaks are labelled
in Figure 3.5. The lowest frequency mode in the spectrum is the Au-S stretch at 258 cm 1 . This
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Figure 3.5: Raman spectra of crystalline and adsorbed pyS on Au with the main modes assigned.
indicates that adsorption has taken place, although the peak can be relatively weak and can partly
overlap with the Au-Cl stretching peak at 265 cm 1 [70]. The clearest indication of adsorption is
given by frequency and intensity changes in the so-called X-sensitive bands. These are vibrations
of the aromatic ring which are altered strongly when one substituent is replaced by another. For
mercaptopyridine, these are vibrations found at 431 cm 1 , 721 cm 1 and 1105 cm 1 in crystalline
form. They are all in-plane deformations of the ring which couple to the C-S stretch. They shift
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to 421 cm 1 , 710 cm 1 and 1094 cm 1 for pyS adsorbed on gold. Frequency downshifts of similar
size have been found for several di↵erent metals [104,110] and are characteristic for PyS adsorbing
via sulfur [111]. The highest frequency mode of these three modes, the so-called trigonal ring
deformation, also gains considerable intensity in the process. Its intensity in the adsorbed state
is a measure of the double-bond character of the C-S bond, which changes with pH [100, 112].
Another important mode to indicate the change in local environment of the molecule is the ring
breathing vibration at 1002 cm 1 . Its intensity and frequency are characteristic for the aromatic
ring and change when the electron density on the ring is a↵ected by coordination to the nitrogen
lone pair. Such coordination also has a strong e↵ect on the C=C ring stretching mode, which
appears as a double peak at 1580 cm 1 and 1610 cm 1 . The higher frequency peak is the C=C
stretch of protonated pyS, the lower frequency peak the C=C stretch of deprotonated pyS and
their peak ratio has been used frequently to determine the local pH. The final peak, which is always
clearly visible, is found at 1210 cm 1 and can be assigned to a symmetric in-plane CH bending
mode. It also shifts slightly on protonation. In order to simplify the vibration mode discussion,
the important vibrational modes for pyS are defined by their names and typical frequencies in
table 3.1.
Table 3.1: The dominant vibrational modes of adsorbed mercaptopyridine and their typical fre-
quencies
wavenumber / cm 1 name
421 C-S with in-plane ring deformation
710 C-S with in-plane ring deformation
1002 ring breathing
1094 trigonal ring deformation
1210 in-plane C-H bend
1580 deprotonated C=C ring stretch
1600 protonated C=C ring stretch
All the spectral changes observed upon adsorption are a clear indication that mercap-
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topyridine adsorbs as thiolate, rather than via the nitrogen lone pair or the aromatic ⇡-electrons
in the pyridine ring. However, small variations in the spectra could indicate di↵erences in the
orientation or packing and will be discussed later.
All the vibrational modes just assigned are totally symmetric modes of the pyS anion,
which has C2  symmetry. Several other, typically much smaller peaks can also be seen, which
might not all be totally symmetric. Since the symmetry of the modes in a SER spectrum can give
an indication of the orientation of the adsorbate [60] and since the orientation should determine
the ease of coordination to the nitrogen lone pair, we decided to redo the assignment of the
vibrational modes, based on our own DFT calculation. This task was considerably simplified by
the recent paper by Birke and Lombardi [87] on pyS adsorbed on silver, which draws on a new
classification of the vibrational modes of singly substituted benzene by Gardner and Wright [113].
Earlier publications have all used the Wilson notation for benzene vibrational modes. While this
notation is well known, the reduced symmetry of pyS can make the assignment highly ambiguous
and di cult to match the motion seen in the simulation with the patterns shown by Wilson [114].
The DFT calculation was carried out with Spartan 16 software, using density functional theory at
B3LYP level with a 6-31G** basis set. This level of DFT reproduces the frequencies calculated
by Birke and Lombardi for pyS on silver (see appendix), even though we only included a single
gold atom in the simulation rather than a cluster. Raman intensities are generally more di cult
to simulate and require a higher level of theory [87], but our simulation does correctly reproduce
the strong intensity increase of the trigonal ring deformation.
Our calculated spectra for both deprotonated and protonated pyS bound to a single
gold atom are shown in Figure 3.6. The simulation overall reproduces the peak positions well
with a single scaling factor of 0.98 for all frequencies. The only mode frequency which is far o↵
the experimental value is the Au-S stretch. The simulation places it at 337 cm 1 , whereas it is
found at 258 cm 1 in the experimental spectrum. The discrepancy probably arises, because only
a single gold atom is included rather than a cluster or a bulk surface. If we consider pyS-Au as
a diatomic, then its reduced mass is 43 amu. The reduced mass of pyS-Au13 (the cluster size
used by Birke and Lombardi for silver) is 86 amu. Since the vibrational frequency of a diatomic is
inversely proportional to the square root of the reduced mass, this increase in reduced mass should
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shift the peak from 337 cm 1 down to 237 cm 1 , much closer to the measured value. In principle,
Spartan 16 is able to calculate Raman spectra for larger gold clusters, but the calculation on a
typical desktop computer would take several days for a gold cluster, while pyS-Au takes about
half an hour to complete.
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Figure 3.6: Comparison between a typical adsorbed spectrum and a DFT calculation of pyS (red)
and pyS-H+ (blue) bound to a Au atom. The background is coloured according to the symmetry
of the vibrational modes.
In order to simplify the assignment, the background of the graph is shaded in yellow,
orange, green, and blue for a1 , b1 , b2 , and a2 vibration modes, respectively. In this comparison,
all dominant vibrational modes can be seen to be a1modes, which are the strongest modes in
SERS as discussed earlier. The smaller peaks and their symmetries are as follows:
• 494 cm 1 (b1 symmetry): out-of-plane deformation of the ring
• 662 cm 1 (b2 symmetry): in-plane asymmetric ring deformation of the ring
• 810 cm 1 (b1 symmetry): out-of-plane CH + ring deformation
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• 1471 cm 1 (a1 symmetry): symmetric in-plane CH bend
In the literature, the mode at 1580 cm 1 has sometimes been assigned as an asymmetric b2 -type
mode (M23 or 8b2 , eg [100,107]), but the mode in question is so weak in the simulation that it
cannot be noticed in the calculated spectra shown. The simulation clearly shows that protonation
explains the double peak around 1600 cm 1 .
What does the pyS-Au spectrum tell us about the orientation of the molecule? In
electromagnetic field-enhanced Raman scattering, the selection rule states that totally symmetric
vibrational modes are most strongly enhanced, since their intensity is related to the ↵zz polaris-
ability tensor element [60]. However, which vibrational modes are totally symmetric depends on
the orientation of the molecule on the surface. In the literature, the symmetry of mercaptopy-
ridine is generally discussed as if it belonged to the C2  symmetry group, even though only the
pyS anion has this symmetry. On the surface, C2  symmetry is only given if the 2-fold rotation
axis of the pyridine ring points along the surface normal, as sketched in Figure 3.2D. This im-
plies a surface-S-C angle of 180 , which can be achieved if the sulfur orbitals are sp hybridised.
However, sp3 hybridisation is about 2 kJ/mol more stable for thiolates on gold [115] and yields a
lower surface-S-C angle of around 104 . Recent calculations on Au(111) indicate that the most
stable configuration for an isolated pyS adsorbate is with the ring plane tilted by 50  towards the
surface [89], such that the Au-S-C plane is perpendicular to the ring plane (Figure 3.2E), which
preserves the mirror plane perpendicular to the ring plane. This reduces the symmetry to Cs,
which possesses only two types of vibrational modes, namely totally symmetric a0 and asymmetric
a00 modes. The correlation between C2  and Cs modes for this case is shown in Table 3.2.
Therefore, any mode which was a1 or b2 for an upright pyS, would become totally sym-
metric for a tilted pyS. This would explain the presence of the modes at 494 cm 1 and 810 cm 1 in
Figure 3.6.
In the simulation of other ordered structures on Au(111), pyS also appeared with the
ring plane mostly perpendicular to the surface, but the C2 axis rotated, see Figure 3.2F [89]. If
the ring plane is perpendicular to the surface, then this mode would also possess Cs symmetry,
but the correlation between upright and rotated pyS vibrational modes is di↵erent, as shown in
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Table 3.2: Symmetry changes of vibrational modes between C2  and Cs molecular symmetry
C2  Cs (mirror C-N) Cs (mirror ring plane))
a1 a0 a0
a2 a00 a00
b1 a0 a00
b2 a00 a0
Table 3.2 (mirror ring plane). In this case, former b2modes would become totally symmetric,
which could explain the appearance of the b2mode at 662 cm 1 . It seems unlikely however that
many of these rotated pyS molecules exist on the surface, as there are several b2modes in the
region from 1250 cm 1 to 1450 cm 1 which are not seen in the experimental spectra. A similar
argument can be made for the existence of pyS molecules with a twisted ring plane such that all
symmetry elements disappear.
Almost all of the features seen can therefore be justified by a tilted orientation of pyS
on the gold surface and there is no need to include chemical enhancement in the discussion to
explain the appearance of C2  asymmetric modes [87,104].
The results of the full calculation are summarised in Table 3.3 below. They include our
experimental and calculated frequencies, a typical frequency range to cover literature values and
both Gardner and Wilson notation systems. In addition, small cartoons of the vibrational modes
are included.
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Table 3.3: Summary of all experimental and calculated pyS-
Au Raman peaks, their Gardner and Wilson mode numbers
[103–106] and vibration pattern
⌫Cal/
cm 1
⌫Exp/
cm 1
Notation
(symmetry)
⌫Exp
range/
cm 1
Mode description Vibrational illustration
337 280 a1 230-250 Au-S stretch
402 417 7a1, 6a1,
(M11)
428-430  (C-S)/ (CCC)
510 497 11b1,
(M19)
608 op CH def
+ - - 
- - + 
- - 
664 665 6b2 (M29) 643-682  (CCC)
696 709 6a1 (M10) 700 op C-H def
733 724 4, 11b1
(M18)
711-721  (CC)/⌫(C=S)
ip ring def with
C=S
+ 
- 
+ 
- - 
+ + 
+ 
+ + 
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⌫Cal/
cm 1
⌫Exp/
cm 1
Notation
(symmetry)
⌫Exp
range/
cm 1
Mode description Vibrational illustration
813 809 10b1 (M17) 815  (CH) op CH def
+ 
+ 
- 
+ 
- 
- 
- - 
866 851 10a2
(M13)
850 op CH def + 
+ 
- 
- - 
- + 
+ 
962 N.D. 5b1 (M15) 990 op CH def
+ + - + - 
- - 
988 1002 1a1 (M9) 988-1013 ring breathing
1066 1064 18a1 (M8) 1030-1058  (CH)/⌫(C=S)
ip CH def with
C=S
1084 N.D. 18b2 (M28) 1085  (CH) ip CH def
1090 1093 7a1 (M6) 1095-1099 trigonal ring
def with C=S,
X-sensitive
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⌫Cal/
cm 1
⌫Exp/
cm 1
Notation
(symmetry)
⌫Exp
range/
cm 1
Mode description Vibrational illustration
1222 1214 9a1 (M7) 1210-1220  (CH) ip CH def
1258 1271 3b2 (M25) 1277  (CH) CCC dis-
tortion with CH
def, ip N-H
1317 1309 (M26) N.D.  (CH) ip CH def
1414 1404 10b2 (M24) 1391-1440 ⌫(C=C) ring
stretch
1484 1476 19a1 (M5) 1470-1484 ⌫(CC/C=N) ring
stretch
1562 1574 8b2 (M23) 1551-1581 ⌫(C=C/C=N)
ring stretch
1584 1608 8a1 (M4) 1580-1620 ⌫(CC) ring
stretch
I will now illustrate other factors which influence pyS spectra.
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Figure 3.7: Raman spectra of typical Au-pyS and exceptional conditions, (eg. double-ended link
and surface contamination.
Figure 3.7 shows a typical pyS spectrum and two other types of spectra which are
encountered regularly. The blue spectrum shows a broad peak around 550 cm 1 , which can
be identified as a Au-O stretch indicating oxide formation on the surface [116, 117]. It can be
generated from surfaces represented by the typical pyS spectrum in black, by keeping the potential
at values of 1 V or above for several minutes. Even in purged milliQ water, su cient oxygen is
found in the solvent to gradually oxidise the gold surface. Equally, the intensity of the peak can
be reduced by reduction of the gold surface. Sulfur contamination is expected, particularly for
commercial pyS, which has not been recrystallised [80], or for pySSpy dissolved in ethanol [77].
These studies show that this can normally be counteracted by keeping the adsorption time to less
than 20 min.
The two red spectra shown in Figure 3.7 contain a few unusual peaks at 800 cm 1 ,
1040 cm 1 and 1280 cm 1 . The additional peak in the ring breathing region is typically seen
when a metal ion successfully coordinates to the nitrogen lone pair (see chapter 4). Such double
bonding could arise when pyS is found in a very rough environment as illustrated in Figure 3.8.
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Alternatively, since thiol adsorption is often accompanied by a reconstruction of the gold surface,
some of the gold atoms released could potentially bind to the nitrogen lone pair. Alternatively, on
CuO, a chelate structure, where pyS binds via both sulfur and nitrogen, has been suggested [104].
The additional peaks all have b2 symmetry, indicating a di↵erent average orientation to typical
adsorbed pyS. The peak at 1280 cm 1 can be assigned to an asymmetric stretching motion of
the ring, which involves a relatively large amplitude on the nitrogen. In addition, extra weak
peaks appear in the regions between 800 cm 1 and 900 cm 1 and between 1400 cm 1 and 1500
cm 1 . Alternatively, the strong peak at 1280 cm 1 could arise from a pypyS species, created
through a reaction between adsorbed pyS and pyS in solution, where the py-sulfur bond breaks
in solution and the pyridine ring coordinates to the lone pair of adsorbed pyS [118]. A Spartan
simulation of this species shows indeed a very strong peak at 1257 cm 1 and several peaks in the
ring breathing region, as each of the pyridine rings can carry out individual or coupled oscillations.
Whether the reason is a chelation, binding to another gold atom or a pypyS species can not be
clearly decided from these data, as this type of spectrum was not seen very often. The next
chapter contains a more in-depth discussion of the influence of metal coordination on the pyS
SER spectra. The best indication that the microscopic arrangement of pyS molecules does not
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Figure 3.8: A rough gold surface might lead to pyS binding to gold with both the thiol and the
nitrogen lone pair.
strongly influence the SER spectrum is shown in Figure 3.9, which combines SER spectra of pyS
on di↵erent gold surfaces - roughened foil, gold nanoparticles and inside pinholes on silica-shell
encased gold nanoparticles (SHINs). The local coverage and microstructure can be expected
to be di↵erent on all three surfaces, yet with the exception of di↵erences in the ratios of some
pH-sensitive peaks and the width and frequency of the ring breathing mode, there are no clearly
discernible di↵erences between spectra.
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Figure 3.9: SERS spectra of pyS adsorbed at a variety of gold surfaces - (A) rough, (B) gold
nanoparticles linked to flat gold with a dithiol, (C) in pinholes of SHIN particles or (D) adsorbed
on flat gold with a layer of bare gold nanoparticles above.
3.5 The influence of hydrogen bonding
The metallisation of a pyS layer occurs by complexation of a metal ion to the nitrogen lone
pair. A related process already happens on the SAM in pure water - protons can coordinate
to the nitrogen and form pyridinium cations. The accompanying spectral changes make pyS a
good pH sensor and a number of papers have looked into the pH dependence of pyS Raman
spectra [32,86,104–107,112,119] and intensity changes in the pH-sensitive peaks have been used
to deduce bonding to gold nanoparticles deposited on top of a pyS SAM [120, 121]. A typical
set of pH-dependent data is shown in Figure 3.10. Protonation a↵ects several Raman peaks.
The largest frequency shift occurs for the C=C stretch, which, as discussed above, occurs at
1580 cm 1 for pyS and at 1610 cm 1 for pyS-H+ [86,104–107,119]. The intensity ratio of these
two peaks is therefore often used to determine the local pH. Protonation also strongly a↵ects
the intensities of the ring breathing and ring stretching vibrations. The intensity of the ring
breathing vibration is related to the stability of the aromatic ring system. Protonation stabilises
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the aromatic ring and strengthens this peak. The trigonal ring deformation involves stretching
of the C-S bond, which has more double-bond character in the deprotonated form, increasing its
intensity. Therefore the intensity ratio of ring breathing to trigonal ring deformation is low at
low pH and then increases with increasing pH. The peak around 720 cm 1 is also a combination
of a ring deformation with C-S stretch. It does not change intensity, but the lower frequency
shoulder at about 710 cm 1 belongs to the protonated species, whereas the deprotonated species
has a peak at 720 cm 1 [112]. The in-plane C-H bending mode around 1200 cm 1 is also pH-
dependent. Again, the lower frequency peak at 1206 cm 1 corresponds to the protonated form
and the peak at 1214 cm 1 belongs to the deprotonated form. The protonated adsorbate layer
also always shows a small peak at 1250 cm 1 .
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Figure 3.10: SERS spectra of Au-pyS in aqueous solution, pH adjusted with H2SO4 or NaOH.
In acidic solution, an available proton can bind to the nitrogen lone pair and form pyS-
H+. In basic solution, the deprotonated form dominates. The pKa of pyS adsorbed on gold
has been determined as 4.6±0.5 from electrochemical capacitance data [122] or as 5.3 ± 0.3
from a SERS titration curve [106]. This is very di↵erent from the bulk value of 1.43±0.07 [123].
The low bulk value is due to solvent e↵ects on the tautomeric equilibrium between thiol and
thione, shown in Figure 3.11 [124]. In a polar solvent, the thione form is much more stable than
73
H+ 
SH 
Figure 3.11: Thiol-thione tautomerism of pyS and protonation at low pH.
the thiol due to its higher polarity (dipole moment 8.2 D versus 2.1 D), which lowers the pKa.
The adsorption of mercaptopyridine removes the tautomerism, but it also makes protonation of
neighbouring adsorbed pyS unfavourable due electrostatic repulsion. Both e↵ects increase the
pKa.
There is one more remarkable change visible in Figure 3.10, which is not discussed in
the SERS literature at all. The ring breathing mode does not just change in intensity, it also
exhibits frequency and width changes. Generally, it looks narrower in highly acidic solution and
appears to develop shoulders on its low and high frequency sides in neutral or basic solution. This
mode also shows significant changes during adsorption in pure water, which will be discussed in
the following. PySSpy dissolved in ultrapure water was chosen as the starting material to reduce
the chance of sulfur contamination and a concentration of 1 mM was chosen as representative for
other experiments. Adsorption was followed over the course of 30 min, with spectra integrated
over 30 s acquired every 2 min. The raw data are shown in Figure 3.12. Two things should
be noted. The 0 min trace (corresponding to 30 s of adsorption) has an unusually low SER
background signal and the most likely explanation is a small motion of the sample at the start
of the experiment caused by injection of pyS solution into the cuvette. SER peak heights scale
with the height of the background (which will be shown in the next chapter, [69]), therefore we
have scaled the 0 min spectrum by a factor 5 for later detailed analysis of peak shapes. The
second noticeable feature is a gradual decrease in the background with adsorption time. This was
also noticed in another in-situ adsorption experiment at lower concentration, which su↵ered from
some carbon contamination. The decrease of the background as a function of time (including the
0 min spectrum) is also shown in the same figure. There is an initial slow decrease, followed by
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Figure 3.12: SERS spectra acquired in-situ during adsorption of 1mM pyS.
a sharper decrease around 20 min. A possible explanation is a microscopic rearrangement of the
gold surface by the pyS adsorption, which could lower the electromagenetic field enhancement of
the surface.
The background-subtracted spectra are shown in Figure 3.13. In general, all peaks
increase over time, with the exception of the peak at 1380 cm 1 which decreases. Since this is a
b2 -type peak which is not normally seen, this could indicate that the orientation of pyS changes
during the first few minutes of adsorption. There is also a relatively small broad peak around
1300 cm 1 , which is probably a carbon contamination.
The most striking feature of the spectra though is the changing appearance of the
ring-breathing mode, which is shown in detail in an inset to the Figure 3.13. The peak consists
of three narrower peaks in changing proportions over time. Initially, the largest peak is at about
1020 cm 1 with a small shoulder at 985 cm 1 . With increasing time, a third peak at 1017
cm 1 becomes stronger. We suggest that the three peaks correspond to three di↵erent species of
adsorbed mercaptopyridine, namely pyS, pyS-H+ and pyS hydrogen-bonded to water. Hydrogen
bonding is known to a↵ect the frequency of the pyridine ring breathing mode [125]: free pyridine
has a ring breathing mode at 990 cm 1 , hydrogen-bonded pyridine vibrates at 994 cm 1 and
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Figure 3.13: SERS spectral change with adsorption period.
pyridinium has a ring breathing frequency of 1003 cm 1 . The blue shift of the frequency indicates
stronger bonds and thereby a more stable aromatic ring. This can be explained in an intuitive
way: the stability increases because H-bonding pulls the electron density of the lone pair away
from the aromatic ring system. Therefore, the delocalised ⇡-electrons in the pyridine ring are less
disturbed by the nitrogen lone pair electron. The shorter the hydrogen bond, the more stable the
aromatic ring; a trend which is continued for pyridinium, which is still aromatic, since the proton
binds to the lone pair and not the ring.
In order to understand the e↵ect of hydrogen bonding on adsorbed pyS, we simulated
hydrogen-bonding between a variety of species and pyS bound to a single gold atom. Formamide
is known to form a comparatively weak H bond, a single or two water molecules form slightly
stronger bonds, while acidic molecules such as hydrochloric acid, sulfuric acid, acetic acid form
much stronger hydrogen bonds. The H-bond distances range from 1.016 A˚ for protonated pyS up
to 1.997 A˚ for formamide. The shortest bonds are of course formed in the protonated pyS-H+,
but the bond can be slightly lengthened by including a chloride counter ion or a water molecule.
The results are summarised in Figure 3.14, which shows the frequencies of the ring breathing,
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ring stretching and trigonal ring deformation modes as a function of the nitrogen-hydrogen bond
length. Free pyS was placed at 3 A˚ in the graph in order to incorporate the relevant data points.
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Figure 3.14: Dependence of ring breathing and stretching frequencies on H-bond distance from
simulated species.
The calculation mostly confirms for pyS-Au what is known from pyridine: the trigonal
ring deformation frequency is independent of any hydrogen bonding to the nitrogen lone pair,
while both the ring breathing and ring stretching frequencies generally increase with decreasing
N-H distance. The only exception is when the molecule becomes protonated. The intensity of the
ring breathing mode increases, because the aromatic ring is more stable in the protonated than
in the deprotonated state, which is also experimentally observed, but the frequency red shifts to
a value that is close to pyS hydrogen bonded to water. This is not a feature of the calculation,
which correctly reproduces the frequency blue shift from pyridine to pyridinium (experimental
shift 13 cm 1 , calculated shift 11 cm 1 ), but must be related to the substitution on the ring.
We found that gas-phase mercaptopyridine with its electron-donating -SH group has calculated
frequencies of ⌫(pySH)< ⌫(pySH-H+)< ⌫(pySH-water), while an electron-withdrawing group like
-CN leads to ⌫(pyCN)< ⌫(pyCN-H+)< ⌫(pyCN-water). Both coordination to the nitrogen and
substitution will a↵ect the ring stability, but since we are not aiming for a detailed understanding
of the exact balance of these e↵ects here, we will instead use the relative calculated frequencies in
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combination with experimental observation to assign contributions to the ring breathing mode. In
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Figure 3.15: SERS intensity ratio of (A) 988 cm 1 , 1002 cm 1 , and 1017 cm 1 to 1093
cm 1 (trigonal ring deformation and (B) 1575 cm 1 to 1609 cm 1 .
the experimental spectrum we fitted three components to the ring breathing peak with constant
frequencies set at 988.4 cm 1 , 1002.5 cm 1 and 1017.0 cm 1 . Figure 3.15 (A) shows the ratio
of each component against the trigonal ring deformation mode. It can be seen that the lowest
frequency peak contributes a relatively constant fraction, while the center peak increases and the
high frequency shoulder decreases with adsorption time. We also fitted the ring stretching region
with two modes at 1576.7 cm 1 and 1609.9 cm 1 and plot their ratio in Figure 3.15 (B). The ring
stretching peaks reveal what can be discerned from the spectra by eye, namely that the intensity of
the protonated peak increases with adsorption time. The relative increase as well as the relatively
large contribution from the protonated species is unexpected. The solvent is milliQ water and
adsorption occurs at neutral pH, so with a surface pKa of 4.6 one would expect more than 99% of
adsorbed pyS to be deprotonated. This is not the case and in fact samples prepared in essentially
the same way (roughening procedure, starting material, concentration, adsorption time) show
a wide range of ring stretching and ring breathing ratios. Paulo et al. recently determined a
very di↵erent surface pKa for pyS by determining the peak current of the ferri/ferrocyanide redox
couple as a function of pH [126]. They obtain a value of 7.5 and attribute this to oxidative cleavage
of the C-S bond aided by ferricyanide. Such a high value would explain why we frequently observe
significant intensities of the protonated C=C stretching peak in pure water or air. Perhaps the
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value of the pKa depends quite sensitively on the adsorption site of pyS, which is very di cult
to control when roughened surfaces are used and could perhaps explain the wide range of ratios
observed by us. In this particular case, it is possible that the small carbon contamination seen
around 1300 cm 1 causes a shift in the pKa.
In either case, the spectra indicate that the fraction of protonated molecules slightly
increases with adsorption time. Protonated pyS has a higher ring breathing intensity as the
calculations and experiments have shown, eg Figure 3.10. This means that, of the three ring
breathing components, the centre one has to correspond to protonated pyS, while the low fre-
quency shoulder represents pyS without any hydrogen bonding and the high frequency shoulder
corresponds to the gradually decreasing fraction of hydrogen-bonded pyridine. This assignment
can be confirmed by several other data sets, where each set was recorded on the same pyS layer
but with changing solvent. The data in Figure 3.16 were acquired in milliQ water, 0.1 amd 0.5 M
H2SO4 and so-called superacid, a mixture of trifluoromethane sulfonic acid, carbon tetrachloride
and acetonitrile, which should protonate a larger fraction of adsorbed molecules [127]. If we
first consider just the changes occurring in switching from water to H2SO4 , it can be seen that
with increasing concentration of the acid the high frequency shoulder disappears. This agrees
with our assignment of this shoulder as pyS hydrogen-bound to water. The switch from sulfuric
to superacid leads to a frequency blue shift. The calculated H-bond distance is reduced from
1.530 A˚ to 1.424 A˚ , while the calculated frequency of the ring breathing vibration increases by
7 cm 1 compared to a measured increase of 5 cm 1 . The stronger acid clearly leads to a more
stable aromatic ring.
Wang et al. found for a pyridine-terminated araliphatic layer on gold (4-(pyridin-4-
yl)biphenyl-4-yl)-methanethiol) that the C=C stretching frequency of the pyridine and benzene
rings shifted with adsorption time, which was attributed to ⇡ ⇡ interactions between adsorbates,
which change with coverage and structure of the layer. We have found a similar frequency
shift while changing solvent. Figure 3.17 shows the frequencies of both ring stretching and
all ring breathing modes as the solvent is switched from water (blue symbols) to sulfuric acid
(red symbols) to sodium hydroxide (green symbols). It can be seen that during the switch to
sulfuric acid, the frequencies of both ring stretching modes increase (3.17 B), while the ring
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Figure 3.16: SERS spectra of Au-pyS in superacid solution at ring breathing region.
breathing frequencies are virtually constant (3.17 A). This is perhaps related to the special role
of sulfuric acid observed in electrochemistry discussed earlier. If a bisulfate ion can bridge two
pyS and encourage interaction between rings, this could explain the observed frequency shift.
The microscopic rearrangement is probably aided by the weaker Au-pyS bond for protonated
adsorbates, which removes the clear preference for a bridging adsorption site and could indicate
that pyS can rearrange in the acidic state more easily [89]. Hydrogen bonding to water itself
however changes the adsorption energy by very little.
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Figure 3.17: Frequency shifts in the ring breathing region (A) and ring stretching region (B)
observed during sequential pH changed in 0.1 M H2SO4 , phosphate bu↵er, milli-Q water, and
0.1 M NaOH. The spectra were taken after immersion in each solution for 3 min.
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In conclusion, the peaks visible in the pyS SER spectrum are compatible with a pyridine
ring plane tilted away from the surface normal, which is the most stable arrangement according
to DFT calculations on a Au(111) surface. The detailed microscopic arrangement of the pyS
SAM on a roughened gold electrode does not result in any large spectral changes, rather it is
manifested by di↵erent contributions to the pyridine ring breathing vibration, which we assigned
to free, protonated and hydrogen bound species. Their proportions change with both coverage
and solvent and we were able to correlate frequency changes with the stability of the aromatic
ring. The surface pKa of pyS must vary by 2 or 3 pH units (similar to literature values [86,106])
depending on the microstructure of the surface, as the shape of the ring breathing peak and the
ring stretching ratio vary over a wide range for the same surface preparations. This highlights one
of the great challenges of SERS - while it is easy to roughen a surface to produce large signals, it
is very di cult to use it for detailed surface science analysis. We shall see in the next section that
pinholes in silica coated nanoparticles might be a way forward to create more surface uniformity
while still enabling studies at a macroscopic level.
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Chapter 4
Metallisation
4.1 Metallisation of self-assembled monolayers
In this chapter, I will investigate the deposition of a metal layer on top of a pyS SAM on gold
using SERS and cyclic voltammetry.
Since the emergence of molecular electronics, metal-molecule junctions have been de-
veloped to fulfil specific tasks based on the properties of the molecule. For example, rotaxanes
can act as a molecular switch in a junction because the molecule itself can change between
conductive and non-conductive states. Porphyrins, self-assembled on metal and semiconductor
surfaces, can be used for information storage through their multiple oxidation states [128].
Thiols bound to a metal form the basis for many of these devices, because the thiol
group reacts specifically with many metals such as gold. To turn this self-assembled layer into
a metal-molecule-metal junction, the molecule needs to have a second active functional group,
ideally pointing away from the substrate. Several approaches have been used to deposit the
top metal layer in order to form large-scale junctions. Many early e↵orts used metal vapour
deposition [129–132], however, in most cases permeation of metal through the SAM could not
be prevented. Electrochemical deposition o↵ered more control of the process and is generally
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more successful, although metal creeping underneath the SAM is an often-encountered problem
[133–142]. A highly successful variation of the electrochemical approach was developed by the
Kolb group [42, 43, 47]. The technique is a two-step deposition, where metal ions coordinate to
the SAM in metal salt solution before transferring the sample to a dilute metal-free electrolyte for
electrochemical reduction. The metal ions serve as nucleation centres for growth of metal clusters,
which prevents metal di↵usion into the SAM [143] and leads to smaller metal clusters compared
to the one-step method [85]. The formation of relatively stable solvent complexes, e.g Pd(H2O)2,
also serves to stop vertical di↵usion through the layer and facilitates horizontal di↵usion [144].
Alternative successful variants of the technique involve electrochemical reduction in low metal
salt concentration [145] or the use of molecular hydrogen for a gentler reduction [146].
The Kolb method used 4-mercaptopyridine (pyS) as a linker molecule, and was shown
to work for a variety of metals, namely Pd [47, 147], Pt [42], and Rh [43]. The concept was
extended to more complicated structures such as a Au-pyS-Pd-pyS-Pt doubledecker [83] and
di↵erent linkers such as thiazole [33] or pyridine-terminated araliphatic thiols [84, 145].
The successful formation of a metal layer on top of a pyS SAM has been deduced by a
number of techniques. STM detects small clusters on top of the SAM [47] and the I(V) curves
are characteristic for a Coulomb blockade by the SAM [148]. X-ray photoelectron spectroscopy
(XPS) shows that the deposited metal changes from an ionic to a metallic state by a corresponding
shift in binding energy, while variation of the photoelectron detection angle confirms that the
deposited metal sits on top of the SAM [42]. Palladium turns out to have unusual properties
when deposited on top of pyS. The Pd islands have a binding energy which is di↵erent from bulk
Pd or Pd deposited directly on gold [147]. Valence band spectroscopy revealed that the Pd layer
has a reduced density of states at the Fermi level [33,78,149], which could not be explained from
the calculated electronic structure of a pure Au-pyS-Pd layer [150]. Interaction of water with Pd
could only partly explain the e↵ect. The formation of a N-Pd-O complex significantly reduces the
density of states [151], but other Pd atoms in the cluster are not a↵ected by this. It was shown by
later DFT calculations that a more likely explanation was the adsorption of atomic hydrogen on
palladium [48], which is a well-known hydrogen storage material [152]. Deposition of Pd weakens
the Au-S bond, although the e↵ect is negated by co-adsorption with hydrogen [48].
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The complexation of metal ions to the nitrogen lone pairs is a critical factor in the
process. Since complexation occurs from acidic metal salt solutions, the pyridine nitrogens will
be mostly protonated. Poppenberg et al. regard protonation and complexation as competitive
processes [46], while Muglali et al. simply consider the like charge on the SAM and metal cations
as a reason for why complexation is considerably slower than self-assembly [84]. Complexation
periods of several hours in metal salt solution however allow for metal ion creep underneath the
SAM, which is noticeable during reduction because Pd ions in direct contact with gold are reduced
at 0.4 V vs SCE, while those on top of the SAM are reduced at -0.2 V vs SCE [47]. Complexation
can however be accelerated by applying a potential to the substrate to shift the surface below
the point of zero charge [84].
The reduction charge shows that one metal atom is reduced per nitrogen lone pair,
corresponding to 0.33 ML for mercaptopyridine [47,145] and 0.67 ML for thiazole [33]. However,
metal atoms are quite mobile on top of the SAM [150], so appear to form small clusters after
reduction, freeing some nitrogen lone pairs. Subsequent complexation and reduction cycles were
shown to form denser clusters and completely cover all pyS molecules [42, 43].
Vibrational spectroscopy of metal-molecule-metal junctions is desirable simply because
it shows whether the molecule remains intact and whether any new vibrational modes in the
spectrum indicate actual bond formation between a functional group and a metal layer. More-
over, in the context of molecular electronics, it permits detecting the e↵ect of an applied electric
field on the molecular structure or any coupling between electronic transport in the junction and
vibrational modes. A number of di↵erent experimental approaches are used. In Inelastic tunnel-
ing spectroscopy (IETS) electrons tunneling between a substrate and a tip can lose energy by
exciting a molecular vibration, thus tunneling into a di↵erent empty electronic state. This inelas-
tic tunneling channel increases the conductance and becomes visible as a peak in the d2I/dV2
curve as a function of bias potential. IET spectra were found to agree well with Raman spec-
tra [153], and it could be shown that only longitudinal vibrational modes couple to the tunneling
electrons [154]. If one of the contacting electrodes is a semiconductor transparent to infrared
light, such as silicon, then total internal reflection IR spectroscopy can be used [155–157], for
example to understand the molecular origin of rectification in nitroazobenzene junctions [158].
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Sum frequency spectroscopy has been applied to similar systems and has the advantage compared
to FTIR that it can reveal the change in molecular order as the metal overlayer is deposited. For
example, Asanuma et al. found that gold vapour deposition on an alkane SAM introduces a
large number of gauche defects, explained by metal creep in these layers [159]. A more common
approach to study metal-molecule-metal junctions is gap-mode Raman spectroscopy, which uses
the strong electric-field enhancement in a metallic nanogap to detect Raman spectra of few or
even single molecules [160–164]. Nanogaps can be created by nanofabrication, deposition of gold
nanoparticles or a metallic tip (tip-enhanced Raman spectroscopy, TERS). Molecules have even
been deposited at the internal junction of a core-shell nanoparticle [165]. The field of gap-mode
Raman spectroscopy was recently reviewed by Marque´s-Gonzale´s et al. [166]. Many of these
studies have focussed on understanding the relationship between junction bias and vibrational
spectrum, but surprisingly few have focussed on the fundamental issue of detecting a vibrational
signature for the contact formed between the molecule and the top electrode. Huang et al. looked
at bipyridine SAMs between a gold surface and gold nanoparticles [167] and Zheng et al. investi-
gated mercaptopyridine in the same configuration [120]. Both investiagtions focussed on changes
in the ring stetching region. Huang et al. deduced junction formation from a frequency upshift
of the C=C stretch, which was attributed to changes in reduced mass as well as changes in
the bipyridine orbitals caused by a second gold contact. Zheng et al. diagnosed changes in the
ratio of deprotonated/protonated C=C stretching intensities as caused by junction formation,
with the lower frequency peak representing double-end-bonded molecules and the higher peak
representing single-end-bonded molecules. This interpretation was later questioned by the obser-
vation that plasmon-induced protonation of mercaptopyridine is possible in gaps between silver
nanoparticles [119].
As far as we are aware, there is only one publication which shows a new vibrational mode
when mercaptopyridine binds to a metal ion. Baldwin et al. used evanescent wave enhanced SERS
to record the spectral changes which occur when pyS on gold is exposed to di↵erent pH or to
a metal salt solution containing Cu2+ ions [168]. They reported a decrease of the protonated
C=C stretch intensity at 1617 cm 1 and an increase of the deprotonated C=C stretch at 1585
cm 1 as the concentration of Cu2+ increased, in qualitative agreement with Zheng et al. [120].
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In addition, Baldwin et al. found a new ring breathing mode at 1034 cm 1 which grows at the
expense of the original pyS mode at 1015 cm 1 [168]. This was assigned to a Cu-pyS-Au species
by comparison to similar frequency blue shifts observed in Cu/pyridine complexes.
Here we also use SERS to reveal detailed spectral changes in adsorbed pyS caused by
electrochemical metal deposition. Starting from confined metal-molecule-metal junctions formed
in the pinholes of silica-coated gold nanoparticles, we identify bond formation from frequency shifts
in both ring breathing and ring stretching regions, and confirm the assignment by comparison to
DFT calculations. We then look at metallisation of pyS self-assembled on a rough gold electrode
and by recording spectra from multiple small areas on the same sample we show that successful
metallisation is closely linked to successful complexation. We finally combine the results from
a large number of both successful and unsuccessful metal deposition experiments to show that
success is not clearly correlated to the degree of protonation of the pyS SAM, but instead reduction
seems to work better in metal salt solution.
4.2 Metal-molecule-metal junctions in confined spaces
Silica-coated gold nanoparticles (SHINs) have been used in SERS to enhance signals by a confined
region of high electric field enhancement [74,75,169,170]. They have become popular in spectro-
electrochemistry at single crystal surfaces as the silica layer makes them electrochemically inert.
Despite a published protocol [76] it is relatively di cult to grow silica shells which are thin enough
to create a high enhancement, but thick enough at the same time to avoid pinholes. Pinholes can
be diagnosed electrochemically (see appendix) as the sharp gold reduction peak is easy to detect
or by adsorption of molecules such as pyridine or mercaptopyridine which do not bind to silica.
While pinholes are a nuisance in electrochemical experiments, they have been used recently to
detect trace amounts of cyanide [171] using SERS. Here we use pinholes in SHINs to create more
homogeneous and highly metallised pyS layers. SHINs were prepared according to the standard
Nature protocol [76], washed, deposited on a piranha-cleaned silicon wafer and dried. The wafer
was immersed in 1 mM aqueous pyS solution for 5 min and then washed with milliQ water and
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Figure 4.1: Metal-molecule-metal formation in SHIN pinholes. The blue trace shows a SER
spectrum of mercaptopyridine adsorbed on a layer of SHINs dried on a silicon wafer. The red
trace shows the same layer after complexation in PdSO4 solution and washing. Spectra are scaled
relative to the trigonal ring deformation.
dried. After recording a Raman spectrum, the wafer was immersed in 0.1 M PdSO4 solution for
15 min, washed and dried. Raman spectra were acquired with the Mini Ram II (B&W Tek) with
785 nm laser. Figure 4.1 shows the numerous spectral changes which occur upon complexation.
The ring breathing mode at 994 cm 1 drops strongly in intensity and a new mode appears at
1038.5 cm 1 , which is similar to Baldwin’s observation [168]. The trigonal ring deformation
shifts up by 9 cm 1 , which indicates a weakening of the Au-S bond. The ring deformation +
C-S vibration at 417 cm 1 shows a very strong blue shift of 47 cm 1 , confirming that the Pd
ions are strongly a↵ecting the pyS-Au bond. The Au-S stretch at 262 cm 1 disappears and a new
vibration appears at 311 cm 1 , which could possibly be the Pd-N stretch. The changes in the
C=C stretching region are also striking. The familiar peaks for deprotonated and protonated pyS
at 1575 cm 1 and 1609 cm 1merge into a single peak at 1591 cm 1 . The CH in-plane bending
mode at 1064 cm 1 does not shift, while the in-plane bend at 1211 cm 1 and the out-of-plane
bend at 810 cm 1 shift up by 6 cm 1 . The latter mode has b2 symmetry, so could conceivably
indicate a change in orientation of adsorbed pyS upon metallisation. In order to understand the
spectral changes better, we calculated the Raman spectrum of Au-pyS-Au+ and compared it to
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the experimental spectra. A double gold junction was chosen, because the insertion of a Pd ion
caused technical problems in Spartan 16, which we have not been able to solve yet. Figure 4.2
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Figure 4.2: Calculated Raman spectra of deprotonated and protonated pyS adsorbed on Au-pyS
and a Au-pyS-Au cation.
shows the calculated spectra of pyS-Au, H+-pyS-Au, and Au+-pyS-Au. Virtually all the frequency
shifts seen in the experimental spectra are reproduced by the calculation. The new ring breathing
mode is found at 1022.5 cm 1 , up by 36 respectively 24 cm 1 from the deprotonated and proto-
nated peaks. The calculation reproduces the intensity increase which accompanies the frequency
blue shift of the ring breathing mode, which is commonly attributed to a higher stability of the
aromatic ring. The even higher frequency of the sandwich ring breathing mode also indicates
increased stability, but the calculation predicts a rather weak Raman mode. The trigonal ring
deformation as well as the low frequency deformation + C-S stretching mode are also correctly
predicted to blueshift, even though the calculated shifts of 18 and 60 cm 1 are significantly larger
than the experimental shifts of 9 and 47 cm 1 . Also, the third X-sensitive mode at 700 cm 1 is
predicted to shift to 730 cm 1 , whereas experimentally hardly a shift is seen. The discrepancy
might arise from the fact that we model binding to the gold substrate as binding to a single atom.
Since metallisation a↵ects the Au-S bond, which in turn a↵ects all X-sensitive modes, a correct
description of the shift can only be expected for a cluster calculation.
The calculation also clarifies the outstanding characteristic peak change in the C=C
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ring stretch. Binding to the lone pair generally blueshifts this peak, but unlike in the previous
chapter which only looked at hydrogen bonding, we now have a much heavier ion complexed to
the nitrogen, which will reduce the frequency simply by its increased mass. This explains the
previously discussed work by Baldwin et al. [168] and Zheng et al. [120]. The former do not
show the relevant C=C stretching spectra, while the latter show them at fairly low resolution.
The new peak of the metallised pyS shows a relatively strong overlap with the deprotonated
peak. If protonated pyS were to preferentially react with the metal ions, then the complexation
would show a reduction in the protonated peak and an apparent increase in the deprotonated
peak because spectra are recorded at low resolution. Table 4.1 summarises the frequencies of the
important peaks in SER spectra of Au-pyS, Au-pySH+, and Au/pyS/Au junctions.
Table 4.1: Frequency comparison of key peaks of Au-pyS, Au-pySH+, and Au/pyS/Au junctions
Mode Au-pyS Au-pySH+ Au/pyS/Au+
Ring deformation + C-S stretch 402 406 466
C-C bend 696 700 732
Ring breathing 988 999 1023
Trigonal deformation + C-S stretch 1009 1089 1108
C-H bend 1221 1202 1228
C-C stretch 1584 1629 1612
4.3 Large-scale junctions
The metal-molecule-metal junction was fabricated on electrochemically cleaned and roughened
gold foil (chapter 2.3.3) using the two-step Kolb method. Briefly, mercaptopyridine was adsorbed
from 40 µM aqueous solution for 15 min, rinsed and then immersed for 30 min in metal salt
solutions (0.1 M PdSO4/0.1 M H2SO4 , 0.1 M K2PtCl4/0.1 M H2SO4 , 0.1 M RhCl3/0.1 M HCl).
These were rinsed and then transferred to an electrochemical cell at +700 mV and reduced by
scanning to -200 mV vs SCE in 0.1 M H2SO4 . Raman spectra were acquired with the Mini
Ram II (B&W Tek), except for 4.7 and 4.8 which were acquired with the inVia microscope
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(Renishaw), 50x objective and 785 nm laser. The cell used is shown in 2.16. The complete
reduction of metal ion on Au-pyS layer was confirm by cyclic voltammetry. An example of a
Pd reduction cyclic voltammogram is shown in Figure 4.3. The reduction occurred in 0.1 M
H2SO4 and the potential was initially set at a positive value to prevent spontaneous reduction
of Pd [47, 172, 173]. Then the potential was continually reduced at a rate of 5 mV/s until -200
mV vs SCE. The characteristic peak of Pd2+ converting to Pd0 appears at around -100 mV vs
SCE, which is similar to Kolb’s value of -200 mV vs SCE [47]. Figure 4.3 compares the Pd
reduction peak from two samples with di↵erent complexation periods in Pd salt solution. Both
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Figure 4.3: Cyclic voltammogram of Pd reduction in 0.1 M H2SO4 for two di↵erent complexation
periods of Au foil-pyS in Pd salt solution.
of them show reduction at the same potential; however, the 2-day complexation gives a sharper
and narrower reduction peak than that of 30-min complexation. The narrower peak indicates a
more homogeneous layer which reacts within a narrower potential range. However, we need to
bear in mind that the longer complexation time leads to the risk of Pd penetrating through the
pyS layer and depositing directly on the Au surface. Pd reduction on Au can also give the sharp
and narrow reduction peak but this occurs at a higher voltage. Formation of Pd multilayers will
also sharpen the reduction peak [174]. The peak after 30-min complexation is broader than the
one found by Kolb’s group which could indicate a more inhomogeneous gold substrate with a
less well-ordered pyS layer. The estimated areas under the 2-day and 30-min peaks are 2505 µC
90
cm 2 and 125.2 µC cm 2, respectively. Using a monolayer charge of 386 µC cm 2, it can be
estimated that 2-day complexation gives a Pd coverage of around 6.49 ML and 30-min (normal
condition) gives a value of only 0.32 ML which corresponds with the pySSpy coverage (0.3 ML).
Silien et al. recorded a slightly lower reduction charge of 81 µC cm 2 after 20 min complexation
time on pyS [145]. The higher value could be due to overestimating the Pd reduction peak which
can be subtracted by the reduction in second cycle.
Apart from electrochemical characterisation, the surface profile of the rough Au elec-
trode before and after metal deposition was observed with an atomic force microscope (AFM).
Figure 4.4 reveals the surface topography of Au-pyS (A) and Au/pyS/Rh (B). They clearly il-
lustrate the increased roughness of the Au-pyS layer after Rh deposition. In addition, the phase
measurement in Figure 4.4 C and D also shows di↵erences caused by metallisation, which relate
to surface properties such as elasticity, adhesion, and friction.
Figure 4.5 compares the SER spectra of pyS-Au layers metallised with Pd, Rh, and
Pt. Even though di↵erent metals are used, the spectra all share the same characteristic changes
seen in the SER spectra of pinhole junctions. A new ring breathing mode appears in the region
of 1032 - 1045 cm 1 , the low frequency ring deformation + C-S stretch shifts up strongly and
a new C=C peak appears between the deprotonated and protonated peaks. For this particular
data set, the changes were most apparent for Pd, followed by Pt and Rh, which show similar
frequency shifts but not as strong intensity changes. This indicates that more pyS adsorbates
were metallised by Pd than Pt or Rh in this case. The frequency of the new ring breathing mode is
probably metal-dependent. We have observed an order of Rh⇡Pd<Pt, which could indicate that
Pt forms the strongest bond and thus stabilises the aromatic ring the most. There has been no
systematic investigation of the interaction of mercaptopyridine with metals, but the interaction
between pyridine and transition metals has been thoroughly investigated by the Tian group. They
find that the N-M bond length decreases in the order of Pd, Rh, Pt, but do not detect strong
dependence of the ring breathing mode on the deposited metal [175]. Instead, they show that the
6a1mode has a frequency which strongly changes with the metal. The equivalent mode in pyS
is the M11 mode near 400 cm 1 , which shows a strong frequency increase upon metallisation.
With Pd, the mode is at 461.5 cm 1 , with Rh at 463.0 cm 1 and with Pt at 468.2 cm 1 (see inset
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Figure 4.4: AFM image of surface topography and phase of Au-pyS (A,C) and Au/pyS/Rh (B,D).
Measurement conducted in KFM mode, tip PPP NCH-Pt, fq 160 kHz. Image size 5µm x 5µm
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Figure 4.5: Comparison of the SER spectra of successful Au-pyS-metal junctions formed for three
di↵erent metals.
to Figure 4.5). The DFT calculation by Wu et al. [175] finds the equivalent pyridine frequencies
in the same sequence and shows that they are proportional to the force constant of the bond.
By detailed inspection of spectra from about 20 metalisation experiments, we finally
found characteristic changes to distinguish between successful and unsuccessful junction creation.
Figure 4.6(A) shows an example of successful Pd-pyS-Au junction formation, while Figure 4.6(B)
shows an unsuccessful metallisation. The successful junction was formed by reduction in a low
concentration Pd salt solution (1 mM), which has been shown to work better than the two-step
method for pyridine-terminated araliphatic SAMs [145]. The unsuccessful junction was formed in
H2SO4 , which can lead to the dissolvation of Pd ions back into H2SO4 solution [174]. This was
also confirmed by the cyclic voltammograms in Figure 4.6(C). The reduction in Pd ion containing
solution gives a clearer reduction peak than the one in H2SO4 . It can be seen that complexation
leads to the expected spectral changes, but that the spectrum reverts back to the spectrum of
a bare pyS-Au layer upon reduction. This is a general observation we have made: metal ion
complexation generally shows the characteristic spectral changes, but the subsequent reduction
93
is sometimes unsuccessful.
Since the characteristic changes are not metal-dependent, we focus on Rh deposition in
the following. We record data with the help of a Raman microscope, with a laser spot diameter
of 5 µm, mapping a small area of a roughened sample in 5 µm steps and following the changes in
each area after metal ion complexation and reduction. The irregular appearance of the roughened
surface under the microscope makes if possible to ensure that the laser spot moves very little
from one map to the next so that we can follow spectral changes individual to each 5 µm
diameter area. In this way we gained 132 spectra, which we can now analyse with a statistical
approach. Figure 4.7 shows spectra for the pyS SAM, after complexation to Rh ions and after
electrochemical reduction. These spectra represent the average over all 132 spectra, normalised
by the background height at 1150 cm 1 and 1545 cm 1 respectively. The typical peak shifts
caused by metallisation can be seen clearly. These spectra however reveal more detail, partly
due to the higher wavelength resolution of the microscope (nominally 1 cm 1 compared to 10
cm 1 in the portable instrument). The ring breathing peak of pyS free from metal ions increases
in frequency after complexation and reduction. Its intensity (compared to either background or
trigonal ring deformation) only drops after reduction. The trigonal ring deformation consists
of two components and metallisation causes the high frequency shoulder to grow. The C=C
stretching peak of protonated pyS increases slightly upon complexation (which occurs in acidic
solution), but returns to its initial height after reduction. The C=C peak of deprotonated pyS
disappears and a new peak appears at higher frequency during complexation, which slightly shifts
up during reduction. We will now analyse the individual spectra to see whether there are any
correlations between the degree of metallisation and the initial state of the surface. This analysis
touches on one of the key challenges of Raman spectroscopy in general and SERS in particular,
namely the relationship between the signal size from a given sample and quantity of material.
While doubling the quantity should generally double the signal (as long as molecules are non-
interacting), the signal also depends on the laser intensity, the photon collection and detector
e ciency and the local field enhancement. While some small e↵orts have been made to use
dye molecules with a known Raman cross section to calibrate the intensity in SERS (eg [176]),
approaches to quantitative SERS generally rely on interpreting peak ratios. The problem and its
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Figure 4.7: Averaged normalised spectra of Au-pyS SAM, after complexation to Rh ions and after
electrochemical reduction.
solution can be illustrated for the mercaptopyridine layer by displaying the data in map format.
Figure 4.8(A) shows the large scatter in signal heights for the trigonal ring deformation and the
intensity of the SER background at 1150 cm 1 and the relatively small scatter if the ratio of
two peak heights is calculated, in this case the intensity of the ring breathing mode normalised
against the trigonal ring deformation. The scatter in signal heights is purely related to the field
enhancement at particular spots as Figure 4.8(B) shows, as there is a clear linear relationship
between the peak height and the background signal. This graph shows just how inhomogeneous
the SERS activity of the surface is even on a relatively rough scale of a few micrometers. Once
the ratio between two peaks is calculated though, it can be seen that it is independent on the
local field enhancement as represented by the background intensity (Figure 4.8(C)). This is one
of the reasons why peak ratios can be used to follow pH changes in this and other systems, as
they are independent of the field enhancement experienced by the sensing molecule. In Figure
4.9 we look at the correlation between two peak ratios commonly used to define the local pH,
namely the ratio between the trigonal ring deformation at 1095.5 cm 1 and the ring breathing
mode at 997.3 cm 1 and the two ring stretches at 1577.7 cm 1 and 1611.2 cm 1 . It can be seen
that they are anticorrelated as expected (the ring breathing mode becomes weaker when the local
pH increases, the C=C stretch at 1577 cm 1 becomes stronger). The linear correlation between
them however is not strong, only -0.5 (Pearson’s correlation coe cient), which indicates that
these ratios do not measure the same physical property. Indeed, the ratio of stretching peaks
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compares the peak heights of two species with distinct peaks. Assuming that positively charged
adsorbates have the same Raman cross section as neutral adsorbates then this ratio is a direct
measure of the fraction of adsorbates that are protonated. The ratio of ring breathing versus
trigonal ring deformation however changes based on a very di↵erent e↵ect: protonation changes
both the stability of the aromatic ring and the double-bond character of the C-S bond which
a↵ect the intensity of both peaks di↵erently.
We can use a similar correlation plot to demonstrate that our peak assignment for
complexation and metalisation processes are correct. Figure 4.10 shows the ring breathing modes
at 1020 cm 1 and 997 cm 1 represent the same species as the modes at 1590 cm 1 and 1610
cm 1 for the complexed and metallised layers. These two ratios have correlation coe cients of
0.8 respectively 0.7 for the complexed and metallised layers, which justifies our assignment of
these modes as belonging to the same species in which both 1020 cm 1 and 1590 cm 1 peaks
represents the complexation state of pyS with metal ion.
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We finally test whether the peak ratios in the C=C stretching region before and after
complexation and metallisation are correlated as shown in Figure 4.11. The ratio for the metallised
layer is weakly correlated to the ratio for the pyS SAM with a coe cient of 0.3. Since the
correlation is positive, the implication is that the fewer pyS were protonated in the layer, the
more pyS are metallised. This makes intuitive sense as there is electrostatic repulsion between
protonated pyS and metal ions in solution, leading to slow kinetics as discussed by Muglali et
al. [84]. If we can rely on the scaled average spectra in Figure 4.7, then only the deprotonated
pyS forms a complex with Rh, since this peak completely disappears while the protonated peak
heights before complexation and after reduction are very similar. There is a stronger correlation of
0.65 between the ratios of metal and ion. This confirms that complexation is positively correlated
to metallisation, but the value is still far away from 1 and could therefore indicate that that other
processes play a role.
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Figure 4.11: Correlation between peak ratios in the trigonal ring deformation. The black dots
show the relation between ratio after metallisation (y-axis) and ratio after complexation (x-axis),
and the red dots show the relation between ratio after metallisation (y-axis) and ratio of pyS
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We finally tried to collate all the di↵erent experiments to see whether we could discover
which experimental parameters lead to a successful metallisation. Figure 4.12 shows the change
in C=C stretch peak ratio (1580 cm 1 /1620 cm 1 ) going from a pyS SAM to an ion complex
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and finally reduced metal. Black markers correspond to reduction in metal ion salt solution,
while red markers correspond to reduction in metal ion free (H2SO4 ) solutions. The graph only
contains data sets which after reduction show a distinct new ring breathing mode. The reduction
in metal containing solution generally increases the ratio, while the one in metal ion-free solution
shows a general decrease. In the metal salt containing solutions, the lower the starting ratio (ie
the more protonated pyS are present), the larger the final ratio, which now corresponds to a large
number of metallised pyS. The range of starting ratios however is very large, which means the
degree of protonation does not have a very pronounced e↵ect on the eventual sucess. In general,
the chance of making a successful junction is higher for metallisation in metal ion-containing
solution than the metal free solution, which agrees with an observation by Silien et al. for low
concentrations of metal salt solutions [145]. At higher concentrations, mushroom-type growth
occurs, but Raman is not able to detect the presence of Pd islands in direct contact with gold.
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Figure 4.12: Ratio 1580 cm 1 /1620cm 1 of Au-pyS, Au/pyS/Pd ion, and Au/pyS/Pd metal
which was electrodeposited in Pd ion containing solution (black) and metal ion free solution
(red).
In summary, we have uncovered a distinct spectral signature for pyS bonding to both a
gold substrate and a metal overlayer. While the spectral changes (emergence of new ring breathing
and stretching mode, shift of X-sensitive low frequency mode) are common for all metals deposited
(Pt,Pd,Rh), the frequency shift of the M11 mode shows the same periodic trend as found for
pyridine adsorbing on transition metals. Detailed analysis shows that mainly deprotonated pyS is
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metallised, but successful junctions can be formed from layers with a wide range of protonation
states. The most common parameter in the preparation of successful junctions was reduction in
a metal salt containing solution, as previously suggested in the literature.
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Chapter 5
Electronic resonances in SERS
5.1 Probing electronic states by SERS
When a molecule forms a chemical bond with an interface, the position of the resulting hybrid
frontier orbitals, the HOMO and the LUMO, determines the outcome of a wide range of physical
phenomena. In surface catalysis, they reflect the reactivity of an adsorbate [177]. In surface pho-
tochemistry, they determine whether electrons or holes are transferred and thereby which bond is
broken [178]. In surface-enhanced Raman scattering, they determine whether chemical enhance-
ment via charge transfer takes place, thereby changing which vibrational modes are observed [179].
In single-molecule electronics, they determine how charge flows through the molecule [180]. All
these interface phenomena occur in environments spanning ambient to high pressure to liquids,
which have a strong influence on the chemistry ranging from changes in catalyst reactivity with
pressure [181], to changes in molecular conductance in the presence of solvent molecules [23].
However, little is known about the fate of HOMO and LUMO in environments other than vacuum,
as our experimental knowledge is mostly derived from photoemission spectroscopies [182, 183],
which measure the density of either occupied or unoccupied electronic states. In contrast, purely
optical techniques can access a much wider range of interfaces, but the relationship between the
signal and the electronic structure is more complex. Surface-enhanced Raman scattering (SERS)
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has been used regularly to determine the LUMO position and direction of charge transfer for a
small number of aromatic molecules like pyridine or piperidine by monitoring the enhancement of
certain vibrational modes as the Raman photon energy or the surface potential is changed [61].
The principle of the measurement is explained in Figure 5.1. The Raman laser can
either cause a charge transfer from the molecular HOMO to an empty state above the Fermi level
(molecule-to-metal charge transfer) or from occupied states below the Fermi level to the molecular
LUMO (metal-to-molecule charge transfer). The Fermi level can be shifted by an externally
applied potential. If a Raman spectrum is recorded with two di↵erent photon energies, then a
di↵erent potential will be needed for each photon energy to cause a resonance and thereby enhance
the signal. If the laser causes charge transfer from metal to molecule, then the potential needs to
shift to more negative values to bring a lower energy photon into resonance. If charge transfer is in
the opposite direction, then the potential has to shift to more positive values to achieve the same
e↵ect. For example on silver, piperidine and quinuclidine are enhanced by molecule-to-metal
transfer, while pyridine, p-aminothiophenol, and 4-methyl pyridine are enhanced by metal-to-
molecule charge transfer [61]. This approach has been used by Shegai et al. to study charge
transfer in 4-mercaptopyridine adsorbed on silver colloids, whose Raman spectra were found to
be enhanced by metal-to-molecule charge transfer [176].
While this approach is regularly being used to find charge transfer states by SERS, in-
terpretation can be di cult because several other parameters can change with potential. Firstly,
coverage can change with potential, as we saw earlier during the phase transition of pyS in
H2SO4 solution. This should be relatively easy to establish, because the Raman signal is propor-
tional to coverage in the low coverage regime and all peaks should increase by the same amount.
Only for densely packed layers does the Raman signal saturate or even decrease due to mutual
depolarisation of molecules [184–187]. Secondly, the orientation of the molecule might change,
for example infrared reflection spectroscopy showed that mercapopyridine is further tilted away
from the surface normal as the potential is changed from -0.2 to 0.3 V vs SCE [188]. Thirdly,
the rough surface could be remodelled at certain applied potential ranges, not only changing the
enhancement factor, but also changing local coverage and orientation. As we saw in the detailed
discussion in chapter mercaptopyridine adsorption, it is not easy to discern changes in orientation
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Figure 5.1: Experimental scheme of SERS measurement of Au-pyS molecular electronic state.
of pyS. Previously reported studies define the electronic energy level of adsorbate molecules by
looking the characteristic change of Raman spectra [162,189].
5.2 Experimental
We used an InVia Raman microscope with 50x objective and both 633 and 785 nm lasers. The
power used was about 0.4 mV for both lasers, and the spot size of the 633 nm beam appeared
to be slightly smaller than the 5 µm of the 785 nm beam. Each spectrum took just under 3 min
to acquire. A gold surface was roughened as described in the experimental chapter and a pyS
SAM was formed in 1 mM aqueous aldrithiol solution. After washing the sample with ultrapure
water, it was placed inside a quartz cuvette with polished bottom face. 0.1 M H2SO4 was used,
the potential was measured with a Biologic potentiostat using a Ag/AgCl reference electrode.
The setup of electrochemical cell is shown in Figure 5.2.
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Figure 5.2: Electrochemical cell and SERS setup for LUMO determination experiment
5.3 Results
Figure 5.3 shows spectra of pyS adsorbed on a roughened gold electrode in 0.1 M H2SO4 recorded
with both 785 and 633 nm Raman lasers as the potential is stepped from + 0.6 V to -0.6 V
vs Ag/AgCl. Spectra were acquired with di↵erent laser wavelengths at each potential before
switching to the next potential. The SERS background changed by up to 50 % during the scan
in the negative direction (with an overall tendency to increase), so in order to account for the
changing enhancement factor, we subtracted the sloping background from each spectrum first (by
fitting a polynomial), and then divided the spectrum by the background intensity at 800 cm 1 (the
lower end of the spectral range) shown as a function of potential in Figure 5.4. We attribute the
changing background to electrochemical remodelling and the results from the previous chapter
showed that we can remove this e↵ect by normalising spectra by the background height. There
are some common features in the spectra and some di↵erences. The trigonal ring deformation
initially increases as the potential is lowered but then decreases to values that are lower than at
the start of the scan, while the ring breathing mode shows a continuous increase. The CH bending
mode at 1062.3 cm 1 decreases with decreasing potential, and a shoulder grows at 1047.6 cm 1 ,
which is probably a di↵erent type of vibration (see below). A changeover occurs for the CH
bending mode at 1210 cm 1 which decreases in height while the one at 1199 cm 1 increases.
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Figure 5.3: SERS spectra of Au-pyS as a function of applied potential. Background has been
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the Gardner notation introduced in Chapter 3
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The intensities of the ring breathing, ring deformation and the latter CH bending mode behave
in general during the negative potential scan as if the pH of the surrounding solution decreased.
The trigonal ring frequency shows a Stark shift of about -3 cm 1 /V, while the ring breathing
frequency shifts by 5 cm 1 /V. At the end of the scan, the potential was increased back to 600 mV
and the spectra recorded again, shown in Figure 5.5. The background-normalised spectra show
an overall higher intensity (by a factor 1.7 for 785 nm and by a factor 1.5 for 633 nm, recorded
in this order, ca 5 min between spectra), but they also show that there are fewer protonated
pyS than before the scan, as observed for pyS on silver [190]. The increase in intensity could
be related to the observed denser packing of the pyS adlayer in H2SO4 when the potential is
decreased and the di↵erent intensity ratios observed at the two wavelengths could be related to
a slow restructuring back to a lower density adlayer at the higher potential.
If we plot the fitted heights of all these peaks as a function of potential for both
excitation wavelengths, we see that the peaks fall into two categories - those where both data
sets show the same dependence on potential and those where the potential dependence also
depends on the excitation wavelength. These results are summarised in Figure 5.6. This figure
shows that the spectra exhibit a mixture of e↵ects which are either caused by potential alone or by
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Figure 5.5: Spectra recorded before and after the potential scan at 600 mV vs Ag/AgCl.
a combination of potential and excitation wavelength. The only peaks which show a dependence
on both potential and wavelength are those of protonated pyridine (left column in Figure 5.6).
The other peaks which only exhibit a dependence on potential show a variety of dependencies.
The ring deformation, the in-plane bend at 1211 cm 1 and the in plane CH bend + C=S all show
a general downwards trend with lowering potential (with perhaps an initial increase). The C=C
stretch of pyS is largely independent of potential and the new peak which appears as a shoulder
to the in-plane bend + C=S decreases as a function of potential. We actually do not know the
identity of this peak. The pH changes shift theM8 peak slightly, but not enough to assign this to
anM8 mode of pyS-H+. Coordination of a metal atom does not shift the ring breathing mode up
enough to reach the right frequency range. We tentatively assign this to an asymmetric ring mode
M28, as several other modes appear in the spectra, which indicate an orientation change. This
makes it clear that the spectra show all possible changes: remodelling, change in protonation,
change in coverage, change in orientation and a possible chemical enhancement. The latter two
e↵ects are very closely related of course, as chemical enhancement by resonance also enhances
modes which are not totally symmetric, and, as we saw earlier, symmetry/orientation changes
can have a similar e↵ect. The ring breathing and CH in plane bending mode M7 are both
excitation wavelength-dependent - at 633 nm, their heights reach a level value at about + 200
mV vs Ag/AgCl, while the height measured with 785 nm shows an almost linear increase with
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Figure 5.6: Intensity changes of SERS peaks grouped by excitation-dependent and independent
types. The Gardner labels refer back to 5.3
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decreasing potential. The fact that the lower wavelength reaches saturation at higher potentials
than the higher wavelength means we are dealing with metal-to-molecule charge transfer, as
suggested also by Shegai et al. for pyS on silver [176]. The photon energy di↵erence between
these is 0.44 eV, so theoretically if the potential is shifted negative by the same amount, then
785 nm should behave similar to 633 nm. In Figure 5.7 we show the same data set for the
ring breathing mode again, only this time, the 633 nm trace is shifted. It can be seen that the
traces now show the same trend as a function of potential, which we propose is a resonance with
the LUMO of pyS-H+. The similarity of the curves when they are shifted merely by the photon
energy di↵erence means that the molecule must experience nearly the full potential drop. This is
reasonable since the Debye length of 0.1 M H2SO4 is about 1 nm, while the height of Au-pyS is
about 0.5 nm, so the potential drop does occur on the same length scale as the molecule.
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Figure 5.7: Potential dependent intensity of the ring breathing mode measured with 785 nm and
633 nm. The latter trace was shifted down by the di↵erence in photon energies between the two
Raman lasers.
The half-way point for 633 nm is about + 200 mV, so the LUMO would be found at
1.92 eV - 0.2 eV = 1.72 eV [191]. This is slightly lower than the LUMO position measured in
UHV but for deprotonated pyridine, and at fairly high coverage. While the e↵ect of an electrolyte
on the LUMO position is di cult to predict, one would expect a charged species to have a
resonance closer to the Fermi level, due to the interaction with its own image charge. Given
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that the intensity of the deprotonated C=C peak does not increase at the lowest potentials when
probed with a 633 nm laser, the pyS LUMO has to be significantly higher than 2.5 eV. Shegai et
al. do not analyse their data to deduce the position of the CT state, but from the half way points
of their intensity profiles, this can be estimated to be around 2.5 eV. Similar measurements were
also carried out for pyS on cobalt and the CT state was found around 3.3 eV [189]. The pyS-Co
bond is likely stronger, so it is unsurprising that the LUMO is higher than on silver or gold.
One of the most remarkable di↵erence between the 785 nm and 633 nm data sets is the
di↵erent appearance of the C=C stretching region. When the same layer is probed with a higher
photon energy, the apparent degree of protonation of the surface increases by a factor 2. This
already shows in itself that some resonant e↵ects are in play, because the wavelength dependence
of Raman scattering alone cannot explain this phenomenon.
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Figure 5.8: The ratio between deprotonated and protonated C=C stretching peak intensities
measured with both 785 nm and 633 nm excitation.
How the detected SERS signal varies with wavelength depends on a large number of
factors, such as optical properties of the surface used, detector e ciency, optical properties of
the objective, mirror coatings etc, which we have little information on. However, as a general
rule of thumb, it is known that shorter wavelengths used will overestimate the intensity of bands
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at high wavenumbers while longer excitation wavelengths will overestimate the bands at lower
wavenumbers [192]. This can be clearly seen in the spectra, but cannot explain the di↵erent
ratios of the two C=C stretching peaks as their wavelengths are within about 2 nm of each other
and we would not expect any of the external factors to change that drastically over such a small
wavelength range.
The potential-dependent ratios of deprotonated versus protonated C=C stretching in-
tensity for both excitation wavelengths are plotted in Figure 5.8. The two ratios change in
opposite directions and thus become more similar at the lower potentials. The values after re-
turning to + 600 mV are also added to the plot. The very di↵erent starting ratios and the
subsequent changes are compatible with the protonated species being almost in resonance at the
start of the potential scan when a 633 nm laser is used, and gradually shifting into resonance
for the 785 nm laser. As these results show, multiple e↵ects contribute to the changes seen with
both wavelength and potential. We will discuss their physical origins in the following.
5.4 Discussion
Two basic enhancement mechanisms contribute to SERS, the electromagnetic field enhancement
mechanism (EM) and the chemical enhancement mechanism. The former is the most straight-
forward to understand and will be discussed first.
Since the SER signal depends on the fourth power of the local electric field, even small
changes in field enhancement, for example through changes in local surface structure can have
a massive e↵ect. It has been shown that a ppm of molecules present at a SERS-active surface
can contribute as much as 24% of the signal [193], therefore surface remodelling does not have
to occur on a large scale to have a noticeable e↵ect. We showed in chapter 4.3 that it is
possible to use the size of the SERS background signal as a measure for the electromagnetic
field enhancement. It should be pointed out though that the origin of this so-called nonresonant
background in SERS is not fully established. Baumberg’s group proposed a model where the SERS
background is caused by the creation of electron-hole pairs as the surface plasmon decays [69].
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Electron-withdrawing and -donating adsorbates can thus a↵ect the background, because they
change the electron density at the surface. This implies that changes in adsorbate coverage
can also a↵ect the SERS background. Ikeda et al. proposed that chemical enhancement also
contributes to the SERS background, because they saw similar potential-dependent changes
in background as well as in molecular resonances [194]. For both reasons, our approach of
normalising peaks by the background height needs to be justified. Our SER intensities suggest
an increase in coverage by 50 to 70% during the scan to -600 mV vs Ag/AgCl (Figure 5.5),
while the background intensities for the respective spectra decrease by 18 respectively 6%, i.e.
coverage probably does not a↵ect our normalisation procedure. While we observe a general
increase at lower potentials with decreasing potential similar to Ikeda et al. [162], the overall
scatter in the data shows that structural changes on the electrode surface are likely the strongest
contribution. It is possible to independently determine the local field enhancement factor by using
a dye molecule with a known Raman cross section, for example as applied for pyS on silver by
Shegai et al. [176]. This is a more thorough approach, but our method is simpler to apply and is
certainly applicable to this particular case.
The chemical enhancement mechanism is conceptually relatively simple, both as a Res-
onant Raman process with transitions occurring between metallic and molecular states and as
an enhancement of the molecular polarisability through adsorption. Its existence is much harder
to prove though. Generally, the appearance of non-totally symmetric modes is used as an indi-
cator for its existence, but the symmetry of a vibrational mode depends on its orientation, as
we saw in chapter 3. The clearest indication of a charge transfer resonance is a di↵erence in
the potential energy dependence of mode intensities when the excitation wavelength is changed.
This resonance however has two contributions, the so-called Albrecht A term, which is the direct
metal-to-molecule charge transfer, and the Herzberg-Teller C term, which is an enhancement
of this CT resonance by coupling to an other electronic transition, namely the surface plasmon
resonance in this case [195]. Shegai et al. suggested that the A term was the dominant contri-
bution for pyS on silver, but since the ratios between di↵erent peak intensities also changed with
potential they proposed that the C term must be taken into account [176]. In their experiments
they did not account for the fact that pyS can exist in both deprotonated and protonated forms
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at the surface and that both species can possess di↵erent CT resonance energies. They also did
not account for the fact that changing the potential a↵ects the strength of the pyS bond to the
substrate. Lowering the applied potential on a pyS SAM has the overall e↵ect of weakening the
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Figure 5.9: Stark frequency shifts of ring breathing and trigonal ring deformation modes measured
with both 785 nm and 633 nm excitation. 633 nm data have been shifted by + 2.5 cm 1 to
account for a di↵erence in wavelength calibration.
bond between the gold surface and the adsorbate. PyS desorbs at - 0.7 V vs Ag/AgCl and while
our scan ends at potentials slightly positive of the reductive desorption, it can be seen from the
Stark shifts of ring breathing and trigonal ring deformation modes in Figure 5.9 that the bond
is a↵ected. Both ring breathing and trigonal ring deformation modes shift towards values that
are closer to crystalline pyS, namely towards 991 cm 1 and 1104 cm 1 . The weakening bond at
lower potentials also becomes visible in the increasing ratio between ring breathing and trigonal
ring deformation modes, which was first observed by Taniguchi et al. [196], who reported that
the spectra could be obtained reversibly with respect to the potential. Similar relative intensity
changes were also recently reported by Bron et al. [107], who changed the potential from negative
to positive values. Such bond weakening would help in a rearrangement of the pyS layer caused
by bisulfate ions. This could not be observed by Taniguchi et al. or Bron et al. who used HClO4
115
and KF, respectively, as electrolytes.
As far as orientation changes are concerned, the appearance of several b2modes in the
1300-1500 cm 1 region makes it likely that the pyS ring plane twists to either yield a completely
asymmetric orientation with respect to the gold surface, or Cs symmetry where the ring plane is
perpendicular to the gold surface (see Figure 3.2). Some early infrared experiments indicated that
pyS should be more upright at lower potentials, although the quality of the absorbance spectra
was relatively low [188].
Chao et al. carried out similar potential-dependent scans for pyS adsorbed on rough-
ened silver. They observed irreversible changes after a scan to negative potentials, which they
attributed to a conversion of upright to flat-lying pyS [190], characterised by the appearance of
an additional peak in between ring breathing and ring deformation modes (similar to the mode
we assigned as M28 above) and a frequency downshift of the protonated C=C stretching mode
from 1621 to 1604 cm 1 . Similar experiments were later carried out by Shegai et al. [176], who
concluded that the permanent change seen by Chao et al. [190] was likely due to a remodelling
of the electrode surface rather than a reorientation of the molecule.
In order to disentangle the various e↵ects, the following experiments could be performed.
The use of a Au(111) substrate and field-enhancement via SHINs could remove the e↵ect of
surface remodelling on the spectra. Potential-dependent spectra in electrolytes of very di↵erent
pH value could help isolate changes in protonated and deprotonated pyS. The use of an ionic
liquid as electrolyte could expand the potential window and allow to detect electronic resonance
e↵ects more clearly. The comparison between SERS and reflection-adsorption IR spectra could
disentangle orientation changes from electronic e↵ects.
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Chapter 6
SFG of 4-mercaptopyridine on gold
6.1 Introduction
Sum frequency generation (SFG) is a useful technique to study interfaces since it is non-destructive,
provides high sensitivity and high time resolution. Most importantly, it is intrinsically sensitive to
surface properties. Moreover, coupling this spectroscopy with a pump-probe technique can give
information about real time phenomena on picoseconds or faster [28]. Therefore, the original idea
for this project was to not only to create molecular sandwich layers, but to also probe electron
transfer across the layer with the help of femtosecond pump-sum frequency probe spectroscopy.
No prior studies of mercaptopyridine adsorbed on gold exist, although thiol SAMs have been a
frequently studied adsorbates, because the order or the layer and the existence of gauche defects
can be easily seen by SFG [197,198].
6.2 Molecular vibrations and relation to electron transfer
In order to make an e cient molecular electronic bridge for specific usage, we have to understand
comprehensively how electrons transfer across molecules in the junction. There are two basic
possibilities either by direct tunnelling, in which case, the main e↵ect of the molecule is to keep
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the two junctions a certain distance apart, or by hopping, in which case, the electron is transferred
using an unoccupied molecular level as an intermediate state. Interactions of travelling electrons
with environmental fluctuations cause energy dissipation. This dissipation is a↵ected by many
factors including temperature, size and complexity of the molecular bridge [15,16]. As described
in [15, 16], the interaction of electrons with molecular vibrations is known to be an important
source of inelastic contribution to the electron transport.
The basic idea is that when an electron transfers to a certain (for example, unoccupied)
state of the molecule, this transfer will couple to a vibration if the vibrational mode e↵ects this
electronic state. For example, looking at the normal mercaptopyridine LUMO in Figure 6.1, the
electron wavefunction stretches across the C=C bond, which lengthens and shortens for the M4
vibrational mode, so we would expect this vibration to be a↵ected by and in turn a↵ect electron
transport via the LUMO. In contrast, if charge transport occurred in the form of a hole, then we
need to look at the HOMO. The HOMO wavefunction has a node on the C=C bond, so hole
transport is probably una↵ected by the C=C vibration.
A B 
Figure 6.1: 4-mercaptopyridine LUMO (A) and HOMO (B) orbitals. The LUMO orbital lies
across C=C, therefore if charge transfer occurs via the LUMO, it should couple to the C=C
stretching vibration. On the other hand, the HOMO orbital has a node on the C=C bond, so
transfer via the HOMO should not couple to the C=C vibration.
Electrochemical measurements are normally too slow to follow such coupling, as the
fastest measured timescale is of the order of nanoseconds, but it might be possible to watch
coupling between electrons on the molecular bridge and molecular vibrations via pump-probe
spectroscopy.
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In order to follow electron transfer in real time, the SAM layer would be excited with
photons from a femtosecond laser pulse and the e↵ect on vibrations would be probed with a
time-delayed SFG probed. As shown in Figure 2.12, after the metal surface is exposed to a
short laser pulse, so-called nascent electrons are created up to the photon energy. Within 100
fs, they form an equilibrated hot electron bath. The electron bath then equilibrates with surface
phonons within ⇡ 1 ps. If the vibrational spectrum changes on a similar timescale of around 1
ps, it is clear that these hot electrons are causing the changes, while any changes occurring on
much longer timescales will be due to phonons, that is just a hot surface [28]. Because of a large
variety of technical problems with the femtosecond laser, very little time was available to do these
experiments in this thesis, so the following results represent a sketch of what is possible.
6.3 SFG of 4MP on gold
In order to do SFG measurements, a Au(111) surface (ArrandeeTM , Germany) was immersed in
40 µM pyS/water solution for 15 minutes. For the complexation, pyS-Au was soaked in 1 mM
PdSO4 solution for 30 min followed by reduction in 0.1 M H2SO4 as described in the experimental
chapter.
In the pyS-Au spectrum, only two peaks are really clearly visible, and a fit results in two
vibrational resonances at 3003 cm 1 and 3058 cm 1 shown in Figure 6.2. The broad peak around
3150 cm 1 represent of the nonresonant background of the gold surface, where surface electrons
near the Fermi level produce the sum frequency. The width of this peak reflects the spectral width
of the IR probe pulse. The Spartan calculation predicts two symmetric CH stretching vibrations at
3104 cm 1 and 3155 cm 1 , ie the frequency separation fits well, only the absolute frequencies do
not. Frequency calibration of this SFG spectrum was done by passing the IR through the plastic
window of an envelope (polystyrene) which was calibrated on a transmission FTIR instrument.
Since both the polystyrene calibration and the Spartan calculation might be o↵ in absolute terms,
the agreement is satisfactory. Both peaks appear to have a shoulder, but this is not easy to fit.
When a comparable sample is metallised, then several changes become clear: the nonresonant
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Figure 6.2: Sum frequency spectra of the C-H stretching region for a pyS SAM without and with
Pd overlayer.
background is much reduced with respect to the previous spectrum, and the vibrational peaks are
much smaller. The first observation could be related to a reduced density of states. We cannot
tell from the CH stretching region whether this sample was successfully metallised or not. If it
was, then the Pd islands on top of pyS-Au could have a lower density of states than Au, even
though Pd has a high density of states due to the Fermi level within the d-band. In the literature,
this e↵ect was explained by the propensity of hydrogen to bind to Pd [48]. It is also possible
that any Pd clusters created were simply oxidised, either in air on their own, or assisted by the
intense laser irradiation. Oxidation of a metal would also lower the density of states and thereby
the nonresonant signal. The reduction of the height of the vibrational peaks indicates either that
this sample was less ordered than the other one to start with or that the order of the SAM was
reduced on metallisation. While clearly much more would need to be done to prove these ideas,
these two spectra show the potential information which can be gathered from SFG.
SFG is also able to detect the C=C stretching vibration as shown in Figure 6.3. In
this spectrum, the nonresonant background was removed by delaying the upconversion pulse by
1 ps to only detect the oscillating polarisation of the molecule, not the surface electrons [199].
Both SFG and SERS show two peaks, although the exact positions and linewidths do not fully
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Figure 6.3: Comparison between SFG and SERS spectra of the C=C stretching region of pyS-Au.
The thin line shows the intensity envelope of the IR probe pulse.
agree. The SFG wavelength was calibrated by comparison of a bare gold spectrum to an air IR
spectrum - both show dips due to water vapour absorption. The spectrograph was calibrated with
the help of a neon lamp, but the SFG wavelength is around 709 nm for this spectrum and only
two neon lines were available for calibration, ie the change in wavenumbers between pixels on
the detector might be slightly wrong. The SFG spectrum was obtained on an almost atomically
smooth surface, while the SER spectrum was acquired on a roughened gold foil. To record this
SFG spectrum, the nonresonant signal was reduced by delaying the visible pulse. In the ideal
case, this gradually reduces the amplitude of the nonresonant background without shifting it.
But when we record an SFG spectrum with slightly di↵erent IR excitation wavelengths, as shown
in Figure 6.4, we can see that while the lower peak stays roughly in place at 1580 cm 1 and only
changes height, the higher one grows broader if we excite at higher wavenumbers. This could be
due to a reduced nonresonant background even at this long time delay, which shifts to the high
frequency side due to some misalignment in the femtosecond laser. These experiments were done
in air, and while water absorption is a general problem in this region, the C=C stretch happens
to fall inside a small region where little light is absorbed by water.
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Figure 6.4: SFG spectrum of pyS-Au recorded at di↵erent infrared center wavelengths.
6.4 Pump-probe
Generating a good enough alignment of the laser for a good C=C spectrum is di cult, but while
setting up for pump-probe experiments, we noticed a phenomenon which can be detected more
easily. When mercaptopyridine is adsorbed on a gold sample, the e↵ect of an 800 nm pump
beam is to reduce the nonresonant Au background. If the surface is cleaned, no comparable
signal reduction is seen. The NR background is reduced on a similar timescale as the hot electron
distribution is expected to cool down (a few picoseconds), so the cause of this transient could
be that the presence of the molecule makes the surface nonlinear susceptibility temperature-
dependent [200, 201]. Alternatively, the transient could be caused by an electronic excitation
of the molecule by a pump pulse. In order to test for this, we recorded pump-probe spectra at
a constant delay time of 0 ps (the maximum e↵ect above) and varied the energy of the SFG
probe by selecting di↵erent IR wavelengths. Figure 6.5 shows the size of the signal reduction as
a function of SFG photon energy.
For example, for 6 µm IR wavelength, the SFG photon energy is 1.75 eV, scanning
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Figure 6.5: Transient reduction at 0 ps as a function of the SFG photon energy.
to shorter IR wavelengths (3 µm) increases the energy to 1.95 eV. At these higher energies,
the e↵ect of the pump disappears. This means that the cause of the transient in Figure 6.6 is
not thermal, but has to be electronic. It is possible that the SFG photon is resonant with an
electronic transition, for example the Fermi to LUMO transition, which was found at at 1.7 eV
in the previous chapter. A possible explanation for the transient would be that excitation into
the pyS-Au LUMO strongly a↵ects the nonlinear response of the surface. In order to confirm
this, one would need to repeat these measurements under electrochemical control by shifting
the Fermi level and seeing whether this response curve shifts in energy as well. Or one could
adsorb mercaptobenzene or another thiol, which would have a LUMO at a di↵erent energy and
see whether this e↵ect disappears. In summary, these results show that the original idea for this
thesis of observing coupling between excited electrons and molecular vibrations is feasible. The
challenges to overcome are firstly a more reliable laser system, purging of the beam path with
dry air to obtain higher IR pulse energies, a more thorough study of the vibrational spectrum and
finally detecting a vibrational signal during the pump-probe.
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from red to blue, the step at 8 ps time delay is probably caused by a change in alignment during
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124
Chapter 7
Conclusions and future work
This thesis achieved a detailed insight into the vibrational modes of 4-mercaptopyrine on gold,
in particular the e↵ects of coordinating a proton or metal ion to the nitrogen lone pair. Metal-
molecule-metal junctions were fabricated electrochemically and a spectral signature for successful
coordination was found. Raman spectroscopy coupled to electrochemistry was used to determine
the location of the LUMO of protonated mercaptopyridine, and several factors were identified
from the spectra which are not caused by charge transfer. In order to identify higher-lying charge
transfer states of deprotonated mercaptopyridine or metallised mercaptopyridine layers, either a
higher energy laser should be used or experiments could be carried out in a di↵erent electrolyte
which allows to shift the potential over a wider range. A full understanding of all vibrational modes
and the electronic structure of each species is fundamental knowledge for using mercaptopyridine
as part of a molecular electronic junction.
After showing the general feasibility of carrying out SFG experiments on this molecule
in form of pump-probe spectroscopy, future work can determine the actual timescale of coupling
between excited electrons and the molecular vibrations in an electrochemical cell. The next step
would then be to investigate junctions with di↵erent functions such as redox-gated molecular
junctions or molecular switch junctions. For the redox-gated molecular junction, the molecular
bridge can be changed in its redox state by an applied potential. It would then become possible to
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investigate the influence of the redox state on the electron-vibration coupling time. Alternatively,
a molecular switch which has at least two stable structures which can be changed by pH, light,
temperature, or electric current, could be investigated. In this way we can begin to understand
fundamental relationships between molecular structure and electron transfer from the point of
view of vibrational spectroscopy.
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Chapter 8
Appendices
8.1 Spartan calculations
In order to test our Spartan calculations, we calculated a range of molecules for which detailed
theoretical Raman spectra have been published, namely those by Birke and Lombardi and Gardner
et al. [87,113,202]. Figure 8.1 shows the success of these calculation. Each figure contains a plot
of our calculated frequencies versus the published frequencies for fluorobenzene, chlorobenzene,
pyS-Ag, and the pyS anion. Especially the latter shows that binding to a single metal atom is
good enough to obtain frequencies close to those calculated for a whole cluster.
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Figure 8.1: Correlation plots compare our experiment to published papers [87, 113, 202] of (A)
fluorobenzene, (B) chlorobenzene, (C) pyS-Ag, and (D) pyS anion.
8.2 Electrochemistry of gold
The cyclic voltammogram of Au(111) and polycrystalline gold in H2SO4 is shown in Figure 8.2.
In this potential region the butterfly peaks from the phase transition of adsorbed H2SO4 should
be seen as very sharp peaks, e.g. [203].
Instead of the expected sharp peaks only broad ones are seen, also the polycrystalline
sample shows a similar CV to nominally single crystalline gold, which is probably due to problems
with the microscopic structure of the gold bead crystal [81]. When no potential is applied, Au(111)
consists of a reconstructed surface. The peak around 0.4 V vs Ag/AgCl refers to the lifting of
the (1 ⇥ 23) reconstruction of the (111) surface to the unreconstructed (1 ⇥ 1) phase [204].
This arrangement has an interatomic spacing of 0.29 nm [50]. The so-called butterfly peaks arise
from a superstructure in the anion adsorbate layer which in this case can be sulfate or bisulfate
on Au(111) surface when the potential is more positive [205–207]. However, the relatively weak
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Figure 8.2: Cyclic voltammogram of a Au(111) bead crystal and polycrystalline gold foil in the
region of the sulfuric acid phase transition.
current means there are defects in the Au(111) structure.
Figure 8.3 shows the reduction-oxidation CVs of annealed and non-annealed polycrys-
talline gold. According to the CV, the gold reduction of the annealed polycrystalline gold is shifted
to a positive potential from 0.82 V to 0.85 V vs SCE as well as a narrowing of the reduction peak.
On the oxidation scan between 1.0 to 1.4 V vs SCE, the non-annealed sample shows a broad
peak which peaks at 1.2 V vs SCE. Inversely, the annealed polycrystalline gold shows distinct
peaks around 1.03 V and 1.25 V vs SCE. These two peaks are characteristic of Au(111) oxidation
and show that annealing can create ordered facets [50]. The oxidation region has a shape that is
characteristic of the microstructure of the gold surface [208].
Figure 8.4 compares the active area of smooth and rough gold foils by comparing the
CV. Apart from a small bump around 1.1 V vs SCE, the CVs of smooth and rough gold foils have
very similar features. The area of the gold reduction peak at 0.85 V vs SCE was measured to
be 1293 and 650 µC, respectively. It is quite unexpected that after roughening, the active area
of gold decreased. However, this result could be explained as the roughening procedure is the
process of electrochemically dissolving Au(0) into the electrolyte solution by applying a negative
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potential and then redepositing gold oxide when the positive potential is applied [68]. The gold
oxide redeposition might decrease the active area of the gold surface. However, this preparation
procedure worked perfectly for generating high Raman signals. Figure 8.5 shows the surface
morphology of Au(111) surface (A) and roughened polycrystalline gold (B) taken by atomic force
microscopy (AFM).
A B 
Figure 8.5: AFM of (A) Au(111) (1 micron x 1 micron) and (B) roughening gold polycrystalline
(5 microns x 5 microns).
In this study, electrochemical desorption by reduction in alkali solution was used to
determine pyS surface coverage on gold. Figure 8.6 shows reductive desorption from smooth and
rough gold surfaces. The desorption of pyS from smooth gold surface gives a huge peak at -0.6
V vs SCE in stark contrast to that from the rough surface. The much lower coverage of pyS can
also be seen by the earlier onset of hydrogen evolution on the rough compared to smooth surface.
This result could be explained by a di↵erence in gold active surface area, which could be due to
contamination from the 4-mercaptopyridine substance used.
8.3 Sulfur contamination upon pyS adsorption
A serious problem of pyS adsorption on gold is the contamination by sulfur which forms an
Au-S bond and blocks adsorption sites for thiols. There are two sources for the contamination.
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Figure 8.6: Cyclic voltammogram of pyS desorption from smooth gold encase electrode and rough
gold foil.
As mentioned by Ramirez et al. , a long adsorption time of pyS in ethanol can lead to pyS
dissociation, leaving only S atom on gold surface [77]. In addition, many publications mention
sulfur contamination in commercial pyS [77,80]. Among these, Taniguchi et al. adsorbed pyS on
Au(111) and characterised via cyclic voltammetry [80]. They state that when pyS is adsorbed for
more than 5 min, the desorption peak of Au-S, which indicates sulfur contamination, appears.
Moreover, they also published ways to diminish this sulfur contamination by adsorbing in KOH
solution, using a very low pyS concentration (eg. 5 µM), and adsorbing at positive potentials (+
0.3 V vs Ag/AgCl). Figure 8.7 shows the normal pyS desorption from an encased polycrystalline
gold electrode in our experiment. The reference condition for sulfur contamination is produced
by immersing in Na2S solution. Na2S dissolves in the water as Na+ and S
 
2 and forms Au-S
bonds. According to literature, the pyS desorption peak is located at -0.574 V vs SCE and sulfur
contamination is at -0.894 V vs SCE [80]. The CV of pyS desorption in Figure 8.7 shows two
small bumps at both potentials of pyS adsorption and sulfur contamination, which confirms sulfur
contamination in our experiment.
Therefore, three suggested procedures have been used to reduce sulfur contamination
and observe the change in CV. All of them provided similar results, thus the adsorption in KOH
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Figure 8.7: Cyclic voltammogram of encased gold electrode soaked in Na2S.
was selected for further investigation because it is the most convenient method. The adsorption
in EtOH has been studied due to its known e↵ect of creating sulfur contamination on gold [77].
Figure 8.8 (A) shows the comparison CV when pyS is adsorbed in 0.1 KOH or EtOH solution
(note that the concentration of pyS was very low to minimise sulfur contamination). At the
beginning period of the adsorption, no sulfur contamination peak is seen after either 1 and 3 min
in KOH solution; however, even 1 min of adsorption in EtOH already produced a contamination.
This peak in more pronounced when the adsorption period was increased to 3 min. Therefore, the
sulfur contamination is much larger when pyS is adsorbed in EtOH than in KOH solution. Even
for the 10 min adsorption time in KOH, the contamination peak still has not developed. The
adsorption has also been investigated in water with a longer period of 20 min, Figure 8.8 (B). For
the longer adsorption time, the sulfur contamination peak could be found in the adsorption in
water, which shows both sulfur contamination and pyS desorption peak. The result also confirmed
that by using KOH as an adsorption solvent, the size of the contamination peak can be reduced.
For the red-dashed line 5 µM of Na2S was mixed with the pyS solution. It shows a distinct large
peak of sulfur contamination compared to others. The interesting thing is that although the
desorption of pyS in water or KOH appears only in the form of tiny peaks at about -0.5 V vs
SCE, these show a shift of the background CV during a wide potential scan, compared to the
bare gold CV.
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Figure 8.8: Cyclic voltammogram shows pyS desorption from encase gold electrode for various
adsorption conditions.
This character can be explained by the e↵ect of di↵erent gold facets. According to
Yoshimoto et al. , the desorption peak from di↵erent gold facets appears at di↵erent potentials
[209]. Moreover, the sulfur contamination peak is located very close to the pyS desorption peak
on Au(110). However, in very low sulfur contaminated commercial pyS, the adsorption kinetics of
pyS is faster than for a small amount of sulfur in the solution [209]. Another procedure to define
the coverage of pyS is the oxidative technique shown earlier [210, 211]. They used oxidation-
reduction CVs of gold to determine the coverage. They mentioned that after pyS adsorbed on
gold and was oxidatively desorbed, the oxidative peak shifted to higher potential and the reduction
peak of gold increased when pyS desorbed from the surface [210]. Another paper carried out
CV of sulfur desorption on polycrystalline gold [211]. They found that the oxidation of Au-S
appeared at lower potential than Au, on the other hand, the oxidation peak of pyS appeared at
higher potential than that of bare gold. Figure 8.9 shows oxidation-reduction CV of gold when
adsorbed with pyS in di↵erent solvents. All CVs of pyS adsorption on gold exhibit a similar CV
pattern. Here, the sulfur contamination can be obvious distinguished since the oxidation peak is
at a lower potential than the pyS oxidation peak.
With this method, the coverage of pyS was determined to be 29, 25, and 60 µC/cm2
for water, H2SO4 , and KOH respectively.
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Figure 8.9: Cyclic voltammogram of gold oxidation-reduction of encased gold electrode with
di↵erent adsorption conditions.
8.4 SHINs
Shell-isolated gold nanoparticles (SHINs) have been synthesized in order to help gain a SERS
signal from flat electrodes. SHINs were introduced because they enhance the local electric field
by plasmon resonance while remaining electrochemically inert through their silica shell [74, 75,
169,170]. Figure 8.10 shows a sketch of the core-shell structure of SHINs and the corresponding
absorbance spectrum.
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Figure 8.10: The core-shell structure of SHINs and their absorbance spectrum.
In order to enhance the surface plasmon resonance, the size of the gold nanoparticles
play a crucial role to maximize the enhancement. According to literature [74, 75, 169, 170], the
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most suitable size for 785 nm laser is a diameter of around 55 nm. The size of gold nanoparticle
can be determine roughly by measuring the absorption wavelength of the particle with UV-vis
spectrometry. 55 nm diameter particles absorb light at around 550 nm. Figure 8.10 shows
the absorption spectrum of synthesized gold nanoparticles, which confirms that the majority of
particles are 55 nm diameter in size.
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Figure 8.11: Cyclic voltammogram of AuNPs, pinhole-SHINs, and pinhole-free SHINs.
After suitable gold nanoparticles were successfully synthesised, the next step is to coat
the gold nanoparticles with a silica shell. This shell should cover the particle homogeneously
without any pinholes on the shell. The optimized thickness of shell should be around 4 nm [74].
If the shell is too thick, the enhancement is reduced, if it is too thin, pinholes are seen. In order to
determine the appropriate shell thickness, electrochemistry and Raman spectroscopy were used.
Figure 8.11 shows cyclic voltammograms of SHINs on a glassy carbon electrode. By running
the potential scan of gold oxidation-reduction in H2SO4 solution, the pinholes can be revealed.
Figure 8.11 shows typical CVs for bare gold nanoparticles and SHINs with and without pinholes.
Raman spectroscopy can also be used to observe pinholes [76, 170]. In this technique, a silicon
wafer was used as a substrate layer and SHINs were dried on top. A drop of pyS solution was
added and a spectrum was recorded. If the SHINs have pinholes, the pyS signal appears as
demonstrated by bare gold nanoparticles. pyS cannot adsorb on the wafer, whose surface oxide
is chemically identical to the SHIN silica shell. Figure 8.12 (A) shows pinhole-free SHINs and
gold nanoparticles adsorbed on silicon wafer. The pinhole-free spectrum does not show any pyS
related peaks. Another test was carried out on a gold substrate to test whether the shell was
thin enough to enhance the SERS signal. By making gold-pyS-SHINs layer, the pyS should be
enhanced significantly. Bare gold nanoparticles were used as a reference to see the enhancement
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Figure 8.12: SER spectra determining pinholes on SHINs.
of signal. As shown in Figure 8.12 (B), both SHINs and gold nanoparticles enhance SERS signal at
a comparable level, which indicates that the shell is thin enough for this purpose. Although SHINs
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Figure 8.13: SER spectra of contaminated SHINs.
were successfully fabricated, there are many relevant problems. Firstly, pinhole-free particles are
di cult to reproduce. The properties of SHINs varied greatly from batch to batch, since the shell
thickness is hard to control since it depends on coating period, pH of the reaction, concentration
of chemicals, etc. Secondly, the chemical synthesis process leads to contamination. Even if all
glassware is carefully cleaned with piranha solution prior to use and the reaction was handled with
great care, the contamination still occurred as shown in Figure 8.13. Not only are contaminations
hard to avoid, but they are also hard to get rid of. The cleaning method for SHINs can destroy
the coating layer or lead to aggregation of nanoparticles eg. piranha solution or electrochemical
137
cleaning. Lastly, using SHINs requires a mechanical polish of the substrate after use which can
destroy the substrate over a long-term period. For all these reasons and the comparative ease of
gold roughening, I did not use SHINs in further experiments.
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