In this paper, we study the existence of minimizers for a class of constrained minimization problems derived from the Schrödinger-Poisson equations: u, x ∈ R 3 . Our results are sharp. We also extend some results to constrained minimization problems on S(c) derived from Schrödinger operators:
3
on the L 2 -spheres S(c) = {u ∈ H 1 (R 3 )| R 3 V (x)u 2 dx < +∞, |u| u, x ∈ R 3 . Our results are sharp. We also extend some results to constrained minimization problems on S(c) derived from Schrödinger operators:
where 0 ≤ V (x) ∈ L ∞ loc (R N ) and lim
Introduction and main result
In the past years, the following Schrödinger-Poisson type equation with pure power nonlinearities:
iψ t + ∆ψ − (|x| −1 * |ψ| 2 )ψ + |ψ| p−2 ψ = 0 in R
3
(1.1)
has been well studied, where ψ(x, t) : R 3 × [0, T ) → C is the wave function, 2 < p < 6 and |x| −1 * u 2 denotes a repulsive nonlocal Coulombic potential. Equation (1.1) arises from approximation of the Hartree-Fock equation which describes a quantum mechanical of many particles, see e.g. [4, 17, 18, 19] .
One usually searches for the existence of stationary solutions ψ(x, t) = e −iλt u(x) to (1.1), where λ ∈ R and u : R 3 → R is a function to be founded, then (1.1) is reduced to be the following system −∆u + φ u u − λu = |u| p−2 u, x ∈ R 3 , −∆φ u = 4πu
2 , x ∈ R 3 , (
where φ u = |x| −1 * u 2 is understood as the scalar potential of the electrostatic field uniquely generated by the charge density u 2 . The case where λ ∈ R is a fixed and assigned parameter has been extensively studied, see [1, 3, 2, 14, 15, 20, 21] and the reference therein. In such case, solutions of (1.2) correspond to critical points of the following functional
However, nothing can be given a priori on the L 2 -norm of the solutions. Since the physicists are usually interested in "normalized solutions", i.e. solutions with prescribed L 2 -norm, it is interesting for us to study whether (1.2) has normalized solutions. For any fixed c > 0, a solution of (1.2) with |u| 2 2 = c can be viewed as a critical point of the following functional
Note that the frequency λ now is no longer by imposed but instead appears as a Lagrange multiplier. We call (u c , λ c ) ∈ H 1 (R 3 ) × R a couple of solution to (1.2) if u c is a critical point of E| S(c) and λ c is the associated Lagrange parameter. Set e c := inf
Then minimizers of e c are exactly constrained critical points of E(u) on S(c).
is the L 2 -critical exponent for (1.4), i.e. for all c > 0, e c > −∞ if 2 < p < 10 3 and e c = −∞ if 10 3 < p < 6. There have been some papers considering the existence of minimizers of e c , see e.g. [7, 8, 9, 13, 22] . In [7] , Bellazzini and Siciliano proved that there exists at least one minimizer for (1.4) provided that p ∈ (2, 3) and c > 0 is small enough. In [22] , Sanchez and Soler considered (1.4) with p = 8 3 and showed that there exists c 0 > 0 small such that minimizers exist for any c ∈ (0, c 0 ). In [8] , Bellazzini and Siciliano proved that (1.4) admits at least one minimizer if p ∈ (3, 10 3 ) and c > 0 is large enough. In [13] , Jeanjean and Luo showed the sharp nonexistence results for (1.4) with p ∈ [3, 10 3 ], i.e. for p ∈ (3, 
and proved that there exists Λ 0 > 0 such that e Λ,c is attained at any c > 0 and Λ > Λ 0 . For 10 3 < p < 6, problem (1.4) does not work. It has been proved in [6] that there exists at least one critical point of E(u) restricted to S(c) with a minimax characterization.
When p = 10 3 , as far as we know, in the literature there is just one paper [13] concerning about such case, which showed that for some c 2 ∈ (0, +∞), e c = 0 if c ∈ (0, c 2 ) and e c = −∞ if c > c 2 . However, they did not give the accurate expression of c 2 and e c 2 is unknown yet. In this paper, we use an alternative method to study problem (1.4) with p = 10 3 and succeeded in obtaining a threshold value c * satisfying that e c = 0 if c ∈ (0, c * ] and e c = −∞ if c > c * . Our result is sharp. Recall from [10] [16] that the following scalar field equation 5) up to translations, has a unique positive least energy and radially symmetric solution Q ∈ H 1 (R N ), where N ≥ 1. It is proved in [10] that Q is monotonically decreasing away from the origin and
We recall from [25] the following Gagliardo-Nirenberg inequality with the best constant:
where equality holds for u = Q. Then we get our main result:
and c
Moreover, (1) e c has no minimizer for all c > 0.
(2) for any c ∈ (0, c * ], there is no critical point of E(u) constrained on S(c).
In order to obtain minimizers, we try to add a nonnegative perturbation term to the right-hand side of (1.3), i.e. we consider the following new functional 9) where the potential V : R 3 → R is assumed to satisfy the following condition:
V (x) = 0 and lim
Based on (V 1 ), we introduce a Sobolev space We give the main idea of the proof of Theorem 1.2. We notice that under (
) is compact (see e.g. [5] ). To prove Theorem 1.2, it is enough to show that each minimizing sequence of I c is bounded in H. By (1.8), when c < c * , the boundedness of minimizing sequences for I c can be easily obtained, then minimizers exist. However, when c = c * , the boundedness of the minimizing sequence cannot be similarly proved by using (1.8). To do so, we need to consider the behavior of the function c → I c . The properties can be summarized in the following theorem.
gives us a cue to choose a sequence of minimizers for I c with c < c * to be the desired bounded minimizing sequence for I c * . We succeeded in doing so by taking c n = c
) ր c * and the related minimizer sequence {u n } ∈ S(c n ) as the special bounded minimizing sequence for I c * . Then Theorem 1.2 (1) is proved. For the case c > c * , we take a suitable test function in S(c) to show I c = −∞, which is also used in [11] to consider the Gross-Pitaevskii energy functional.
Another aim of this paper is to extend some above results to the following constrained minimization problem related to Schrödinger operators:
where
and N ≥ 1.
Theorem 1.4. For Q and c * given in (1.5) and Theorem 1.1 respectively. have been well studied see e.g. [23] and [12] respectively. Theorem 1.4 fills the gap.
In order to obtain minimizers, the case with a potential term similar to (1.9) was considered in [11] . In this paper, we try to add a nonpositive perturbation term to the right-hand side of (1.11), i.e. we consider the following functional:
where µ > 0 and V (x) satisfies
We consider the minimization problem
Recall in [24] that the following minimum problem:
is achieved by some φ ∈ H 1 0 (Ω) with Ω V (x)φ 2 = 1 and φ > 0 a.e. in Ω, where Ω ⊂ R N is a bounded domain with smooth boundary and V (x) ≡ 0 a.e. in Ω.
− satisfying the following equation:
The proof of Theorem 1.4 is similar to that of Theorem 1.1, in which (1.7) and the inequality (1.8) play important roles.
To prove Theorem 1.6, since F µ (u) is bounded from below and coercive on S(c) for each c ∈ (0, c * ), the main difficulty is to deal with a possible lack of compactness for minimizing sequences of f µ (c). We try to use the concentration-compactness principle to check the compactness. To do so, a necessary step is to show that f µ (c) < 0, which can be proved by using the minimizer for (1.14) and restricting the range of µ. Then we succeeded in excluding the vanishing case by using the decay property of V (x) at infinity. To avoid the dichotomy case, we need to obtain a strong version of subadditivity inequality
The scaling argument used in [7, 8, 13 ] to get (1.15) cannot be applied here since F µ (u) is no more an autonomous functional. To overcome this difficulty, we note that for u ∈ S c and θ > 1 the only scaling: u θ := θu can be used in our case. By using f µ (c) < 0 and such a scaling, we finally prove that (1.15) holds, then Theorem 1.6 is proved.
Throughout this paper, we use standard notations. For simplicity, we write Ω h to mean the Lebesgue integral of
is the usual Lebesgue space with the standard norm | · | p . We use " → " and " ⇀ " to denote the strong and weak convergence in the related function space respectively. C will denote a positive constant unless specified. We use " := " to denote definitions. B r (x) := {y ∈ R N | |y − x| < r}. We denote a subsequence of a sequence {u n } as {u n } to simplify the notation unless specified.
The paper is organized as follows. In § 2, we prove Theorem 1.1. In § 3, we prove our main result Theorem 1.2 and Proposition 1.3. In § 4, we prove Theorem 1.4 and Theorem 1.6.
Proof for Theorem 1.1
For simplicity, we denote
Then for any c > 0 and u ∈ S(c), by (1.8), we have
Proof of Theorem 1.1
Proof. The proof consists of four steps.
Step 1. e c = 0 for all c ∈ (0, c * ]. By (2.2), for each c ∈ (0, c * ] and u ∈ S(c), we see that
Hence e c = inf
On the other hand, set u t (x) := t 3 2 u(tx) with t > 0, then u t ∈ S(c) and
Step 2. For all c > c * , e c = −∞ and then there is no minimizer for (1.4). For any c > c * and t > 0, let Q t (x) := t 3 2 c c * Q(tx), where Q is given in (1.5). Then Q t ∈ S(c) and by (1.7), we see that
Step 3. e c has no minimizer for c ∈ (0, c * ]. By contradiction, we just suppose that there exists c 0 ∈ (0, c * ] such that e c 0 has a minimizer u 0 ∈ S(c 0 ), i.e. E(u 0 ) = e c 0 = 0. Then by (2.2), we have
which implies that B(u 0 ) = 0. It is a contradiction. Therefore (1.4) admits no minimizer for any c ∈ (0, c * ].
Step 4. For any c ∈ (0, c * ], there is no critical point of E(u) constrained on S(c). By contradiction, if for some c ∈ (0, c * ], E| S(c) has a critical point u c , i.e. u c ∈ S(c) and (E| S(c) ) ′ (u c ) = 0, then there is a Lagrange multiplier λ c ∈ R such that
Then u c satisfies the following Pohozaev identity (see [20] ):
Hence by (2.2)-(2.4), we see that
which is impossible. Therefore the theorem is proved.
3 Proof of Theorem 1.2 and Proposition 1.3
In this section, we consider the minimization problem (1.10). We need the following compactness result, see e.g. [5] . 
Proof of Theorem 1.2
Proof. We complete our proof in four steps.
Step 1. For any c ∈ (0, c * ), I c has a minimizer and I c > 0. Using the same notations as in (2.1) and set
By (2.2), for any u ∈ S(c), since V (x) ≥ 0, we have
Then I c ≥ 0 for all c ∈ (0, c * ]. For any c ∈ (0, c * ), let {u n } ⊂ S(c) be a minimizing sequence for I c , then (3.2) implies that {u n } is bounded in H, hence up to a subsequence, there may exist u c ∈ H such that u n ⇀ u c in H. By Lemma 3.1, u n → u c in L q (R 3 ), 2 ≤ q < 6, which implies that |u c | 2 2 = c, i.e. u c ∈ S(c). So by the weak lower semicontinuity of the norm in H, we have I c ≤ I(u c ) ≤ lim inf n→+∞ I(u n ) = I c , i.e. u c is a minimizer for I c . So (1.10) admits at least one minimizer for c ∈ (0, c * ) and it follows from (3.2) that I c > 0.
Step 2. The function c → Ic c 2 is strictly decreasing on (0, c * ).
For any 0 < c 1 < c 2 < c * , by Step 1, there is u 1 ∈ S(c 1 ) such that I c 1 = I(u 1 ) > 0.
. Consider a new function f : [1, +∞) → R defined as follows:
is strictly increasing on [1, +∞). Then for any t ≥ 1, by (2.2) we have
which implies that f (t) < f (1) = 0 for all t > 1. Hence Step 3. When c = c * , a minimizer for (1.10) exists. Let c n = c
), then c n ր c * . By Step 1, there exists a sequence {u n } ⊂ S(c n ) such that I(u n ) = I cn . By Step 2, we see that
i.e. I cn is uniformly bounded. By (3.2), we have D(u n ) ≤ I cn , i.e. { R 3 V (x)u 2 n } is uniformly bounded. It is enough to prove {A(u n )} is uniformly bounded. By contradiction, we just suppose that 
then ε n → 0 as n → +∞. Set
Then |w n | 2 2 = c n and by (3.5)-(3.7),
). Hence C(w n ) → 0, which contradicts (3.8). Therefore, δ > 0. Then there exists a sequence {y n } ⊂ R 3 such that
n u n (ε n x + ε n y n ). Then by (3.8), { w n } is a bounded sequence in H 1 (R 3 ). We may assume that, up to a subsequence, there exists w 0 ∈ H 1 (R 3 ) such that .11) i.e. lim n→+∞ B( w n ) = 0. However, by (3.10) and the Fatou's Lemma we see that
On the other hand, for any u ∈ S(c * ), Step 4. For any c > c * , I c = −∞ and there is no minimizer for (1.10). For any c > c * and ρ > 0, let x 0 ∈ R 3 and ψ be a radial cut-off function such that ψ ≡ 1 on B 1 (0), ψ ≡ 0 on R 3 \B 2 (0), 0 ≤ ψ ≤ 1 and |∇ψ| ≤ 2. Set
where A ρ > 0 is chosen to satisfy that u ρ ∈ S(c). In fact, by the exponential decay (1.6) of Q, we have
i.e. A ρ depends only on ρ and lim
. Then similarly to the proof of (3.13), we have Recall in Section 1 that up to translations, Q is the unique positive least energy solution of the following equation
then by (1.7), we see that inf{J(u)| u is a nontrivial solution of (4.1)} = J(Q) = c *
.
Proof of Theorem 1.4
Proof. The proof of (1)(2) is similar to that of Theorem 1.1. Let us next prove (3) − (5).
If there exists some c > 0 such that F | S(c) has a critical point u c ∈ S(c), then there is a Lagrange multiple λ c ∈ R such that (u c , λ c ) satisfies the following equation
Moreover, u c satisfies the Pohozaev identity:
which implies that λ c < 0. Moreover, by (1.8), we have c ≥ c * . Therefore, if c < c * , then F (u) has no critical point restricted on S(c).
If c = c * , then by (1.7) we see that f c * is attained by Q. Furthermore, if u c * is a critical point of F | S(c * ) , then similarly, there exists λ c * < 0 such that (4.2)-(4.4)
, then w c * is a nontrivial solution of (4.1) and J(w c * ) =
, i.e. w c * is a least energy solution of (4.1). Then up to translations, w c * = Q.
To show (4), by contradiction, if for some c > c * , the critical point u c has constant sign. We may assume that u c ≥ 0. By the strong maximum principle, u c > 0. Then similarly, there exists λ c < 0 such that w c (x) = (
) is a positive solution of (4.1), then w c = Q, so c = |u c | We next consider the minimization problem (1.13):
and µ > 0 and V (x) satisfies (V 2 ). It is easy to see from (V 2 ) that V (x) is bounded a.e. in R N , i.e. there exists some V 0 > 0 such that 0 ≤ V (x) ≤ V 0 a.e. in R N . We recalled in Section 1 that for a bounded domain Ω ∈ R N with smooth boundary and V (x) ≡ 0 a.e. in Ω, the minimum problem 
Proof.
(1) For any c ∈ (0, c * ] and any u ∈ S(c), by (V 2 ), we have that 
which implies that f µ (c) = −∞ for each c > c * .
(2) For c ∈ (0, c * ] and u ∈ S(c), set u t (x) = t N 2 u(tx), then u t ∈ S(c) and by (V 2 ), we have
, where φ is given in (4.5), then φ c ∈ S(c) and by (4.5), we see that
Proof. The proof is similar to that of Theorem 2.1 in [7] . For readers' convenience, we give its detailed proof. It is enough to show that if c ∈ (0, c * ) and {c n } ⊂ (0, c * ) such that c n → c as n → +∞, then lim
Let {u n } ⊂ S(c n ) and {v n } ⊂ S(c) such that
then by Lemma 4.1, {u n } and {v n } are uniformly bounded in H 1 (R N ) respectively. Hence
where o n (1) → 0 as n → +∞. On the other hand,
So (4.7) is proved.
Proof. For 0 < c < c * , by Lemma 4.1 (2), we see that f µ (c) < 0. Let {u n } ⊂ S(c) be a minimizing sequence of f µ (c), then Lemma 4.1 (1) shows that {u n } is bounded in H 1 (R N ). Moreover, there exists k 1 > 0 independent of n such that
which is a contradiction. Set u θ n := √ θu n with θ > 1, then u θ n ∈ S θc and by (4.8), we have which implies that f µ (θc) < θf µ (c) by letting n → +∞. Then we easily conclude our result and the lemma is proved.
Proof of Theorem 1.6
(1) The proof of (1) is given in Lemma 4.1 (1).
(2) For any 0 < c < c * , by Lemma 4.1 (2), f µ (c) < 0. Let {u n } ⊂ S(c) be a minimizing sequence of f µ (c), then by Lemma 4.1 (1), {u n } is bounded in H 1 (R N ). Hence we may assume that there exists u c ∈ H 1 (R N ) such that
(4.9)
Moreover, u c ≡ 0. By contradiction we just suppose that u c ≡ 0. By (V 2 ), for any ε > 0, there exists R > 0 such that 0 ≤ V (x) < ε for all |x| ≥ R. Then there exists a constant C > 0 such that R N \B R (0) V (x)|u n | 2 < Cε. We see from (4.9) and (V 2 ) that
V (x)|u n | 2 → 0 as n → +∞. Hence R N V (x)|u n | 2 → 0. So by (1.8), we have
which is a contradiction. Therefore α := |u c | 
