One of the major issues in an interconnected power system is the low damping of inter-area oscillations which significantly reduces the power transfer capability. Advances in Wide-Area Measurement System (WAMS) makes it possible to use the information from geographical distant location to improve power system dynamics and performances. A speed deviation based Wide-Area Power System Stabilizer (WAPSS) is known to be effective in damping inter-area modes. However, involvement of wide-area signals gives rise to the problem of time-delay, which may degrade the system performance. In general, time stamped synchronized signals from Phasor Data Concentrator (PDC) are used for WAPSS, in which delays are introduced in both local and remote signals. One can opt for a feedback of remote signal only from PDC and uses the local signal as it is available, without time synchronization. This paper utilizes configurations of time-matched synchronized and nonsychronized feedback and provides the guidelines to design the controller. The controllers are synthesized using H∞ control with regional pole placement for ensuring adequate dynamic performance. To show the effectiveness of the proposed approach, two power system models have been used for the simulations. It is shown that the controllers designed based on the nonsynchronized signals is more robust to time delay variations than the controllers using synchronized signal
I. INTRODUCTION
The complex and interconnected dynamics of power system operates mostly as under-damped for which any change in operating conditions can lead to oscillations. Power system oscillations have multiple modes owe to large scale, and interconnected dynamics. These oscillations are threat to power system stability and performances. Usually, the inherent damping of the system is not adequate to mitigate the oscillations. The electro-mechanical or swing modes can be categorized as local and inter-area mode [1] . In local mode, either individual or a group of machines within an area oscillates against another individual or a group of machines from the same area. On the other hand, in inter-area mode, a group of machines from an area oscillates against the group of machines from another area, usually connected over a weak tie-line. The local modes have confined activity with local states, that's why can be damped effective controller using local signals A. Patel is with the Department of Electrical Engineering, Indian Institute of Technology, Delhi, India. e-mail: abhilash.patel@ee.iitd.ac.in. S. Ghosh is with the Department of Electrical Engineering, Indian Institute of Technology (BHU), Varanasi, India. e-mail: sghosh.eee@iitbhu.ac.in K. Folly is with the Department of Electrical Engineering, University of Cape Town, South Africa. e-mail: komla.folly@uct.ac.za. only. However, the inter-area modes spread to multiple areas, which makes it difficult to control using local signals only. Also, sometimes the inter-area modes are controllable from one area and strongly observable in another area signals [2] . The limitation on availability of feedback is removed with the deployment of WAMS over wide geographical areas and remote signals have become available for feedback in order to realize Wide-area Power System Stabilizer (WAPSS). With the fusion of both local and remote signal as feedback that interarea modes can be easily damped. It has also been reported that WAPSS takes 4 to 20 times lesser control effort to adequately damp inter-area modes compared to local PSS [3] . The idea has been implemented in literature with robust control theory [4] , [5] , adaptive control algorithm [6] , [7] , evolutionary and learning methods [8] - [10] advocated the proficiency.
Even though the use of wide-area signals provides better dynamic behavior, the involvement of remote signal introduces challenges such as time-delay in the process of acquiring the remote signals. Such time-delay in the system may reduce the damping or even may cause instability [11] , [12] . The timedelay can be compensated using predictor approach [13] , [14] , or adding phase lead [15] . The control gain also can be tuned with the trade-off between delay margin and damping [16] . A delay due to communications network may time-varying ranging from few millisecond to order of hundred millisecond depending upon bandwidth and protocol of communications [17] . The design methods lack the robustness to time-varying delay or computationally expensive.
We have already established that there exists feedback configuration which can enhance the delay tolerability [12] . The work here presented as of tutorial fashion covering all the steps in the design. At first, H ∞ with regional pole placement controllers are designed without considering delay in design. Then, affect of delays in feedback are studied in nonlinear simulation. The non-synchronized signals which shows better tolerability in the analysis, is used again to re-design controllers. The delay is approximated with Pade's model, and shown that controller designed with non-synchronized feedback is robust to delay. The concept is validated in two case studies, two-area system and new England system. The paper is organized as follows. The next section introduces the control problem formulation for both synchronized and non-synchronized configuration. Section III presents the simulation results where WAPSSs are designed for the twoarea 4 machines IEEE benchmark model. In section IV, the results are extended to a ten-machine system which is a much complex system with multiple inter-area modes. Section V presents the conclusion.
II. CONTROL PROBLEM FORMULATION

A. System with Synchronized and Non-Synchronized Feedback
System with two-loop wide-area control structure using stabilizers is shown in Fig. 1 . Local PSSs are used to improve the damping of the local modes, whereas outer-loop uses wide-area signal to damp the inter-area oscillation. In this regard, inter-area oscillation is well viewed as the difference of speed of the i th and j th generators from the two different areas (i.e. ∆ω ij = ∆ω i − ∆ω j , ∆ω representing the speed deviation) [18] . Intuitively, this requires time-synchronization of the two signals and may easily be accomplished due to the deployment of phasor measurement unit for WAMS in modern power systems. This scheme is presented in Fig. 1 with the switch S positioned at 1. However, due to facilitating the synchronization, an equal amount of delays are introduced in the synchronized signals, whereas if the two signals are used without synchronization then the delay in the local signal ∆ω i is negligible. The case of using non-synchronized signal, i.e. using the signals as and when available without the process of synchronization corresponds to the case when S is positioned at 2 in Fig. 1 . It may be noted that for non-synchronized feedback, the local signal does not contain any delay explicitly. Analysis of delay effects on system performance for the two cases has been studied in [12] . It has been shown that non-synchronized feedback have more tolerability of delay in signals and lesser destabilizing effect compared to the synchronized one. Consider the linearized power system model:
where x p is the states, u p is the wide-area control signal fed to the exciter, y p is the measured output considered here as widearea signals, A p , B w , B p , C z , D z , C p are time invariant matrices of appropriate dimension. The controller dynamics is considered as:ẋ
where x c is the states of the controller, u c is the widearea feedback to the controller, y c is the control signal fed to the system, A c , B c , C c are controller matrices to be synthesized. The plant and controller transfer function can be written as
For controller design time-delay present in the wide-area signal is modeled with 2 nd order Pade approximation in this work. An explanation for the modeling as 2 nd order is presented in next section. State-space model of Pade approximated delay term can be written aṡ
where u d wide-area signal without delay, x d is states of the delay model, y d delayed wide-area feedback to the controller and
for a delay of T d . Next, (1)-(3) are used to represent the closed-loop system structures corresponding to the synchronized and nonsynchronized cases of Fig. 1 .
Synchronized Feedback::
For synchronized feedback S is placed at 1 in Fig. 1 , both local and remote signal are time-matched, so an equal amount of delays are introduced in both the signals. State space representation of the closedloop system can be written as:
Non-synchronized Feedback::
When S is at 2 in Fig.  1 , the local signal is used as it is without waiting for synchronization. So the delay is observed in the remote signal only. Consider C p = C l T C r T T , C l and C r corresponds to local and remote signals respectively. Similarly, state-space representation of the closed-loop system can be written as:
As the inter-area oscillations are well observable in the difference if speed deviation of two machines from the different areas, one can opt performance measure, z, to be as ∆ω ij with suitable weight augmentation.
B. The Control Objective 1) H ∞ Control:
A block diagram representation of H ∞ control problem of a plant is presented in Fig. 2 . Here, G p is the system as in 1 is to be controlled, with the G c as in 2 with the presence of disturbance (d) and noise (n). From Fig.2 , the Fig. 2 . H∞ control structure output y can be written as:
To have a good disturbance rejection S should be small over a frequency range where disturbance rejection is required whereas to attenuate noise T should be small at the frequency range where noise attenuation is required. However, the problem arises as T and S are complimentary to each other since S + T = 1. It is well known that disturbances are of low frequency in nature whereas noises are of high frequency.
With the help of frequency-dependent weights, one can set an objective exploring their trade-off.
Considering H ∞ gain as the performance measure ( · ∞ is the H ∞ norm of the transfer function i.e. the supremum of its largest singular value over frequency, denoted as γ ∞ ), one can define the requirement as:
where W 1 and W 2 are suitable weight functions and provide the flexibility of exploring the frequency based design tradeoff between S and T . Usually W 1 is chosen as a low pass high gain filter whereas W 2 is chosen as a high pass one. 2) Regional Pole Placement: While H ∞ control addresses the frequency domain specifications in terms of disturbance rejection and robustness effectively but it lacks the control over transient performances. Time-domain performances requirement such as settling time, overshoot can easily be interpreted in terms of closed-loop pole location. Desired response can be achieved by forcing the closed-loop poles to be placed in a prespecified LMI region. Moreover, since damping improvement is the main concern here, one require to ensure, the minimum desired damping at the design stage.
One can describe a region in complex plane with LMI equations. A conical sector which constructed as per minimum damping requirement (cos 2θ = ζ). The characteristic function of conic sector with apex at origin and inner angle of 2θ can be expressed as
By exploiting this characteristic function, regional pole placement can be achieved as instructed in Theorem 1 .
Theorem: [19] Given a constant γ > 0 and a linear time-invariant plant (1), there exists an output feedback controller (2) , such that L 2 gain bound of the closed-loop system is less than γ, T zw | ∞ and all its closed-loop eigenvalues resides in the region in left half plane with conical sector with inner angle 2θ and apex at origin, if and only if there exist symmetric matrix R and S, satisfying the LMI constraints:
where
As the parametersÂ,B,Ĉ, R, S are present affinely in the above inequalities, it can be solved with a LMI solver.
Once the parameter values are obtained, the controller can be constructed as discussed in Appendix.
III. CASE STUDY-I
The IEEE benchmark two-area system developed for study of inter-area oscillations [1] is first used to demonstrate proposed WAPSS design procedure and its effectiveness. The [1] system consisting of 11 buses and 4 generators is shown in Fig. 3 . The two areas are connected by a weak tie-line. Each area of the system consists of two generators equipped with a local PSSs at G 1 and G 3 terminals to provide sufficient damping of local modes. The nominal system parameters and operating point without any wide-area control is considered as it is given in [1] .
The system is modeled in MATLAB-Simulink and linearized around an operating point of 400M W tie-line transfer. The linearized model is obtained as 58 th order. The modes of the system are then studied with modal analysis. Three modes M 1 , M 2 , M 3 are identified as swing modes where M 1 : −0.316 ± j3.91 is the inter-area mode which have poorest damping. The wide-area loop is selected based on higher controllability and observability corresponding to the inter-area mode. With the geometrical measures as in [20] ∆ω 24 is chosen for feedback signal to the controller and G 4 is selected as the WAPSS location. As the model is of large order, it is reduced to 8 th order. Note that, reduced order model retain the inter-area mode M 1 and a local mode M 3 of the original system, but loses M 2 .
A. WAPSS Synthesis (Without Considering Delay)
The controller is designed using the reduced order model without considering the delay in feedback. The controller is synthesized using procedure described in Section-II. The weights are selected as W 1 = 10 s+10 , W 2 = 100s s+10 as per mentioned in section-II. The designed controller is as of 10 th order due to extra state from weight, which is further reduced to 5 th order for flexibility. From small signal analysis, the inter-area mode with WAPSS is found out to be −1.02±j3.91. Therefore, the damping is improved from 0.08 to 0.253.
Next, the WAPSS is validated through nonlinear simulation with a pulse change of 0.05 pu in voltage reference at G 2 terminal as disturbance. To study the responses a 0.2 sec pulse disturbance of a magnitude of 0.05 pu is applied as change in voltage reference to G 2 terminal. The effectiveness of both the full-order controller and reduced-order controller are shown in Fig. 4 in terms of speed deviations. Without the wide-area loop, speed deviation is taking more than 10 sec to get settled, which is undesirable following IEEE guidelines [21] . With the designed wide-area controller, it can be seen that interarea oscillations are died out quickly compared to the case without wide-area control. From Fig. 4 , it can be seen that the reduced-order controller works as good as the full-order controller. Therefore, the reduced order controller can be used which is relatively easier to implement. It is also observed that the controller in area-2 has no counter effect on M 2 which can be seen from variation in local mode of area-1 in Fig. 5 . Next, to study the effect of delay, the system is simulated for different delays in the wide-area loop. A detailed linear analysis of the effect of delay considering both the synchronized and non-synchronized signal has been investigated in [12] . First considering the delays in synchronized feedback, from Fig. 6 it can be seen that, with the delay, damping reduces and system becomes unstable for even small value of delay. Now, considering the non-synchronized feedback, where delay presents only in remote feedback, response is shown in Fig. 7 . As the delay is increased, damping reduces as shown in Fig.  7 . However, with non-synchronized feedback, delay has less destabilizing effect.
B. WAPSS Synthesis (With Considering Delay)
From the above study, the importance of consideration of delay during design stage comes out. The controller is designed a considering a reasonable 200 msec delay, following the procedure in Section-II. First considering synchronized feedback configuration, where an equal amount of delays are introduced in both local and remote signals. Response to the disturbance is shown in Fig. 8 . It can be seen that oscillations are being died out within 10 sec.
Next, the controller is designed for non-synchronized feedback. From linear analysis, it is found out that the damping of inter-area mode has improved from 0.08 to 0.255. The speed deviation response to the disturbance is shown in Figs.8, 9 . The oscillation due to the inter-area mode dies out very quickly within 4 cycles of operation, which is very impressive. The effect of WAPSS to the local mode of area-1 can be seen in Fig. 9 . The WAPSS marginally improves the damping of it. To evaluate the performance, different delays is now consid-ered for both the synchronized and non-synchronized case. The controllers were designed considering 200 msec time delay, so one above i.e. 500 msec and one below i.e. 50 msec delay are considered to evaluate the performance. For synchronized feedback, though system retains the stability for the delays but performance degrades for local mode on variation with the delay. One can observe from Fig. 10 that oscillations taking more time to settled when the delay is other than 200 msec. However, the variation in delay has less significant effect on inter-area modes as shown in Fig. 11 . Also for the same values of delay, non-synchronized WAPSS is also evaluated. The controller performs well for 500 msec delay although the controller is designed for 200 msec delay as shown in Fig.13 . However, system performance improves if the delay is less than 200 msec, which is other way in case of the synchronized WAPSS. The delay in the remote signal, have the same effect on local mode of area-2 as shown in Fig.12 . Local oscillations are getting settled very quickly compared to the synchronized WAPSS.
IV. CASE STUDY-II
The same design is next applied to a larger system shown in Fig. 14. The system is the 10 machine 39 bus benchmark system as considered in [22] with local PSSs setting chosen as in [23] . The generators G 1 to G 9 are equipped with local PSSs. The non-linear system is modeled in MATLAB-Simulink and linearized around the operating point. From the modal analysis, it has been found that three inter-area modes are present in the system as shown in Table I . The modes M 2 and M 3 have low damping but have relatively larger frequency compared to M 1 , thereby these two modes will settle in less than 10 sec. Hence improving the damping of M 1 ( −0.2768 ± j3.9179 ) through WAPSS is only considered. Following geometrical controllability and observability analysis, ∆ω 10,4 is chosen as the output and input of G 4 for the WAPSS site is selected.
The system model was of 96 th order which leads to larger computation time and have implementation issue with the full order H ∞ controller. So the system model is further reduced to 6 th order by means of Hankel norm reduction technique. Note that, the reduced order model retains the M 1 mode. 
A. WAPSS Synthesis (Without Considering Delay)
The WAPSS is designed without considering the delay, as in section-II. With the designed WAPSS, the closed-loop location of the inter-area mode M 1 is found to be −1.10 ± j3.91. Therefore, damping of the mode is improved from 0.07 to 0.271. Also, the performance of the WAPSS is validated in nonlinear simulation by 0.2 sec pulse small disturbance of 0.05 magnitude is applied at G 4 terminal as a change in voltage reference. As inter-area oscillation can be observed in the difference of speed deviation between G 10 and G 4 , the response of this with the disturbance is shown in Fig. 15 . It can be seen that the oscillations are damped with the desired time compared to without wide-area controller. Whereas the WAPSS have no counter effect to local mode as shown in Fig.  16 . To study the effect of delay in the wide-area loop, a set of delays are considered. First, considering the delay in synchronized configuration, the effect can be seen in Fig.  17 . The damping performance becomes poor with increase in delay and finally becomes unstable with delay more than 500 msec. Next, delay is considered in non-synchronized configuration and the corresponding response is shown in Fig.  18 . It can be seen that the non-synchronized configuration has more delay tolearbility but damping is getting reduced with increasing delay values. From the study, it can be concluded that the effect of delay has to be considered while designing the controller. 
B. WAPSS Synthesis (With Considering Delay)
The WAPSSs are designed considering a delay of 500 msec delay in synchronized and non-synchronized feedback. With the synchronized WAPSS, the inter-area mode is found to be −0.942 ± j3.87. Therefore, the damping is increased from 0.07 to 0.236. The performance of the designed controller is validated in nonlinear simulation where disturbance is added through G 4 as 0.2 sec pulse disturbance. The variation in speed deviation difference is shown in Fig. 19 and Fig. 20 , where it can be seen that oscillations are settled quickly. Next, with non-synchronized WAPSS the inter-area mode is found out to be −1.03 ± j3.64. Therefore, damping of the interarea mode is improved from 0.07 to 0.273. A disturbance is added as in the previous case to validate the controller performance. The responses to the disturbance in terms of speed deviation difference are shown in Fig. 19 and Fig.  20 along with synchronized feedback. One can observe that with non-synchronized WAPSS oscillations of local mode and also inter-area mode is settled with in 10sec and also it is performing better than synchronized WAPSS. Next, to evaluate performance of synchronized WAPSS and non-synchronized WAPSS, different delays are considered. As the controller is designed with 500 msec delay, so one more than it (700 msec) another lesser (300 msec) are considered. The simulation result with these delays are shown in Figs. 21,  22 , 24, 23.
It can be seen that with increase in delay, the damping reduces but the effect is more prominent in local modes. With synchronized WAPSS, though the system retains stability for both the change in delay, performance degrades significantly. For the delay less than the value used during the design, settling time has increased but it stays less than 10 sec and for the delay larger than 500 msec a faster mode of low magnitude has been observed in speed deviations. The same effect has been observed in inter-area oscillations also. For non-synchronized case, no such effect has been observed. As the delay is not present in local signal, the change in delay has no significant effect on the local mode. On the other side, for delay less than 500 msec system performance is better with inter-area oscillations. 
V. OBSERVATION
It has been observed that with local PSS, damping of the inter-area mode is poor, which can be improved with WAPSS. However, if the delay is not considered during the design stage, the introduction of delay in the wide-area signal during the operation of the controller reduces the damping or may cause instability. The delay effects differently depending on synchronization of signals, it is observed that a nonsynchronized feedback are more tolerable to delay than a synchronized feedback. A 2 nd order Pade approximated model works well for synthesis of the controller. A non-synchronized WAPSS performs better compared with synchronized WAPSS. Also, the controller designed with non-synchronized feedback are more robust towards the delay variations specially to local modes. One can switch of the wide-area signal off and on without hampering stability of the system for non-synchronized case, whereas this is not possible for synchronized case. The above designed controller shows effective results in analysis and simulation.
VI. CONCLUSION
The damping of inter-area mode is improved with WAPSS synthesized with the objective of H ∞ control with regional pole placement. The effect of delay is investigated which resulted detrimental to the performance, so consideration of the delay in synthesis is wise. The synchronized and nonsynchronized WAPSS are designed by modeling delay as 2 nd order Pade approximation. The effectiveness of the controller is validated with two case studies. The performances are evaluated considering different delays. It has been shown the the non-synchronized WAPSS performed better compared to synchronized WAPSS.
APPENDIX A PROOF THEOREM-1
The proof is derived from [19] . Consider a system as in (1) and the controller to be (2) resulted closed-loop system in the form:ẋ = Ax + Bw,
Considering the H ∞ norm as performance measure of the system (9),
and the complexity arises with bilinearity in A T P + P A or P B. Let P = S V V T * and P −1 = R U U T * , where S and R are symmetric matrix of appropriate dimensions. As P P −1 = I, so it can be said as
also can be written as:
Let X = diag(Π 1 , I, I), which is positive definite, so X T eqn(11)X < 0, which gives:
Considering the term Π T 1 P AΠ 1 = Π T 2 AΠ 1 ,
Now, the term CΠ 1
Now, inserting (12) (13) (14) back to (11) , we can reduce the problem to be LMI, 
Where Φ 1 = A p R + B pĈ and Φ 2 = SA p +BC p
