Abstract-In this paper we derive analytical expressions for the central and side quantizers which, under high-resolutions assumptions, minimize the expected distortion of a symmetric multiple-description lattice vector quantization (MD-LVQ) system subject to entropy constraints on the side descriptions for given packet-loss probabilities.
I. INTRODUCTION

M
ULTIPLE description coding (MDC) aims at creating separate descriptions individually capable of reproducing a source to a specified accuracy and when combined being able to refine each other. The classical scheme involves two descriptions, see Fig. 1 . The total rate R is split between the two descriptions, i.e. R = R 0 +R 1 , and the distortion observed at the receiver depends on which descriptions arrive. If both descriptions are received, the distortion (d c ) is lower than if only a single description is received (d 0 or d 1 ).
Existing MDC schemes can roughly be divided into three categories: quantizer-based, transform-based and sourcechannel erasure codes based. Quantizer-based schemes include scalar quantization [1] - [4] , trellis coded quantization [5] - [7] and vector quantization [8] - [16] . Transform-based approaches include correlating transforms [17] - [19] and overcomplete expansions [20] - [22] . Recently, schemes based on sourcechannel erasure codes have been introduced [23] - [26] . For further details on many existing MDC techniques we refer to the survey article by Goyal [27] . The present work is based on lattice vector quantization and belongs therefore to the first of the categories mentioned above.
The achievable rate-distortion (R-D) region for the twochannel problem with respect to the Gaussian source and mean-square error fidelity criterion has been known for at least two decades [28] , [29] . The procedures leading to the achievable region were however non-constructive, and the puzzle of designing a system capable of achieving the performance promised by theory remained unsolved. In 1993 Vaishampayan designed a practical MDC scheme for the scalar case [1] . The idea was to quantize the source by a central quantizer and then apply an index-assignment algorithm that uniquely mapped all reconstruction points of the central quantizer to reconstruction points in two side quantizers, thereby obtaining two coarser descriptions of the source. If both descriptions were received, the inverse map was applied and the performance of the central quantizer was achieved, whereas if only one of the descriptions was received the source was reproduced at the resolution of one of the side quantizers. The scheme developed in [1] was, however, 8.29 dB from the lower bound on the MDC distortion product for Gaussian sources [30] , [31] . Later, Vaishampayan et al. described an entropy-constrained multiple-description scalar quantization system [2] that, under high-resolution assumptions, is 2.67 dB from the lower bound [30] , [31] .
Recently, practical schemes for two descriptions have been introduced [11] - [14] , that in the limit of infinite-dimensional source vectors approach the lower bound. Similar to [1] , [2] , these schemes exploit the idea of having only one central quantizer followed by an index-assignment algorithm that maps each central quantizer reconstruction point to pairs of side quantizer reconstruction points. The quantizers used in [11] - [14] are all lattice vector quantizers. It is common to distinguish between symmetric and asymmetric MDC. In the symmetric case the entropies of the side descriptions are equal and the distortions of the side descriptions are also equal whereas in the asymmetric case entropies and distortions are allowed to be unequal. Multiple-description lattice vector quantization (MD-LVQ) for the symmetric case was first considered in [11] , [13] where for given target entropies of the side descriptions (R 0 , R 1 = R 0 ) as well as maximum allowable distortions (d 0 , d 1 = d 0 ) of the side descriptions the central distortion d c is minimized. It is shown that exploiting the structure in lattices makes it possible to consider only a limited region of the lattices, which makes the solution computationally feasible without sacrificing optimality. A key observation in [11] , [13] is that the side distortions depend on the scaling of the lattices but are independent of the specific types of lattices. In fact the side distortions can be expressed through the normalized second moment of a sphere.
Asymmetric MD-LVQ is presented in [12] , [14] where the central distortion d c is minimized for given target entropies (R 0 , R 1 ) and maximum allowable side distortions (d 0 , d 1 ). A property of all the schemes presented in [11] - [14] is that a simple scaling of the lattices allows adaptation to changes in target entropies without the need of any iterative training procedures. In [32] , [33] it is observed that the scheme developed in [13] is not able to continuously trade off central distortion versus side distortions. However, using non-lattices obtained by slightly modifying the lattices in [13] in an iterative fashion that alternates between optimizing the encoder while keeping the decoder fixed and optimizing the decoder while keeping the encoder fixed, it is possible to obtain a continuous range of redundancies. The problem of achieving a continuous range of redundancies is treated in more detail in [15] .
The schemes mentioned above all consider two descriptions and the extension to more than two descriptions is not straightforward. State-of-the-art schemes for more than two descriptions are based on source-channel erasure codes [23] - [26] which are fundamentally different from the quantizerbased approaches considered above. Schemes based on sourcechannel erasure codes rely upon the assumption that at least κ out of K descriptions are received, for some pre-specified κ. If less than κ descriptions are received, the quality of the reconstructed source is poor and if κ or more descriptions are received a good quality can be achieved. Among the few quantizer-based approaches which consider more than two descriptions are [3] , [4] , [8] - [10] , [16] .
In this paper 1 we consider a special case of the general nchannel symmetric multiple-description problem where only a single 2 parameter controls the redundancy tradeoffs between the central and the side distortions. With a single controling parameter it is possible to describe the entire symmetric R-D region for two descriptions as shown in [11] , [13] but it is not enough to describe the symmetric achievable n-channel R-D region. As such the proposed scheme offer a partial solution to the problem of designing balanced MD-LVQ systems.
We derive analytical expressions for the central and side quantizers which, under high-resolutions assumptions, minimize the expected distortion at the receiving side subject to entropy constraints on the side descriptions for given packet-loss probabilities. The central and side quantizers we use are lattice vector quantizers as presented in [13] , [14] . The central distortion, in our scheme, depends upon the lattice in question whereas the side distortions only depend on the scaling of the lattices but are independent of the specific types of lattices. In the case of three descriptions we show that the side distortions can be expressed through the normalized second moment of a sphere as was the case for the two descriptions system presented in [11] , [13] . Furthermore, we conjecture that this is true in the general case of an arbitrary number of descriptions.
While state-of-the-art quantizer-based MDC schemes [13] , [14] mainly deal with only two descriptions, we construct balanced quantizers for an arbitrary number of descriptions. In the presented approach the expected distortion observed at the receiving side depends only upon the number of received descriptions, hence the descriptions are mutually refinable and reception of any κ out of K descriptions yields equivalent expected distortion. This is different from successive refinement schemes [35] where the individual descriptions often must be received in a prescribed order to be able to refine each other, i.e. description number l will not do any good unless descriptions 0, . . . , l−1 have already been received. We construct a scheme which for given packet-loss probabilities and a maximum bit budget (target entropy) determines the optimal number of descriptions and specifies the quantizers that minimize the expected distortion.
This paper is structured as follows. In Section II we briefly review specific lattice properties and introduce the concept of an index-assignment algorithm. The actual design of the indexassignment algorithm is deferred to Section III. Reconstruction of the source and optimal construction of the labeling function is also presented in Section III. In Section IV we present a high-resolution analysis of the expected distortion. We describe how to construct the quantizers in Section V and numerical evaluation follows in Section VI. Appendices contain proofs of Theorems.
II. PRELIMINARIES
In this work we use lattices as vector quantizers. For a general treatment of quantizers based on lattices, see [36] - [38] . This section briefly review lattice properties, introduces the concept of index assignments and describe important results regarding rate and distortion performance of MD-LVQ systems.
A. Lattice Properties
A real L-dimensional lattice Λ is a discrete set of points in the L-dimensional Euclidean space R L . It forms an additive group under ordinary vector addition and can be specified through L independent basis vectors [39] . The lattice then consists of all possible integral linear combinations of the basis vectors, or, more formally
where b i are the basis vectors also known as generator vectors of the lattice.
When Λ is used as a vector quantizer, a point (vector) x ∈ R L is mapped to the closest lattice point λ ∈ Λ. The lattice points are then the codewords (reproduction points) of the quantizer. This quantization process partitions the space R L into cells called Voronoi cells, Voronoi regions or nearestneighbor decision regions. The Voronoi cells of a lattice are congruent polytopes 3 , hence they are similar in size and shape and may be seen as translated versions of a fundamental region, e.g. the Voronoi cell around origo. A Voronoi cell, V (λ), where λ ∈ Λ, is given by
and we write Q(x) = λ if x ∈ V (λ). Throughout this work we will be considering the l 2 -norm (normalized per dimension) given by x 2 = x, x , where the inner product is defined as
A lattice is completely specified by its fundamental region, and often expressed through the volume ν of the fundamental region as well as its dimensionless normalized second moment of inertia G(Λ) [37] , which is given by
where V (0) is the Voronoi cell around origo. Applying any scaling or orthogonal transform, e.g. rotation or reflection on Λ will not change G(Λ), which makes it a good figure of merit when comparing different lattices (quantizers). In other words, G(Λ) depends only upon the shape of the fundamental region, and in general, the more sphere-like shape, the lower normalized second moment. In this paper we consider one central quantizer and K side quantizers. The central quantizer is based on a central lattice Λ c ⊂ R L with fundamental regions of volume ν = det(Λ c ). The side quantizers are based on a geometrical similar 4 sublattice Λ s ⊆ Λ c of index N = [Λ c : Λ s ] and fundamental regions of volume ν s = νN . The trivial case K = 1 leads to a single-description system, where we would simply use one central quantizer and no side quantizers.
We will consider the balanced situation, where the entropy R s is the same for each description. Furthermore, we consider the case where the contribution d i , i = 0, . . . , K − 1 of each description to the total distortion is the same. Our design makes sure 5 that the distortion observed at the receiving side, depends only on the number of descriptions received, hence reception of any κ out of K descriptions yields equivalent expected distortion. 3 A polytope is a finite convex region enclosed by a finite number of hyperplanes [40] . 4 A lattice Λs is said to be geometrical similar to Λc if Λs can be obtained from Λc by applying a change of scale, a rotation and possible a reflection [37] . 5 We prove this symmetry property for the asymptotical case of N → ∞ and νs → 0. For finite N we do not guarantee the existence of an exact symmetric solution. However, by use of time-sharing, it is always possible to achieve symmetry.
B. Index Assignments
In the MDC scheme considered in this paper, a source vector x is quantized to the nearest reconstruction point λ c in the central lattice Λ c . Hereafter follows index assignments (mappings), which uniquely maps all λ c 's to vectors in each of the side quantizers. This mapping is done through a labeling function α, and we denote the individual component functions of α by α i , where i = 0, . . . , K − 1. In other words, the injective map α that maps Λ c into Λ s × · · · × Λ s , is given by
where
is used only once when labeling points in Λ c in order to make sure that λ c can be recovered unambiguously when all K descriptions are received. At this point we also define the inverse component map, α
i , which gives a set of central lattice points a specific sublattice point is mapped to. This is given by
where |α Since lattices are infinite arrays of points, we construct a shift invariant labeling function, so we only need to label a finite number of points as is done in [13] , [14] . Following the approach in [14] we construct a product lattice Λ π which has N 2 central lattice points and N sublattice points in each of its Voronoi cells. The Voronoi cells V π of the product lattice Λ π are all similar so by concentrating on labeling only central lattice points within one Voronoi cell of the product lattice, the rest of the central lattice points may be labeled simply by translating this Voronoi cell throughout R L . Other choices of product lattices are possible, but this choice has a particular simple construction. With this choice of product lattice, we only label central lattice points within V π (0), which is the Voronoi cell of Λ π around origo. With this we get
for all λ π ∈ Λ π and all λ c ∈ Λ c .
C. Rate and Distortion Performance of MD-LVQ Systems
1) Central Distortion:
We consider a source that generates independent identically distributed random variables with probability density function (pdf) f . Let X ∈ R L be a random vector made by blocking the source into vectors of length L, and let x ∈ R L denote a realization of X. The L-fold pdf of X is denoted f X and given by
The expected central distortion d c is defined as
where V c (λ c ) is the Voronoi cell of a single reconstruction point λ c ∈ Λ c . Using standard high-resolution assumptions for lattice quantizers [36] , [38] , [41] , the expected central distortion can be expressed in terms of the dimensionless normalized second moment of inertia, G(Λ c ), that is
where G(Λ c ) is given by (4).
2) Side Distortions:
The side distortion for the ith description is given by
which can be approximated as [13] 
where P (λ c ) is the probability that X will be mapped to λ c , i.e. P (Q(X) = λ c ) = Vc(λc) f X (x) dx. We notice that independent of which labeling function we use, the distortion introduced by the central quantizer is orthogonal (under highresolution assumptions) to the distortion introduced by the side quantizers. Exploiting the shift-invariance property of the labeling function (8) makes it possible to simplify (13) as
where we assume the region V π (0) is sufficiently small so
. Notice that we assume P (λ π ) to be constant only within each region V π (λ π ), hence it may take on different values for each λ π ∈ Λ π .
3) Rate: Definition 2.1: R c = H(Q(X))/L denotes the minimum entropy needed for a single-description system to achieve an expected distortion of d c , the central distortion of the multipledescription system as given by (11) .
The single-description rate R c is given by
(15) Using that each quantizer cell has identical volume ν and assuming that f X (x) is approximately constant within Voronoi cells of the central lattice Λ c , it can be shown that
where h(X) is the component-wise differential entropy of a source vector. Definition 2.2: R s denotes the entropy of the individual descriptions in a balanced multiple-description system. The entropy of the ith description is given by
The side descriptions are based on a coarser lattice obtained by scaling the Voronoi cells of the central lattice by a factor of N . Assuming the pdf of X is roughly constant within a sublattice cell, the entropy of the side descriptions is given by
The entropy of the side descriptions is related to the entropy of the single-description system by
III. CONSTRUCTION OF LABELING FUNCTION
The index assignment is done by a labeling function α, that maps central lattice points to sublattice points. An optimal index assignment minimizes a cost functional when 0 < κ < K descriptions are received. In addition, the index assignment should be invertible so the central quantizer can be used when all descriptions are received. Before defining the labeling function we have to define the cost functional to be minimized. To do so, we first describe how to approximate the source sequence when receiving only κ descriptions and how to determine the expected distortion. Then we define the cost functional to be minimized by the labeling function α and describe how to minimize it.
A. Expected Distortion
At the receiving side, X ∈ R L is reconstructed to a quality that is determined only by the number of received descriptions. If no descriptions are received we reconstruct using the expected value, E[X], and if all K descriptions are received we reconstruct using the inverse map α −1 , hence obtaining the quality of the central quantizer.
In this work we use a simple reconstruction rule which applies for arbitrary sources. When receiving 1 ≤ κ < K descriptions we reconstruct using the average of the κ descriptions. We show later (Theorem 3.1) that using the average of received descriptions as reconstruction rule makes it possible to split the distortion due to reception of any number of descriptions into a sum of squared norms between pairs of lattice points. Moreover, this lead to the fact that the side quantizers performances approach that of quantizers having spherical Voronoi regions.
There are in general several ways of receiving κ out of K descriptions. Let L denote an index set consisting of all possible κ combinations out of {0, . . . , K − 1}.
Upon reception of any κ descriptions we reconstruct toX usingX
where l ∈ L.
Assuming packet-loss probabilities are independent and are the same for all descriptions, say p, we may write the expected distortion when receiving κ out K descriptions as
where λ lj = α lj (λ c ) and the two special cases κ ∈ {0, K} are given by d
B. Cost Functional
From (20) we see that the side distortion may be split into two terms, one describing the distortion occurring when the central quantizer is used on the source, and one that describes the distortion due to the index assignment. An optimal index assignment jointly minimizes the second term in (20) over all 1 ≤ κ ≤ K − 1 possible descriptions. The cost functional J to be minimized by the index assignment algorithm is then given by
(22) The cost functional should be minimized subject to an entropy constraint on the side descriptions. We remark here that the side entropies depend solely on ν and N and as such not on the particular choice of K-tuples. In other words, for fixed N and ν the index assignment problem is solved if (21) is minimized. The problem of choosing ν and N such that the entropy constraint is satisfied is independent of the assignment problem and deferred to Section IV-B.
The following theorem makes it possible to rewrite the cost functional in a way that brings more insight into which Ktuples to use.
Theorem 3.1:
Proof: See Appendix I.
From Theorem 3.1 it is clear that (22) can be written as
The first term in (23) describes the distance from a central lattice point to the centroid of its associated K-tuple. The second term describes the sum of pairwise squared distances (SPSD) between elements of the K-tuples. In Section IV (Proposition 4.1) we show that, under a high-resolution assumption, the second term in (23) is dominant, from which we conclude that in order to minimize (21) we have to choose the K-tuples with the lowest SPSD. These K-tuples are then assigned to central lattice points in such a way, that the first term in (23) is minimized.
Independent of the packet-loss probability, we always minimize the second term in (23) by using those K-tuples which have the smallest SPSD. This means that, at high resolution, the optimal K-tuples are independent of packet-loss probabilities and, consequently, the optimal assignment is independent 6 of the packet-loss probability.
C. Minimizing Cost Functional
In order to make sure that α is shift-invariant, we use unique K-tuples, i.e. K-tuples that are assigned to one central lattice point λ c ∈ Λ c only. Notice that two K-tuples which are translates of each other by some λ π ∈ Λ π must not both be assigned to central lattice points located within the same region V π (λ π ), since this causes assignment of the same Ktuples to multiple central lattice points. The region V π (0) will be translated through-out R L and centered at λ π ∈ Λ π , so there will be no overlap between neighboring regions, i.e.
One obvious way of avoiding assigning K-tuples to multiple central lattice points is then to exclusively use sublattice points located within V π (0). However, sublattice points located close to but outside V π (0), might be better candidates than sublattice points within V π (0) when labeling central lattice points close to the boundary. A consistent way of constructing K-tuples, is to center a regionṼ at all sublattice points λ 0 ∈ Λ s ∩ V π (0), and construct K-tuples by combining sublattice points λ i ∈ Λ s , i = 1, . . . , K − 1 withinṼ (λ 0 ) in all possible ways and select the ones that minimize (23) . For a fixed λ i ∈ Λ s , the expression λj ∈Λs∩Ṽ (λi) λ i − λ j 2 is minimized whenṼ forms a sphere centered at λ i . Our construction allows forṼ to have an arbitrary shape, e.g. the shape of V π which is the shape used for the two-description system presented in [14] . However, ifṼ is not chosen to be a sphere, the SPSD is in general not minimized.
K-tuples, whereÑ is the number of sublattice points within the regionṼ . This gives a total of NÑ K−1 K-tuples when all λ 0 ∈ Λ s ∩ V π (0) are used. However, only N 2 central lattice points need to be labeled. When K = 2, we letÑ = N , so the number of possible K-tuples is equal to N 2 , which is exactly the number of central lattice points in V π (0). In general, for K > 2, the volumeν ofṼ is smaller than the volume of V π (0) and as suchÑ < N . We can approximateÑ through the volumes ν s andν, i.e.Ñ ≈ν/ν s . To justify this approximation let Λ ⊂ R L be a real lattice and let ν = det(Λ) be the volume of a fundamental region. Let S(c, r) be a sphere in R L of radius r and center c ∈ R L . According to Gauss' counting principle, the number A Z of integer lattice points in a convex body C in R L equals the volume Vol(C) of C with a small error term [42] . In fact if C = S(c, r) then by use of a theorem due to Minkowski it can be shown that, for any c ∈ R L and asymptotically as r → ∞,
L , where ω L is the volume of the L-dimensional unit sphere [43] , see also [44] - [48] . It is also known that the number of lattice points A Λ (n) in the first n shells of the lattice Λ satisfies, asymptotically as n → ∞,
. Hence, based on the above we approximate the number of lattice points inṼ byν/ν s , which is an approximation that becomes exact as the number of shells n withinṼ goes to infinity 7 (which corresponds to N → ∞). Our analysis is therefore only exact in the limiting case of N → ∞. With this we can, in the asymptotical case of N → ∞, lower boundν bỹ
Hence,Ṽ containsÑ ≥ N 1/(K−1) sublattice points so that the total number of possible K-tuples is NÑ K−1 ≥ N 2 . In Fig. 2 is shown an example ofṼ and V π regions for the two-dimensional Z 2 lattice. In the example we used K = 3 and N = 25, hence there are 25 sublattice points within V π . There areÑ = N 1/(K−1) = 5 sublattice points inṼ which is exactly the minimum number of points required, according to (24) .
With equality in (24) we obtain a region that contains the exact number of sublattice points required to construct N tuples for each of the N λ 0 points in V π (0). According to (23) , a central lattice point should be assigned that K-tuple where a weighted average of any subset of the elements of the Ktuple is as close as possible to the central lattice point. The optimal assignment of K-tuples to central lattice points can be formulated and solved as a linear assignment problem [49] .
1) Shift-Invariance by use of Cosets: By centeringṼ around each λ 0 ∈ Λ s ∩ V π (0), we make sure that the map α is shift-invariant. However, this also means that all Ktuples have their first coordinate (i.e. λ 0 ) inside V π (0). To be optimal this restriction must be removed which is easily done 7 For the high-resolution analysis given in Section IV it is important thatν is kept small as the number of lattice points withinṼ goes to infinity. This is easily done by proper scaling of the lattices, i.e. making sure that νs → 0 as N → ∞. by considering all cosets of each K-tuple. The coset of a fixed
, is given by Coset(t) = {t + λ π } for all λ π ∈ Λ π . K-tuples in a coset are distinct modulo Λ π and by making sure that only one member from each coset is used, the shift-invariance property is preserved. In general it is optimal to consider only those λ π product lattice points that are close to V π (0), e.g. those points whose Voronoi cell touches V π (0). The number of such points is given by the kissing-number K(Λ π ) of the particular lattice [37] .
2) Dimensionless Expansion Factor ψ L : CenteringṼ around λ 0 points causes a certain asymmetry in the pairwise distances of the elements within a K-tuple. Since the region is centered around λ 0 the maximum pairwise distances between λ 0 and any other sublattice point will always be smaller than the maximum pairwise distance between any two sublattice points not including λ 0 . This can be seen more clearly in Fig. 3 . Notice that the distance between the pair of points labeled (λ 1 , λ 2 ) is twice the distance than that of the pair (λ 0 , λ 1 ) or (λ 0 , λ 2 ). However by slightly increasing the regioñ V to also include λ ′ 2 other tuples may be made, which actually have a lower pairwise distance than the pair (λ 1 , λ 2 ). For this particular example, it is easy to see that the 3-tuple t = (λ 0 , λ 1 , λ 2 ) has a greater SPSD than the 3-tuple
For each λ 0 ∈ V π (0) we center a regionṼ around the point, and choose those N K-tuples, that give the smallest SPSD. By expandingṼ new K-tuples can be constructed that might have a lower SPSD than the SPSD of the original N K-tuples. However, the distance from λ 0 to the points farthest away increases asṼ increases. Since we only need N K-tuples, it can be seen thatṼ should never be larger than twice the lower bound in (24) because then the distance from the center to the boundary of the enlargedṼ region is greater than the maximum distance between any two points in theṼ region that reaches the lower bound. In order to theoretically describe the Fig. 3 . The regionṼ is here centered at the point λ 0 . Notice that the distance between λ 1 and λ 2 is about twice the maximum distance from λ 0 to any point in Λs ∩Ṽ . The dashed circle illustrates an enlargement ofṼ .
performance of the quantizers, we introduce a dimensionless expansion factor 1 ≤ ψ L < 2 which describes how much V must be expanded from the theoretical lower bound (24) , to make sure that N optimal K-tuples can be constructed by combining sublattice points within a regionṼ .
For the case of K = 2 we always have ψ L = 1 independent of the dimension L so it is only in the case K ≥ 3 that we need to find expressions for ψ L .
Theorem 3.2: For the case of K = 3 and any odd L the dimensionless expansion factor is given by
where ω L is the volume of an L-dimensional unit sphere and β L is given by
Proof: See Appendix II For the interesting case of L → ∞ we have the following theorem.
Theorem 3.3: For K = 3 and L → ∞ the dimensionless expansion factor ψ L is given by
Proof: See Appendix III Table I lists 8 ψ L for K = 3 and different values of L and it may be noticed that ψ ∞ = √ ψ 1 . In order to extend these results to K > 3 it follows from the proof of Theorem 3.2 that we need closed-form expressions for the volumes of all the different convex regions that can be obtained by K −1 overlapping spheres. With such expressions it should be straightforward to find ψ L for any K. However, the analysis 8 Theorem 3.2 is only valid for L odd. However, in the proof of Theorem 3.2 it is straightforward to replace the volume of spherical caps by standard expressions for circle cuts in order to obtain ψ 2 . of ψ L for the case of K = 3 (as given in the proof of Theorem 3.2) is constructive in the sense that it reveals how ψ L can be numerically estimated for any K and L. Letν denote the volume of the expanded sphereṼ . Furthermore, let us denote by T the number of K-tuples that we construct by using lattice points inside this sphere. Hence, asymptotically as the number of lattice points inṼ goes to infinity we have
which leads to
where r denotes the radius ofṼ and where without loss of generality we can assume that ν s = 1 (simply a matter of scaling). In order to numerically estimate ψ L it follows that we need to find the set of lattice points within a sphereṼ of radius r. For each of these lattice points we center another sphere of radius r and find the set of lattice points which are within the intersection of the two spheres. This procedure continues K − 1 times. In the end we find T by adding the number of lattice points within each intersection, i.e.
wherẽ
For example for K = 4, Λ = Z 2 and r = 10, 20, 50 and 70 then using the algorithm outlined above we find ψ 2 ≈ 1.1672, 1.1736, 1.1757 and 1.1762, respectively.
Remark 3.1: In order to achieve the shift-invariance property of the index-assignment algorithm, we impose a restriction upon λ 0 points. Specifically, we require that λ 0 ∈ V π (0) so that the first coordinate of any K-tuple is within the region V π (0). To avoid excluding K-tuples that have their first coordinate outside V π (0) we form cosets of each K-tuple and allow only one member from each coset to be assigned to a central lattice point within V π (0). This restriction, which is only put on λ 0 ∈ Λ s , might cause a bias towards λ 0 points. However, it is easy to show that, asymptotically as N → ∞, any such bias can be removed. For the case of K = 2 we can use similar arguments as used in [14] and for K > 2 we can show that the amount of K-tuples that is affected by this restriction is small compared to the amount of K-tuples which are not affected. Hence, asymptotically as N → ∞, this restriction is effectively removed. So for example this means that we can enforce similar restriction on all sublattice points, which, asymptotically as N → ∞, will only reduce the number of K-tuples by a neglectable amount. And as such, any possible bias towards the set of points λ 0 ∈ Λ s is removed.
As mentioned above, the K-tuples need to be assigned to central lattice points within V π (0). This is a standard linear assignment problem where a cost measure is minimized. However, solutions to linear assignment problems are generally not unique. Therefore, there might exist several labelings, which all yield the same cost, but exhibit a different amount of asymmetry. Theoretically, exact symmetry may then be obtained by e.g. time-sharing through a suitable mixing of labelings. In practice, however, any scheme would use a finite N (and finite rates). In addition, for many applications, time-sharing is inconvenient. In these non-asymptotical cases we cannot guarantee exact symmetry. To this end, we have provided a few examples that assess the distortions obtained from practical experiments, see Section VI (Tables II and III) .
IV. HIGH-RESOLUTION ANALYSIS
In this section we derive high-resolution approximations for the expected distortion. For this high-resolution analysis we let N → ∞ and ν s → 0. The effect of this is that the index of sublattice increases, but the actual volumes of the Voronoi cells shrink.
A. Total Expected Distortion
We first introduce Conjecture 4.1 which relates the sum of distances between pairs of sublattice points to G(S L ), the dimensionless normalized second moment of an L-dimensional sphere. In Appendix IV we prove the conjecture for the case of K = 2 and any L as well as for the case of K = 3 and L → ∞. In addition we show in Appendix IV that Conjecture 4.1 is a good approximation for the case of K = 3 and finite L. After presenting Conjecture 4.1 we determine the dominating term in the expression for the expected distortion. This is given by Proposition 4.1.
Conjecture 4.1: For L, N → ∞ and ν s → 0, we have for any pair (i, j), i, j = 0, . . . , K − 1, i = j,
Proof: See Appendix V.
The expected distortion (20) can by use of Theorem 3.1 be written as
By use of Conjecture 4.1 (as an approximation that becomes exact for L → ∞), Proposition 4.1 and Eq. (11) it follows that (33) can be written as
The second term in (34) is the dominating term for κ < K and N → ∞. Observe 9 that this term is only dependent upon κ through the coefficient
The total expected distortion is obtained by summing over κ including the cases where κ = 0 and κ = K,
whereK 1 is given bŷ
andK 2 is given bŷ
Using (16) and (17) we can write ν and N as a function of differential entropy and side entropies, that is
and
from which we may write the expected distortion as a function of entropies, that is
where we see that the distortion due to the side quantizers only depends upon the scaling (and dimension) of the sublattice and not which sublattice is used.
B. Optimal ν, N and K.
We now derive expressions for the optimal ν, N and K. Using these values we are able to construct the lattices Λ c and Λ s . The optimal index assignment is hereafter found by using the approach outlined in Section III. These lattices combined with their index assignment completely specify an optimal entropy-constrained MD-LVQ system.
In order for the entropies of the side descriptions to be equal to the target entropy R t /K, we rewrite (17) and get
where τ is constant. The expected distortion may now be expressed as a function of ν,
Differentiating w.r.t. ν and equating to zero gives,
from which we obtain the optimal value of ν
The optimal N follows easily by use of (41)
Eq. (45) shows that the optimal redundancy N is, for a fixed K, independent of the sublattice as well as the target entropy. For a fixed K the optimal ν and N are given by (44) and (45) , respectively, and the optimal K can then easily be found by evaluating (35) for various values of K, and choosing the one that yields the lowest expected distortion. The optimal K is then given by
where K max is a suitable chosen positive integer. In practice K will always be finite and furthermore limited to a narrow range of integers, which makes the complexity of the minimization approach, given by (46), negligible.
V. CONSTRUCTION OF QUANTIZERS
In this section we design practical quantizers. We show that the index values are restricted to a discrete set of admissible values. Knowledge of these values makes it possible to construct practical quantizers and theoretically describe their performance.
A. Index Values
Eqs. (44) and (45) suggest that we are able to continuously trade-off central versus side-distortions by adjusting N and ν according to the packet-loss probability. This is, however, not the case, since certain constraints must be imposed on N . First of all, since N denotes the number of central lattice points within each Voronoi cell of the sublattice, it must be integer and positive. Second, we require the sublattice to be geometrical similar to the central lattice. Finally, we require the sublattice to be a clean sublattice, so that no central lattice points are located on boundaries of Voronoi cells of the sublattice. This restrict the amount of admissible index values for a particular lattice to a discrete set, c.f. [14] . Fig. 4 shows the theoretically optimal index values (i.e. ignoring the fact that N belongs to a discrete set) for the A 2 quantizer, given by (45) for ψ L = 1, 1.1481 and 1.1762 corresponding to K = 2, 3 and 4, respectively. Also shown are the theoretical optimal index values when restricted to admissible index values. Notice that the optimal index value N increases for increasing number of descriptions. This is to be expected since a higher index value leads to less redundancy; this redundancy reduction, however, is balanced out by the redundancy increase resulting from the added number of descriptions. In [50] we observed that for a two-description system, usually only very few index values would be used. In fact for the two-dimensional A 2 quantizer, only N ∈ {1, 7, 13} should be used. Higher dimensional quantizers would use greater index values. However, here we see that by increasing the number of descriptions beyond K = 2, it is optimal to use greater index values which adds more flexibility to the scheme.
From Fig. 4 it can be seen that when the continuous optimal index value is rounded to the optimal admissible index value it is always the closest one from either below or above. This means that the optimal admissible index value is found by considering only the two values closest to the continuous index value, and using the one that minimizes (35) .
VI. NUMERICAL EVALUATION
In this section we compare the numerical performances of two-dimensional entropy-constrained MD-LVQ systems (based on the A 2 lattice) to their theoretical prescribed performances.
A. Performance of Individual Descriptions
In the first experiment we design a 3-channel MD-LVQ based on the A 2 quantizer. We quantize an i.i.d. unit-variance zero-mean Gaussian source which has been blocked into two-dimensional vectors. The number of vectors used in the experiment is 2 · 10 6 . The entropy of each side description is 5 bit/dim. and we vary the index value in the range 31 -67. The dimensionless expansion factor ψ L is set to 1.14808. The numerical and theoretical distortions when receiving only a single description out of the three is shown in Table II . Similarly, Table III shows the distortions of the same system due to reception of two out of three descriptions and Table IV shows the performance of the central quantizer when all three descriptions are received. The column labeled "Avg." illustrates the average distortion of the three numerically measured distortions and the column labeled "Theo." describes the theoretical distortions given by (34) 10 . It is clear from the tables that the system is symmetric; the achieved distortion depends on the number of received descriptions but is essentially independent of which descriptions are used for reconstruction. 
B. Distortion as a Function of Packet-Loss Probability
We now show the expected distortion as a function of the packet-loss probability for K-channel MD-LVQ systems 10 Since we do not consider packet-losses in this experiment we have set the weight to unity, i.e. (1 − p) 
Avg. where K = 1, 2, 3. We block the i.i.d. unit-variance Gaussian source into 2 · 10 6 two-dimensional vectors and let the total target entropy be 6 bit/dim. The expansion factor is set to ψ 2 = 1 for K = 1, 2 and ψ 2 = 1.14808 for K = 3. We sweep the packet-loss probability p in the range p ∈ [0; 1] in steps of 1/200 and for each p we measure the distortion for all admissible index values and use that index value which gives the lowest distortion. This gives rise to an operational lower hull (OLH) for each quantizer. This is done for the theoretical curves as well by inserting admissible index values in (35) and use that index value that gives the lowest distortion. In other words we compare the numerical OLH with the theoretical OLH and not the "true" 11 lower hull that would be obtained by using the unrestricted index values given by (45) . The target entropy is evenly distributed over K descriptions. For example, for K = 2 each description uses 3 bit/dim., whereas for K = 3 each description uses only 2 bit/dim. The performance is shown shown in Fig. 5 . The practical performance of the scheme is described by the lower hull of the K-curves. Notice that at higher packet-loss probabilities (p > 5%) it becomes advantageous to use three descriptions instead two.
VII. CONCLUSION AND DISCUSSION
In this work we derived analytical expressions for the central and side quantizers which, under high-resolutions assumptions, minimize the expected distortion of a symmetric nchannel MD-LVQ subject to entropy constraints on the side descriptions for given packet-loss probabilities. The expected distortion observed at the receiving side depends only upon the number of received descriptions but is independent of which descriptions are received. We focused on a special case Distortion as a function of packet-loss probability for the A 2 quantizer. The target entropy is 6 bit/dim., so each description gets 6/K bit/dim. Thick lines show numerical performance and thin solid lines show theoretical performance.
of the symmetric multiple-description problem where only a single parameter controls the redundancy tradeoffs between the central and the side distortions. As such more work is needed before the general symmetric n-channel MD-LVQ problem is completely solved. A step in that direction is presented in [34] .
Future work in progress includes extending the presented scheme to the asymmetric case, where packet-loss probabilities, entropies and distortions may differ for the different descriptions [55] .
APPENDIX I PROOF OF THEOREM 3.1
In order to prove Theorem 3.1, we need the following results.
Lemma 1.1:
Proof: Expanding all sums on the left-hand-side leads to K κ κ different terms of the form λ c , λ i , where i ∈ {0, . . . , K − 1}. There are K distinct λ i 's so the number of times each λ i occur is
Proof: There are K κ distinct ways of adding κ out of K elements. Squaring a sum of κ elements leads to κ squared elements and 2 κ 2 cross products (product of two different elements). This gives a total of K κ κ squared elements, and 2 K κ κ 2 cross products. Now since there are K distinct elements, the number of times each squared element occurs is given by
There are K 2 distinct cross products, so the number of times each cross product occurs is given by
Proof: Expanding the right-hand-side of (49) yields
We also have
which completes the proof.
We are now in a position to prove the following result. Proposition 1.1:
Proof: We have
Hence, by use of Lemmas 1.1 and 1.2, we have that
so that, by Lemma 1.3, we finally have that
Proof: Follows trivially from Proposition 1.1.
APPENDIX II PROOF OF THEOREM 3.2
Theorem 3.2. For the case of K = 3 and any odd L the dimensionless expansion factor is given by
where β L is given by
Proof: In the following we consider the case of K = 3. For a specific λ 0 ∈ Λ s we need to construct N 3-tuples all having λ 0 as the first coordinate. To do this we first center a sphereṼ of radius r at λ 0 . For large N and small ν s this sphere contains approximatelyν/ν s lattice points from Λ s . Hence, it is possible to construct (ν/ν s ) 2 distinct 3-tuples. However, the maximum distance between λ 1 and λ 2 points is greater than the maximum distance between λ 0 and λ 1 points and also between λ 0 and λ 2 points. To avoid this bias towards λ 0 points we make sure that we only use 3-tuples that satisfy
However, with this restriction we can no longer form N 3-tuples. Therefore, we expandṼ by the factor ψ L in order to make sure that exactly N 3-tuples can be made. It is well known that the number of lattice points at exactly squared distance l from c, for any c ∈ R L is given by the coefficients of the Theta series of the lattice Λ [37] . Theta series depend on the lattices and also on c [37] . Instead of working directly with Theta series we will, in order to be lattice and displacement independent, consider the L-dimensional hollow sphereC obtained asC = S(c, m) − S(c, m − 1) and shown in Fig. 6(a) . The number of lattice points a m inC is given by |C ∩ Λ| and asymptotically as ν s → 0 (and independent of c)
The following construction makes sure that we have
For a specific λ 1 ∈Ṽ (λ 0 ) ∩ Λ s we center a sphereṼ at λ 1 and use only λ 2 points fromṼ (λ 0 ) ∩Ṽ (λ 1 ) ∩ Λ s . In Fig. 6(b) we have shown two overlapping spheres where the first one is centered at some λ 0 and the second one is centered at some λ 1 ∈Ṽ (λ 0 ) which is at distance m from λ 0 , i.e. 
It follows that the number T of distinct 3-tuples which
The region C consists of two equally sized spherical caps. We can show that the volume of an L-dimensional (L odd) spherical cap V cap is given by (we omit the proof because of 
where the Hypergeometric function 2 F 1 (·) is defined by [51] 2
where (·) k is the Pochhammer symbol defined as
If either of a and b or both are negative, the sum in (58) terminates.
Inserting (54) and (55) into (56) leads to 12 (asymptotically 12 We remark that in this asymptotical analysis we assume that all λ 1 points within a givenC is at exact same distance from the center ofṼ (i.e. from λ 0 ). The error due to this assumption is neglectable, since any constant offset from m will appear inside O(·).
where ( k n x k−n y n , which in our case leads to
(b) is obtained by once again applying the binomial series expansion, that is
and (c) follows from the fact that
. Next we let r → ∞ so that the number of hollow spheres insideṼ goes to infinity 13 . From (60) we see that, asymptotically as ν s → 0 and r → ∞, we have
where β L is constant for fixed L and given by (53) .
We are now in a position to find an expression for ψ L . Let ν be equal to the lower bound (24), i.e.ν = ν s √ N and let r be the radius of the sphere having volumeν. Then ψ L is given by the ratio of r andr, i.e. ψ L = r/r, where r is the radius ofṼ . Using this in (65) leads to
Since the radiusr of an L-dimensional sphere of volumeν is given byr
we can find ψ L by dividing (66) by (67), that is
Since we need to obtain N 3-tuples we let T = N so that withν = √ N ν s we can rewrite (68) as
This completes the proof.
APPENDIX III PROOF OF THEOREM 3.3 13 We would like to emphasize that this is equivalent to keeping r fixed, say r = 1, and then let the number of hollow spheres insideṼ go to infinity. To see this let M → ∞ and then rewrite (54) as
(64) A similar change applies to (55) . Hence, the asymptotical expression for T is also valid within a localized region of R L which is a useful property we exploit when proving Lemma 4.1.
Proof: The inner sum in (26) may be well approximated by using that
We also have that
where (a) follows from the following Hypergeometric transformation [51] 2 F 1 (a, b; c; z) = (1 − z)
where ξ = z z−1 . Finally, it is true that
Inserting (73), (74) and (76) into (53) leads to
where since
which proves the Lemma.
We are now in a position to prove the following theorem. Theorem 3.3. For K = 3 and L → ∞ the dimensionless expansion factor ψ L is given by
Proof: The proof follows trivially by use of Lemma 3.1 and Lemma 3.2 in (69).
APPENDIX IV CONJECTURE 4.1
In this appendix we justify Conjecture 4.1 by proving it for the case of K = 2 and any L as well as for the case of K = 3 and L → ∞. In addition we show that it is a good approximation for the case of K = 3 and finite L.
e. the set of N 2 sublattice points λ i ∈ Λ s associated with the N 2 central lattice points within V π (0). Furthermore, let T ′ i ⊂ T i be the set of unique elements of T i , where
be the set of unique elements. That is, T j (λ i ) contains all the elements λ j ∈ Λ s which are in the K-tuples that also contains a specific λ i . We will also make use of the notation # λj to indicate the number of occurrences of a specific λ j in T j (λ i ).
For the pair (i, j) we have
where (a) follows by assuming (see the discussion below leading to Lemma 4.1) that # λj = N/Ñ for all λ j ∈ T j (λ i ) and (b) follows sinceν =Ñ ν s . Hence, withν =Ñ ν s = ψN 1/(K−1) ν s and ν s = N ν, we have
which is independent of λ i , so that
In (80) we used the approximation # λj ≈ N/Ñ without any explanation. For the case of K = 2 and as N → ∞ we have that T ′ i = T i and N =Ñ , hence the approximation becomes exact, i.e. # λj = 1. For K = 3 we have the following Lemma.
Lemma 4.1: For K = 3 and asymptotically as L → ∞ the following approximation becomes exact.
Proof: Using the same procedure as when deriving closed-form expressions for ψ L leads to the following asymptotical expression
where we without loss of generality assumed that λ i = 0 and used the fact that we can replace λ j 2 by m 2 /L for the λ j points which are at distance m from λ i = 0. It follows that we have
.
where (a) follows by inserting (69). Dividing (85) by (81)
Hence, asymptotically as L → ∞ we have that
which proves the lemma. For K > 3 it is very likely that similar equations can be found for ψ L which can then be used to verify the goodness of the approximations for any K. Moreover, in Appendix V we show that the rate of growth of (80) is unaffected if we replace # λj by either min λj {# λj } or max λj {# λj } which means that the error by using the approximation N/Ñ instead of the true # λj is constant (i.e. it does not depend on N ) for fixed K and L. It remains to be shown whether this error term tends to zero as L → ∞ for K > 3. However, based on the discussion above we conjecture that, for any K, the side distortions can be expressed through the normalized second moment of a sphere as the dimension goes to infinity. 
APPENDIX V PROOF OF PROPOSITION 4.1
Before proving Proposition 4.1 we need to lower and upper bound # λj (see Appendix IV for an introduction to this notation). As previously mentioned the λ j points which are close (in Euclidean sense) to λ i occur more frequently than λ j points farther away. To see this observe that the construction of K-tuples can be seen as an iterative procedure that first picks a λ 0 ∈ Λ s ∩ V π (0) and then any λ 1 ∈ Λ s is picked such that λ 0 − λ 1 ≤ r/ √ L, hence λ 1 ∈ Λ s ∩Ṽ (λ 0 ). The set of λ K−1 points that can be picked for a particular (K − 1)-tuple e.g. (λ 0 , . . . , λ K−2 ) is then given by {λ K−1 : λ K−1 ∈ Λ s ∩Ṽ (λ K−2 ) ∩ · · · ∩Ṽ (λ 0 )}. It is clear that λ i − λ j ≤ r/ √ L where (λ i , λ j ) = (α i (λ c ), α j (λ c )), ∀λ c ∈ Λ c and any i, j ∈ {0, . . . , K − 1}.
Let T min (λ i , λ j ) denote the minimum number of times the pair (λ i , λ j ) is used. The minimum T min of T min (λ i , λ j ) over all pairs (λ i , λ j ) lower bounds N/Ñ . We will now show that T min is always bounded away from zero. To see this notice that the minimum overlap between two spheres of radius r centered at λ 0 and λ 1 , respectively, is obtained when λ 0 and λ 1 are are maximally separated, i.e. when λ 0 − λ 1 = r/ √ L. This is shown by the shaded area in Fig. 7 for L = 2. For three spheres the minimum overlap is again obtained when all pairwise distances are maximized, i.e. when λ i − λ j = r/ √ L for i, j ∈ {0, 1, 2} and i = j. It is clear that the volume of the λ 0 λ 1 λ 2 C(s) Fig. 7 . Three spheres of equal radius are here centered at the set of points s = {λ 0 , λ 1 , λ 2 }. The shaded area describes the intersection of two spheres. The equilateral triangle describes the convex hull C(s) of s.
intersection of three spheres is less than that of two spheres, hence the minimum number of λ 2 points is greater than the minimum number of λ 3 points. However, by construction it follows that when centering K spheres at the set of points s = {λ 0 , . . . , λ K−1 } = {α 0 (λ c ), . . . , α K−1 (λ c )} each of the points in s will be in the intersection ∩ s of the K spheres. Since the intersection of an arbitrary collection of convex sets leads to a convex set [53] , the convex hull C(s) of s will also be in ∩ s . Furthermore, for the example in Fig. 7 , it can be seen that C(s) (indicated by the equilateral triangle) will not get smaller for K ≥ 3 and this is true in general since points are never removed from s as K grows. For L = 3 the regular tetrahedron [40] consisting of four points with a pairwise distance of r describes a regular convex polytope which lies in ∩ s . In general the regular L-simplex [40] lies in ∩ s and the volume V (L) of a regular L-simplex with side length r is given by [54] V
where c L depends only on L. It follows that the minimum number of K-tuples that contains a specific (λ i , λ j ) pair is lower bounded by V (L) K−2 /ν K−2 s
. Since the volumeν ofṼ is given byν = ω L r L we get
Also -by construction we have that N ≤ (ν/ν s ) K−1 and thatÑ =ν/ν s so an upper bound on N/Ñ is given by
which differs from the lower bound in (89) by a multiplicative constant.
We are now in a position to prove Proposition 4.1. 
so that, since λ i = α i (λ c ),
Comparing (92) to (94) we see that (91) grows as O N −K/(K−1) → 0 for N → ∞ and K < ∞.
