• We treat the case of more variables than observations (p > n) in the standard FA model.
Introduction
In this paper we consider estimation in the standard (but not necessarily Gaussian) exploratory factor analysis (FA or EFA) model, with special emphasis on
• distribution-free derivation of (Gaussian) methods, • the case of (many) more variables than observations. The model expresses an i.i.d. sample x 1 , . . . , x n of p-dimensional vectors (manifest variables) as x i = µ + Λf i + e i , i = 1, . . . , n.
(1)
Here µ is the mean value vector, Λ is a p × k coefficients (loadings) matrix, k < min(n, p) (typically ≪), and f i is a latent k-vector (common factor) of factor scores, standardized to zero mean and unit covariance matrix I k (for identifiability).
The noise terms (specific factors) e i are i.i.d. p-vectors of mutually uncorrelated components, and their diagonal covariance matrix will be denoted Ψ 2 (p × p). The diagonal elements of Ψ 2 are the specific variances of the model. Also, f i and e i are assumed mutually uncorrelated. In matrix form (n × p) we write (1) as
with the vectors f i and e i of (1) now as rows in (2) , and 1 being an (n × 1)-vector. The mean vector µ presents no estimation problem, and is estimated by the sample mean. The population covariance matrix Σ xx is
This is also the expected sample covariance matrix, E(S xx ), with (n − 1)-denominator in S xx . Usually, normality of f and e in (1) is assumed, and more observations than variables, that is n > p. Then Gaussian maximum likelihood (ML) methods are more or less standard, see the comprehensive review by Bartholomew and Knott [3, Ch. 3] for the corresponding inference theory. ML estimation is found in many statistical packages, e.g., factanal in the R base package, see Crawley [4, Sec. 25.2] . In recent years interest has increased both in more robust methods and in methods for the case of more variables than observations, p > n. In the latter case, however, when necessarily the sample covariance matrix is not full rank, the usual derivation of the likelihood equations and the usual programs (such as factanal in R) for ML estimation fail. However, Robertson and Symons [12] have shown that Gaussian maximum likelihood can be extended to the case p > n, and they give conditions for its existence. Papers by Trendafilov and Unkel [15] [16] [17] , also deal with the case p > n, but they propose alternative models and estimation methods, see further Section 6.
Our main aim here, however, is to show that the fitting of models of type (2) in the case of large p is not problematic (even though small n may cause precision in Λ and Ψ estimators to be low), and that in any case there is no need to assume normality. We first derive some basic distribution-free properties of model (1) . They are expressed in a normalization of the x-components by Ψ −1 , shown to be suitable for our purpose. These properties immediately lead to a set of estimating equations. When n > p these turn out the same as the well-known likelihood equations, thus yielding distribution-free support to the normality-based MLE.
Another well-known distribution-free technique for dimension reduction is principal components analysis (PCA). PCA aims at describing as much as possible of Σ xx by a number of principal components (PCs, linear forms in x). There is no model behind PCA, but sometimes the PCs are regarded as representing latent variables in a different, less well-defined way. PCA techniques also have a role in factor analysis (see below). However, due to its scale-dependence, the choice of scaling is crucial.
In the very special case when the errors E vanish, i.e., Ψ 2 = 0 in (3), or E is neglected, ΛΛ ⊤ can be determined by a PCA on Σ xx , or estimated by a PCA on the sample covariance matrix S xx (or a singular value decomposition (SVD) on the X -data matrix itself). Similarly, if Ψ 2 were not zero but regarded as known, we could reduce the covariance matrix by subtracting Ψ 2 from Σ xx or S xx and in this way open for use of PCA. This is the basis for the old principal factor method of fitting (3) to S xx : Use some initial Ψ 2 to subtract from S xx , find PCs of this difference, yielding an estimate of ΛΛ ⊤ , use this to update Ψ 2 , etc. This method dominated before Gaussian ML became a feasible alternative, and it seems still to be popular in some application areas, even though it has been demonstrated to be inefficient and unstable. In particular it is not scale invariant, in contrast to Gaussian ML, see Bartholomew and Knott [3, Sec. 3.11 & 3.17] . From the time when ML methods became computationally feasible and attractive [5, 9] , ML estimation has to a large extent replaced the principal factor method. However, as example, principal factors is the default method in the factor procedure of Stata 13.
An argument for the principal factor method is that it does not rely on the Gaussian assumption. In the present paper an alternative distribution-free method for FA model fitting is proposed, that utilizes principal components of a naturally rescaled instead of reduced sample covariance matrix. To our surprise we have not seen this particular approach in the literature, even though related ideas are found. The methodology has the following properties (demonstrated below):
• It yields the same equations as Gaussian ML-FA, and therefore supports the use of the Gaussian likelihood equations even when the Gaussian distribution is questionable. Thus it eliminates one of the possible motives for using the principal factor method;
• It is scale invariant in the sense mentioned above (a consequence of the first property);
• Without problems, it allows more variables than observations (p > n); • Estimated or predicted factor scores F are of high precision when p is large, even if n is not large.
Basic model properties derived in Section 2 will naturally lead to estimating equations for distribution-free parameter estimation. Iterative methods to solve these equations are discussed in Section 3. Use of singular value decompositions will not only make the computations fast, but also yield further insight about a classical iterative method (Section 4), and expressions for factor scores and model residuals (Section 5), in particular their feasibility for p > n and for p ≫ n.
The results are compared in Section 6 with the model properties of Trendafilov and Unkel [15] . Finally, in Section 7, as an illustration, the iteration method is successfully tried on gene expression data with p ≫ n.
As mentioned above, we assume we have a sample of multivariate x-data x i , i = 1, . . . , n, dim(x) = p. We also assume that the x-sample is mean-standardized, so for estimation of Λ and Ψ 2 we need only consider the sample covariance matrix S xx = X ⊤ X /(n − 1) and the corresponding population covariance matrix Σ xx . Note that in the Gaussian case, S xx is sufficient for Σ xx . However, in the next section we concentrate on Σ xx , so the sample size n and its relation to the dimension p will not yet be a question.
Canonical properties of the FA population model
For the FA model (1), the population covariance matrix
There is a rotational ambiguity in the loading parameters Λ of this representation. For uniqueness we will find it convenient to impose the well-known and natural constraint that is standard in the Gaussian ML approach:
(with diagonal elements naturally arranged in descending order of magnitude). The demand (4) is obviously equivalent to the assumption that the p × k matrix Ψ −1 Λ has orthogonal columns. Our motivation to make this particular choice will be clear below. An implicit part of the assumption is Ψ > 0. The case when Ψ is semi-definite is mostly discussed in Section 6.
As mentioned in Section 1, the principal factor method requires an initial or current estimate of Ψ 2 to be subtracted from S xx , so that ideally we would get ΛΛ ⊤ . PCA is now used on the resulting reduced covariance matrix S xx − Ψ 2 . Below we will instead use a rescaled covariance matrix, that will be demonstrated to have much better properties (scale invariance, etc.).
Consider rescaling the vector x to z = Ψ −1 x, neglecting for a moment the fact that Ψ is unknown (later, Ψ will be updated iteratively). This will make all components of the observation vector have the same error variance. The total covariance matrix Σ zz for a z-vector is
where I p denotes the p × p identity matrix and
. Constraint (4) now fits well, making Λ z have orthogonal columns. It follows from (5) that these columns are eigenvectors of the matrix Σ zz . In a condensed representation we can write
where Ω z is a diagonal k × k matrix with the corresponding eigenvalues on its diagonal, that is
The sum of these k eigenvalues is
This formula yields an impression of the rate at which the eigenvalues increase with increasing p, cf. (22). If Λ is full rank, so the model does not hold with less than the k latent factors, all these k eigenvalues of Σ zz will be >1, from (7) . For a complete set of eigenvectors of Σ zz , we need to supplement Λ z by p − k vectors spanning the orthogonal complement of the space spanned by Λ z . As seen from (5), they will all have the eigenvalue 1.
Eq. (6) does not specify the length of the eigenvectors in Λ z . For that reason we also introduce the corresponding set of normalized eigenvectors Φ z ,
The matrix Φ z of course satisfies the same relation (6) as Λ z :
Thus, if we knew Ψ and Σ xx , we could form Σ zz and calculate its first k eigenvectors Φ z (corresponding to the k largest eigenvalues), with its eigenvalues in Ω z , and solve for the loadings matrix Λ = Ψ Λ z :
and consequently
This tells how we can compute Λ when Ψ and Σ xx are known (or estimated). In addition, (3) yields a trivially simple formula for the diagonal of the matrix Ψ 2 as a function of Λ, given Σ xx : diag(Ψ
Parameter estimation
For parameter estimation based on data, we can form estimating equations by using the population formulas (11) and (12) 
Here it is indicated that Λ in (13) depends on Ψ , and that Ψ 2 in (14) depends on Λ. Moreover, Φ z (S zz ) and Ω z (S zz ) are now obtained from S zz = Ψ −1 S xx Ψ −1 in the same way as Φ z and Ω z from Σ zz , i.e., Ω z (S zz ) is the diagonal matrix of the first k eigenvalues of S zz , and Φ z (S zz ) contains the corresponding eigenvectors. The diagonal matrices on the right hand side of (13) and (14) will be shown to be necessarily positive definite under some conditions, see Proposition 1.
These estimating equations turn out to be identically the same as the Gaussian model likelihood equations. This fact can be taken either as a robustness argument for the Gaussian ML estimates, or as well as a strong argument for the distributionfree method, at least for large n. The equations are also quite intuitive. Formula (14) is an obvious demand, and formula (11) or (13) is a truncated PCA on ΛΛ ⊤ after a suitable, albeit parameter-dependent rescaling.
The set of equations for Λ and Ψ 2 has no explicit solution. However, the pair (13) and (14) leads naturally to an iterative updating procedure, where we start with a provisional Ψ , calculate Λ by (13), calculate a new Ψ by (14), etc. In component form, (14) can be written
with the current Λ, based on the previous Ψ , on the right hand side. The calculations are simplified by use of SVD on Z , see next section. This iterative procedure is classical, going back to Lawley [8] . However, quoting Krzanowski and Marriott [7, p. 134 ],
''the iterative process may converge very slowly . . . and the estimates of some ψ 2 j may tend to zero'' (Heywood cases). The problems might be influenced by a too large k or an otherwise inadequate model, but anyhow a faster and more stable version of the iteration procedure for Gaussian ML estimation was introduced when the step (15) was replaced by a step of direct numerical likelihood maximization with respect to Ψ for given Λ [5, 9] . This is the type of method usually found in computer packages today for ML estimation (but typically working only when n > p). Another alternative for ML estimation is to use the EM algorithm, as proposed by Rubin and Thayer [13] .
There are alternative estimation methods to ML proposed in the FA literature. The principal factor method has already been mentioned, denoted ∆ 1 in Bartholomew and Knott [3, Sec. 3.11] . This is an unweighted LS method, but it has Eq. (14) in common with ML. The weighted LS method denoted ∆ 2 in Bartholomew and Knott [3] appears to be of more interest in the present context, since it weights data by Ψ −1 , thus corresponding to our transformation of data. For given Ψ , the ∆ 2 method yields identically the same estimating Eq. (13) for Λ as the ML method. However, to estimate Ψ 2 by the ∆ 2 method is (quoting Bartholomew and Knott) a good deal more complicated. The choice of Ψ should be such that the sum of squared differences from 1 of the p − k smallest eigenvalues of Ψ −1 S xx Ψ −1 is as small as possible, under the constraint that they are all ≥ 1. This constraint, however, excludes the case of a singular S xx and thus in particular the case p > n, and the method is therefore of little interest here. Another type of estimation method is represented by the estimation procedures in for example Trendafilov and
Unkel [15] , jointly estimating F , Λ and Ψ 2 . They are based on a different model, with additional constraints, that will be further commented in Section 6.
Theoretical investigation of the rate of convergence of the classical iterative procedure specified by formulas (13) and (14) is difficult, due to the updating of eigenvectors involved, but we have an argument valid for p large, see Section 5. Also, we have tried the procedure on data with large p (p ≫ n), without problems and with fast convergence, see Section 7.
Use of singular value decomposition (SVD)
Let X be the n × p matrix of column mean-centred x-data, and correspondingly Z = X Ψ −1 for a provisional Ψ . Singular value decomposition (SVD) of the matrix Z , given Ψ , is a convenient tool for describing and carrying out the computations in the previous section, but also to yield increased understanding, in particular when p > n. Thus we factorize Z (n × p) as
where U and V have orthogonal columns (the left and right singular vectors, eigenvectors of ZZ ⊤ and Z ⊤ Z , respectively), and D is a nonnegative diagonal matrix whose diagonal elements, the singular values, are, in decreasing order, the square roots of the eigenvalues of Z
Note that the positive eigenvalues of Z ⊤ Z and ZZ ⊤ are the same. We distinguish two cases:
• p < n: This is the standard case, when Z typically has rank p, and then there are p positive singular values, U is n × p, and V and D are p × p.
• p ≥ n: In this case, of main concern here, Z has rank <n (at most n − 1 because Z is mean-centred). Less than n singular values are positive. There is no need for more than the first n columns of U or of V , and we let U and D be n × n, and V be p × n.
The right singular vectors forming V are the orthonormal eigenvectors of Z ⊤ Z (or of the z-sample covariance matrix
Corresponding to the FA model with k factors, we truncate the SVD by using only the first k singular vectors, U 1 (n × k) and V 1 (p × k), say, corresponding to Φ z . That is, we partition Z as
Since V 1 and Φ z (S zz ) are formed by the normalized eigenvectors of mutually proportional matrices ((n − 1)S zz and S zz , respectively), pertaining to the k highest eigenvalues (assumed arranged in descending order), we can identify
Thus, the estimating Eq. (13) for Λ (given Ψ ) can be reformulated in terms of V 1 and D 1 . More precisely,
and
provided (18) is positive definite (which is usually the case). As seen from the form of (18), the positivity is a demand on the first k eigenvalues of S zz to be >1. (14) yields various expressions for the iteration step relating the new Ψ 
The very last formula in (19) yields the insight that Ψ 2 new is obtained by replacing the first k singular values or eigenvalues in S zz by the value 1. Thus, all variation in the V 1 directions does not go into  Λ z , but some is kept for  Ψ 2 . This works fine unless it happens for some Ψ 2 old that the smallest of these eigenvalues is <1, because then the procedure causes a deficit in (18), which need no longer be positive definite.
The following proposition answers the question about the positivity of the right hand sides of (13) and (14). Remark. This proposition does not say if or how fast the iteration method can be expected to converge. Such a statement is found in Proposition 3 in the next section.
Proof. That Ψ 2 remains positive semi-definite through every iteration step is directly seen from the right-most side of (19).
Furthermore, a zero value for the new ψ 
(20) n − 1
On the other hand D 
1 /(n − 1) are at least that large. When p > n, it follows that all the k diagonal elements of Ω z − I k are necessarily >0, and by continuity this property must extend to some open neighbourhood of the fixed point, as was to be shown.
When p < n, the proof above fails. The diagonal matrix Ω z − I k in (17) will usually have all its diagonal elements positive also in this case, at least when k is not chosen too high, but ''usually'' is not sufficient. The positivity property may fail to hold, and as a consequence the iteration process would then also fail. In old times, this was taken as a serious argument against using this iteration process, and the iteration method was more or less abandoned.
Property (21) is illustrated in Fig. 1 . For a data set with p ≫ n (see Section 7), Fig. 1 
where θ > 1 is the arithmetic mean of the inverse of the p specific factor variance proportions  ψ
This is seen by subtracting p−k from trace(S zz ). Note the proportionality to the dimension p in the second term of trace(Ω z ), showing increase with p and thus the benefit of large p. Note also that when k is increased, θ will also increase.
Factor scores and model residuals
The SVD approach can be used to write down in a convenient way formulas for the most common estimates or predictions of the scores f i , or the whole n × k scores matrix F with the f -vectors as rows. As usual in the context of scores estimation/prediction, see Bartholomew and Knott [3, Sec. 3.23-24], we first and provisionally regard the model parameters (Λ and Ψ ) as known (but they are of course estimated). Bartlett scores, or weighted least squares scores regressing X on Λ, are given by
Thus, with Z as data, Bartlett scores are standard (i.e., equal weights) least squares scores. Inserting the estimated  Λ from (17) in formula (23), we get the Bartlett score statistic
This implies that the Bartlett score components are proportional to the SVD vectors U 1 . Additionally, since D
we achieve the following estimation/prediction formula (two equivalent versions related by (7)):
where
To the right of U 1 √ n − 1 is a diagonal matrix that scales the jth column of U 1 by the factor  ω j /(ω j − 1), where the ω j s are the diagonal elements of Ω z , j = 1, . . . , k. Thus, this is Bartlett's formula in a disguised but computationally convenient form.
When p is large enough, all k ω-values will be large. This is seen for increasing p (but fixed n and k) by the crude lower bound (p − k)/(n − k) for all ω j , as derived in the proof of Proposition 1 (beneath Eq. (21)). See also Proposition 2 below, that yields a different proof, under specified assumptions. Also, cf. formula (22) for the average ω-value. As a result, with good approximation
with immediate consequence
If we instead predict the scores F by the linear regression of F on the observed X -data (or on Z ), the best linear predictor  F is given by the so called regression or Thompson scores
This differs from (24) by the diagonal matrix factor Ω We now consider asymptotics for increasing p. In classical asymptotics, when n → ∞ for fixed p and k, the (n × k) score matrix F is an incidental type of parameter, and it is natural to treat it in the model as representing a random sample of size n, as done in model (1) . As p → ∞ for fixed n and k, the Λ and Ψ 2 parameters are of incidental type, instead, whereas F , which is now of fixed dimension, is of structural type. Thus we are here led to change the point of view, and to regard the p specific variances and the p rows of the loadings matrix as random, and in some way representing samples of size p, so we can get limit results as p → ∞. Instead we consider F as a fixed matrix of parameters, representing the outcome of the previously random scores matrix. For identifiability and for consistency with the random F assumption (zero mean and identity variance matrix) we assume the fixed F is standardized to zero sample mean and identity sample variance matrix. Note that this standardization is automatically satisfied by the estimator (26), since U 1 consists of normalized (eigen-)vectors, with column mean 0 from Z .
For high dimension p, but small or moderate sample size n, we cannot expect high precision in the estimation of Λ or Ψ 2 . Estimation of the scores f i , however, will be more precise with higher p. More precisely, it can be shown that under some mild conditions (see for example below), the scores estimators  F and  F approach the ''true'' F as p increases but k and n are kept constant, where k < n is the (smallest) correct dimension of the latent factor. Remark. Some assumptions are naturally or automatically satisfied, in particular the mean zero and unit variance for the elements of E ⊤ z . The conditions formulated in this proposition make a consistency proof simple, but they are at the same time both unnecessarily strong and unlikely to be fully satisfied in practice. The condition on E(λ ⊤ z λ z ) is natural in connection with the rotational property (4) , that Λ ⊤ z Λ z be diagonal, but without further restrictions this property will not be exact before rotation for an i.i.d. sample of λ-vectors. However, by the law of large numbers it will hold in the limit as p → ∞, and that is sufficient. Also, the diagonal elements of Ψ  Ψ −1 need not be an i.i.d. sample, but can be allowed to be weakly correlated, and in real life they are perhaps likely to be so.
Proof. The result will be an application of Khinchine's weak law of large numbers. First note that the assumption on E(λ 
We first assume the implicit Ψ in (27) is the true Ψ , and next extend the argument to an estimated  Ψ . If Ψ has its true value, the assumptions on Ψ −1 Λ and E z immediately imply that Z Z ⊤ /p is a sample average of p i.i.d. variables, that converges as p → ∞ to its expected value, that is
Here λ z (1 × k) is a row vector, representing the distribution of the n rows of Λ z . The last term I n utilizes the assumption on the elements of the rows of E ⊤ z as independent with mean zero and unit variance (note, unit variance is not satisfied by the original errors E for X ). Now, by assumption E(λ
is diagonal, and so the columns of F (with F ⊤ F = (n − 1) I k ) is a set of eigenvectors of the limit in (28). Since the diagonal elements of E(λ ⊤ z λ z ) are assumed to be all positive, the columns of F can be characterized as pertaining to the k largest eigenvalues (>1) of the limit of Z Z ⊤ /p. It follows that the set of eigenvectors U 1 of Z Z ⊤ /p converges to F . In the exceptional case that some eigenvalues are equal in the limit, convergence is to the corresponding eigenspace, of course.
Finally, instead of Z = X Ψ −1 , with the true Ψ as above, let Z be formed as
. Then (27) is changed by insertion, in the middle of each term on the right hand side, of the diagonal ''weights'' matrix (Ψ  Ψ −1 )
2 (giving different weight to the p outcomes of λ z ). If the elements of Ψ  Ψ −1 satisfy the conditions of the proposition, the weak law of large numbers is still applicable, albeit with the limit changed by a scalar factor (i.e., the expected ''weight'').
We now return to the iteration method (19), to show that, under large p conditions corresponding to the result of Proposition 2, we have reason to expect the iteration method to converge fast and safely. As a preparation, we first note that for large p, the iteration step from Ψ old to Ψ new can be expressed in terms of only X and U 1 , or X and  F (or  F ). Consider one of the versions of (19):
Using the large p approximation (25) in the form
Inserted in (29), this yields
where we could as well have used  F . Note that the implicit dependence on Ψ old on the right goes only through  F (or equivalently through  F or U 1 ). Thus, with good approximation, the iteration step from a Ψ 2 old to a Ψ 2 new can be regarded as only an updating of  F . We know from the proof of Proposition 2 not only that  F is a consistent estimator of F , but also that consistency holds as well if  Ψ is replaced by any Ψ in a multiplicatively defined neighbourhood of  Ψ . For finite but large p, this means that the expression for  F is not very sensitive to the particular weighting of Ψ involved. We express this by saying that  F (Ψ ) is only weakly dependent on Ψ . The property is taken to mean that  F (Ψ ) can be regarded as essentially constant in some neighbourhood of  Ψ (negligible bound for the difference between  F (Ψ ) and  F (  Ψ )). Proof. As p → ∞,  F → F , by Proposition 2. But the argument for that convergence was based on a weighted version of the law of large numbers, with weights matrix (Ψ  Ψ −1 ) 2 , and this holds equally well if  Ψ is replaced by Ψ in a multiplicatively defined small neighbourhood of  Ψ . Thus, if Ψ old is restricted to be in that neighbourhood, F (Ψ old ) → F as p → ∞. This means that asymptotically, F (Ψ old ) approaches a constant function, so in the limit the convergence of the iteration method will be in one step.
The result is easier to digest and understand if we consider estimation of Ψ 2 in the limiting model for increasing p. When F is regarded as known, each of the p columns of X in model (2) follows an ordinary multiple regression model with n observations, with the k columns of F representing k regressors. The p regression models have only the regressor matrix F in common, and in particular their errors are mutually independent, with variance ψ 2 j for column j of X . In the total model of p regressions, we can restrict attention to one sub-model at a time, be p finite or in the limit infinite. The iterative procedure (30) tells how we estimate ψ 2 j by subtracting the regression sum of squares from the total sum of squares, yielding the residual sum of squares. More precisely, we can write (30) for an arbitrary component ψ 2 of Ψ 2 and the corresponding column x of X in a more well-known regression form as
This is possible because F ⊤ F = (n − 1)I k . It is clear that the regression variance equation does not demand any iteration, but yields the desired result immediately, that is in one step, and this holds jointly for all ψ j .
The result of Proposition 3 is supported by empirical evidence, see Section 7 below.
Remark. From the regression model analogy when F can be regarded as known, we would rather use denominator n −k−1 than n − 1 in (31), as soon as F is believed to be relatively precisely estimated. This can make a substantial difference when n is only moderately high, because high p can lead to the use of a not very small k-value (but still k < n). The idea is not pursued here.
Residuals
We now leave the asymptotics, to have a brief look at model residuals. When the scores matrix F has been estimated by  F , we can form the matrix of residuals, for example
In order to make them all comparable on the same scale, they should be (at least approximately) variance-standardized, by rescaling column-wise by
Thus,  F and  E z (or  E x ) are uncorrelated, and the average over j = 1, . . . , p of the mean squared residuals (normalized by
This may be compared with the result (21), which states that the trace of D 2 2 /(n − 1) is only p − k, and not p. Thus, the mean squared residuals are ''too small'' on average over j, and must be normalized by p − k instead of p to have the right average size over j = 1, . . . , p.
Heywood cases and nonrandom common factors, when p > n
A result by Robertson and Symons [12] states that the Gaussian model likelihood typically (depending on k) has a unique global maximum also when p > n, and with a nonsingular Ψ . We have also assumed a nonsingular Ψ in some results above. In practice Heywood cases (also called improper solutions) can appear, when the estimate of one or several elements ψ j is zero. This has essentially no relation to the size of p relative to n, but depends on the structure of data, often by design. Thurstone's 26-variable box data is an example discussed below. When iteration method (19) is used in such cases, it will be seen that some ψ j approach zero. They will perhaps not get arbitrarily close to zero, because of the numerical problems entering when Z is formed from X by division with an almost singular Ψ , but in our limited experience it has not been a problem to identify these cases and components.
Letting both loadings Λ and factor scores F be regarded as fixed unknowns yields a different model with different results. In recent years, methods have been advocated for fitting fixed factor models to data, see the review by Unkel and Trendafilov [17] . Several papers by these two authors treat the case p > n. The methods of Unkel and Trendafilov [16] and Trendafilov and Unkel [15] proceed from a least squares method on variance-standardized data, minimizing a loss function based on the Frobenius norm of data matrices. Quite generally, the fixed model requires more restrictions than the random model, for uniqueness, and when p > n the authors are led to impose special constraints. Let us write X = F Λ ⊤ + E z Ψ , so we can let E z exist also when Ψ 2 contains zero variances. The papers referred to above assume the model satisfies the constraints E
because the rank of E z can be at most n, and conclude that they need to allow at least p − n specific factors to have zero variances, corresponding to a singular Ψ
A gene expression example, with p = 2000
In addition to smaller examples, such as Thurstone's box data discussed in the preceding paragraph, we tried the model and the iteration method (19) on a microarray data set from Alon et al. [1] . Data represent 62 tissue samples (colon cancer samples from 40 individuals and additional non-cancer samples from 22 of these individuals), and p = 2000 genes (selected by these authors from a larger set of genes). The data are available on www.bioconductor.org, from where they were obtained. The data have earlier been used for illustrative purposes by McLachlan et al. [11, 10] . The response was taken to be the gene expression on log-scale (natural log). Each gene was mean-and variance-standardized, but no other normalization of the data was made. None of the biological structure imposed by the experiment was used in the model, since our aim was not to draw biological conclusions but only to illustrate how our method may behave in model fitting.
We tested the estimation method on the data of all tissue samples (n = 62), but mostly on the data of only non-cancer tissue (n = 22). The experiences from running the classical iteration method (15) were extremely satisfactory. The method converged to a satisfactory numerical precision in about 10 iterations for small k and not more than 20-30 iterations for larger k, somewhat also depending on the choice of starting values for Ψ 2 . The time per iteration step seemed to be slowly increasing with k, but even with an extremely large k, k = 20 say, iterations did not require more time than a second each, on an ordinary laptop (e.g., MacBook Pro). There was no problem of Heywood type during the iterations. This was seen by looking at the minimum of the specific variances in Ψ 2 . Even though this minimum value naturally decreased with increasing k, it was in no case estimated to be zero (we tried k-values up to 20 for n = 62, and k = 12 for n = 22). After quite few iterations, trace(D and about the minimum of the specific variances are illustrated in Figs. 1 and 2 , showing rapid convergence as the iteration number increases. Both for a small factor dimension (k = 2) and a moderate (k = 5) or large such dimension (k = 12) there are no problems at all, but k = 10 is also included for its little bump shown in Fig. 1 . Starting values were ψ 2 j = 1/2 for all j.
We have thus found substantial support for the statement that the iteration method works so well not despite the large p-value, but due to the large p.
Conclusions
Summing up, we have come to the following conclusions from the investigations in this paper. Distribution-free estimating equations for the parameters of the standard FA model (with random factors), (13) and (14) , are easily derived in a set-up where variables are scale-transformed by their specific factor standard deviations (Ψ ). This theory extends the Gaussian likelihood equations both to distribution-free settings and to the case p > n. The estimating equations are conveniently expressed by use of a singular value decomposition (SVD) under the same scaling. A simple iteration scheme, in the early days used for MLE computation (when p < n), but abandoned for its lack of reliability, is shown to have much better properties for large p (p ≫ n). The theoretical results are supported empirically in an illustration with p ≫ n, where the method was seen to converge quite rapidly. However, more studies would be desirable to support our experience so far.
Another result is for situations of type p ≫ n. It states that even though loadings and specific factor variances cannot be precisely estimated when n is not large, the factor scores can be precisely estimated/predicted as soon as p is large (Proposition 3). This result substantially extends some previous results. Large p results in literature tend to assume that both p and n go to infinity, see for example Bai [2] . Schneeweiss and Mathes [14] show consistency of factor scores as p → ∞ when factor loadings and specific variances are known. They presume, referring to a result by Kano [6] , that if those parameters are unknown, to be estimated, n must increase much faster than p. Our result shows that n need not increase to allow consistent estimation/prediction of the factor scores.
