Abstract-This work examines the use of single response surface (SRS) and multiple response surface (MRS) techniques for modeling spatial nonuniformity in semiconductor applications. Previous works have suggested that the MRS estimation techniques better measure the nonuniformity due to the underlying spatial function of the process, whereas SRS estimation methods measure the total process nonuniformity (systematic spatial nonuniformity plus random site nonuniformity). This work further highlights this fact in an analytical setting. It is demonstrated that the MRS estimation technique is biased and that this bias can lead to the choice of a nonoptimal process. Experimental data from a chemical-mechanical polishing (CMP) process confirms these observations and demonstrates that careful use of the MRS estimator is required in achieving meaningful results for estimating spatial nonuniformity. Modified versions of each method, which measure spatial nonuniformity alone, as well as versions which measure total nonuniformity, are proposed for the case when one is comparing discrete process settings. Analytical expressions for the expected value and variance of both the SRS and MRS estimators are determined. These are used to compare the efficiency (estimator variance) of these modified estimators. When comparing spatial nonuniformity, it is found that the unbiased MRS estimator is more efficient than the SRS estimator modified to measure spatial nonuniformity. However, it is shown that the MRS estimator, when modified to measure total nonuniformity, is not necessarily more efficient than the SRS method. Finally, the continuous response surface modeling case is considered. It is demonstrated how confidence intervals on the underlying continuous site models lead to a nonuniform bias in the response surface generated by the MRS method. This suggests that care must be taken when using the MRS technique in creating continuous response surfaces of spatial nonuniformity as a function of the process settings.
I. INTRODUCTION
T HE MODELING of wafer-level uniformity in semiconductor manufacturing is becoming increasingly important as wafer sizes continue to grow. Original work by Guo and Sachs demonstrated the advantages of the multiple response surface (MRS) method over that of conventional single response surface (SRS) methods in modeling spatial nonuniformity [1] . The MRS and related methods [2] are increasingly being used in the semiconductor industry for process optimization and control [3] - [5] . Guo and Sachs suggested that the MRS method measures the nonuniformity on the wafer due to systematic spatial nonuniformity, whereas the SRS method measures the total nonuniformity on the wafer (i.e., the systematic spatial nonuniformity as well as the nonuniformity due to random process and measurement noise). This work further demonstrates this method in an analytical setting. We do this by examining the use of these estimators on a reduced nonuniformity estimation problem. Typically, these techniques are used to estimate the nonuniformity as a function of the process settings (i.e., a response surface). However, we will examine the use of these techniques on estimating the nonuniformity of a process at a single process setting. This reduced form of the MRS estimator demonstrates that the MRS technique is biased, i.e., the expected value of the estimate of nonuniformity changes with the number of wafers used. The more wafers used for the estimate, the lower the expected value of the MRS estimate of nonuniformity. Using experimental data, we will show that if one is not careful in using the MRS estimator, it could lead to the choice of a nonoptimal process.
We will provide analytical solutions for the expected value and variance of both the SRS and MRS estimates of nonuniformity for the case of a single process setting. The expression for the expected value of the MRS estimator will demonstrate the bias in the MRS estimate of spatial nonuniformity. In addition, the expected values of the MRS and SRS estimates of nonuniformity will show that these techniques measure different quantities; the MRS estimates spatial nonuniformity, and the SRS estimates total nonuniformity. These expressions will be used to remove the bias in the MRS estimate for the case of a single process setting. We show how to use both the SRS and MRS techniques to obtain unbiased estimates of the spatial nonuniformity as well as the total nonuniformity for the case of a single process setting. We then examine the hypothesis stated in [1] , that the MRS method is less sensitive to noise than the SRS method. While these estimators are sometimes directly compared, such comparisons are inaccurate because the two estimators measure different quantities. However, we compare the noise sensitivities of the two sets of unbiased estimators mentioned earlier, which do measure the same quantities. We make these comparisons in terms of their efficiency (i.e., the variances of the estimators). In order to do so, we utilize the analytical solutions to the expected value and variance of the SRS estimator and the MRS estimators that are derived. These will be used to compare the unbiased versions of the estimators for spatial and total nonuniformity. 0894 -6507/99$10.00 © 1999 IEEE While most of the analysis in this work is focused on a single process setting or a discrete set of fixed process settings, the final part of this work will outline how this analysis relates to the nonreduced MRS problem, i.e., the case of using the MRS technique to model the spatial nonuniformity as a function of the process settings. We will demonstrate that the underlying site models used in the MRS estimator have nonuniform and sometimes complex confidence intervals. This leads to a bias in the continuous surface of the spatial nonuniformity that is difficult to determine and remove.
Section II introduces the nonuniformity modeling problem and describes the SRS and MRS estimators. It also outlines the reduced modeling problem, i.e. fixed process settings, that will be used throughout Sections III-V. Section III determines the expected value of each method for the fixed process settings case and verifies these solutions using experimental data from a chemical-mechanical polishing (CMP) tool at the Massachusetts Institute of Technology (MIT). Additional experimental data also demonstrates that the bias in the MRS estimator could lead to the choice of a nonoptimal process when using the estimator for process optimization. The variance of the two methods are then determined in Section IV, and the solutions are verified with the generated data. In Section V, we utilize the analytical solutions for the expected value and variance of the original SRS and MRS estimator to develop unbiased SRS and MRS estimates of both total and spatial nonuniformity for the case of fixed process settings. We then compare the efficiency (variance) of these unbiased estimators. Section VI returns to the nonreduced nonuniformity estimation problem, and briefly discusses the difficulties associated with using the MRS technique to provide a continuous response surface of spatial nonuniformity. Finally, Section VII provides conclusions and discusses future work.
II. SRS AND MRS ESTIMATORS OF NONUNIFORMITY
In single response surface (SRS) modeling, a parameter of interest (e.g., nonuniformity) is computed as a function of other measurements (e.g., thicknesses) and then regressed over one or more repetitions, normally as a function of the process conditions. Multiple response surface (MRS) modeling, on the other hand, first regresses each measured parameter over one or more repetitions as a function of the process conditions and then computes the parameter of interest based on the multiple individual models. For example, we wish to model the thickness nonuniformity of a thin film across the surface of a silicon wafer as a function of the applied power. We have five wafers at setting A, three wafers at setting B, and three measurements on each wafer. In SRS, as shown in Fig. 1 , we take the sample variance of each wafer and then fit a polynomial model (a line in this case), as a function of the applied power, to find the SRS estimate of nonuniformity. Conversely in MRS, as shown in Fig. 2 , we fit a linear model of each site, as a function of the applied power, and then take the sample variance of the resulting models to find the MRS estimate of nonuniformity as a function of the applied power. Although it may be easy to see that these estimators measure different things by the way they operate on the data, the general problem is particularly difficult to analyze in the form outlined in Figs. 1 and 2 . Therefore, throughout Sections III-V of this work, we will consider a reduced form of this problem, one in which a process operates at a single setting. This reduced problem allows us to consider these methods in the context of traditional statistical theory [6] , [7] . We will later return to the case of a continuous response to multiple process settings in Section VI.
In our reduced form of the nonuniformity estimation problem, we assume sites on each of the wafers that are measured and that the thickness of the resulting film is given by (1) where is some deterministic spatial function, dependent on the location of the site , and is a zero-mean noise term which is independent and identically distributed (i.i.d.) over the sites, as well as over each of the wafers at any given process setting. This class of functions assumes that the spatial function is not dependent on the wafer number. We believe this situation represents a number of processes in the semiconductor industry. Thus, we will focus our work here on this class of functions. Several other situations are also both common and important, including the case where the variabilities of sites closer to one another are more similar than the variabilities of sites far away from one another and the case when the variabilities of the sites are dependent on the magnitude of the spatial function at that location. However, for the purposes of mathematical simplicity, we will not consider these cases in this work.
Throughout this work, we will use the term nonuniformity to mean the estimate of nonflatness or noncentrality determined using either the MRS or SRS methods. We use this term because it can cover both variation in the statistical sense, i.e., that from random components as well as that added by nonrandom or systematic spatial components. We will reserve the use of the word's expected value and variance (or variation) to refer to operations on only the random properties of the expressions presented. For example, the noise term in (1) has a population mean and variance. Similarly, the estimators themselves are random variables which also have population means and variances. As we will see, these values are dependent on the population of the underlying random process. In our assumed model, this dependence is solely due to the i.i.d. noise term.
Section III outlines the determination of the expected value of the SRS and MRS estimators, while Section IV outlines the determination of the variance of these estimators. In variancecomponents theory, the form given in (1) is used to understand these same components of variance which arise at the waferto-wafer and within-wafer levels [6] , [7] . These works outline how the within-wafer variance is nested within the wafer-towafer variance. They also outline techniques for hypothesis testing, estimating confidence intervals, and for generating unbiased point estimates of the components of variance (by equating the moments determined from the model and data). However, the analysis of variance methods in these works are generally restricted to cases where we have a fixed process setting or a discrete set of settings, and the theory does not carry over well into the continuous case. The response surface methods analyzed in this work, on the other hand, are meant for generating a continuous response as a function of the process inputs. Therefore, we aim to demonstrate certain properties of the nested variance problem with respect to these estimators. We will do this for the single process setting case with the intent that the analysis will, in part, carry over to the case of a continuous response to multiple process settings that we will return to in Section VI. Keeping these thoughts in mind, we now proceed with our examination of the expected values of the SRS and MRS estimates of nonuniformity.
III. EXPECTED VALUE OF THE SRS AND MRS ESTIMATES OF NONUNIFORMITY
In this section, we analytically determine the expected values of the SRS and MRS estimators for the case of a single process setting using our assumed process model described by (1) . We will refer to the SRS estimate of nonuniformity as and the MRS estimate of nonuniformity as . We will then outline how is an unbiased estimate of total nonuniformity and is a biased estimate of spatial nonuniformity alone. We then provide experimental results which confirm these solutions and give an example of what may happen if one does not consider the bias when using the MRS estimator for process optimization.
A. Expected Value of the SRS Estimate of Nonuniformity
In order to determine the expected value of the SRS estimate of process variance , we first write the sample variance (over the measurement sites) of the th wafer (2) where (3) is the sample mean of the th wafer. We then find the sample mean of these estimates over the wafers (4) to obtain the SRS estimate of nonuniformity. Substituting our assumed functional form into (3), we have (5) and thus (2) becomes (6) We begin our examination of by determining the expected value of the estimator. By taking the expected value of (4), we have (7) and from (6) we have (8) The first summation in this expression is the nonuniformity (or noncentrality) of the nonrandom spatial function; note that this term is nonzero except in the case where the nonrandom spatial function is a constant (i.e., a perfectly flat surface). The first term in the second summation is the second moment of the noise at the th site of th wafer. Now the second term in the second summation becomes (9) since we assume the site noise is zero-mean i.i.d. over the site number, i.e., for (10) Similarly for the expectation in the third term of the second summation, we have
Utilizing these expressions, with our assumption that the noise is i.i.d. over the site number, we obtain (12)
Using this result with (7), we obtain (13) If we again use our assumption that the noise is zero-mean i.i.d. over the wafer number, this becomes
This statement says that at a single process setting, the expected value of the SRS estimator is composed of the nonuniformity (noncentrality) of the nonrandom spatial function plus the nonuniformity (variance) of the site noise. Therefore, we see that SRS estimates the total nonuniformity, i.e., both the nonrandom spatial nonuniformity and the random noise nonuniformity. Since the estimate does not appear to be a function of the sample size (either the number of sites or the number of wafers), the SRS estimate appears to be unbiased.
B. Expected Value of the MRS Estimate of Nonuniformity
We begin here again by writing the MRS estimate in terms of our assumed process and then determine the expected value of the estimator. We perform the calculation of the expected value by demonstrating that the MRS estimator can be transformed into the form of an SRS problem with a single wafer and a different noise term. From this and the previous derivation, the expected value is easily determined. It is also possible to find the expected value using the brute force method above, but such details are not important for our purposes here.
Unlike the SRS estimator, which calculated the sample variance of the th wafer and averaged the estimates for each wafer, the MRS technique first calculates the model for each site and then calculates the sample variance of these site models. The estimate of the site model for a process with fixed settings is simply the average of the th site (15) After finding the site models for each output, we then take the sample standard deviation of these site models (16) where (17) is the sample grand mean of the data to obtain the MRS estimate of process nonuniformity. We now enter our assumed functional form into these equations. The site models then become (18) Thus, we have a "virtual" average wafer given by (18), and we wish to find the sample variance of this average wafer. However, this problem is exactly an SRS problem with one wafer and a new noise term. The distribution of this noise term is the distribution of the sample mean of the original noise term. This interpretation also gives us a nice picture to understand the MRS technique. We are calculating the average effect for each site, creating a virtual wafer, of which we want to find the sample variance. Indeed, this verifies the intuitive motivation for using the MRS approach, which is to somehow cancel or reduce the site noise to obtain a good estimate for the underlying systematic spatial function before determining the nonuniformity.
We can calculate the expected value of the MRS estimator by using the formula for the SRS estimator given in (14) as (19) We see here that the expected value of the MRS estimator of spatial nonuniformity is the sum of the nonuniformity of the nonrandom spatial function plus a portion (one divided by the number of wafers used in the estimation) of the nonuniformity of the site noise. If we had an infinite number of wafers, then the second term in (19) approaches zero. Therefore, when using the MRS technique for modeling process nonuniformity, in the limit, we obtain an estimate of the spatial nonuniformity alone, not the combined variance measured by the SRS method. We now see that the expected value of the MRS estimator does not equal its value in the limit. Thus, the MRS method is biased. This bias decreases as the number of wafers used in the estimation increases.
This bias has several implications if we decide to use the MRS method. First, note that the bias is independent of the number of sites. If it were a function of the number of sites and were decreasing as the number of sites were increased, then we could remove the bias in the estimator by measuring a large number of sites on the wafer. However, the result indicates that even if one has several hundred measurements per wafer, it does not remove the bias. Only the number of repetitions (wafers) aids in driving the expected value of the estimator to the true value. Considering that wafers are expensive to run, we would like to reduce the numbers of wafers as much as possible. However, if we use the MRS estimator, we sacrifice quality by running fewer wafers. Second, if we are comparing one process versus another and run different numbers of wafers at each of these processes, then the bias will be different at the different settings. If the bias is severe enough, this could lead us to choose the wrong (nonoptimal) process setting, as illustrated in the following example.
C. Verifying the Expected Values of the SRS and MRS Estimators of Nonuniformity
In order to examine the expected value of the SRS and MRS estimators, we applied these techniques to experimental data taken from a Strasbaugh 6EC CMP tool at MIT. A 1 mm blanket thermal oxide layer on each of 15 unpatterned wafers was polished for 3 min with a typical process recipe (Process A). The wafers were measured at 49 sites using a KLA-Tencor UV1280. The final film thicknesses at each site on the 15 wafers from Process A are plotted in Fig. 3 . Subsets of two wafers, three wafers, and so on up to 15 wafers were then randomly selected. Within each of these wafer subsets, site subsets of the 49 sites were randomly selected (namely 26 sites, 27 sites, and so on up to 49 sites). For each combination of wafers and sites, the SRS and MRS estimators were applied to the corresponding subset of data. For each number of wafers and number of sites in combination, the process was repeated 500 times (each with a different particular combination). The sample means of the SRS and MRS estimators were calculated from these 500 samples for each number of wafers and number of sites in combination. Techniques like this can be utilized to extract parameters difficult to estimate from noisy data [8] .
The sample means of the SRS and MRS estimators of nonuniformity, as a function of the number of wafers and number of sites, are shown in Fig. 4 . Since the SRS estimator is a measure of the combined spatial and site nonuniformity, and the MRS estimator is a measure of the spatial nonuniformity alone, then the SRS estimator should be greater than the MRS estimator. From Fig. 4 , we see that the MRS surface lies under the SRS surface, which supports this idea. Further, we can see from Fig. 4 that the sample mean of the SRS estimator is apparently not a function of the number of wafers or the number of sites used to model the nonuniformity. Therefore, we conclude that the SRS estimator does indeed appear to be unbiased (with respect to the number of wafers or number of sites). Note that this is only true if the value of the surface in Fig. 4 is equal to the sum of the true site noise and true spatial noise (which we verify later). Fig. 4 also shows that the sample mean of the MRS estimator, on the other hand, changes as a function of the number of wafers used to calculate it. It does not, however, appear to be a function of the number of sites. We conclude that the MRS estimator of nonuniformity (spatial variance) is biased (with respect to the number of wafers). We also see in Fig. 4 that the sample mean of the MRS estimator appears to be approaching a finite limit as the number of wafers used increases. As outlined above, this limit should equal the spatial nonuniformity alone.
We would now like to relate the data shown in Fig. 4 for the MRS estimator to the functional form we derived earlier.
In order to do this, we performed a least squares fit of the data in Fig. 4 using a function of the form (20) where and are unknowns representing the spatial and site variations, respectively, and represents the number of wafers used in the estimation. We found the spatial nonuniformity term to equal 1.4 10Å and the site nonuniformity term to be 1.1 10Å . Using these values in (20), we find this models the expected value of MRS estimator for this data with an average error of 0.58%. We stated earlier that the SRS model estimates the total nonuniformity (spatial plus site nonuniformity). Since we know both of these terms for this data from our least squares fit for the MRS case, then we should be able to determine the expected value of the SRS estimator by adding the spatial nonuniformity term and the site nonuniformity term, . This value is 2.5 10Å , which we can see from Fig. 4 is equal to the value of the SRS expected value. Using this value to predict the expected value of the SRS estimator for this data results in an average error of 0.54%. These results confirm that the solutions of the expected values determined above are correct.
Consider an example of what may happen if we use the biased version of the MRS estimator. An additional ten wafers were processed using Process A, and an additional ten wafers at a second process recipe (Process B). The MRS modeling technique was applied to model the nonuniformity as a linear function of the process recipes described previously. The sample variance at each process recipe was calculated from these models. The number of sites were fixed at 49; however, for each calculation, the number of wafers from Processes A and B were varied over all possible combinations (of the ten wafers polished at each process recipe). Each possible combination was repeated 150 times, and the sample mean was calculated. The sample mean of the MRS estimate of nonuniformity at each process recipe was calculated as a function of the number of wafers from Process A and the number of wafers from Process B. Fig. 5 shows the sample mean of the MRS estimate of nonuniformity of Process A as one surface and the sample mean of the MRS estimate of nonuniformity of Process B as the second surface. Clearly, we see that if we use all 20 wafers, then Process A is found to have a lower nonuniformity. However, experiments with this degree of repetition are not typical in practice. Rather, it is often the case that more repetitions are run at the center point of an experimental design of experiments (DOE) and one or two repetitions at other settings. Suppose, in our example, that Process B is the center point, where we run six wafers, and we only run two wafers at Process A. Then, from the point (2, 6) in Fig. 5 , we see that we would choose Process B as the lower spatial nonuniformity process. As pointed out earlier, Process A is the lower true nonuniformity process, and we just chose the wrong recipe.
IV. VARIANCE OF THE SRS AND MRS ESTIMATES OF PROCESS VARIANCE
We now turn our attention to providing analytical solutions for the variances of the SRS and MRS estimators for the single process setting case using our assumed process model described by (1) . These results are also verified using our CMP example. The results of this section are necessary for comparing the modified versions of the SRS and MRS estimators we will propose in Section V.
A. Variance of the SRS Estimate of Nonuniformity
The derivation of the variance of the SRS estimate of nonuniformity is somewhat lengthy. In order to not distract the reader from the implications of the results, we will only briefly outline the derivation in this section. We begin with the notion that the variance of the SRS estimator is equal to the second moment of the SRS estimator minus the square of the first moment
The second term is just the expected value given in (14) in Section III-A, but squared. We now seek the solution to the first term, the second moment of the SRS estimator. Substituting in the form of the estimator from (4), we obtain (22) and if we assume the sample variances of each to be i.i.d., we have (23) The expectation in the second term was given in (12) of Section III-A. Therefore, our remaining task is to determine the second moment of the sample variance of the th wafer. This task is particularly difficult because the sample variance of each wafer is a second order function, and so the second moment of a second order function is fourth order. In addition to this difficulty, our underlying function is a two part function, so expanding these terms creates a large number of terms in the resulting expression. After simplifying this, the resulting expression for the second moment of the sample variance of the th wafer becomes From this, we see that the variance of the SRS estimate of process nonuniformity is a function of the number of wafers, the number of sites, the second and fourth moments of the site noise, and a cross term between the second moment of the site noise and the constant spatial function. Although somewhat lengthy, this expression is fairly easy to evaluate given the spatial function. Unfortunately, the spatial function is generally not known.
B. Variance of the MRS Estimate of Nonuniformity
We now wish to determine the variance of the MRS estimate of process nonuniformity. As in Section III-B, we will extract the results from the SRS method by using our "virtual" wafer. The variance of the MRS estimator by using the results for the SRS estimator, but operating on our virtual wafer defined by (18) is determined by using (25) We can see that the variance of the MRS estimator is dependent on the same terms as the variance of the SRS estimator. In fact, we see that the cross term between the spatial function and the second moment of the distribution of the site noise is identical to that in the variance of the SRS estimator. As we will see, this will serve to be important in comparing the unbiased versions of these estimators we will outline in Section V.
C. Verifying the Variance of the SRS and MRS Estimators of Nonuniformity
We calculated the standard deviation of the SRS and MRS estimators of our experimental data from Section III-C. The sample variances for the SRS and MRS estimators are shown in Figs. 6 and 7, respectively. We see that the form of these two surfaces are very similar, as suggested by our analytical results. In particular, we note that both variances decrease as the number of wafers and number of sites increase. We see that the rate of decrease with respect to the number of sites and number of wafers is very similar between the two. In both cases, the decrease with respect to the number of sites is slower than is the decrease with respect to the number of wafers. Now that we have determined the variances of the SRS and MRS estimators of nonuniformity, we would like to compare these solutions with our experimental data. However, this is not possible. Recall that we chose a random combination of sites for each repetition (for each fixed number of sites and number of wafers) in generating the variance of the estimators. This has the benefit of averaging the functional variance and providing a smooth surface. However, since we do not know the exact underlying spatial function, we cannot evaluate the third term in either (25) or (29). In addition, the values of these terms are dependent on the particular spatial function and the sites we choose. If we choose a different set of sites, we will get a different variance. Therefore, we cannot fit our experimental values to these functional forms as we did for the expected values because each repetition will have a different value which will not necessarily converge to a specific number. Note that this is not the case for variance components theory, which, unlike here, assumes the spatial function is probabilistic (e.g., normally distributed).
In order to verify our analytical solutions for the variance of these estimators, we will fabricate data where the exact function and noise terms are known and compare our solutions with the results from the fabricated data. However, the surface plots are not smooth, because although we can filter out the noise term by running several repetitions, we have to keep the same sample plan for each fixed number of sites (or we cannot evaluate the third terms in our solutions). We generated a parabolic wafer surface, and for each iteration (number of sites and number of wafers ), we selected sites from the total sites. For these sites, we generated wafers with normally distributed Gaussian noise. We determined the SRS and MRS estimates and repeated this 20 000 times for that combination of sites and wafers. We then took the sample mean and variance of the 20 000 repetitions to estimate the expected value and variance of the SRS and MRS estimators. Then, given the sites we used at each combination, we calculated the theoretical variance of the SRS and MRS estimators using (25) and (29), respectively. We performed these calculations for all combinations of sites and wafers (both values ranging from one to ten). The average error between the theoretical variance of the SRS estimator and that determined from the fabricated data was 3%. The average difference for the variance of the MRS estimator was 9%. These values actually give an understatement of the quality of the prediction, because the values converge to zero quickly as and increase, and so the percent error due to any minor difference is inflated as we divide by smaller and smaller numbers to obtain the percent error.
V. MODIFIED SRS AND MRS ESTIMATES
OF WAFER-LEVEL NONUNIFORMITY The purpose of this section is to synthesize or unify the SRS and MRS estimators and thus provide unbiased estimators for both spatial nonuniformity as well as total nonuniformity and determine under what circumstances we should use each of these (i.e., which estimator is more efficient, and under what conditions). Although analysis of variance techniques do this particularly well for fixed processes (where a discrete number of process settings are used), we will pursue this to show completeness and to demonstrate possible techniques for removing the bias in modeling the spatial nonuniformity as a continuous function of the process inputs. We propose a modified SRS estimator which measures the spatial nonuniformity alone and an unbiased MRS estimator which measures the spatial nonuniformity alone. We will propose an unbiased MRS estimator of total nonuniformity in addition to the original SRS estimator of total nonuniformity.
Our approach to providing these unbiased estimators is similar to variance components theory. We will seek to estimate the most deeply nested variance first (i.e., the site noise) and use that to correct the bias in estimating outer variance components (i.e., wafer nonuniformity). Our purpose here, however, is also to demonstrate how we might go about modifying response surface methods (rather than discrete factor analysis of variance methods used in the standard nested variance approaches) to generate estimates of nonuniformity as a continuous function of the process settings. The example given in Section III-C demonstrates that one should be careful in the use of MRS modeling, particularly in its use for optimization and control. That example indicates that we need unbiased estimators when optimizing a process. We will utilize the results of Section III to generate these unbiased estimators. We will then utilize the results of Section IV to compare the efficiency of the proposed unbiased versions of the SRS and MRS estimators. We repeat the key expressions for the expected value and variance of the SRS and MRS estimators for process nonuniformity here for convenience.
For the SRS estimate of process nonuniformity, we have that the expected value is We begin this section by comparing the variance of the SRS and MRS estimators. We have stated that doing so is inaccurate. However, this will be useful in comparing the unbiased estimators we develop later.
A. Comparison of the Variance of the SRS and MRS Estimates
It is not immediately obvious how to determine which estimator has a lower variance without knowing the second and fourth moments of the distribution. We can, however, show that the MRS estimator has a lower variance for specific distributions, and here we show this to be true for a zero mean normal distribution with variance . Note that the zero mean property is not restrictive because any offset can be captured in the spatial function. In order to show that the MRS estimate has lower variance than the SRS estimate, we subtract the variance of the MRS estimator from the variance of the SRS estimator and show that this quantity is always positive. Subtracting (33) from (31) and simplifying, we obtain (34)
For the normal distribution, we find that this becomes
We can see from (35) that for and greater than or equal to one (one or more points per wafer and one or more wafers), the variance of the SRS estimator is always greater than the variance of the MRS estimator. A similar argument can be used to show this is true for the uniform distribution as well.
B. Estimating Spatial Nonuniformity
We now turn our attention to considering how one might utilize the SRS and MRS estimators to estimate the spatial nonuniformity (not including the nonuniformity due to the site noise) on a wafer. We know that the SRS estimate is a measure of the total nonuniformity. In particular, the expected value is given above as (36) Therefore, if we could estimate the second term (the variance of the site noise), we could subtract the estimate of the site noise from the SRS estimator to obtain a modified SRS method which estimates the spatial nonuniformity alone. We can, in fact, do this by taking the variance of each site over the number of wafers at one process setting and averaging these site variances over the number of sites. Using the same set of data to do this is a known technique [8] . The variance of the site noise at each site over the wafers would be (37) and the pooled variance over these sites would be (38)
Assuming our model in (1) is correct, each sample variance in (37) will provide an unbiased estimate of the variance of . Therefore, the average of these values in (38) also provides an unbiased estimate of but with lower variance. We can now use this estimate to calculate the variance of the site noise estimator given above (it is actually nothing more than yet another SRS estimator operating with the wafers as sites and sites as wafers). However, it is not necessary to calculate this for our purpose (of comparing it with a modified MRS estimator); we will simply denote the variance of this estimate as . Our "modified" SRS estimator then becomes (39) which can be verified to be an unbiased estimate of the spatial nonuniformity alone. If our subset of wafers used to estimate the site noise is independent of those used in the SRS estimator (this may not be the case, but we will assume this to be true), then the variance of the modified SRS estimator is (40) Let us now consider how we might estimate the spatial nonuniformity using the MRS technique. We know that, in the limit, the MRS estimator measures the spatial nonuniformity alone. However, it is seldom the case that we are "in the limit." Therefore, we need to remove the bias of the MRS estimator. Applying the MRS estimator leads to an expected value of (41) Therefore, if we use the same site noise estimator as that outlined earlier, then we could subtract the second term for any given number of wafers. The "modified" MRS method that follows would leave us with an unbiased estimate of the spatial nonuniformity alone (42) From (41) and (42), we have that (43) Because (38) is an unbiased estimate of , we see that the last two terms cancel, leaving us with an unbiased estimate of the spatial nonuniformity alone. The variance of this modified estimator is (44) If we now compare the variance of the modified MRS estimator in (44) to the variance of the modified SRS method in (40), we see the added variance of estimating the site noise in the modified MRS is less than the variance added to the SRS estimator in the modified SRS method. We showed in Section V-A that (for normally distributed site noise) the variance of the MRS estimator is always lower than the variance of the SRS estimator. Therefore, we conclude that if one wishes to estimate the spatial nonuniformity in a process, then the modified MRS estimator is the unbiased estimator of choice.
C. Estimating Total Nonuniformity
Here we consider how one might utilize the estimators to estimate the total nonuniformity on a wafer (including the nonuniformity due to the spatial function as well as that due to the site noise). We know that the SRS estimator is an unbiased estimate of the total nonuniformity in a process. Therefore, we need not provide a modified SRS estimator for measuring total nonuniformity.
On the other hand, in order to utilize the MRS estimator to measure total nonuniformity, we must again remove the bias in the estimator. Therefore, we remove the bias of the MRS estimator for total nonuniformity as follows (45) The variance of this estimator is given by (46) Since the SRS estimator is an unbiased estimate of the total nonuniformity, we then compare the variance of the MRS estimator for total nonuniformity (MRST) given in (46) against that of the SRS estimator given in (31). In particular, we would like to determine which estimator of total nonuniformity has a lower variance. In subtracting (46) from (31), we see that the SRS estimator has higher variance when (47) If we desire the unbiased estimator with lower variance (greater efficiency), then when (47) holds, the SRS estimator is the unbiased estimator of choice. Otherwise, the MRST estimator is the unbiased estimator of choice. We can easily determine the variance of the site noise estimator by substituting the number of wafers run for this estimator in for in (31) and the number of sites measured on these wafers in for (remember that the site noise estimator is a backward SRS estimator with no spatial function). Assume we have wafers and measure sites on each wafer in order to estimate the site noise, then the variance of the site noise estimator is (48) Thus, the variance of the MRST estimator is (49)
We conclude that if (50) ever becomes negative, then the SRS estimator is preferred over the MRST estimator (with the criteria being lowest variance). Consider the case where we reserve only two wafers ( ) and use a very dense sampling plan ( ) for the site noise estimate, then the variance of the site noise estimator is driven to zero, and the MRST estimator becomes the estimator of choice. Unfortunately, practical situations may limit this, and one cannot know what the appropriate number of samples is until the type and moments of the distribution are known. Conversely, if we only have a small number of sites to determine the site noise, then we can show that the SRS estimator has a lower variance. For example, assuming ( ) and ( ), we can easily show (for Gaussian noise) that (50) is negative with and . It also turns out that even for cases where more sites are used to estimate the site noise, the SRS estimator remains more efficient if the numbers of wafers and sites used in the MRS and SRS estimates are large. Therefore, which estimate we choose will be dependent on the distribution of the site noise and the number of sites and wafers used for both the site noise estimate and the estimates themselves.
VI. MRS ESTIMATION OF NONUNIFORMITY AS A CONTINUOUS FUNCTION OF THE EQUIPMENT SETTINGS
Now that we understand the consequences of using the MRS estimator for the case of a single process setting, we are in a position to better understand the implications of using the MRS estimator to generate a continuous response of the wafer-level nonuniformity as a function of multiple process settings.
In the case of a single process setting, we find the sample mean of each site and then calculate the sample variance of these sample means for each site. Recall that the sample mean taken at each site results in a new noise term for each site. This noise term has a variance equal to the variance of the original site noise divided by the number of wafers run. Thus, the sample variance of these site averages results in a bias in the MRS estimate of nonuniformity.
In the case of multiple process settings, we first model the response of each site as a function of the process settings and then calculate the sample variance of these functions. This creates an estimate of the nonuniformity as a continuous function of the process settings. Consider the case where we have process data from two settings at three sites on the wafer as outlined in Fig. 2 . Let us further assume that the sampling plan is balanced, i.e., that the same number of wafers were run at both process settings. We then generate linear models of the process settings for each site. These have standard error intervals defined as (51) where and are the mean and linear coefficients of the linear model for the th site, is the statistic at the confidence level with degrees of freedom, is the total number of replicate data points, is the process setting of interest, is the th data point of the process setting, and is the estimate of the standard deviation of the residual error [9] , [10] . Similar to the effect the noise in the site averages has on the sample variance for the single process, the sample variance of these independent functions, evaluated at any point, includes the effects of the confidence interval for each site model. The confidence intervals are smallest at the mean of the process inputs and largest for points far from this mean. Therefore, an important consequence is that using the MRS estimator for a continuous mapping will result in a nonuniform bias across the output response. The confidence intervals are also a function of the form of the underlying site models. For example, a second order function will have much different confidence intervals than a first order model. Because the equations for the intervals are quite complex and because the sample variance operation on these equations further complicates the math, the solution of the bias in the continuous case is nontrivial. This makes predicting and removing the bias in the continuous MRS estimate of nonuniformity difficult.
In addition to these problems, typical experimental designs are not balanced. For example, consider the case where we have two process settings, and we have three pure replicates at the first process setting and six pure replicates at the second setting. If we look at each setting individually, using the methodology outlined earlier, then we see that for the first process setting we should have a bias equal to the variance of the site noise divided by three. At the second process setting, we should have a bias equal to the variance of the site noise divided by six. Therefore, we expect different results at these two process settings. However, when fitting the linear site functions, we often utilize the assumption that the site noise is white over the process settings, i.e., that the distribution or variance of the noise does not change as a function of the noise. Therefore, the different numbers of replicates at each process setting are pooled together to estimate the single site nonuniformity, and this results in a confidence interval equal to that given in (51). Any deviation of the real process from this assumption will result in further changes in the bias as a function of the process settings.
If at any point the effect of the confidence intervals exceeds the effect of the slope of the lines, then one may incorrectly optimize a process based on this estimator. Therefore, we must be extremely careful to verify the assumptions of the model before using MRS modeling. Much more work is necessary to understand the implications of the bias caused by error bounds on the site models before the MRS, and similar modeling techniques can be appropriately utilized for continuous process modeling and optimization.
VII. CONCLUSIONS AND FUTURE WORK
We have shown that the SRS technique is an unbiased estimate of total nonuniformity, and the MRS method is a biased version of spatial nonuniformity. We demonstrated that improperly using the MRS estimator for process optimization could lead to the choice of a nonoptimal process. Modified versions of these methods, which provide unbiased measures of both spatial nonuniformity and total nonuniformity for cases where we have a single process setting or a discrete set of fixed process settings were developed. We outlined how the unbiased MRS estimate of spatial nonuniformity always provides a more efficient (lower variance) estimate than the unbiased SRS estimate of spatial nonuniformity. Therefore, when one wishes to estimate spatial nonuniformity or compare fixed processes based on their spatial nonuniformity, the modified MRS method is the method of choice. On the other hand, whether the SRS estimator for total nonuniformity or the MRS estimator for total nonuniformity provides a more efficient estimate will depend on the number of wafers and sites used in the estimation. Finally, we demonstrated that the bias in the continuous response surface case is difficult to determine and remove. As a result, the MRS estimator should be used cautiously when generating continuous response surfaces of nonuniformity.
We are currently investigating improvements on the MRS estimator which utilize the structure of the bias in the MRS estimator to further improve the efficiency of the technique for estimating both spatial and total nonuniformity. Other alternatives that may prove useful for application to nonuniformity estimation are bootstrap methods, such as those used in Sections IV-B and IV-C. Future work is also needed to determine and remove the bias for the MRS estimator in the continuous response surface case.
