In this paper, a beamforming correction for identifying dipole sources by means of phased microphone array measurements is presented and implemented numerically and experimentally. Conventional beamforming techniques, which are developed for monopole sources, can lead to significant errors when applied to reconstruct dipole sources. A previous correction technique to microphone signals is extended to account for both source location and source power for two-dimensional microphone arrays. The new dipole-beamforming algorithm is developed by modifying the basic source definition used for beamforming. This technique improves the previous signal correction method and yields a beamformer applicable to sources which are suspected to be dipole in nature. Numerical simulations are performed, which validate the capability of this beamformer to recover ideal dipole sources. The beamforming correction is applied to the identification of realistic aeolian-tone dipoles and shows an improvement of array performance on estimating dipole source powers.
I. INTRODUCTION
Over the past decade, an increasing need has emerged for noise source localization in acoustic measurement. Phased microphone arrays, based on the technique of acoustic beamforming, 1,2 have been widely applied to experimental acoustics and numerous engineering fields. The theoretical foundation of microphone array was established by Billingsley and Kinns, 3 who constructed a one-dimensional linear microphone array for real-time jet-noise source location on full-size jet engines. Fisher et al. 4 also measured jet noise with two microphones using a polar correlation technique. More recent applications of microphone arrays in aeroacoustics include airframe noise, [5] [6] [7] aircraft flyover noise, [8] [9] [10] and ground vehicle noise. 11, 12 The principle idea for microphone array processing techniques is to sum the signals coherently at different microphones to enhance the signal emanating from a focal position while minimizing the contribution from out-of-focus locations.
1 A crucial step for this technique is to specify a rule, which is referred to as "beamforming," for appropriate summation of the microphone signals to reconstruct the spatial distribution of noise sources. 13 For the simplest delayand-sum beamformer, the outputs of time-delayed signals are summed, with the delays as a function of focus position and microphone location, to estimate the source distribution. When a source is at the focus position, the signals add to produce an enhanced signal, whereas for out-of-focus positions, the signals cancel.
The conventional beamforming algorithm normally assumes monopole propagation characteristics to steer the focus of the array. Although such beamforming techniques work well in locating monopolelike sources with uniform directivities, they can perform poorly when used to reconstruct directional noise sources, such as dipoles. In fact, for many aeroacoustic systems, the noise sources arise from fluctuating loading forces and these are principally of dipole type. Therefore, array measurements can be misinterpreted if applied directly to aeroacoustic sources without considering the source mechanism, particularly if the axes of the dominant dipoles are not in line with the receiver.
Jordan et al. 14 demonstrated how the monopole assumption can be problematic for a dipole source. They developed a correction for the phase difference in microphone signals to be compatible with a dipole source, and applied it to measurements of a 30 channel linear array for an aeolian-tone dipole produced by cross flow over a cylinder. The true source location and source energy of the dipole was then retrieved. Liu et al. 15 pointed out the inability of conventional beamforming to directly validate theoretical predictions for dipole-type surface roughness noise. Instead of altering the beamforming algorithm, they processed numerical simulation through the same algorithm as the experiment and compared the simulated and measured source maps. Quayle et al. 16 have also suggested that a similar mismatch could help explain differences in estimates of source power from two nested arrays. More accurate estimates of aeroacoustic dipoles through array measurements are therefore useful as they can provide insight into the noise generation mecha-nism, enable the validation of theoretical and numerical models, and assist the development of noise reduction technologies. The analysis made by Jordan et al. 14 suggests a technique for dipole correction of microphone array systems which extend the conventional delay-and-sum procedure to a process of delay-analyze-and-sum. The analysis stage adds an examination of the phase characteristics of microphone signals for each focus position and so is recognized as a "signal correction." The examination process is not very time consuming for a linear focus region, but it will increase the CPU time quadratically in the case of a two-dimensional ͑2D͒ focus region, typically with many more grid points. Furthermore, modeling the exact phase alignment of a real acoustic source is difficult due to the inherent nonideal nature of propagation characteristics. A significant drawback of the signal correction is that when extended to a 2D microphone array it is only applicable to one single dipole with position and direction known. This technique therefore limits the main objective of a phased array, which is to localize noise sources.
In this paper, a beamforming correction to array processing techniques is presented for identifying dipole sources. The main idea is to modify the conventional beamforming algorithm source description to account for the dipole propagation characteristics. This improves the ability of conventional beamforming for estimating dipole sources and extends the technique of Jordan et al., 14 yielding a new beamforming algorithm capable of evaluating the true source location and source power of multiple dipoles with known orientation. This dipole-beamforming algorithm is then applied to numerical simulations and experiments for validation.
The paper commences with a theoretical formulation for the far-field sound field of aeroacoustic sources in Sec. II. The monopole description is based on Sijtsma 17 to be consistent with the array software used in this work, and the dipole characteristic term is derived. In Sec. III, two approaches for dipole correction to conventional beamforming techniques, i.e., through microphone signals and beamforming algorithm, are described and compared. A dipolebeamforming algorithm is presented by applying the dipole characteristic term to the source definition for correction. Section IV validates these two approaches through numerical simulations and demonstrates the advantages of the beamforming correction. Following the validation, some results from the application of the beamforming correction to dipole source localization of aeolian tones are presented and discussed in Sec. V.
II. THEORETICAL FORMULATION

A. The monopole source
An ideal point source with uniform directivity ͑mono-pole͒ is assumed to be located at in a medium with a uniform flow U. The acoustic pressure p͑x , t͒ at the receiver x satisfies the following convective wave equation:
where c is the speed of sound in free field, Q͑t͒ is the monopole strength, and ␦͑x − ͒ is the Dirac delta function. In the frequency domain, Eq. ͑1͒ transforms into the convective Helmholtz equation,
where a͑͒ is the Fourier transform of Q͑t͒. The solution to Eq. ͑1͒ is
where M = U / c is a vector of mean flow Mach number, r = x − is the propagation vector from source to receiver, ⌬t e is the emission time delay,
and ␤ 2 =1−͉M͉ 2 . The frequency-domain form of Eq. ͑3͒, i.e., the solution of Eq. ͑2͒, can be expressed as
B. The dipole source
A dipole source can be modeled as a coherent pair of closely placed monopoles Q͑t͒ with opposite phase at a distance l apart. The total source strength is
͑7͒
If the distance l = ͉l͉ is small ͑i.e., kl Ͻ 1͒, the total source strength simplifies to
by the Taylor expansion, where F͑t͒ = Q͑t͒l is the dipole strength vector. Hence, for a dipole located in a medium with a uniform flow, the convective wave equation ͓Eq. ͑1͔͒ is 1 c
and the convective Helmholtz equation in the frequency domain is
Similar to the solution to Eq. ͑1͒ for a monopole, the solution of Eq. ͑9͒ for source −ٌ · ͓F͑t͒␦͑r͔͒ is
͑11͒
For a given Mach number vector M and dipole source vector F, we can express the solution to Eq. ͑9͒ as
where
͑15͒
As we are only interested in the far-field sound, we discard the first term in the bracket, ٌ͑r␣͒ / r 2 ␣, and obtain the farfield acoustic pressure as
The Fourier transform of Eq. ͑16͒ is
Comparing the above expression with the pressure spectrum of a monopole in Eq. ͑5͒, we obtain the dipole characteristic term representing the ratio between dipole and monopole fields, as indicated
III. BEAMFORMING ALGORITHM
A. Conventional beamforming
Following the work of Sijtsma, 17 the array processing software stores the measured pressure amplitude in frequency domain in an N-dimensional vector,
where N is the number of array microphones. The crosspower matrix C is introduced by
where the asterisk denotes a complex conjugate and the overbar denotes an ensemble the average or, in practice, average over the Fourier transforms obtained from discrete time blocks. The assumed source description is put in the "transfer vector" g, i.e., its components g n are the pressure amplitudes at the microphone location of an ideal source with unit strength. For the case of a monopole in a medium with uniform flow, g can be obtained from Eq. ͑5͒ by setting the source strength a͑͒ = 1, namely,
The purpose of beamforming is to determine the amplitude a of sources at grid points . This is done by comparing the measured pressure vector p with the transfer vector g, for instance, through minimization of
The solution of this minimization problem is
and the source autopower is
Expression ͑24͒ is known as "conventional beamforming." 17
B. Signal correction
As mentioned earlier, conventional beamforming usually assumes monopole sources to enable the minimization solution. Here, it is referred to as the monopole-beamforming ͑M-Beam͒ algorithm. There are two approaches to correct conventional beamforming techniques for dipole source identification. The first approach is to correct the array microphone signals stored in the cross-power matrix C before the beamforming procedure, as proposed by Jordan et al. 14 This is essentially a "signal correction" rather than a correction to the beamforming algorithm. The application of this correction is limited for a 2D microphone array because it is time consuming, not easily processed by computer ͑due to nonideal phase alignment͒ and restricted to one single fixed dipole source. Nevertheless, the signal correction method provides a useful validation for the dipole characteristic term which will be used in a corrected beamforming algorithm for dipoles.
If the source strength of a monopole is a͑͒ =1, we can model a dipole with two coherent monopoles with the same strength but opposite phase. In this case, the signal correction for the cross-power matrix C would be
where the dipole correction term DPL is an N-dimensional vector containing the information of both amplitude and phase for all array microphones, and the suffix denotes the mth or nth microphone. If the corrected dipole simulation gives the same source location and source power as the reference monopole simulation, the correction of Eq. ͑25͒ is validated.
C. Beamforming correction
The second approach for estimating dipole source power is to correct the beamforming algorithm itself to account for a dipole source. It is therefore recognized as the "beamforming correction," and the corrected algorithm is referred to here as the dipole-beamforming ͑D-Beam͒ algorithm. To implement the beamforming correction, the transfer vector g for a dipole should be defined by setting the dipole strength a͑͒l = 1 in Eq. ͑17͒,
and then the beamforming procedure should proceed as normal to represent the true source location and source power for a dipole. With the dipole signature imprinted in the source description, the beamforming correction allows the user to find the true amplitude and location of a suspected dipole.
In principle, it would be possible to determine the most likely orientation and amplitude of dipoles anywhere on the scanning grid. However, for complex source patterns, which might be encountered on an aeroacoustic model, iterations through amplitude and orientation of potential dipoles for each grid point would be computationally expensive. Such a method might also lead to inaccuracies due to insufficient signal-to-noise ratio. For the present method, we assume that the user has some information about likely source orientation and is interested in determining a more accurate estimate of source location and amplitude. A reference dipole direction is therefore required as an input parameter when the D-Beam algorithm is applied. The software divides the region of interest into a number of grid points, and then scans this region point by point for dipoles in the reference direction, estimating the source autopower using Eq. ͑24͒.
IV. NUMERICAL SIMULATION
A. Simulation setup
In this section, numerical simulations are performed to validate the two approaches mentioned previously. Figure 1 shows a candidate dipole source located in a uniform flow, M = ͑0.1, 0.0, 0.0͒, with the dipole distance vector l at arbitrary directions. In Fig. 2 , two cases are examined with the dipole aligned parallel to the y or z axis, referred to as the Y or Z dipole, respectively. The y-z axes are parallel and normal to the array plane, respectively. The source location and dipole vector l for these two test cases are listed in Table  I and Figs. 2͑a͒ and 2͑b͒ show the respective dipole directivity patterns. In each test case, an ideal monopole at the same location with source strength a͑͒ = 1 is also simulated for comparison. As shown in Table I , the dipole size is chosen to be small, l = 0.002 m, to ensure a compact source. Since there is no sound radiation ͑DPL= 0͒ in the plane normal to a dipole, an offset of source location ⌬ = 0.005 m is included in case 1 to avoid divide-by-zero errors when applying the dipole correction of Eq. ͑25͒.
The simulation array geometry is identical to the nested microphone arrays installed in the Cambridge Markham wind tunnel. 16, 18 The use of both a high-frequency ͑HF͒ array and a low-frequency ͑LF͒ array allows estimates over large frequency ranges. However, differences in estimates of source power for the same model at common frequencies can be a problem if the sources are not well modeled. Hence, for Figures 3 and 4 show the simulated source maps for cases 1 and 2 using the signal correction technique. The top row of the figures shows the dipole as interpreted by conventional beamforming ͑M-Beam algorithm͒, the middle row is the dipole after signal correction, and the bottom row gives the reference monopole with conventional beamforming. For brevity, only the results of 8000 and 2000 Hz are shown for the HF and LF arrays, respectively.
B. Signal correction
For the Y dipole, Fig. 3 shows that the dipole source is missed at the true location ͑marked by an asterisk͒ by the conventional beamforming because the phase variation in the radiated sound is entirely different from a monopole in directions close to the normal of the dipole vector l, i.e., the sign of the acoustic pressure changes across this normal plane. Instead, the sound is interpreted as coming from elsewhere on the scan grid. More striking are the dipole source powers that are significantly underestimated compared to the reference monopole simulations. As can be found from the color bars in Fig. 3 , without correction, the detected peak source powers are 57.6 and 46.7 dB for the HF and LF arrays, respectively, which are about 32 and 37 dB lower than those of the reference monopoles used to construct the dipoles.
Conventional beamforming is able to better detect the source at the original dipole location for case 2 ͑Fig. 4͒, where the radiation of the Z dipole has a phase variation similar to that of a monopole over the area of the arrays. However, the source powers before correction are still much lower than those of the reference monopole, which can be largely accounted for by the relatively small value of the term DPL in the dipole pressure spectrum ͓Eq. ͑17͔͒. The frequency-dependent DPL also explains the 20 dB difference between the source powers ͑without correction͒ detected by the HF and LF arrays because of the different chosen frequencies, 8000 and 2000 Hz, respectively.
With the signal correction applied, however, the true source maps for a dipole are recovered for both cases 1 and 2, and they agree with those of the reference monopole in both source pattern and source power, as shown clearly in the middle rows and bottom rows of Figs. 3 and 4 . This provides confirmation for the validity of the dipole correction form ͓Eq. ͑25͔͒. Figure 5 shows the variation of the peak source power S with 1 / 3 octave-band center frequency f for cases 1 and 2 with both arrays. For a monopole with a͑͒ independent of frequency, S scales on f because the 1 / 3-octave bandwidth B varies linearly with f. Actually, S should increase by 1 dB between two adjacent 1 / 3 octave-band center frequencies f 1 and f 2 because ⌬S = 10 log 10 ͑B 2 /B 1 ͒ = 10 log 10 ͑f 2 /f 1 ͒ = 10 log 10 2 1/3 = 1 dB, ͑27͒
and the corrected estimates ͑solid lines͒ show this tendency. However, without correction, estimates of S ͑solid squares and circles͒ vary with f 3 in each case because the sound power of a dipole scales on 2 as well as the frequencydependent 1 / 3-octave bandwidth B, so that ⌬S = 10 log 10 ͑f 2 2 B 2 /f 1 2 B 1 ͒ = 10 log 10 ͑f 2 3 /f 1 3 ͒ = 10 log 10 2 = 3 dB. ͑28͒
After correction, estimates of S ͑open squares and circles͒ vary with frequency as S ϳ f, which is simply a 1 / 3-octave bandwidth dependence. The same relationship is seen for estimates of a monopole with uniform strength. The signal correction also presents the same values of S at a fixed frequency for the HF and LF arrays, which is in line with the expectation that the algorithm should be independent of the array geometry.
C. Beamforming correction
With the dipole correction term DPL validated by the signal correction method, we apply the D-Beam algorithm to identify the original dipole source instead of the corrected monopole source as in the middle rows of Figs. 3 and 4. The effect of the beamforming correction on the source maps of cases 1 and 2 is shown in Fig. 6 . We can see from the corrected algorithm that the main source is correctly placed at the true source location, although low-level side lobes occur away from the main source. Note that the microphone arrays now detect very similar peak source powers S for both dipole orientations ͑see Table II͒ .
Comparing the source maps of the signal correction ͑Figs. 3 and 4͒ and beamforming correction ͑Fig. 6͒, we see that both techniques are able to recover the true location of a single dipole. However, the signal correction gives the amplitude of the constituent monopoles of the dipole, whereas the beamforming correction directly identifies the amplitude of the dipole. Table III shows the elapsed CPU time of the two techniques for cases 1 and 2 on a personal computer with an Intel Pentium 4 processor of 3.4 GHz clock speed and a 1 Gbyte random access memory. The CPU time is very close in each column of Table III and it is evident that the signal correction uses much longer CPU time than the beamforming correction, i.e., t s ϳ 7t b , because the signal correction includes a process of delay-analyze-and-sum while the beamforming correction processes the data directly using the D-Beam algorithm. The CPU time varies significantly between the HF and LF arrays due to the different frequencies used. With an identical frequency bandwidth for both arrays ͑⌬f = 117.2 Hz, see Sec. V A͒, the higher center frequency of 1 / 3 octave-band contains more frequency bands and thus takes longer CPU time to process. In addition, the beamforming correction has the advantage over the signal correction in that it can be used in the case of multiple dipoles, as we show in Sec. V.
V. EXPERIMENT A. Experimental setup
A series of experiments were conducted in the lowspeed Markham wind tunnel at the Department of Engineering, University of Cambridge, to test the performance of the D-Beam algorithm. Figure 7 illustrates the experimental setup of the wind tunnel, the phased microphone arrays, and a test wire with supports. The test wire was 1.5 mm in diameter and aligned perpendicular to the flow in order to generate an aeolian tone, representing a realistic aeroacoustic dipole source. Acoustic measurements were performed at free stream flow velocities, U = 20, 40 m / s, to obtain aeolian-tone dipole sound at different peak frequencies. The wire was orientated to hopefully obtain dipoles in the Z and Y directions, as shown in Table IV . The "Y dipole" configuration was moved to the side to provide a better view for the microphone arrays. The support structure included two support rods 10 cm apart and one or two support plates, and was mounted to the tunnel ceiling or side wall.
Measurements were made with both the HF and LF arrays at sampling frequency of 120 or 30 kHz, respectively. Both arrays contain 48 microphones and are flush mounted into the rigid tunnel floor. In the post processing, the timedomain signals were broken down into 1024 ͑HF array͒ or 256 ͑LF array͒ data blocks, and each block Fourier transformed, resulting in frequency-domain signals with bandwidth ⌬f = 117.2 Hz for each array. Narrow-band acoustic beamforming scans were performed to determine source autopowers, as described in Sec. III. Both monopole ͑M-Beam͒ and dipole ͑D-Beam͒ source descriptions were examined in each case. For each experiment, a horizontal scan plane was used which intersected the test wire at the midpoint. Finally, source maps were generated by summing the narrow-band data to 1 / 3 octave-band data, with source auto-powers shown as SPL ͑dB͒, at a reference distance of 1 / ͱ 4 m and a reference dipole direction if applicable.
B. Noise spectra
Cross spectra between a pair of microphones are shown in Fig. 8 for each experimental case together with the noise generated by the support ͑without the wire͒ for comparison. Microphones used for the cross spectra are marked by circles in Figs. 7͑a͒ and 7͑b͒ for each array. The aeolian tones are clearly audible around 6000 Hz for the HF array ͑U =40 m/ s͒ and 3000 Hz for the LF array ͑U =20 m/ s͒, corresponding to a Strouhal number of ϳ0.225. As the spectral peaks span a range of frequencies, 1 / 3-octave frequency bands were used for beamforming source maps to capture the total acoustic energy of the aeolian tone. In this case, the center frequencies of 6300 Hz ͑HF array͒ and 3150 Hz ͑LF array͒ were selected because they cover the frequency bands of 5613-7072 and 2806-3536 Hz, respectively, which are sufficiently large for the spectral peaks of interest. 
C. Beamforming correction
Simulation
Theoretical simulations were first carried out to examine the performance of the proposed beamforming correction on identifying distributed aeolian-tone dipoles, and to provide a baseline for comparison with experimental results. Liu et al. 15 used this method to validate their prediction model for surface roughness noise by comparing the measured and simulated source powers. In this work, however, we are not concerned about the source power itself. Instead, we compare the increase ͑⌬S s ͒ in the estimated peak source power S from the M-Beam algorithm to the D-Beam algorithm. To implement the simulation for the Z and Y dipoles, we assume that 11 identical incoherent dipoles are uniformly distributed in the direction of the wire, and the same value of a͑͒ is used as the input source strength for both algorithms and both arrays. pears to substantially underestimate source strength of the Y dipoles, as anticipated by earlier simulation ͑Fig. 3͒. Figures 10͑a͒ and 10͑b͒ show the variation of S with 1 / 3 octave-band center frequency f. As expected from Eq. ͑28͒, the simulated S of the Z and Y dipoles varies as f 3 , independently of the different arrays and algorithms used. After applying the beamforming correction, the estimated peak source powers S by the HF and LF arrays almost coincide with one another, consistent with the tendency of the ideal individual sources as in Fig. 5 . For the Z dipole, the effect of the beamforming correction is generally small, i.e., ⌬S s Ϸ 2.2 dB for the LF array and nearly negligible for the HF array ͑see Table V͒ . However for the Y dipole, the values of S increase significantly from the M-Beam algorithm to the D-Beam algorithm by about 7.2 dB ͑LF array͒ and 4.6 dB ͑HF array͒. This is because for the Z dipole the variation of phase over the microphones is just due to propagation distance and is correctly captured by the M-Beam algorithm. However, for the Y dipole, there is an additional phase change due to the dipole directivity. each case, the M-Beam algorithm shows a lower estimate of source power. The differences between the M-Beam and D-Beam algorithm are also much greater for the Y dipole, as seen in simulation. In addition, the D-Beam algorithm correctly identifies the wire as producing very similar sound power in both orientations. Corrected source maps are also shown in the right column of Fig. 11 . The difference in the measured peak source powers between the M-Beam and D-Beam algorithms is shown in Table V as ⌬S m . Due to the source directivity, the Y dipole shows larger ⌬S m because much of its sound radiation is missed without the beamforming correction. The corresponding values of ⌬S s obtained from a simplified simulation of the experimental setup are shown in Table V . This enables the evaluation of the difference ͉⌬S m − ⌬S s ͉. It indicates that ⌬S m agrees with ⌬S s fairly well for all cases with the largest discrepancy of 0.16 dB, occurring at the Y dipole by the HF array. This suggests that the modeling of the aeolian tones from the wire as a series of incoherent dipoles is realistic and provides a preliminary validation of the D-Beam algorithm for an experimental dipole source.
Measurement
VI. CONCLUSIONS
It has been shown that conventional beamforming techniques can misinterpret the microphone array measurement for a simple dipole due to the inherent monopole assumption. A correction for the phase differences in microphone signals was presented by Jordan et al. 14 and it displayed the capability to recover the source location of a single dipole in the resulting source map. In this paper, we present a method of modifying the source transfer vector to search the scanning plane for dipole sources. The resulting algorithm is able to identify the source location and amplitude of dipoles with a suspected orientation. This method extends the capability of the signal correction by Jordan et al. 14 to deal with multiple dipoles.
In simulations of dipoles normal to the flow, the dipolebeamforming ͑D-Beam͒ algorithm recovered the true source location and amplitude. For a point dipole, the use of a dedicated dipole-beamforming algorithm can lead to large increases in source estimates. For simulations with distributed dipole sources and comparable measurements of aeolian tones, the improvement in estimates of source power with the D-Beam algorithm was less marked. However, the implementation of the new algorithm did allow recovery of the same source strength from different orientations of the same aeolian tone.
While both simulations and measurements have validated the capability of the D-Beam algorithm to improve conventional techniques for identifying dipole sources, the present implementation requires specification of the dipole direction. A potential improvement would be to iterate through different dipole orientations at each point on the scanning grid. However, in many aeroacoustic experiments, it may be possible to readily identify the likely dipole orientations by using knowledge of the source mechanisms. In such cases, it is hoped that more accurate estimates of source amplitude can be determined with this method.
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