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Abstract
In this paper we study a PDE-ODE system as a simplification of a Glioblastoma model. Mainly, we
prove the existence and uniqueness of global in time classical solution using a fixed point argument.
Moreover, we show some stability results of the solution depending on some conditions on the param-
eters.
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1 Introduction
Glioblastoma (GBM) is one of the most lethal malignant brain tumor with a survival of 14.6 months
[19]. These include the presence of necrosis and high proliferation of cells. The magnetic resonance
imaging shows a necrotic area in the center surrounded by a white ring. This ring is an indicator
of areas with poor vasculature. Clinical, molecular and imaging parameters have been used to build
mathematical models able to classify GBM patients in terms of survival, identify GBM subtypes, pre-
dict response to treatment, etc [1, 10, 12, 18].
Mathematical modelling has been presented as an additional tool to better understand the evolu-
tion, prediction the outcome and different therapies or classifies patients according to prognosis. Thus,
the mathematical modelling of GBM is being a relatively broad topic in the community of applied
mathematics. One of the reasons that explain this limitation is that either the key biological variables
have not been included or real data of sufficient quality have not been used.
By recommendation of Molab1 group, a mathematical model is proposed that includes three dif-
ferential equations relating the density of tumor cells, the density of necrosis and the concentration of
vasculature.
Specifically, let Ω ⊆ R3 be a bounded domain and (0, Tf ) a time interval, with 0 < Tf < +∞ and
we analyse the following PDE-ODEs system where T (t, x) ≥ 0, N (t, x) ≥ 0 and Φ (t, x) ≥ 0 represent
the tumor density, necrotic density and vasculature concentration, respectively, at the point x ∈ Ω at
the time t ∈ (0, Tf ). In its general form, the model is
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
∂T
∂t
−∇ · ((κ1 P (Φ, T ) + κ0)∇T ) = f1 (T,N,Φ)
∂N
∂t
= f2 (T,N,Φ)
∂Φ
∂t
= f3 (T,N,Φ)
(1)
where 0 < κ1, κ0 ∈ R are diffusion coefficients. The nonlinear reaction functions fi : R3 → R for
i = 1, 2, 3 have the following form

f1 (T,N,Φ) = ρ P (Φ, T )T
(
1− T +N +Φ
K
)
− α T
√
1− P (Φ, T )2 − β N T,
f2 (T,N,Φ) = α T
√
1− P (Φ, T )2 + β N T + δ T Φ+ β N Φ,
f3 (T,N,Φ) = γ
T
K
√
1− P (Φ, T )2 Φ
(
1− T +N +Φ
K
)
− δ T Φ− β N Φ,
(2)
where the ρ, α, β, δ, γ > 0 are reaction coefficients (see Table 1), K > 0 is the carrying capacity
coefficient and
P (Φ, T ) =
Φ+
Φ+ + T+
if (Φ, T ) 6= (0, 0)
with T+ = max{0, T} and the same for Φ+. Notice that P (Φ, T ) is the vasculature volume fraction
and it has the pointwise estimate
0 ≤ P (Φ, T ) ≤ 1 ∀ (T,Φ) ∈ R2\ {(0, 0)}
and P (Φ, T ) = 0 for Φ = 0 and P (Φ, T ) = 1 for T = 0.
In this paper, we contemplate a simplification of (1) vanishing the nonlinear diffusion velocity
κ1P (Φ, T ) (i.e. a linear diffusion will be considered). Moreover, we take κ0 = 1 for simplicity. The
complete nonlinear diffusion problem (1) will be studied in a forthcoming paper. Hence, we consider
the following PDE-ODE system 
∂T
∂t
− ∆ T = f1 (T,N,Φ)
∂N
∂t
= f2 (T,N,Φ)
∂Φ
∂t
= f3 (T,N,Φ)
(3)
endowed with non tumor flux boundary condition
∂T
∂n
∣∣∣∣∣
∂Ω
= 0 on (0, Tf )× ∂Ω (4)
where n is the outward unit normal vector to ∂Ω and initial conditions
T (0, x) = T0(x), N (0, x) = N0(x), Φ (0, x) = Φ0(x), x ∈ Ω. (5)
The parameters ρ, α, β, γ, δ and K are given by the following description corresponding to a result
of relevant studies [13, 16, 17]:
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Variable Description Value
ρ Tumor proliferation rate day−1
α Hypoxic death rate by persistent anoxia cell/day
β Change rate to necrosis influence day−1
γ Vasculature proliferation rate day−1
δ Vasculature destruction by tumor action day−1
K Carrying capacity cell/cm3
Table 1: Reaction coefficients.
We are going to describe the biological meaning of the reaction terms:
• It has been observed that tumor cells show a random movement when there is no nutrient
limitation (which is modelled as a linear diffusion term).
• Necrosis has not diffusion movement and it is experimentally known that the necrosis will grow
when the tumor does.
• Since tumour cells and vasculature must have enough space to proliferate, two logistic growth
terms have been included respectively, for tumor and vasculature.
T
(
1− T +N +Φ
K
)
in f1 (T,N,Φ) and Φ
(
1− T +N +Φ
K
)
in f3 (T,N,Φ)
• Since vasculature supplies nutrients and oxygenation to tumor cells, speed tumor growth depends
on the amount of vasculature. Hence, the tumour growth coefficient is given by: ρ P (Φ, T ).
• We consider a hypoxia term, α T
√
1− P (Φ, T )2, that is, a decreasing tumor term due to lack of
vasculature which is transformed into necrosis. Therefore, low vasculature produces more tumor
destruction and high vasculature less destruction. In fact,
√
1− P (Φ, T )2 =

increasing to 1 if Φ→ 0,
decreasing to 0 if Φ→ +∞.
• The vasculature growth coefficient is γ TK
√
1− P (Φ, T )2. It depends on the amount of tumor
and satisfies two biological conditions:
1. Vasculature can undergo growth when there is a high demand for nutrients by the tumor
cells. In particular, where there is not tumor, there is not growth of vasculature.
2. The vasculature growth term decreases with respect to the amount of vasculature.
• Interaction between tumor (resp. vasculature) with necrosis produces a lost of tumor (resp.
vasculature) in function of the necrosis, with the terms: ±β T N and ±β Φ N .
• The destruction of vasculature by tumor is transformed into necrosis by the terms: ±δ T Φ.
There is an extensive literature devoted to the study of PDE-ODE systems, see for instance
[4, 7, 8, 20] and the references therein. As far as we know, a great quantity of works related to solve
this kind of problems uses generic results of [2, 3], see for instance [14, 22].
The aim of this paper is to analyse (3)-(5) in a theoretical way, showing the existence and uniqueness
of global in time classical solution using a fixed point argument. In fact, the fixed point operator is
built by computing first the ODE system, and then the nonlinear PDE. One important difficulty here
is to obtain classical regularity of solutions with respect to the spatial variable (which is a parameter
for the ODE system). Finally we study the asymptotic behaviour of solutions of (3)-(5). We show
three main results:
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1. Vasculature goes to zero as time goes to infinity pointwisely in space independent of the choice
of parameters
2. If the destruction of vasculature is large regarding to the growth, specifically if δ ≥ γ
K
, then
tumor also goes to zero in an exponential way (uniformly in space).
3. If the interaction between tumor and necrosis is large regarding to the tumor growth, then tumor
and vasculature go to zero in an exponential way (uniformly in space).
The paper is organized as follows: In Section 2, we present preliminary results which we will use
along the paper. In Section 3 we prove the existence (and uniqueness) of classical solution of (3)-(5).
Section 4 is dedicated to the long time behaviour of the classical solutions.
2 Preliminaries
Although P (Φ, T ) is not evaluated in (0, 0), we can deduce the following
Lemma 1. The functions B : R2 → R and D : R2 → R given by
B (Φ, T ) = T+
√
1− (P (Φ, T ))2
and
D (Φ, T ) = T+ P (Φ, T )
are well defined, continuous and globally lipschitz in R2.
Proof. We only show the proof for B (Φ, T ) because for D (Φ, T ) it is similar, even easier. Since 0 ≤
P (Φ, T ) ≤ 1, it is clear that B (Φ, T ) is well defined and continuous in R2 (in particular, B(0, 0) = 0).
To prove the global lipschitz condition for B, it suffices to show that the two partial derivatives of
B (Φ, T ) are continuous and bounded in the subdomain A =
{
(Φ, T ) ∈ R2 : Φ, T > 0} (in the rest,
is equal to zero). By means of direct calculations, it follows that for any (Φ, T ) ∈ A,∣∣∣∣∂B∂Φ
∣∣∣∣ ≤
∣∣∣∣∣12
√
T√
T + 2 Φ
∣∣∣∣∣ ≤ 12 , (6)
and ∣∣∣∣∂B∂T
∣∣∣∣ ≤ ∣∣∣∣1 + T√T√T + 2 Φ
∣∣∣∣ ≤ 2. (7)
Hence, we deduce that B (Φ, T ) is globally lipschitz in R2.
As consequence, we get the following result
Lemma 2. The functions fi : R
3 → R for i = 1, 2, 3 defined in (2) are continuous and locally lipschitz
in R3.
Proof. Rewriting the definition of fi (T,N,Φ) for every i = 1, 2, 3 according to the functions B (Φ, T )
and D (Φ, T ), it is easy to deduce that functions fi (T,N,Φ) are continuous and their partial derivatives
are bounded in compact sets of R3 for every i = 1, 2, 3, because they are products and sums of the
globally lipschitz functions B (Φ, T ) and D (Φ, T ) and polynomials in (T,N,Φ).
In order to obtain some regularity result, we need to define the following spaces for p > 3:
W 2−2/p,pn (Ω) =
{
u ∈W 2−2/p,p (Ω) : ∂u
∂n
= 0 on ∂Ω
}
,
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Vp =

u ∈ Lp (0, Tf ;W 2,p (Ω)) ∩ C0 ([0, Tf ] ;W 2−2/p,pn (Ω))
and ut ∈ Lp (0, Tf ;Lp (Ω))

with the norm,
‖ u ‖Vp :=‖ u ‖C0([0,Tf ];W 2−2/p,pn (Ω)) + ‖ ∂tu ‖Lp(0,Tf ;Lp(Ω)) + ‖ u ‖Lp(0,Tf ;W 2,p(Ω)) .
The following result follows by [11, p. 344]
Lemma 3. Assume Ω ∈ C2, let p > 3, u0 ∈W 2−2/p,pn (Ω) and g ∈ Lp (0, Tf ;Lp (Ω)). Then, the problem
∂tu−∆u = g in (0, Tf )× Ω,
u(0, ·) = u0 in Ω,
∂u
∂n
= 0 on (0, Tf )× ∂Ω,
admits a unique solution u ∈ Vp. Moreover, there exists a positive constant C := C (p,Ω, Tf ) such
that
‖ u ‖Vp≤ C
(
‖ g ‖Lp(0,Tf ;Lp(Ω)), ‖ u0 ‖W 2−2/p,pn (Ω)
)
.
It will be necessary to obtain existence and uniqueness of global in time classical solution for an
ordinary differential system depending on parameters. The first one is a classical extension result while
the second one provides us the continuous dependence of the solutions of an ODE system with respect
to parameters and initial conditions, see [6] for instance.
Lemma 4 (Continuous extension). Let g ∈ C0 (Ω) with Ω ⊆ Rd an open bounded set of class C0 and
d ∈ N. Then, there exists an extension Ext (g) ∈ C0 (Rd) such that Ext (g) ∣∣
Ω
= g.
Theorem 1 (Continuous dependence of ODEs with respect to parameters and initial data). Let
U ⊂ R × RN × RM an open set and F : U → RN a continuous map such that, for any parameter
λ ∈ RM and for any initial data y0 (λ) ∈ RN such that (0, y0 (λ) , λ) ∈ U , the Cauchy’s problem
y′ (t) = F (t, y, λ)
y (0) = y0 (λ)
has a unique maximal solution φ (·; y0 (λ) , λ) : I(y0(λ),λ) → RN being I(y0(λ),λ) an open interval. Then,
Θ =
{
(t; y0 (λ) , λ) ∈ R× RN × RM : (t, y0 (λ) , λ) ∈ U and t ∈ I(y0(λ),λ)
}
is an open set and the map φ (·; ·, ·) is continuous from Θ to RN .
Finally, we will use this classical fixed point theorem.
Theorem 2 (Leray-Schauder’s theorem). Let V a Banach space, λ ∈ [0, 1] and R : V → V a
continuous and compact map such that for every v ∈ V with v = λ R(v), it holds ‖v‖V ≤ C with C > 0
independent of λ ∈ [0, 1]. Then, there exists a fixed point v of R.
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3 Existence and uniqueness of Classical Solution of Problem (3)-(5)
First of all, by biological considerations, we assume along the paper the following assumption on the
initial data
0 ≤ T0(x), N0(x),Φ0(x) ≤ K in Ω. (8)
Now, we define the concept of classical solution of (3)-(5).
Definition 1. (Classical solution of (3)-(5)) Given T0 ∈ W 2−2/p,p (Ω) for some p > 3 and N0, Φ0 ∈
C0 (Ω), then (T,N,Φ) is called a classical solution of (3)-(5) if:
i) T ∈ Vp, N,Φ ∈ C1
(
[0, Tf ] ; C0
(
Ω
))
,
ii) • Tt −∆ T = f1 (T,N,Φ) a.e. in (0, Tf )× Ω,
•

∂N
∂t
∂Φ
∂t
 =

f2 (T,N,Φ)
f3 (T,N,Φ)
 ∀ (t, x) ∈ [0, Tf ]× Ω .
iii) (T,N,Φ) satisfy the boundary and the initial conditions given in (4) and (5) respectively.
Theorem 3. If there exists a classical solution of (3)-(5), then, is unique.
Proof. Let (T1, N1,Φ1) and (T2, N2,Φ2) two possible classical solutions of (3)-(5). Since the two solu-
tions are classical solutions, fixed a final time 0 < Tf < +∞, we have that (T1, N1,Φ1) and (T2, N2,Φ2)
are bounded pointwise. Then, the graphs (Ti (t, x) , Ni (t, x) ,Φi (t, x)) for any (t, x) ∈ [0, Tf ] × Ω are
bounds for i = 1, 2 and therefore the union of both graphs is contained in a compact K of R3. We
consider the problem which satisfies the difference T = T1 − T2, N = N1 −N2, Φ = Φ1 −Φ2,
∂T
∂t
−∆ T = f1 (T1, N1,Φ1)− f1 (T2, N2,Φ2)
∂N
∂t
= f2 (T1, N1,Φ1)− f2 (T2, N2,Φ2)
∂Φ
∂t
= f3 (T1, N1,Φ1)− f3 (T2, N2,Φ2)
(9)
with non-flux boundary condition and zero initial data
∂T
∂n
∣∣∣∣∣
∂Ω
= 0, T
∣∣∣
t=0
= N
∣∣∣
t=0
= Φ
∣∣∣
t=0
= 0.
It is sufficient to prove that (T,N,Φ) ≡ (0, 0, 0). Multiplying the first equation of (9) by T and
integrating in Ω, we obtain
1
2
d
dt
∫
Ω
T 2 dx+
∫
Ω
∣∣∣∇T ∣∣∣2 dx = ∫
Ω
∣∣∣ (f1 (T1, N1,Φ1)− f1 (T2, N2,Φ2)) T ∣∣∣ dx
≤ C1
(∫
Ω
(
T 2 +
∣∣N ∣∣ ∣∣T ∣∣+ ∣∣Φ∣∣ ∣∣T ∣∣) dx) ≤ C1(∫
Ω
(
T 2 +N2 +Φ2
)
dx
) (10)
because f1 (T,N,Φ) is locally lipschitz in R
3 and (Ti, Ni,Φi) (t, x) is bounded in R
3 for i = 1, 2. We
repeat the same argument for the second and third equations, multiplying by N and Φ, respectively.
We conclude that,
6
12
d
dt
∫
Ω
(
T 2 +N2 +Φ2
)
dx+
∫
Ω
∣∣∣∇T ∣∣∣2 dx ≤ C ∫
Ω
(
T 2 +N2 +Φ2
)
. (11)
Consequently, T, N, Φ ≡ 0.
In order to obtain existence of solution for the system (3)-(5), we define the following truncated
system of (3): 
∂T
∂t
−∆ T = f1 (T+, N+,Φ+) ,
∂N
∂t
= f2
(
TK+ , N+,Φ+
)
,
∂Φ
∂t
= f3
(
TK+ , N+,Φ+
)
,
(12)
endowed with the boundary and initial conditions given in (4) and (5) where TK+ = min {K,max {T, 0}}.
Once we prove the existence of classical solution of the problem (12) and its positivity, we will
deduce in fact that this solution is also a classical solution of (3)-(5).
Before studying the existence of classical solution of (12), we prove a priori estimates for any pos-
sible classical solution.
Lemma 5 (Pointwise a priori estimates.). Under assumptions of Definition 1, any classical solution
(T,N,Φ) of the truncated system (12) with initial data verifying (8) satisfies the following pointwise
bounds 
0 ≤ T ≤ K, a.e. (t, x) ∈ (0, Tf )×Ω,
0 ≤ N ≤ C (Tf ) , ∀ (t, x) ∈ [0, Tf ]×Ω,
0 ≤ Φ ≤ K, ∀ (t, x) ∈ [0, Tf ]×Ω,
(13)
where C (Tf ) is a positive constant depending exponentially on the final time Tf , which we will define
below in (14).
Proof. Let (T,N,Φ) be a classical solution of (12). Multiplying the first equation of (12) by T− =
min {T, 0} and integrating in Ω, if we rewrite f1(T+, N+,Φ+) = T+ f˜1(T+, N+,Φ+), we get
1
2
d
dt
∫
Ω
(T−)
2 dx+
∫
Ω
| ∇T− |2 dx =
∫
Ω
T− T+ f˜1 (T+, N+,Φ+) dx = 0, a.e. t ∈ (0, Tf ) .
Hence, since T− (0, x) = 0, we get T− (t, x) = 0 a.e. (t, x) ∈ (0, Tf ) × Ω. We can repeat the same
argument for the other two equations of (12), using that
Φ− f3
(
TK+ , N+,Φ+
)
= 0 and N− f2
(
TK+ , N+,Φ+
) ≤ 0.
To obtain the upper bounds of (13), we multiply the first equation of (12) by (T −K)+ =
max {0, T −K} and integrate in Ω,
1
2
d
dt
∫
Ω
(
(T −K)+
)2
dx+
∫
Ω
| ∇ (T −K)+ |2 dx =
=
∫
Ω
f1 (T+, N+,Φ+) (T −K)+ dx ≤ 0, a.e. t ∈ (0, Tf )
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where in the last inequality we have used f1 (T+, N+,Φ+) ≤ ρ T+
(
1− T+
K
)
.
Hence, since (T (0, x) −K)+ = 0, then (T (t, x)−K)+ = 0 a.e. (t, x) ∈ (0, Tf )×Ω. We repeat the
same argument for the third equation of (12) using that (Φ−K)+ f3
(
TK+ , N+Φ+
) ≤ 0.
Finally, given a fixed final time Tf > 0, for any t ≤ Tf and x ∈ Ω, we have
∂N
∂t
= α B
(
Φ+, T
K
+
)
+ δ TK+ Φ+ + β N
(
TK+ +Φ+
) ≤ C1 + C2 N
where C1 and C2 depend on α, β, δ and K. Hence,
N (t, x) ≤ C1C2
(
eC2 t − 1)+ eC2 t N0 (x) ≤ C (Tf ) = eC2 Tf (C1C2 +K
)
= C (Tf ) . (14)
In particular, C (Tf ) > 0 is an upper bound with an exponential growth depending on the final
time Tf .
By Lemma 5, we deduce that if (T,N,Φ) is a classical solution of (12) then TK+ = T , N+ = N
and Φ+ = Φ and fi
(
TK+ , N+,Φ+
)
= fi (T,N,Φ) for i = 1, 2, 3. Hence, we obtain the following crucial
corollary
Corollary 1. Under hypotheses of Lemma 5, if (T,N,Φ) is a classical solution of the truncated problem
(12), then (T,N,Φ) is also a classical solution of the non truncated problem (3)-(5) and (T,N,Φ)
satisfies the pointwise bounds (13).
Theorem 4 (Existence of classical solution of (12)). Let Ω ⊆ R3 be a bounded domain of class C2
and (0, Tf ) a time interval, with 0 < Tf < +∞ and let T0 ∈ W 2−2/p,pn (Ω) for some p > 3 and
N0,Φ0 ∈ C0
(
Ω
)
satisfying (8). Then, there exists a unique classical solution (T,N,Φ) of system (12)
in the sense of Definition 1. Moreover, (T,N,Φ) satisfies estimates (13).
Proof. The proof splits in several steps:
Step 1.
We define the map
R : C0 ([0, Tf ] ; C0 (Ω)) R1→ (C1 ([0, Tf ] ; C0 (Ω)))2 R2→ C0 ([0, Tf ] ; C0 (Ω))
T˜ (N,Φ) T
where R1(T˜ ) := (N,Φ) is the solution of the ordinary differential problem

∂N
∂t
∂Φ
∂t
 =

f2
(
T˜K+ , N+,Φ+
)
f3
(
T˜K+ , N+,Φ+
)

 N (0, x)
Φ (0, x)
 =
 N0 (x)
Φ0 (x)

(15)
and R2 (N,Φ) =: T is the solution of the nonlinear parabolic problem,
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
Tt −∆ T = f1 (T+, N+,Φ+) ,
∂T
∂n
∣∣∣∣∣
∂Ω
= 0,
T (0, ·) = T0(x).
(16)
Step 2.
Lemma 6. The map R1 : C0
(
[0, Tf ] ; C0
(
Ω
)) → (C1 ([0, Tf ] ; C0 (Ω)))2 is well defined and it is con-
tinuous.
Proof. Step 1: R1 is well defined. Observe that to obtain the solution (N,Φ) of (15), we have to solve
an ordinary differential system which depends on the parameter x ∈ Ω, appearing in the ODE system
via the function T˜K+ (t, x) and on the initial data (N0 (x) ,Φ0 (x)).
We are going to define time and space extensions, respectively. First, we define the constant time
extension as follows
Extt : C0 ([0, Tf ]) → C0 (R)
f 7→ Extt (f) =

f (0) t ≤ 0,
f (t) 0 ≤ t ≤ Tf ,
f (Tf ) t ≥ Tf .
For the space extension, we use Lemma 4
Extx : C0
(
Ω
) → C0 (R3)
f 7→ Extx (f) .
Finally, we consider the global extension
Ext : C0 ([0, Tf ] ; C0 (Ω)) → C0 (R; C0 (R3))
f 7→ Ext (f) := (Extt ◦ Extx) (f) .
Hence, we can rewrite (15) defined in open sets as
y′ (t) = F (t, y, x) ∈ R2 for (t, y, x) ∈ R×R2 × R3
y (0) = y0 (x) ∈ R2
(17)
where we denote y = (N,Φ) and
F (t, y, x) =

f2
((
Ext
(
T˜ (t, x)
))K
+
, N+,Φ+
)
f3
((
Ext
(
T˜ (t, x)
))K
+
, N+,Φ+
)
 , (18)
y0 (x) =
 Extx (N0 (x))
Extx (Φ0 (x))
 . (19)
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Since
0 ≤
(
Ext
(
T˜ (t, x)
))K
+
≤ K ∀ (t, x) ∈ [0, Tf ]× Ω
and
0 ≤ Extx (N0 (x)) , Extx (Φ0 (x)) ≤ K ∀x ∈ Ω,
we can argue similarly to Lemma 5 to conclude that the solution of (17) satisfies that 0 ≤ Φ (t, x) ≤ K
and 0 ≤ N (t, x) ≤ C (Tf ) for all (t, x) ∈ [0, Tf ]× Ω.
Then, by Lemmas 1 and 2 and definition of F , we have that F (t, y, x) is continuous in R×R2×R3
and locally lipschitz with respect to y ∈ R2. Hence for each x ∈ Ω we can apply the Picard’s theorem
to obtain a local in time unique solution y (·, x) of (17). Moreover, since we know that the solution of
(17) is bounded for all t ∈ [0, Tf ], the solution can be extended to [0, Tf ] for each x ∈ Ω.
Now, we can apply Theorem 1, with U = R × R2 × R3, λ = x ∈ R3 and y0 (x) defined in (19) to
the Cauchy’s problem (17). Thus, we have that for each y0 = y0(x) ∈ R2 defined in (19) such that
0 ≤ Extx(N0(x)), Extx(Φ0(x)) ≤ K in R3, the interval [0, Tf ] ⊆ I(Extx(N0(x)),Extx(Φ0(x))) and hence,
the set
Θ˜ =
{
(t, (Extx (N0 (x)) , Extx (Φ0 (x))) , x) ∈ R×R2 × R3 : t ∈ I(0,(Extx(N0(x)),Extx(Φ0(x))))
}
is an open set of R6 and the map y = y (t; (Extx (N0 (x)) , Extx (Φ0 (x))) , x) is continuous from Θ˜ to R
2.
In conclusion, given N0, Φ0 ∈ C0
(
Ω
)
such that 0 ≤ N0,Φ0 ≤ K in Ω, there exists a solution
y = y (t; (Extx (N0 (x)) , Extx (Φ0 (x))) , x) of (17) whose restriction to [0, Tf ]× Ω
(N,Φ) (t, x) = y (t; (Extx (N0 (x)) , Extx (Φ0 (x))) , x) ∀ (t, x) ∈ [0, Tf ]× Ω
satisfies that
(N,Φ) ∈ (C1 ([0, Tf ] ; C0 (Ω)))2
and it is the unique solution of (15).
Step 2: R1 is continuous. Take T˜n → T˜ in C0
(
[0, Tf ] ; C0
(
Ω
))
. We use the same vectorial notation
than before and we consider the following integral formulation of (15),
y (t; y0 (x) x) = y0 (x) +
∫ t
0
F˜ (s, y (s, x) , x) ds
where in this case y = (N,Φ) and
F˜ (t, y, x) =

f2
(
T˜K+ (t, x) , N,Φ
)
f3
(
T˜K+ (t, x) , N,Φ
)
 . (20)
Now, we take R1
(
T˜n
)
= yn and R1
(
T˜
)
= y the solutions of (15) associated to T˜n and T˜ ,
respectively. Thus, denoting y (t, ·) = y (t; y0 (·) , ·), we get∥∥∥yn (t)− y (t) ∥∥∥
(C0(Ω))
2
=
∥∥∥∥∥
∫ t
0
F˜ (s, yn (s) , x)− F˜ (s, y (s) , x) ds
∥∥∥∥∥
(C0(Ω))
2
.
By Lemma 2 and the form of (20), we deduce that F˜ (t, y, x) is locally lipschitz in R × R2 × R3
with respect to (t, y, x) . Moreover, yn and y are bounded in C0
(
[0, Tf ] ; C0
(
Ω
))
, then, we have that
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∥∥∥yn (t)− y (t)∥∥∥
C0(Ω)
2
≤ C
∫ t
0
(∥∥∥ (yn − y) (s)∥∥∥
(C0(Ω))
2
+
∥∥∥((T˜n)K
+
− T˜K+
)
(s)
∥∥∥
C0(Ω)
)
ds.
Applying Gronwall’s lemma, we deduce∥∥∥ (yn − y) (t)∥∥∥
C0(Ω)
2
≤ C eC t
(∫ Tf
0
∥∥∥((T˜n)K
+
− T˜K+
)
(s)
∥∥∥
C0(Ω)
ds
)
. (21)
Now, in (21) we take maximum in t ∈ [0, Tf ] in the left side and we bound in the right side. Thus,∥∥∥ (yn − y)∥∥∥
C0([0,Tf ];C0(Ω))
2
≤ C eC Tf
∥∥∥((T˜n)
+
− T˜+
)∥∥∥
C0([0,Tf ];C0(Ω))
−→
n→∞
0.
Hence, we obtain that yn → y in
(C0 ([0, Tf ] ; C0 (Ω)))2.
Moreover, it follows
F˜ (yn (t, x) , t, x) −→
n→∞
F˜ (y (t, x) , t, x) in
(C0 ([0, Tf ] ; C0 (Ω)))2
whence we deduce that
∂t yn (t, x) = F˜ (yn (t, x) , t, x) −→
n→∞
F˜ (y (t, x) , t, x) = ∂t y (t, x) in
(C0 ([0, Tf ] ; C0 (Ω)))2 .
Hence, we get that R1 is continuous from C0
(
[0, Tf ] ; C0
(
Ω
))
to
(C1 ([0, Tf ] ; C0 (Ω)))2.
Lemma 7. The map R2 :
(C1 ([0, Tf ] ; C0 (Ω)))2 → C0 ([0, Tf ] ; C0 (Ω)) is well defined.
Proof. Observe that the pair of constant functions
(
T , T
)
= (0,K) is a sub-super solution of (16) and
and the reaction term in (16) is bounded a.e. (t, x) ∈ (0, Tf )×Ω and for T ∈
[
T , T
]
. Then, applying
Theorem of [9, p. 94], there exists at least a weak solution T of (16) such that 0 ≤ T ≤ K a.e. in
(0, Tf )× Ω.
Since T ∈ [0,K], we get that the application (t, x, T+)→ f1(T+(t, x), N+(t, x),Φ+(t, x)) is bounded
in L∞ (0, Tf ;L
∞ (Ω)). Hence, applying Lemma 3 since T0 ∈W 2−2/p,pn (Ω), we deduce that T ∈ Vp.
In particular, since W
2−2/p,p
n (Ω) →֒ C0
(
Ω
)
, we get
T ∈ C0 ([0, Tf ] ; C0 (Ω)) .
The uniqueness of T = R2 (N,Φ) can be deduced by a comparison argument using the regularity
of (T,N,Φ).
Before proving that R2 is continuous, we show the following result:
Lemma 8. For any bounded set A of
(C1 ([0, Tf ] ; C0 (Ω)))2, then R2 (A) is bounded in Vp for some
p > 3, where Vp is the Banach space defined in Lemma 3.
Notice that, by Aubion-Lions lemma (see [15, Théoréme 5.1, p. 58]) and [21, Corollary 4], one has
the compact embedding
Vp →֒ C0
(
[0, Tf ] ; C0
(
Ω
))
.
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Proof. Given (N,Φ) ∈ A a bounded set of (C1 ([0, Tf ] ; C0 (Ω)))2, then
‖ N ‖
C1([0,Tf ];C0(Ω)), ‖ Φ ‖C1([0,Tf ];C0(Ω))≤ C˜ (22)
and there exists a unique T = R2 (N,Φ) solution of (16). Moreover, we have that the application
(t, x)→ f1(T+(t, x), N(t, x),Φ(t, x)) is bounded in L∞ ((0, Tf ) ;L∞ (Ω)). Thus by Lemma 3 and (22),∥∥∥T∥∥∥
Vp
≤ C
(∥∥∥f1 (T+, N+,Φ+)∥∥∥
Lp((0,Tf);Lp(Ω))
,
∥∥∥T0∥∥∥
W 2−2/p,p(Ω)
)
≤ Ĉ.
Lemma 9. The map R2 :
(C1 ([0, Tf ] ; C0 (Ω)))2 → C0 ([0, Tf ] ; C0 (Ω)) is continuous.
Proof. Given
(Nn,Φn)→ (N,Φ) in
(C1 ([0, Tf ] ; C0 (Ω)))2 (23)
we are going to check that Tn = R2 (Nn,Φn)→ T = R2 (N,Φ) in C0
(
[0, Tf ] ; C0
(
Ω
))
.
Applying Lemma 8, it holds that Tn = R2 (Nn,Φn) is bounded in Vp, hence there exists a subse-
quence Tnk ∈ Vp and a limit T ∗ ∈ Vp such that
Tnk ⇀ T
∗ weakly in Vp and strongly in C0
(
[0, Tf ] ; C0
(
Ω
))
and
∂Tnk
∂t
⇀
∂T ∗
∂t
weakly in Lp (0, Tf ;L
p (Ω)) .
In particular,
∆Tnk ⇀ ∆T
∗ weakly in Lp (0, Tf ;L
p (Ω)) .
Using these convergences and (23), the continuity of f1 (T+, N+,Φ+) and the locally lipschitz
property of the application (T,N,Φ)→ f1(T+, N+,Φ+) respect to all the variables , we deduce
f1
(
(Tnk)+ , (Nnk)+ , (Φnk)+
)→ f1 ((T ∗)+ , N+,Φ+) strongly in C0 ([0, Tf ] ; C0 (Ω)) .
Taking nk →∞ we have that T ∗ = R2 (N,Φ) and since the solution of (16) is unique, then T ∗ = T
and
Tn → T in C0
(
[0, Tf ] ; C0
(
Ω
))
.
From Lemmas 6, 7 and 9, we obtain that:
Corollary 2. The map
R : C0 ([0, Tf ] ; C0 (Ω))→ C0 ([0, Tf ] ; C0 (Ω))
is well defined and continuous.
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Step 3.
Lemma 10. The operator R : C0 ([0, Tf ] ; C0 (Ω))→ C0 ([0, Tf ] ; C0 (Ω)) is compact.
Proof. Let T˜ ∈ C0 ([0, Tf ] ; C0 (Ω)) then by Lemmas 6 and 7 there exists a unique T = R(T˜) such
that 0 ≤ T ≤ K a.e. (t, x) ∈ (0, Tf )× Ω and being T the solution of (16).
Moreover, there exists an unique (N,Φ) ∈ (C0 ([0, Tf ] ; C0 (Ω)))2 such that 0 ≤ N,Φ ≤ K for
all (t, x) ∈ [0, Tf ] × Ω. Hence, f1 (T+, N+,Φ+) is bounded in L∞ (0, Tf ;L∞ (Ω)), in particular, in
Lp (0, Tf ;L
p (Ω)) for all p < ∞. Following a similar argument of Lemma 8, we obtain that T is
bounded in Vp for some p > 3.
Finally, applying the compact embedding of Vp in C0([0, Tf ]; C0(Ω)), we obtain that R is compact
from C0 ([0, Tf ] , C0 (Ω)) to itself.
Step 4.
Lemma 11. For any T = λ R (T ), for some λ ∈ [0, 1], then
∥∥∥T∥∥∥
C0([0,Tf ],C0(Ω))
≤ C with C > 0
independent of λ ∈ [0, 1].
Proof. For λ = 0 the result is trivial, hence we suppose λ ∈ (0, 1].
On the one hand, if we rewrite f1(T+, N+,Φ+) = T+ f˜1(T+, N+,Φ+), we have that,
Tt −∆ T = λ f1 (T+/λ,N+,Φ+) = λ T+
λ
f˜1 (T+/λ,N+,Φ+)) ≤ ρ T+
(
1− T+
λ K
)
.
Since 0 ≤ T (0, x) ≤ K in Ω, we can argue similarly to Lemma 5 and conclude that 0 ≤ T ≤ K in
[0, Tf ]×Ω. Thus, T is bounded C0
(
[0, Tf ] , C0
(
Ω
))
independently of λ ∈ [0, 1].
Finally, from Corollary 2, and Lemmas 10 and 11, the operator R satisfies the hypotheses of
Theorem 2. Thus, we conclude that the map R has a fixed point T = R (T ) which is a classical
solution of (12) and consequently it is also a classical solution of (3)-(5).
4 Asymptotic behaviour
4.1 Stability of the (non-diffusion) ODE system
Once we have proved the existence and uniqueness of solution for (3) for any finite time, let us study
the long time behaviour of this solution. For that, first of all, we will study the non-diffusion problem
d T
d t
= f1 (T,N,Φ)
d N
d t
= f2 (T,N,Φ)
d Φ
d t
= f3 (T,N,Φ)
(24)
with initial data
(T,N,Φ) (0) = (T0, N0,Φ0) ∈ R3 (25)
such that 0 ≤ T0, N0, Φ0 ≤ K and the functions fi = fi (T,N,Φ) ∈ R for i = 1, 2, 3 are defined in
(2). Since problem (24) is decoupled for each x ∈ Ω, it suffices to study the ODE system (24) with a
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fixed (T0, N0,Φ0) ∈ R3+. First of all, we can deduce the same bounds for the solution (T,N,Φ) as in
problem (3)-(5) and hence (T (t) , N (t) ,Φ (t)) ∈ R3+ ∀t ≥ 0.
In order to obtain the equilibrium points, we solve the nonlinear algebraic system fi (T,N,Φ) = 0
for i = 1, 2, 3. From f2 (T,N,Φ) = 0 we obtain that
T
√
1− (P (Φ, T ))2 = 0,
T Φ = 0,
N (T +Φ) = 0.
From T
√
1− (P (Φ, T ))2 = 0 and T Φ = 0, we have T = 0. From the third condition, we obtain
that N = 0 or Φ = 0.
Thus, the equilibria of (24) are
• P1 = {(0, 0, 0)} .
• P2 = {(0, N, 0) , N > 0} .
• P3 = {(0, 0,Φ) , Φ > 0} .
(26)
Remark 1. Observe that P1 ∪ P2 ∪ P3 is a continuum of equilibria points.
Remark 2. The linearisation technique around the equilibria P1, P2 and P3 doesn’t give any relevant
information because one of the eigenvalue of this linearisation is zero.
Now, we consider the differential equation for the sum S = T +N +Φ, which satisfies
d S
dt
=
(
ρ T P (Φ, T ) +
γ Φ
K
T
√
1− (P (Φ, T ))2
)
︸ ︷︷ ︸
=0 if T=0 or Φ=0
(
1− S
K
)
,
S (0) = S0 := T0 +N0 +Φ0.
(27)
Hence, we see that S (t) is increasing if S0 < K, and, S (t) ր S∗ ≤ K as t → +∞. On the other
hand, if S0 = K, then S (t) = K ∀t ∈ [0,+∞). Finally, if S0 > K then S (t) is decreasing and
S (t)ց S∗ ≤ K as t→ +∞. For brevity, we only study the case S0 ≤ K.
We show two particular cases:
• If we consider T0 = 0, it implies from (27) that d S (t)
dt
= 0 ∀t > 0. Hence S (t) = N0 + Φ0
∀t > 0. In terms of the subsystem (N,Φ), we obtain that
d N
dt
= N Φ,
d Φ
dt
= −N Φ,
with N (0) = N0 ≥ 0 and Φ (0) = Φ0 ≥ 0. Hence N (t)ր N∗ and, Φ (t)ց 0 with N∗ = N0+Φ0.
• If we consider Φ0 = 0 we get a similar solution since it implies Φ (t) = 0 ∀t > 0. Hence, from
(27), S (t) = T0 +N0 for all t > 0. Since N (t)ր N∗ then, T (t)ց 0 with N∗ = N0 + T0.
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In order to study the stability of (24), we use the properties of omega limit sets. Given y0 =
(T0, N0,Φ0) ∈ R3+ such that T0+N0+Φ0 ≤ K, then there exists a unique solution y (t) = (T,N,Φ) (t) ∈
R
3
+ ∀t ∈ [0,+∞) of (24)-(25) such that T (t) +N(t) + Φ(t) ≤ K. Therefore the corresponding ω-limit
set is defined by
ω (y0) = {y∗ ∈ R3+, ∃ tn →∞ : y (tn)→ y∗ in R3}
and is a nonempty compact and invariant set of R3+. Since 0 < S0 ≤ K then S (t)ր S∗ ≤ K and
N (t) ր N∗ ≤ S∗ for t → ∞, where S∗ = S∗ (S0) and N∗ = N∗ (T0, N0,Φ0), because both functions
are increasing and bounded from above. Therefore,
ω (T0, N0,Φ0) ⊆
{(
T˜ , N∗, S∗ −N∗ − T˜
)
, T˜ ∈
[
0, S∗ −N∗
]}
. (28)
Theorem 5. Given y0 = (T0, N0,Φ0) ∈ R3+ and S0 = T0 + N0 + Φ0 ≤ K. If y0 6= (0, 0,Φ0) with
Φ0 ≥ 0, then the ω-limit set is a unitary set
ω (T0, N0,Φ0) =
{
(0, N∗, 0)
}
.
Remark 3. If y0 /∈ P1 ∪ P3, then ω (y0) is unitary and belongs to P2.
Proof. Let (Tp, Np,Φp) be the solution starting from a point
p =
(
T˜ ,N∗, S∗ −N∗ − T˜
)
∈ ω (T0, N0,Φ0) .
Since ω (T0, N0,Φ0) is an invariant set, it holds that Np (t) = N∗ ∀t. Hence d
dt
Np = 0. Now, from the
Np equation,
0 =
d
dt
Np = Tp
α
√
1−
(
Φp
Φp + Tp
)2
+ β Np
+Φp (δ Tp + β Np) ≥ β Tp Np. (29)
Hence Tp (t) = 0 for all t ≥ 0 and T˜ = 0. Then, p = (0, N∗, S∗ −N∗).
Since in particular p is a equilibrium point and N∗ > 0, then p must be a point of type P2, hence
p = (0, N∗, 0). In particular, N∗ = S∗.
As consequence of this result, we deduce:
Corollary 3. P1 ∪ P3 is a continuum of unstable equilibria. Indeed, for any (T0, N0,Φ0) with T0 > 0
or N0 > 0, then its solution satisfies
(T (t) , N (t) ,Φ (t))→ (0, N∗, 0) as t→∞
with N∗ ≥ T0 +N0 +Φ0.
4.2 Stability of the Diffusion Model (3)-(5)
In this section, we study the stability of the constant equilibria of (3)-(5) for t→ +∞. The constant
solutions of (3)-(5) are the same of (24)-(25) given in (26). In this case, the main difference is that we
do not have a differential problem for S (t) as in (27).
We introduce some results of pointwise and uniform convergence as time goes to infinity. First of
all, we will see that vasculature always goes to zero.
Lemma 12. Given a solution (T,N,Φ) of (3)-(5), then for each x ∈ Ω such that N0 (x) > 0 one has
Φ (t, x)→ 0 when t→ +∞.
15
Proof. Let x ∈ Ω such that N0 (x) > 0. Since N (·, x) is increasing, then, 0 < N0 (x) ≤ N (t, x) for all
t > 0. Now, we separate this proof in two cases depending on the value of N (t, x):
a) If there exists t∗ > 0 such that N (t, x) ≥ K for all t ≥ t∗, then we get f3 (T,N,Φ) ≤ −β K Φ for
all t ≥ t∗. Hence we have the following
∂Φ
∂t
≤ −β K Φ in [t∗,+∞)× Ω,
Φ (t∗, x) ≥ 0 in Ω.
(30)
Therefore for all t ≥ t∗,
Φ (t, x) ≤ Φ (t∗, x) e−β K (t−t∗) → 0
as t→ +∞.
b) If N (t, x) < K for all t ≥ 0 we reason by contradiction. Assume that there exists a sequence
{tn}n∈N such that tn → +∞ and tn+1 − tn ≥ 1 for all n ∈ N and there exists η (x) such that
Φ (tn, x) ≥ η (x) > 0 for all n ∈ N. Since
∂N
∂t
≥ β N Φ in (0,+∞)× Ω,
N (0, x) ≥ 0 in Ω,
(31)
we have the following bounds for N (t, x).
K > N (t, x) ≥ N0 (x) eβ
∫ t
0
Φ(s,x) ds. (32)
Since 0 ≤ T, Φ ≤ K and N (t, x) < K for all t > 0, we get the following lower bound
∂Φ
∂ t
= f3 (T,N,Φ) ≥ − γ
K
T
√
1− P 2 (Φ, T ) Φ
(
T +Φ
K
)
− δ T Φ− β N Φ ≥
≥ −2 γ Φ− δ K Φ− β K Φ = −C0 Φ.
Hence,
Φ (t, x) ≥ e−C0(t−tn)Φ (tn, x) ≥ e−C0(t−tn)η (x) ∀t ∈ (tn, tn+1) .
Integrating in [tn, tn+1] and using that tn+1 − tn ≥ 1∫ tn+1
tn
Φ (t, x) dt ≥ η (x)C0
(
1− e−C0(tn+1−tn)
)
≥ η(x)
C0
(1− e−C0) > 0.
Finally, adding all tn
+∞∑
n=1
∫ tn+1
tn
Φ (t, x) dt = +∞.
Hence,
∫ +∞
0
Φ (t, x) dt = +∞ and we arrive at contradiction with (32) and complete the proof.
As consequence of Lemma 12, we deduce:
Corollary 4. The equilibria P1 ∪ P3 are unstable.
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In the following result, adding a constraint on some parameters of the problem, we can deduce the
behaviour of the solution of the system (3)-(5) as t→ +∞.
Lemma 13. Given a classical solution (T,N,Φ) of (3)-(5) such that N0 (x) > 0 for all x ∈ Ω and
assume that
δ ≥ γ
K
. (33)
Then, for all t ≥ 0:
‖ Φ (t, ·) ‖
C0(Ω)≤‖ Φ0 ‖C0(Ω) e−β N
min
0
t,
where Nmin0 = min
x∈Ω
N0 (x). In addition, there exists µ ∈
(
0, β Nmin0
)
such that
‖ T (t, ·) ‖
C0(Ω)≤M e−µ t, ∀t ≥ 0
with M = max
{
‖ T0 ‖C0(Ω),
ρ ‖ Φ0 ‖C0(Ω)
β Nmin0 − µ
}
> 0. Moreover, there exists Nmax>0 such that
N (t, x) ≤ Nmax ∀ (t, x) ∈ [0,+∞)× Ω.
Proof. Using hypothesis (33) and the bounds T, Φ ≥ 0 and N ≥ N0, we can estimate
f3 (T,N,Φ) ≤ γ
K
Φ T − δ Φ T − β Φ N ≤ −β Φ N0.
Hence, Φ satisfies the differential inequality problem
∂Φ
∂t
≤ −β Φ N0 (x) in [0,+∞)× Ω,
Φ (0, x) = Φ0 (x) ≤‖ Φ0 ‖C0(Ω) in Ω,
(34)
Using that Nmin0 > 0, we conclude that
Φ (t, x) ≤ Φ0 (x) e−β N0(x) t ≤‖ Φ0 ‖C0(Ω) e−β N
min
0 t. (35)
In particular, Φ(t, x)→ 0 as t→ +∞ uniformly in x ∈ Ω.
Using (35) and the bounds T, Φ ≥ 0, N ≥ N0 and P (Φ, T ) T ≤ Φ, we can estimate f1 (T,N,Φ)
as follows:
f1 (T,N,Φ) ≤ ρ P (Φ, T ) T − α T
√
1− P 2 (Φ, T )− β N T ≤
≤ ρ Φ− β N T ≤ ρ ‖ Φ0 ‖L∞(Ω) e−β N
min
0 t − β Nmin0 T.
Therefore, T ≤ S, where S is the unique solution of the following parabolic problem
∂S
∂t
−∆ S = ρ ‖ Φ0 ‖C0(Ω) e−β N
min
0
t − β Nmin0 S in (0,+∞)× Ω,
S (0, x) =‖ T0 ‖C0(Ω) in Ω,
∂S
∂n
∣∣∣∣∣
∂Ω
= 0.
(36)
Now, we can find a super solution of (36) with the form
T (t) = M e−µ t
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such that β Nmin0 > µ > 0 and M = max
{
‖ T0 ‖C0(Ω),
ρ ‖ Φ0 ‖C0(Ω)
β Nmin0 − µ
}
> 0 for all t ≥ 0. Conse-
quently, T is a super solution of (36) and we have
T (t, x) ≤ S (t, x) ≤ T (t) = M e−µ t. (37)
In particular, T (t, x)→ 0 as t→ +∞ uniformly for x ∈ Ω.
Then, we can obtain a uniform upper bound in time and space for N (t, x) since,
∂ N
∂ t
= a (t, x) N + b (t, x) (38)
where
a (t, x) = β (T (t, x) + Φ (t, x))
and
b (t, x) = α B (Φ, T ) (t, x) + δ Φ (t, x) T (t, x) .
Hence, one has the variation of constants formula
N (t, x) =
(
N0 (x) +
∫ t
0
b (s, x) e− A(s,x) ds
)
eA(t,x) (39)
with A (t, x) =
∫ t
0
a (s, x) ds.
Using now the exponential upper bounds of Φ (t, x) and T (t, x) given in (35) and (37) respectively,
a (t, x) ≤ â (t) = β
(
‖ Φ0 ‖C0(Ω) e−β N
min
0
t +M e−µ t
)
,
b (t, x) ≤ b̂ (t) = α M e−µ t + δ ‖ Φ0 ‖C0(Ω) e−β N
min
0
t M e−µ t,
and then,
A (t, x) =
∫ t
0
a (s, x) ds ≤
∫ t
0
â (s) ds ≤ C1 and
∫ t
0
b(s, x)e−A(s,x) ≤ C2.
Hence, we conclude that there exists a constant Nmax > 0 such that N (t, x) ≤ Nmax ∀ (t, x) ∈
[0,+∞)×Ω. Since N (t, x) is increasing, it holds that there exists N∗ (x) ≤ Nmax such that N (t, x)→
N∗ (x) ≤ Nmax pointwise in space when t→ +∞.
Our third result shows that when β is large with respect to ρ then the tumor tends to the extinction.
For that, we need to introduce some notation. Given b ∈ L∞(Ω) we denote by λ1(b) the first eigenvalue
of the problem 
−∆u+ b(x)u = λu in Ω,
∂u
∂n
= 0 on ∂Ω.
Lemma 14. Given a classical solution (T,N,Φ) of (3)-(5) such that N0 (x) > 0 for all x ∈ Ω and
assume that
ρ < λ1(−∆+ βN0(x)). (40)
Then, for all t ≥ 0:
‖ T (t, ·) ‖
C0(Ω)≤ ‖T0‖C0(Ω) e−(λ1(−∆+β N0(x))−ρ) t
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and
‖ Φ (t, ·) ‖
C0(Ω)≤‖ Φ0 ‖C0(Ω) e−µ0 t
with µ0 > 0. Moreover, there exists Nmax>0 such that
N (t, x) ≤ Nmax ∀ (t, x) ∈ [0,+∞)× Ω.
Proof. Since N(t, x) ≥ N0(x) for all x ∈ Ω and t ≥ 0, and using the positivity of Φ and that 0 ≤
P (Φ, T ) ≤ 1, we get
Tt −∆T ≤ ρT
(
1− T
K
)
− β N0(x) T.
Hence,
T (x, t) ≤ S(x, t) ∀t ≥ 0,∀x ∈ Ω, (41)
where S is the unique positive solution of the classical logistic equation
St −∆S + β N0(x) S = ρ S
(
1− SK
)
t > 0, x ∈ Ω,
S(x, 0) = T0(x) x ∈ Ω,
∂S
∂n
= 0 t > 0, x ∈ ∂Ω.
(42)
Now, it is known (see for instance [5]) that if ρ satisfies (40) then the problem (42) has a super
solution with the form
S(t, x) = ‖T0‖C0(Ω) e−(λ1(−∆+β N0(x))−ρ) tϕ (x)
where ϕ (x) is the positive eigenfunction associated with λ1 (−∆+ β N0 (x)) with ‖ϕ‖∞ = 1. Conse-
quently, we have that
T (t, x) ≤ S (t, x) ≤ S (t, x) = ‖T0‖C0(Ω) e−(λ1(−∆+β N0(x))−ρ) tϕ (x)→ 0 (43)
as t→ +∞ uniformly for x ∈ Ω.
Now, since T,N,Φ ≥ 0, we can bound f3 (T,N,Φ) as follows:
f3 (T,N,Φ) ≤ γ
K
T Φ
(
1− T +N +Φ
K
)
− β N Φ ≤ Φ
( γ
K
T − β N
)
≤ Φ
( γ
K
T − β N0 (x)
)
.
Since N0 (x) > 0 for all x ∈ Ω and using (43), there exist t∗ > 0 such that for all t ≥ t∗,
f3 (T,N,Φ) ≤ −µ0 Φ with µ0 > 0. Hence, Φ satisfies the differential inequality problem
∂Φ
∂t
≤ −µ0 Φ in [t∗,+∞)× Ω,
Φ (t∗, x) = ‖Φ (t∗, x) ‖C0(Ω) in Ω,
(44)
Solving (44), we conclude that
Φ (t, x) ≤ ‖Φ (t∗, x) ‖C0(Ω) e−µ0 t. (45)
In particular, Φ (t, x)→ 0 as t→ +∞ uniformly in x ∈ Ω.
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Using now the exponential upper bounds of Φ (t, x) and T (t, x) given in (45) and (43) respectively,
we deduce the estimates
a (t, x) ≤ â (t) = β
(
‖ Φ0 ‖C0(Ω) e−µ0 t+ ‖ T0 ‖C0(Ω) e−(λ1(−∆+β N0(x))−ρ) t
)
,
b (t, x) ≤ b̂ (t) = α ‖ T0 ‖C0(Ω) e−(λ1(−∆+β N0(x))−ρ) t+
+δ ‖ Φ0 ‖C0(Ω) e−µ0 t ‖ T0 ‖C0(Ω) e−(λ1(−∆+β N0(x))−ρ) t
.
and then,
A (t, x) =
∫ t
0
a (s, x) ds ≤
∫ t
0
â (s) ds ≤ C1 and
∫ t
0
b(s, x)e−A(s,x) ≤ C2.
With a similar reasoning to the used in Lemma 13 we conclude the existence of N∗ ∈ L∞(Ω) and
Nmax > 0 such that N(t, x)→ N∗(x) ≤ Nmax pointwise in space when t→ +∞.
Remark 4. It is well-known that the map β 7→ λ1(−∆ + β N0(x)) is continuous and increasing.
Moreover, if N0(x) > 0 for x ∈ Ω we have that λ1(−∆+βN0(x))→∞ as β →∞. Hence, given ρ > 0
there exists β0(ρ) > 0 such that for β ≥ β0(ρ), condition (40) holds, and then the tumor tends to zero.
In the following result, we are able to know the long time behaviour of the system (3)-(5) when
N0 (x) is close to the capacity K.
Lemma 15. Let ǫ > 0 small enough such that N0(x) ≥ K − ǫ for all x ∈ Ω. Then, the classical
solution (T,N,Φ) of (3)-(5) satisfies
T (t, x) ≤‖ T0 ‖C0(Ω) e
−
(
β(K−ǫ)−ρ
ǫ
K
)
t
,
Φ (t, x) ≤‖ Φ0 ‖C0(Ω) e
−
(
β(K−ǫ)−γ
ǫ
K
)
t
,
for all (t, x) ∈ [0,+∞) × Ω. In addition, if ρ ǫ
K
− β (K − ǫ) < 0 and γ ǫ
K
− β (K − ǫ) < 0 we get
that T (t, x) ,Φ (t, x) → 0 uniformly in x as t → +∞. Finally, there exists Nmax such that N (t, x) ≤
Nmax ∀ (t, x) ∈ [0,+∞)× Ω.
Proof. Since N is increasing, we get
N (t, x) ≥ N0 (x) > K − ǫ ∀t ≥ 0, ∀x ∈ Ω.
Using now that T, Φ ≥ 0,
1− T +N +Φ
K
≤ 1− N
K
< 1− K − ǫ
K
=
ǫ
K
.
Therefore, T satisfies
∂T
∂t
−∆ T = f1 (T,N,Φ) ≤ ρ T ǫ
K
− β (K − ǫ) T =
(
ρ
ǫ
K
− β (K − ǫ)
)
T.
In particular, T ≤ S, where S is the unique solution of the following problem
∂S
∂t
−∆ S = −
(
β (K − ǫ)− ρ ǫ
K
)
S in [0,+∞)× Ω,
S (0, x) =‖ T0 ‖C0(Ω) in Ω,
∂S
∂n
∣∣∣∣∣
∂Ω
= 0.
(46)
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Solving (46) we conclude that
T (t, x) ≤ S (t, x) =‖ T0 ‖C0(Ω) e
−
(
β(K−ǫ)−ρ
ǫ
K
)
t
.
Therefore, if
(
ρ
ǫ
K
− β (K − ǫ)
)
< 0, then, S (t, x) satisfies that
T (t, x) ≤ S (t, x) =‖ T0 ‖C0(Ω) e
−
(
β(K−ǫ)−ρ
ǫ
K
)
t → 0 (47)
uniformly for x ∈ Ω as t→ +∞.
On the other hand, since T ≤ K and N ≥ K − ǫ, we get
f3 (T,N,Φ) ≤ γ
K
T Φ
ǫ
K
− β (K − ǫ) Φ ≤
(
γ
ǫ
K
− β (K − ǫ)
)
Φ.
Hence, we deduce that Φ satisfies
∂Φ
∂t
≤ −
(
β (K − ǫ)− γ ǫ
K
)
Φ in [0,+∞)× Ω,
Φ (0, x) ≤‖ Φ0 ‖C0(Ω) in Ω.
(48)
As consequence, if
(
γ
ǫ
K
− β (K − ǫ)
)
< 0,
Φ (t, x) ≤‖ Φ0 ‖C0(Ω) e
−
(
β(K−ǫ)−γ
ǫ
K
)
t → 0 (49)
as t→ +∞ uniformly for x ∈ Ω.
Finally, we can obtain an uniform upper bound in time and space for N (t, x) using the same
argument that in (38). Now, using the upper bound for T (t, x) and Φ (t, x) given in (47) and (49) one
has,
a (t, x) ≤ â (t) = β
(
‖ T0 ‖C0(Ω) e
−
(
β(K−ǫ)−ρ
ǫ
K
)
t
+ ‖ Φ0 ‖C0(Ω) e
−
(
β(K−ǫ)−γ
ǫ
K
)
t
)
,
hence, ∫ t
0
a (s, x) ds ≤ Â (t) =
∫ t
0
â (s) ds ≤ C1,
and
b (t, x) ≤ b̂ (t) = α ‖ T0 ‖C0(Ω) e
−
(
β(K−ǫ)−ρ
ǫ
K
)
t
+
+δ ‖ Φ0 ‖C0(Ω) e
−
(
β(K−ǫ)−γ
ǫ
K
)
t ‖ T0 ‖C0(Ω) e
−
(
β(K−ǫ)−ρ
ǫ
K
)
t
,
hence, ∫ t
0
b(s, x)e−A(s,x) ≤ C2.
With a similar reasoning to the used in Lemmas 13 and 14 we conclude the existence of N∗ ∈ L∞(Ω)
and Nmax > 0 such that N(t, x)→ N∗(x) ≤ Nmax pointwisely in space when t→ +∞.
Remark 5. The condition N0(x) > 0 for x ∈ Ω can be relaxed. Indeed, thanks to strong maximum
principle for parabolic problems, T (t∗, x) > 0 for some t∗ > 0 small and for all x ∈ Ω. Hence, using
(39) we have that N(t∗, x) > 0 for all x ∈ Ω. We could consider now the problem starting in t = t∗.
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