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We begin a study of certain finite projective planes, and a related class of loops. Each
such plane or loop has an associated collection of permutation theoretic data, whose ex-
istence is equivalent to the existence of the plane or loop. This correspondence allows us
to study our planes using finite group theory. The correspondence is summarized in Re-
mark 4.9, which also gives some indication of how to make use of the finite group theory,
and what one might hope to accomplish via the approach.
We begin with some definitions. Let X be a magma; that is X is a set together with a
binary operation ◦ on X. For each x ∈X we obtain maps R◦(x) and L◦(x) on X defined by
R◦(x) :y → y ◦ x and L◦(x) :y → x ◦ y called right and left translation by x, respectively.
A loop is a magma X with an identity 1 such that R◦(x) and L◦(x) are permutations of X
for all x ∈ X. In essence loops are groups without the associative axiom. See [Br1] for
further discussion of basic properties of loops.
Let Env(X) = 〈R◦(x): x ∈ X〉 be the subgroup of the symmetric group Sym(X) on X
generated by the right translations. In the loop theoretic literature Env(X) is called the
“right multiplication group” of X, but we will call Env(X) the enveloping group of X.
It is easy to see that X is a group if and only if Env(X) is regular on X, in which case
X ∼= Env(X). Thus we can regard Env(X) as measuring the “associativity” of X: X is
associative when the lower bound |X| on the order of Env(X) is attained, and X is highly
nonassociative when Env(X) is the alternating or symmetric group on X of maximal order
|X|!/2 or |X|!.
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that R is a loop under + with identity 0, R# =R \ {0} is a loop under · with identity 1, and
for all a ∈ R, a · 0 = 0 · a = 0. The loop ring R is right distributive if for all a, b, c ∈ R,
(a + b) · c = (a · c)+ (b · c). The loop ring R is planar if for all b, d ∈ R and all distinct
a, c ∈R#, there exists a unique x ∈R such that x · a + b = x · c+ d . A right quasifield is a
right distributive loop ring whose additive loop (R,+) is an abelian group. It turns out that
finite right quasifields are planar. A right nearfield is a right quasifield whose multiplicative
loop is a group.
By a construction of M. Hall, each projective plane is coordinatized by a so-called
“planar ternary ring” (PTR; cf. [H, Chapter 20] or [HP, Chapter V]), and conversely each
PTR (R,T ) can be used to construct a projective plane P(R,T ). Moreover (R,T ) has an
associated loop ring R = (R,+, ·) (again see [H] or [HP]), although the ring need not be
distributive or planar.
The ternary operation T is linear if it can be retrieved from the binary operations on R
via
T (x, a, b)= x · a + b.
If (R,T ) is a PTR with a linear ternary operation, then the loop ring R is planar. Conversely
if a finite loop ring R is planar, then the ternary operation T defined by T (x, a, b)= x ·a+b
is a PTR, and hence R gives rise to a projective plane P(R)=P(R,T ). Further R is a right
quasifield precisely when the projective plane P(R) is a dual translation plane. (If P(R) is
coordinatized as in [HP]; the coordinatization in [H] is dual to that in [HP].)
We call a projective plane which is linearly coordinatized by a finite loop ring R a
linear plane, and if the ring is right distributive we call the plane a distributive linear
plane. In this paper we use loop rings to study linear projective planes. In the process,
we are lead to consider a certain class of loops which are of interest, independent of the
study of projective planes: Loops X admitting a group L of automorphisms transitive on
the set X# of nonidentity elements of X. We call such a faithful representation σ :L →
Aut(X) a transitive loop representation of L on the loop X. In particular if R is a loop
ring with additive group X and multiplicative group X·, and L is the enveloping group
of X·, then R is right distributive iff the inclusion map σR :L → Sym(X) is a transitive
loop representation.
One can use group theory to study loops, loop rings, and projective planes. For exam-
ple if σ :L → Aut(X) is a transitive loop representation, then the subgroup G(σ) of the
symmetric group Sym(X) on X generated by L and Env(X) is a 2-transitive subgroup of
Sym(X). We call G(σ) the enveloping group of σ , and if R is a distributive loop ring,
the enveloping group of R is the enveloping group of σR . Since we focus for the most
part on finite groups, loops, and planes, we can make use of the fact that all finite doubly
transitive groups are known, to study transitive loop representations and distributive linear
planes.
In this paper we begin to the study of two questions. One might ask: Is every finite right
distributive planar loop ring a right quasifield? It turns out that by general nonsense, the
answer is no, but what might be true is:
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(1) R is a right quasifield, or
(2) the multiplicative loop of R is the nonabelian multiplicative group of a left nearfield N ,
such that R and N coordinatize the same non-Desarguesian translation plane?
We hope that Question 1 has a negative answer. In particular all known finite projective
planes are of prime power order; we hope to construct distributive linear planes which are
not of prime power order.
Our second question is rather vague:
Question 2. What can be said about finite transitive loop representations?
In [Br2], Bruck proves the following result addressing Question 2, which was the first
theorem in the original draft of this paper: Assume σ :L → Aut(X) is a transitive loop
representation and X is finite. Then either X is an elementary abelian p-group for some
prime p, or X is simple (i.e., X has no nontrivial proper homomorphic images).
Hughes [Hu] and Paige [P] study what Hughes calls division neo-rings: Loop rings R
satisfying both distributive laws. Further in each paper the emphasis is on the case where
the multiplicative loop (R#, ·) is an abelian group. This is an important special case, which
is also studied in the second paper of this series. The importance of this case is suggested
by the following weak version of Question 1:
Question 3. Let R be a finite right distributive planar loop ring. It is the case that either:
(1) (R,+) is a group, so that R is a right quasifield, or
(2) (R#, ·) is a group and (R,+) is highly nonassociative?
Now we come to the main theorems of this work:
Theorem 1. Assume σ :L → Aut(X) is a transitive loop representation and X is a finite
Bol loop. Then X is an elementary abelian p-group for some prime p.
Bol loops are a class of loops satisfying an identity weaker than associativity (cf. Sec-
tion 5). Thus all groups are Bol loops, but also Moufang loops are Bol.
On the other hand, Section 6 contains a construction which produces numerous infi-
nite families of transitive loop representations σ :L → Aut(X), for finite simple loops X
of exponent 2, with L acting regularly on X#. Each such representation leads to a right
distributive loop ring, but none of these rings are planar, so they lead to no linear planes.
Further the enveloping group Env(X) of X is the alternating or symmetric group on X, so
these loops are highly nonassociative.
Theorem II.3 in [P] supplies another construction.
Let G=G(σ) be the enveloping group of σ and recall the group G is doubly transitive
on X. Hence either the generalized Fitting group (cf. [FGT, Section 31]) D = F ∗(G) of G
is a nonabelian simple group, in which case we say G and σ are almost simple, or D is an
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pe and LGL(D). In this second case we say G and σ are affine. Further X is a group iff
σ is affine and D = {R(x): x ∈X}, in which case X ∼=D. Recall if σ = σR for some right
distributive loop ring R, then R is a right quasifield precisely when (R,+) is a group, and
in that case R is planar with associated dual translation plane P(R).
In this, the first paper in our series, we concentrate on representations which are almost
simple. As G(σ) is doubly transitive, the possibilities for G(σ) are listed in [C]. We show
most doubly transitive groups listed in [C] do not arise as the group G(σ) of a transitive
loop representation σ . Indeed it appears that when σ is almost simple, generically G(σ)
(and hence also Env(X)) must be the alternating or symmetric group on X, and L is regular
on X#, although we do construct a few examples where this is not the case. Note that if R
is a right distributive planer loop ring whose plane P(R) is not of prime power order, then
σR is almost simple. In this case we show:
Theorem 2. Assume R is a finite right distributive planar loop ring. Let X be the additive
loop of R, G+ = Env(R,+), L = Env(R#, ·), and G the enveloping group of R. Assume
D = F ∗(G) is a nonabelian simple group. Then one of the following holds:
(1) G+ is the alternating or symmetric group on X.
(2) D is a group of Lie type of Lie rank one acting on X, and the stabilizer G0 in G of 0
is the normalizer of a Borel subgroup of D.
(3) |R| = 28, G∼= Sp6(2), G0 ∼=O−6 (2), and either (R#, ·)∼= L is nonabelian of order 27,
or L is 31+2 extended by a 2-group of 2-rank 1.
(4) |R| = 12, G∼=M11 or M12, and (R#, ·)∼= L∼= Z11.
(5) |R| = 24, G∼=M24, and (R#, ·)∼= L∼= Z23.
(6) |R| = 28, G∼= 2G2(3), and G0 is a Borel subgroup of G.
See [FGT] for notation and terminology involving finite groups. In [A3] we eliminate
many of the potential examples listed in Theorem 2, including (4)–(6) and those subcases
of (2) where G induces inner-diagonal automorphisms on D.
Theorem 2 is a step toward a positive answer to Questions 1 and/or 3.
Our final theorem is of the same flavor:
Theorem 3. Assume R is a finite right distributive planar loop ring of order p + 1 where
p is an odd prime. Let G be the enveloping group of R and L= Env(R#, ·). Then either
(1) The multiplicative loop (R#, ·) of R is the group Zp , or
(2) p = 2m − 1 is a Mersenne prime, R is a right quasifield, the additive loop (R,+) of R
is the group E2m , and L∼= Lm(2).
It is not difficult to show the two smallest subcases of case (2) of Theorem 3 when
m = 2 or 3 do not arise. It is also possible to show that in case (1) of Theorem 3, when
p is small then p is a Mersenne prime and R is a field. This supplies more evidence for a
positive answer to Questions 1 and 3.
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linear planes, right distributive loop rings, and transitive loop representations into a group
theoretic setting. Remark 4.9 gives a brief overview of this translation.
Theorem 1 is proved in Section 5, and Theorem 3 is proved in Section 7. Section 6
contains a construction of various infinite families of distributive right loop rings whose
additive loop is highly nonassociative; by [Br2], these loops are simple. In 8.2 we construct
a transitive loop representation of L3(2) on a loop of order 15 and exponent 3, whose
enveloping group is A7. Theorem 2 is proved in the last three sections. In most cases
results are proved in the larger setting of transitive loop representations, so a version of
Theorem 2 for such representations can be retrieved from this work.
Finally we observe that to give a complete treatment of projective planes along the lines
discussed here, one would need to study planer ternary rings (R,T ) where T is not linear,
and/or the associated loop ring R = (R,+, ·) is not distributive. In the first case, one can
ask: Can one retrieve the ternary operation from R? If the answer is yes, one would also
wish to describe the class of loop rings which correspond to nonlinear ternary operations.
In the second case one must generate methods to study loops ring R of a PTR which do
not satisfy either distributive law.
We have given no serious thought to either question, but there is a brief superficial
discussion of the topics in Remark 4.9.
1. Loops, folders, and envelopes
In this short section we recall some notation and terminology involving loops, summa-
rize some facts about loops, and references for those facts.
In [A2], a loop folder is defined to be a triple ξ = (G,H,K), where G is a group,
H is a subgroup of G, K is a subset of G containing 1, and for all g ∈ G, K is a set of
coset representatives for Hg in G. The folder is an envelope if G = 〈K〉 and faithful if
kerH (G)= 1, where kerH (G) is the largest normal subgroup of G contained in H .
For example if X is a loop then (X) = (G,G1,K) is a faithful loop envelope, where
G= Env(X) is the enveloping group of X, G1 is the stabilizer in G of the identity 1 of X,
and K = {R(x): x ∈X} is the set of right translations of X.
Section 1 of [A2] contains the definition of a category of loop folders and functors  and
l to and from the category of loops and the category of loop folders. The reader is directed
to [A2] for notation, terminology, and results about folders and these functors.
In Section 5, we will need more detailed facts about folders, functors, and Bol loops
which can be found in [A2], but we postpone that discussion until Section 5.
2. Loop rings
Notation 2.1. Let R be a loop ring and let X = (R,+) and X· = (R#, ·) be the additive
and multiplicative loops of R, respectively. Let (X) = ξ = (G+,H+,K) and (X·) =
ξL = (L,HL,KL) be the envelopes of these loops. Thus K is the set of right translations
R+(x) :y → y + x, x ∈ X, on X and KL is the set of right translations R·(x) :y → y ◦ x,
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and L as subgroups of Sym(X). Let σ :L → Sym(X) be the representation defined by
the identification of L with a subgroup of Sym(X). Set G = 〈G+,L〉  Sym(X) and let
M =G0 be the stabilizer in G of 0.
2.2. Assume Notation 2.1. Then
(1) LM and L is transitive on X \ {0}.
(2) G is doubly transitive on X.
Proof. By construction L= 〈KL〉 fixes 0 and for each y ∈X# =X \ {0}, R·(y) ∈KL with
1R·(y)= y, so L is transitive on X#. Thus (1) holds. Similarly G+ is transitive on X, so (2)
follows from this observation and (1). 
2.3. Assume Notation 2.1. Then the following are equivalent:
(1) R is right distributive.
(2) The representation σ maps L into the group of automorphisms of the additive loop X
of R.
(3) L acts via conjugation on K .
Proof. For x ∈R# and r, s ∈R,
(r + s)σ (x)= (r + s) · x and (r · x)+ (s · x)= rσ (x)+ sσ (x),
so (1) and (2) are equivalent. The proof of 4.1 in [A2] shows that (2) and (3) are equiva-
lent. 
Recall the definition of a ternary ring and a planar ternary ring (R,T ) from [HP,
Chapter V] or [H, Chapter 20]. Given a ternary ring (R,T ) define the incidence struc-
ture P(R,T ) as in [HP, Theorem 5.2]. Note the definition of P(R,T ) in [H, Section 20.3]
is dual to that in [HP].
2.4. Assume R is a finite set, 0 is a distinguished element of R, + and · are binary opera-
tions on R and R# =R \ {0}, respectively, and define T :R ×R ×R →R by
T (x, a, b)= x · a + b.
Then the following are equivalent:
(1) R is a planar loop ring.
(2) (R,T ) is a planar ternary ring.
(3) The incidence structure P(R,T ) is a projective plane.
402 M. Aschbacher / Journal of Algebra 300 (2006) 396–432Proof. The equivalence of (2) and (3) appears in [HP, Chapter V].
If (2) holds, then R is a loop ring by [HP, Theorem 5.3]. Thus we may assume R is
a loop ring and adopt Notation 2.1. Further T is a ternary operation on R, so (R,T ) is a
planar ternary ring iff the five axioms appearing in [H,HP] are satisfied. Thus it remains to
show these axioms hold iff the loop ring R is planar.
As x · 0 = 0 · x = 0 for all x ∈R, axiom (A) of [HP, Theorem 5.1] holds. Similarly as 0
and 1 are identities for X = (R,+) and X· = (R#, ·), respectively, axiom (B) holds.
For a∈R# and x, b, d ∈R, x ·a+b=d iff xR·(a)R+(b)=d iff x=dR+(b)−1R·(a)−1,
so given such a, b, d , there is a unique x ∈ R such that T (x, a, b) = T (x,0, d). Thus ax-
iom (C) is satisfied iff it is satisfied for all distinct a, c ∈R# iff R is planar.
As R is finite, Theorem 5.4 in [HP] says axioms (C) and (D) hold iff (C) and (E) hold.
Thus it remains to show (D) holds. But (D) says that if a, b, c ∈ R then there is a unique
x ∈ R such that T (a, b, x) = c. Further T (a, b, x) = a · b + x, and as X is a loop, left
translation L+(a · b) is a permutation of X, so indeed axiom (D) is satisfied. 
Define a right Hall system to be a 5-tuple H= (X,0,1,K,KL), where X is a set, 0,1
are distinct members of X, and K,KL are subsets of Sym(X) such that 1X ∈K ∩KL, and
(H1) For all x, y ∈X there exists a unique b ∈K such that xb = y.
(RH2) Each member of KL fixes 0, and KL is a set of coset representatives for 〈KL〉1
in 〈KL〉.
The five tuple H is a Hall system if it satisfies (H1) and (H2), where:
(H2) Each member of KL fixes 0, and for all distinct x, y ∈ X \ {0} there exists a unique
a ∈KL such that xa = y.
Notice that (H2) implies (RH2), so Hall systems are right Hall systems. The right Hall
system H is distributive if KL acts on K via conjugation, and H is planar if
(HPL) For all b, d ∈K and all distinct a, c ∈KL, c−1abd−1 fixes a unique point of X.
2.5. Assume Notation 2.1 and let H=H(R)= (X,0,1,K,KL). Then
(1) H is a Hall system.
(2) R is right distributive iff H is distributive.
(3) R is planar iff H is planar.
Proof. By construction each member of KL fixes 0, and as ξ and ξL are loop envelopes,
(H1) and (H2) hold. Thus (1) is established. Part (2) follows from 2.3.
Next R is planar iff for all b, d ∈ R and distinct a, c ∈ R#, there is a unique x ∈ R with
x · a + b = x · c + d . Equivalently there is a unique x ∈X such that
xR·(a)R+(b)= xR·(c)R+(d). (∗)
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yR·(c)−1R·(a)R+(b)R+(d)−1 = y. (∗∗)
Hence as R·(c) is a permutation of X, R is planar iff (HPL) holds, establishing (3). 
Example 2.6. Let R be a finite field and define T to be the linear ternary operation on R.
Then (cf. [HP, p. 120])P(R)=P(R,T ) is the projective plane of the 3-dimensional vector
space over R. Adopt Notation 2.1. Then G+ =K is the group of translations R+(b) :x →
x + b, b ∈ X, and L = KL is the group of maps R·(a) :x → ax, a ∈ R#. Further L acts
on G+, and G = G+L is the affine group of maps x → ax + b. Of course R satisfies the
distributive laws, and we just saw that L acts on K = G+. Finally the Hall system H =
H(R) is planar since if a, b, c, d are as in (HPL) then u = c−1a ∈ L and v = bd−1 ∈ G+
with u = 1 as a = c. Then as CG+(u) = 1, uv ∈ uG+ and hence as 0 is the unique fixed
point of u on X, uv also has a unique fixed point on X.
Remark 2.7. Let X be a set, x0 a distinguished point of X, and K a subset of Sym(X)
containing 1 such that for each x ∈ X there is a unique k ∈ K with x0k = x; equivalently
G = 〈K〉 is transitive on X and K is a set of coset representatives for H = Gx0 in G. For
u,v ∈K define u ∗ v to be the unique member of K in Huv. Then ∗ is a binary operation
on K which we can transfer to a binary operation  on X via the bijection u → x0u of K
with X; that is x0u  x0v = x0(u ∗ v) for u,v ∈ K . Write (X,x0,K) for the operation .
Note that as 1 ∈K , 1 is an identity for ∗, and hence x0 is an identity for .
Notation 2.8. Let H= (X,0,1,K,KL) be a distributive right Hall system. Set L= 〈KL〉,
G+ = 〈K〉, and G= 〈G+,L〉, regarded as subgroups of Sym(X). Write + for the operation
(X,0,K) and · for the operation obtained by extending (X \ {0},1,KL) to X via x · 0 =
0 · x for all x ∈X. Let R(H)= (X,+, ·).
2.9. Assume H = (X,0,1,K,KL) is a distributive right Hall system, and adopt No-
tation 2.8. Let ι :L → Sym(X) be the inclusion map. Then (X,+) is a loop, ξ =
(G+,G+,0,K)= (X,+), and ι :L→ Sym(X) is a transitive loop representation.
Proof. Condition (H1) in the definition of right Hall systems says that ξ = (G+,G+,0,K)
is a loop envelope and l(ξ)= (X,+). Condition (RH2) says that L fixes 0 and is transitive
on X#. As H is distributive, L acts on K via conjugation, so ι maps L into Aut(X) as in
the proof of 2.3. 
2.10. Assume H= (X,0,1,K,KL) is a distributive Hall system, and adopt Notation 2.8.
Then
(1) R=R(H) is a right distributive loop ring.
(2) (R,+)= (G+,G+,0,K) and (R#, ·)= (L,L1,KL).
(3) H(R)=H.
(4) R is planar iff H is planar.
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so l(ξ) is a loop. Similarly (H2) says that ξL = (L,L1,KL) is a loop envelope, so l(ξL) is
a loop, l(ξL)∼= (R#, ·), and (R#, ·)= ξL. Therefore R is a loop ring. As L acts on K , R
is right distributive by 2.3. Thus (1) and (2) are established. In particular Notation 2.1 is
satisfied by R, and (3) follows. Then (4) follows from 2.5. 
2.11. Assume H = (X,0,1,K,KL) is a finite distributive planar right Hall system, and
adopt Notation 2.8. ThenH is a planer Hall system andR(H) is a right distributive planar
loop ring.
Proof. By 2.10, it suffices to show H is a Hall system. By (RH2), |KL| = |X#|. Let x, y ∈
X# be distinct. If a, c ∈ KL are distinct with xa = xc then ac−1 fixes 0 and x, so c−1a =
(ac−1)c fixes two points of x, contrary to (HPL) with b = d = 1. As |KL| = |X#| < ∞, it
follows that (H2) holds, completing the proof. 
3. Loops with transitive groups
In this section we assume σ :L→ Aut(X) is a transitive loop representation. Moreover
we adopt the following notation:
Notation 3.1. Set (X)= ξ = (G+,H+,K) and identify L with its image under σ , so that
G+ and L are subgroups of Sym(X). Set G=G(σ)= 〈G+,L〉, and let M be the stabilizer
in G of 0.
Example 3.2. Assume R is a right distributive loop ring and let X = (R,+) and X· =
(R#, ·) be the additive and multiplicative loops of R, respectively. Let L be the enveloping
group of X·. Then Lemma 2.3 supplies us with a faithful representation σ :L → Aut(X),
and by 2.2.1, L is transitive on X#, so σ is a transitive loop representation.
3.3.
(1) G+ G=G+L and H+ M =H+L.
(2) ξG = (G,M,K) is a loop folder.
(3) L acts faithfully on K via conjugation and the map k → 0k is an equivalence of the
representation of L on K via conjugation with the representation σ .
(4) L is transitive on K \ {1}.
(5) G is doubly transitive on X.
(6) If L∗ is a subgroup of L transitive on X# then the restriction σ∗ :L∗ → Aut(X) of σ to
L∗ is a transitive loop representation.
Proof. As L acts on K via conjugation, it also acts on G+ = 〈K〉. Thus G+ is normal in
G= 〈G+,L〉 =G+L. As L fixes 0, LM , so M =M ∩G=M ∩G+L= (M ∩G+)L=
H+L, so (1) holds.
As ξ is a loop envelope, for all x, y ∈ X there is a unique a ∈ K with xa = y, so (2)
follows. Further as L acts on K via conjugation and L M , for l ∈ L and k ∈ K , 0kl =
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equivalence of the representations of L on K and X. As L is faithful on X, L is faithful
on K , so (3) holds. As L is transitive on X#, (4) and (5) hold. Part (6) is trivial. 
3.4. Let U L and XU the fixed points of U on X. Then
(1) XU is a subloop of X.
(2) CK(U)=R(XU) is transitive on XU .
(3) M controls fusion of L in M with respect to G.
Proof. See the proof of parts (1) and (2) of 4.3 in [A2] for the first two parts of the
lemma. Suppose Ug M . Then 0 ∈ XUg so 0g−1 ∈ XU and hence 0g−1 = 0k for some
k ∈ CK(U) by (2). Thus 0 = 0kg, so kg ∈M with Ug =Ukg , establishing (3). 
3.5. Let x ∈X# and V = 〈x〉 the subloop of X generated by x. Assume V is finite. Then
(1) V ∼= 〈y〉 for all y ∈X \ {0}.
(2) V = 〈y〉 for all y ∈ V #.
(3) NL(V ) is transitive on V #.
(4) The representation of AutL(V ) on V is a transitive loop representation.
(5) If V is a group then V ∼= Zp for some prime p.
(6) V # = V \ {0} is a TI-set under L.
Proof. Part (1) follows from the transitivity of L on X#. Let y ∈ V # and V (y)= 〈y〉. Then
V (y)  V , so as V is finite, V = V (y) by (1). Thus (2) and (6) hold. As L is transitive
on X# there exists l ∈ L with xl = y, so V l = V (y) = V by (2). Thus (3) holds. Then (3)
implies (4).
Assume V is a group. Then as M =NL(V ) is transitive on V # by (3), V is an elementary
abelian p-group for some prime p. However V = 〈x〉 is cyclic, so (5) holds. 
If X is finite and V is a group, then by 3.5 there exists a prime p such that 〈x〉 ∼= Zp for
each x ∈X#. In that event we call p the characteristic of X.
3.6. Let 1 = k ∈ K , set x = 0k, and let {l1, . . . , ln} be a set of coset representatives for Lx
in L, with l1 = 1. Then
(1) Lx = CL(k).
(2) [k−1, li] is fixed point free on X# for each i > 1.
Proof. Part (1) follows from 3.3.3. Next [k−1, li] = kk−li with kli = k for i > 1 as li /∈
CL(k). Thus (2) follows from [A2, Remark 1.1]. 
Definition 3.7. A 2-transitive system is a 4-tuple Y = (Y,0,B, k) where Y is a set, 0 ∈ Y ,
B is a subgroup of Sym(Y ), and k ∈ Sym(Y ) such that
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(2T2) B fixes 0, B is transitive on Y # = Y \ {0}, and CB(k)= B0k .
The 2-transitive system Y is said to be a loop system if:
(2T3) For each b ∈ B \CB(k), [k−1, b] has no fixed points on Y .
Let KY = kB ∪ {1}, GY = 〈KY 〉, HY = GY,0, and ξY = (GY ,HY ,KY ). Write k = α · θ ,
where α is the cycle of k containing 0 and θ is the product of the remaining cycles of k.
Set V = 0〈α〉 and V # = V \ {0}. The system Y is finite if Y is finite.
3.8. Assume Y = (Y,0,B, k) is a 2-transitive system and define ϕ :Y → KY by ϕ(0) = 1
and ϕ(0kb)= kb . Then
(1) ϕ is an equivalence of the representation of B on KY via conjugation with its repre-
sentation on Y .
(2) |Y | = |KY |.
(3) GY is 2-transitive on Y .
(4) If Y is finite then ξY is a faithful loop envelope iff Y is a loop system.
(5) If Y is a finite loop system then the inclusion map σ :B → Sym(Y ) is a transitive loop
representation of B on l(ξY )= (Y,+), where + = (Y,0,KY ).
Proof. Part (1) is a consequence of (2T2), and (1) implies (2). By (2T1), k moves 0, and
by (2T2), B is transitive on Y \ {0}, so (3) holds.
Assume Y is finite and consider the condition (∗):
ξY is a faithful loop envelope. (∗)
By [A2, Remark 1.1], (∗) holds iff for each x, y ∈ Y there is a unique r ∈KY with xr = y.
Thus as |KY | = |Y | is finite, (∗) is equivalent to (∗∗):
For all r, s ∈KY , u= rs−1 is fixed point free on Y . (∗∗)
As L is transitive on KY \ {1}, (∗∗) holds iff it holds when r = k and s = 1 or kb for some
b ∈ B \CB(k). In the first case u has no fixed points by (2T1) and in the second u has no
fixed points for all b ∈ B \CB(k) iff (2T3) holds. This completes the proof of (4).
Assume Y is a loop system. By (4), XY = l(ξY ) is a loop, and by definition of l(ξY ),
XY = (Y,+) where + = (Y,0,KY ). By construction B induces a group of automor-
phisms of GY acting faithfully and transitively on KY \ {1}. As B fixes 0 it acts on the
stabilizer HY of 0 in GY . Thus by [A2, Section 1], B induces a faithful group of automor-
phisms of XY transitive on X#Y , so (5) holds. 
3.9. Assume X is finite and pick k ∈ K#. Then Y(σ ) = (X,0,L, k) is a loop system with
ξY(σ ) = ξ .
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L fixes 0 and L is transitive on X#. By 3.6.1, CL(k)= L0k , so (2T2) holds. As ξ is a loop
envelope, (2T1) holds. Therefore Y = Y(σ ) is a 2-transitive system.
By 3.3.4, L is transitive on K# via conjugation, so K = {1} ∪ kL. Thus K = KY , so
G+ = GY and H+ = HY . Therefore ξ = ξY . As ξ is a faithful loop envelope, Y is a loop
system by 3.8.4. 
3.10. Assume Y = (Y,0,B, k) is a 2-transitive system and let b ∈ B . Then
[
k−1, b
]= [α−1, bθ−1][θ−1, b].
Proof. Observe [k−1, b] = αθα−bθ−b = αα−bθ−1θθ−b = [α−1, bθ−1 ][θ−1, b]. 
Let p be a prime and define a 2-transitive system Y = (Y,0,B, k) to be of characteristic
p if Y is finite, |V | = p, and αb ∈ 〈α〉 for each b ∈ B such that V ∩ V b = 0.
3.11. Assume Y = (Y,0,B, k) is a 2-transitive system of characteristic p. Then
(1) V # is a TI-set under B .
(2) NB(V ) acts on A= 〈α〉 with NB(V )V ∼= Aut(A)∼= Zp−1.
(3) CB(V )= CB(k) CB(θ)NB(V ).
(4) For each b ∈ NB(V ) \ CB(k), [θ−1, b] ∈ CB(V ) and [k−1, b] is fixed point free on Y
iff [θ−1, b] is fixed point free on Y \ V .
Proof. For b ∈ B with V ∩V b = 0, αb ∈ 〈α〉 =A∼= Zp as Y is of characteristic p. Thus V
is the set of points of Y moved by αb , so V = V b, establishing (1). Further this shows
NB(V ) acts on A, so as A is regular on V and B fixes 0, CB(A) = CB(V ), and hence
NB(V )
V is faithful on A and transitive on V #, so (2) holds.
Let 1 = 0k. By (2T2), B1 = CB(k). Thus CB(k)NB(V ) by (1), so CB(V )= CB(k)=
CB(α) CB(θ)NB(V ), completing the proof of (3).
Assume b ∈ NB(V ) \ CB(k). Then b acts on V and θ centralizes V , so [θ−1, b] ∈
CB(V ). Further αb = αi for some 1 < i < p as Y is of characteristic p, so
[
α−1, bθ
]= [α−θ−1, b]θ = [α−1, b]θ = (α1−i)θ = α1−i ,
with 0 < i − 1 < p, and hence [α−1, bθ ] is fixed point free on V . Then (4) follows
from 3.10. 
3.12. Pick a point 1 ∈ X# and a set KL of coset representatives for L1 in L containing 1.
Set H= (X,0,1,K,KL). Then
(1) H is a distributive right Hall system.
(2) (X,0,K)= +.
(3) Assume X is finite. Then H is a distributive planar Hall system iff for all distinct
a, c ∈KL, and for all l, g ∈ L, c−1akl and (c−1a)g[k−1, l] fix unique points of X.
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isfies (H1). As L is a group of automorphisms of X, L fixes 0, so KL fixes 0, and by
construction (RH2) is satisfied. Thus H is a right Hall system. By 3.3.3, L act on K via
conjugation, so H is distributive, completing the proof of (1). By definition of (X,0,K)
in 2.7 and as ξ = (X), + = (X,0,K), so (2) holds.
Assume X is finite. To prove (3), it suffices by 2.11 to show that (HPL) is equivalent
to the conditions in (3). Recall (HPL) says: For all distinct a, c ∈ KL and for all u,v ∈ K ,
c−1auv−1 fixes a unique point of X. Let d = c−1a. If u or v is 1, then duv−1 = dkl or
dk−l for some l ∈ L. Further (dk−l )−1 = kld−1, so d−1kl = (kld−1)d fixes a unique point
iff dk−l fixes a unique point. If neither u nor v is 1, then u = kl and v = kg for some
l, g ∈ L, so for all d , u, v, duv−1 = (dl−1kk−gl−1)l fixes a unique point iff for all h ∈ L#
and b ∈ L, dhkk−b fixes a unique point. That is (3) holds. 
3.13. Assume Y = (Y,0,B, k) is a finite loop system and B is regular on Y #. Pick a point
1 ∈ Y # and set K =KY . Then
(1) H= (Y,0,1,K,B) is a distributive Hall system.
(2) R(Y)=R(H)= (Y,+, ·) is a right distributive loop ring.
(3) The multiplicative loop of R(Y) is isomorphic to B .
(4) R(Y) is planar iff for all a, b ∈ B#, ak and a[k−1, b] fix a unique point of Y .
(5) B ∼= CSym(Y )(B)= {L·(b): b ∈ B} is regular on Y #.
(6) R(Y) satisfies both distributive laws iff CG(B) acts on K via conjugation. In that
event A= BCSym(Y )(B)=A1B  Aut(R,+) and A1  Aut(R).
Proof. By 3.8.5, the inclusion map σ :B → Sym(Y ) is a transitive loop representation of B
on l(ξY )= (Y,+). As B is regular on Y #, B1 = 1 and B is a set of coset representatives for
B1 in B . Thus H is a distributive right Hall system by 3.12. As B is a group regular on Y #,
H satisfies condition (H2), so (1) holds. Then (2) follows from 2.10.1, while by 2.10.2,
(R(Y)#, ·)= l(ξB), where ξB = (B,1,B). This last fact implies (3).
As B is a group, B# = {a−1c: (a, c) ∈ B ×B and a = c}. Thus (4) follows from 3.12.3.
As B is regular on Y #, (5) is well known. Then the first two statements of (6) follows
from (5) as in the proof of 2.3. Let A= BCSym(Y )(B). As B is regular on Y #, A=A1B . As
A1 fixes 1 and acts on B , A1 preserves the multiplication · = (Y #,1,B), so A1  Aut(R),
completing the proof of (6). 
4. Finite loops
In this section we assume σ :L → Aut(X) is a transitive loop representation with X
finite, and adopt Notation 3.1. Thus the enveloping group G=G(σ) of σ (cf. Notation 3.1)
is also finite. Let D = F ∗(G) be the generalized Fitting subgroup of G.
4.1.
(1) D is the unique minimal normal subgroup of G.
(2) D G+, G=MD, and G+ =DH+.
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(a) D ∼=Epe is a regular normal subgroup of G, so |X| = pe and M is a complement
to D in G, or
(b) D is a nonabelian simple group.
(4) If G is the alternating or symmetric group on X and |X|> 4 then G+ is the alternating
or symmetric group on X.
Proof. Since G is 2-transitive on X, parts (1) and (3) follow from a result of Burnside
(cf. [B, Theorem XIII on p. 202]), as does the fact that G = DM . As G+ G, D G+
by (1). Then G+ = G+ ∩ G = G+ ∩ DM = D(G+ ∩ M) = DH+, establishing (2). If
|X|> 4 and G is the alternating or symmetric group on X then D = Alt(X), so as D G+
by (2), (4) holds.
In case (a) of 4.1.3 we say that the representation σ is affine, and in case (b) we say σ
is almost simple. 
4.2. The following are equivalent.
(1) X is a group.
(2) H+ = 1.
(3) X is an elementary abelian p-group for some prime p.
(4) σ is affine and K =D.
(5) X ∼=D.
Proof. As ξ = (X) is faithful, kerH+(G0) = 1, so (1) is equivalent to (2) by 2.10 in
[A1,A2,A3], which says in that case that G+ = K ∼= X. In particular as G+ = H+D, (2)
implies (5). Further if (2) holds then as L is transitive on D#, D is not a nonabelian simple
group, so σ is affine and (3) and (4) hold. Of course each of (3) and (5) imply (1), and as
G+ = 〈K〉 and H+ ∩D = 1 in the affine case, (4) implies (2). 
4.3. Assume σ is affine. Then
(1) For each g ∈G, g =m(g)d(g)= n(g)k(g) for unique m(g),n(g) ∈M , k(g) ∈K , and
d(g) ∈D. Further 0g = 0d(g)= 0k(g) and m(g),n(g) ∈H+ if g ∈G+.
(2) The maps d → k(d), k → d(k), k → 0k, and d → 0d are equivalences of the repre-
sentations of L on D, K , and X.
Proof. Part (1) is a consequence of the fact that ξ and ξG (cf. 3.3.2) are loop folders and
D G0, and from the fact that M is a complement to D in G. Then (2) follows from (1)
and the fact that L acts on D and K via conjugation. 
Pick an element 1 ∈ X# and let U be the set of subgroups U of the stabilizer L1 of 1
in L such that
UL ∩L1 =UL1 . (∗)
4.4.
(1) L1 ∈ U .
(2) For each prime q and each Q ∈ Sylq(L1), Q ∈ U .
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(4) For each U ∈ U , the representation of NL(U)XU on XU is a transitive loop represen-
tation.
Proof. Part (1) is trivial and (2) follows from Sylow’s theorem. Part (3) follows from [FGT,
5.21]; then (4) follows from (3) and 3.4.1. 
4.5. Assume X is of characteristic p and let V = 〈1〉 be the subloop of X generated by 1.
Then
(1) R(V )V = 〈R(V )V 〉 ∼= V ∼= Zp .
(2) AutL(V )= Aut(V )∼= Zp−1.
(3) CL(V )= CL(R(V )) and NL(V )=NL(R(V )).
Proof. By 3.5.5, V ∼= Zp . As V is a group, by [A2, 2.10], R(V )V = 〈R(V )V 〉 ∼= V .
Thus (1) holds. By 3.5.4, the representation of AutL(V ) on V is a transitive loop repre-
sentation, so AutL(V ) is a subgroup of Aut(V ) ∼= Zp−1 transitive on V #, and hence (2)
holds. Finally (3) follows from 3.3.3 and the action of NL(V ) on V . 
4.6. Y(σ ) is of characteristic p iff X is of characteristic p.
Proof. Assume char(X)= p and let V = 〈1〉 be the subloop of X generated by 1. By 3.5.6,
V # is a TI-set under L. Thus for b ∈ L with V ∩ V b = 0, b ∈ NL(V ), so kb ∈ R(V ) and
hence by 4.5.1, αb ∈ 〈α〉 as α and αb are the projections of k and kb on Sym(V ). Thus
Y = Y(σ ) is of characteristic p.
Conversely assume Y is of characteristic p. By 3.11, V # is a TI-set under L, so
NL(V ) = {b ∈ L: 1b ∈ V }. As α and θ act on V , so does k = αθ . Thus for b ∈ NL(V ),
kb acts on V , so by 3.3 in [A1,A2,A3], V is a subloop of X. From [A2, 2.9], X(V ) =
(GV ,HV ,KV ) is a subenvelope of ξ where KV =R(V ), GV = 〈KV 〉, and HV =M ∩GV .
As αb ∈A= 〈α〉, GVV =KVV =A, so V ∼=A∼= Zp by [A2, 2.11]. That is char(X)= p. 
4.7. Assume σ is almost simple and let N = |X|. Then one of the following holds:
(1) D ∼=AN .
(2) D is a group of Lie type of Lie rank 1, M =NG(U) is the normalizer of the unipotent
radical U of a Borel subgroup of D, and N = |U | + 1.
(3) D ∼= Ln(q) for some n  3 and prime power q , N = (qn − 1)/(q − 1), and the
permutation representation of G on X is a equivalent to its representation on the
points of projective space PG(n− 1, q).
(4) D ∼= Sp2n(2), n 3, M ∼=O2n(2), and N = 2n−1(2n + ).
(5) D ∼=MN is a Mathieu group and N = 11, 12, 22, 23, or 24.
(6) G∼=M11, N = 12, and M ∼= L2(11).
(7) G∼= L2(11), N = 11, and M ∼=A5.
(8) G∼=A7, N = 15, and M ∼= L3(2).
(9) G∼= 2G2(3), N = 15, and M is a Borel subgroup of G.
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(11) D ∼= Co3, N = 276, and M ∼= Z2/Mc.
Proof. By 3.3.5, G is doubly transitive on X. Then the result follows from the classifica-
tion of the finite simple groups and the 2-transitive representations of the almost simple
groups; cf. [C, Theorem 5.3]. 
Let p be a prime and V be a finite-dimensional vector space over Fp of dimension e.
Let F be a finite field of order pf with f dividing e. An F -structure on V is an F -scalar
multiplication on · on V making V into an F -space VF . The stabilizer of the F -structure ·
is the subgroup Γ L(VF ) of GL(V ) consisting of all F -semilinear maps on the F -space VF .
Usually we write VF for the F -structure.
4.8. Suppose σ is affine. Then D ∼= Epe for some prime p and positive integer e, and for
each subgroup N of M containing L, one of the following holds:
(1) N preserve an Fpe -structure on D.
(2) There exists an extension field F = Fpf of Fp with 1 f < e, and an F -structure DF
on D preserved by N such that SL(DF )N .
(3) There exists an extension field F = Fpf of Fp with 1 f < e, and an F -structure DF
on D preserved by N , such that Sp(DF )′ N .
(4) p = 2, there exists an extension field F = Fpf of Fp and an F -structure DF on D
preserved by N such that e = 6f and G2(F )′  N .
(5) N contains a normal extraspecial subgroup isomorphic to Q8D8, p = 3, and e = 4.
(6) N∞ ∼= SL2(5) and N preserves a 2-dimensional F -structure DF on D where F is of
order 9, 11, 19, 29, or 59.
(7) pe = 16 and N ∼=A7.
(8) N ∼= SL2(13) and pe = 36.
(9) N contains a normal subgroup isomorphic to SL2(3) contained in SL(D), e = 2, and
p = 5, 7, 11, or 23.
Proof. By 4.1, D ∼=Epe for some prime p and positive integer e, and M is a complement
to D in G. Then the representation of M on X is equivalent to its representation on D by
conjugation, so M  GL(D). Further as L is transitive on X# and L  N M , N is a
subgroup of GL(D) transitive on D#. Now the lemma follows from a theorem of Hering,
whose proof appears for the most part in [He1,He2]. In particular the list of examples
appears at the beginning of [He1, Section 5], while [He1,He2] contain proofs that the list
is complete if N is solvable or has a composition factor which is an alternating group or
a group of Lie type; see in particular Section 5 in the two references. The treatment of the
case where N has a sporadic composition factor is in unpublished work of Hering. Another
proof of Hering’s theorem appears in an appendix to Liebeck’s paper [L].
Note that in case (9) we assert the existence of a normal subgroup S of N isomorphic
to SL2(3) and contained in SL(D), whereas [He1,He2,L] assert only the existence of a
normal subgroup Q∼=Q8. However as N is transitive on D#, N contains a subgroup Y of
order 3. Then either p = 7 and O3′(N) centralizes Q or we may choose Y so that QY ∼=
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p = 7, S = QY = O3′(NGL(D)(Q)) is contained in SL(D) and normal in NGL(D)(Q), so
indeed (9) holds. Finally if p = 7, then as N is transitive on D#, S =O3′(NSL(D)(Q))N ,
so again (9) holds. 
Remark 4.9. Leaving aside the fact that there is more than one way to coordinatize a
plane, the results in Sections 2 and 3 show that the study of finite distributive linear planes
is equivalent to the study of a category T which we now define. The objects of T are the
4-tuples T = (X,0, k,KL) such that X is a set, 0 ∈ X, {k} ∪ KL ⊆ Sym(X), L = 〈KL〉 is
the subgroup of Sym(X) generated by KL, Y = (X,0,L, k) is a 2-transitive system (cf.
Definition 3.7), KL is a set of coset representatives for L0k in L containing 1X , and
(∗) for all distinct a, c ∈ KL and all l, g ∈ L, c−1akl and (c−1a)g[k−1, l] fix a unique
point of X.
We call such 4-tuples loop ring tuples. A morphism α : T → T ′ in the category T is a
bijection α :X →X′ such that 0α = 0′, kα∗ = k′, and KLα∗ =K ′L, where α∗ : Sym(X)→
Sym(X′) is the isomorphism α∗ :γ → α−1γ α. Note that all morphisms are isomorphisms.
We also have a functor R from the category T to the category R∗ of right dis-
tributive planer loop rings. Given a loop ring tuple T , let L = 〈KL〉, K = {1} ∪ kL,
H(T ) = (X,0,0k,K,KL), and R(T ) =R(H(T )). By 3.12.3, H(T ) is a distributive pla-
nar Hall system, and then by 2.10, R(T ) ∈ R∗. If α :T → T ′ is a morphism in T then
R(α) = α is an isomorphism from R(T ) to R(T ′). In the other direction, there is also a
functor τ from R∗ to T . Namely given R ∈ R∗, adopt Notation 2.1, appeal to 2.5 to obtain
a distributive planar Hall system H(R), and use Example 3.2 to conclude the inclusion
map of L into Sym(R) is a transitive loop representation. Then by 3.9, (R,0,L, k) is a
2-transitive system, where k = R+(1) ∈ K , and by 3.12.3, τ(R) = (R,0, k,KL) is a loop
ring tuple. If α :R →R′ is an isomorphism of loop rings, then τ(α)= α : τ(R)→ τ(R′) is
an isomorphism of loop ring tuples. Further the functorsR and τ are inverses of each other.
Note that 2.4 gives the correspondence between right distributive planar loop rings and
distributive linear planes.
In short, Sections 2 and 3 translate the study of distributive linear planes into the study
of a class of permutation theoretic data: loop ring tuples. Then given a loop ring tuple T ,
3.3 says G= 〈k,KL〉 is a doubly transitive group, and Section 4 tells us what G looks like
in general terms. If L0k = 1 then 3.4 and 4.4 give us some information about L0k and k.
When G is not an alternating or symmetric group, this is usually enough to show no tuples
exist with group G, as we will see during the proofs of Theorems 2 and 3. Presumably
even when G is alternating or symmetric, it is still possible to handle the case where L0k
is large; cf. the proof of Theorem 3 for example. This focuses attention on the case where
L0k = 1 (i.e., L is regular on X#), which is considered in [A3,Hu,P].
Suppose however that we remove the hypothesis that P is distributive and linear.
Then P = P(R,T ) for some planar ternary ring (R,T ). For (a, b) ∈ R# × R define
S(a, b) :R → R by xS(a, b) = T (x, a, b). It is easy to check using the axioms for pla-
nar ternary rings in [HP] that S :R# ×R → Sym(R) and that
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(b) S(1,0)= 1R .
(c) For all a ∈R#, Ka = {S(a, b): b ∈R} is the set of right translations of a quasigroup.
(d) For all (a, b), (c, d) ∈R# ×R with a = c, S(a, b)S(c, d)−1 fixes a unique point of R.
Conversely given a set R, 0 ∈ R, and S :R# × R → R satisfying these properties, ex-
tend S to R × R via S(0, b) :x → b and define T :R × R × R → R by T (x, a, b) =
xS(a, b). Then (R,T ) is a planar ternary ring. Hence in the general case there is also a
permutation theoretic translation. Note that T is linear iff S(a, b)=R·(a)R+(b).
The linear condition and the distributive law reduce the complexity of the function S,
and hence hopefully make possible a fairly complete analysis of distributive linear planes.
In the general case the complexity of the group theoretic data may preclude such an analy-
sis.
5. Bol loops
In this section we see that if σ :L → Aut(X) is a transitive loop representation with X
a finite Bol loop, then X is an elementary abelian p-group for some prime p. That is we
prove Theorem 1.
Thus in this section we assume X = (X,◦) is a finite Bol loop. That is the loop X
satisfies the following identity for all x, y, z ∈ X: ((z ◦ x) ◦ y) ◦ x = z ◦ ((x ◦ y) ◦ x). Set
(X)= (G,H,K). We first record some facts about Bol loops:
5.1.
(1) The radical Ξ(X) is a normal subloop which is a group. We say X is radical free if
Ξ(X)= 1.
(2) If X is radical free there is a unique automorphism τ of G such that τ 2 = 1 and
K ⊆K(τ)= {g ∈G: gτ = g−1}. Moreover [τ, g] ∈K for all g ∈G.
(3) For each x ∈X, R : 〈x〉 → 〈R(x)〉 is an isomorphism of loops.
Proof. See [A2, Section 6]. 
5.2. Assume p is an odd prime and X is radical free of exponent p. Then G is a p-group.
Proof. As X is radical free, 5.1.2 says there is an involutory automorphism τ of G
such that K ⊆ K(τ) and G = [G,τ ]. As X is of exponent p, |k| = p for all k ∈ K#
by 5.1.3. But if g ∈G, then ττg ∈K by 5.1.2, so τG ∩CG+(τ )= {τ }. Hence by Glauber-
man’s Z∗-theorem [G], G is of odd order. One could now appeal to the Odd Order
Theorem to conclude that G is solvable, and then complete the proof, but the following
argument suggested by the referee is better: As |G| is odd, by Coprime Action, τ acts
on a Sylow q-subgroup Sq of G for each prime divisor q of |G|. As |ττg| = p for
all τg = τ , τ centralizes Sq when q = p. Hence G = CG(τ)Sp , so (cf. [FGT, 8.5.4])
G= [G,τ ] = [Sp, τ ] Sp . 
414 M. Aschbacher / Journal of Algebra 300 (2006) 396–432The remainder of the section is devoted to a proof of Theorem 2. Thus we assume
σ :L → Aut(X) is a loop representation but X is not an elementary abelian p-group for
any prime p. We deviate from Notation 3.1 by continuing to take (X) = (G,H,K), and
setting B = 〈G,L〉. We write M for the stabilizer B1 of 1 in B and set D = F ∗(B). By 4.1,
B =MD with D G and LM . Set n= |X|.
The proof involves a sequence of reductions.
5.3.
(1) There exists a prime p such that X is of exponent p.
(2) R(x) is fixed point free on X of order p for each x ∈X#.
Proof. By 5.1.3, 〈x〉 is a group for each x ∈ X#, so (1) follows from 3.5.5. Then (1)
and 5.1.3 imply (2). 
During the remainder of the proof, take p to be the prime appearing in 5.3.
5.4.
(1) X is not a group.
(2) X is simple.
(3) X is radical free.
Proof. If X is a group then by 4.2, X is an elementary abelian q-group for some prime q ,
contrary to hypothesis. Thus (1) holds. Then (1) and [Br2] imply (2), while (2) and 5.1.1
imply (3). 
5.5.
(1) G is not a p-group.
(2) p = 2.
(3) n is even.
(4) K is B-invariant.
Proof. Assume G is a p-group. Recall D  G by 4.1.2, so D is a p-group, and hence
by 4.1.3, D is an elementary abelian p-group and M is irreducible on D. Set B∗ = B/D.
As B∗ =M∗ is irreducible on D, Op(B∗)= 1. Thus as G∗ is a normal p-subgroup of B∗,
G∗ = 1. Thus G=D, so X is a group by 4.2, contrary to 5.4.1. Thus (1) is established.
Next (2) follows from (1), 5.4.3, and 5.2. By (2), elements k ∈ K# are involutions,
while by 5.3.2, k has no fixed points on X, so (3) follows. By (2) and 5.3, X is a finite
Bol loop of exponent 2, so K is G-invariant by [A2, 6.8.4]. Then as L acts on K by 3.3.3,
(4) follows. 
5.6. Let 1 =U M . Then
(1) NK(U)= CK(U) is transitive on FixX(U) and FixX(Y ) is a subloop of X.
(2) For each k ∈K , M ∩Mk = CM(k).
(3) No member of K inverts an element of M of order greater than 2.
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5.7. Assume 1 =U M and let Y = FixX(U). Assume NM(Y) is transitive on Y #. Then
(1) The representation of NB(Y )/CB(Y ) on Y is a transitive loop representation.
(2) 〈R(Y )〉 is an elementary abelian 2-group.
Proof. By 5.6.1, Y is a subloop of X with CK(Y )-transitive on Y . Thus as NM(Y) is tran-
sitive on Y # by hypothesis, (1) holds. Then (2) follows from (1) by induction on |X|. 
5.8. If B is 3-transitive on X, then B is sharply 3-transitive on X.
Proof. Let k, j ∈ K# and Y0 = {0,0j,0k}. We may assume B is not sharply 3-transitive
on X, so U = CM(Y0) = 1. Let Y = FixX(U), By a standard argument, NB(Y ) is 3-
transitive on Y , so 〈R(Y )〉 is abelian by 5.7.2. Thus [k, j ] = 1 for all k, j ∈K#, so G= 〈K〉
is an abelian 2-group, contrary to 5.5.1. 
5.9.
(1) n 6.
(2) B is not Sn or An.
(3) B is not a Mathieu group.
Proof. First if n < 6 then by 5.5.3, n = 2 or 4. Then as X is Bol of exponent 2, X is a
group (cf. [A2]) contrary to 5.4.1. Thus (1) holds. In particular if B is Sn, An, or a Mathieu
group then B is 3-transitive but not sharply 3-transitive, contrary to 5.8. 
5.10. If D is a Bender group then M ∩D is not a Borel subgroup of D.
Proof. Assume otherwise. Let D be defined over Fq . By 5.5.3, q is even. Let k ∈ K#.
By 5.6.2, k centralizes the pointwise stabilizer M ∩ Mk in B of {0,0k}. If follows that
M ∩Mk is of order 2 and D is L2(5) or 2G2(3)′ = L2(8), with n = 6 or 28, respectively.
But now as K ∩M = 1, G= PGL2(5) on 6 letters, with the members of K# inducing outer
automorphisms on D. This contradicts 5.6.2. 
5.11. D is not PSL(V ) acting on the points of a projective space PG(V ) over Fq .
Proof. Assume otherwise. Let m = dim(V ). By 5.5.3, q is odd and m is even. Then
by 5.10, m  4. Let k, j ∈ K# and W the subspace of PG(V ) generated by {0,0k,0j}.
Then W is a line or plane. Therefore either
(a) U = CB(W) = 1, or
(b) m= 4, q = 3, and B =D (where CB(W)= 1 if W is a plane).
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abelian 2-group by 5.7.2 and an argument in the proof of 5.8, contrary to 5.5.1.
Hence case (b) holds, so B is L4(3). In particular B has two classes of involutions, and
the 2-central involutions fix points of PG(V ), so K# is the class of non-2-central involu-
tions. Thus n= |K| is odd, contrary to 5.5.3. 
5.12. D is not Sp2m(2) on the cosets of O2m(2).
Proof. Assume otherwise. By 5.9.2 and 5.10, we may assume m > 2. Then B = M and
each involution in B is fused into M , except for the involutions of type am when m is even
and  = −1 (cf. [AS]). Therefore K# is the class of involutions of type am, so as m > 2,
|K#| is even, contrary to 5.5.3. 
5.13. D is not HS or Co3.
Proof. Assume otherwise. Then by 4.7, either
(a) B is HS, n= 176, and M ∼= Z2/U3(5), or
(b) B ∼= Co3, n= 276, and M ∼= Z2/Mc.
In either case B has two classes of involutions, both fused into M , a contradiction. 
5.14. D is simple.
Proof. Assume otherwise. Then by 4.1.3 and 5.5.3, D is an elementary abelian 2-group
and M is a complement to D in B . In particular each element of odd order in B is
fused into M , so no member of K# inverts a nontrivial element of odd order by 5.6.3.
But then G = 〈K〉 is a 2-group by the Baer–Suzuki theorem (cf. [FGT, 39.6]), contrary
to 5.5.1. 
We are now in a position to obtain a contradiction and establish Theorem 1. By 5.14,
D is simple. Thus using the classification of the finite simple groups and the 2-transitive
representations of extensions of such groups we can list the possibilities for B; for example
such a list appears in [C], and is reproduced in 4.7. By 5.5.3, n is even. Inspecting the list
in 4.7, we find that all possibilities have been eliminated in our various lemmas. This
completes the proof of Theorem 1.
6. Strongly regular 2-transitive systems of characteristic p
In this section we assume p is a prime and Y = (Y,0,B, k) is a finite 2-transitive system
of characteristic p. Adopt the notation of Definition 3.7, but suppress the subscripts Y and
write G for GY , H for HY , etc. Let 1 = 0k.
We say that Y is strongly regular if B is regular on Y # and θ ∈ NSym(Y )(B). In this
section we assume Y is strongly regular. As B is regular on Y #, B is regular on K# by
conjugation by 3.8.1, so CB(k)= 1.
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Proof. Assume p is odd and Y is a loop system. Thus NB(V )V ∼= Zp−1 by 3.11.2, and as
p > 2 there is b ∈NB(V ) \CB(V ). As CB(k)= 1 and Y is a loop system, [k−1, b] is fixed
point free on Y , so [θ−1, b] is fixed point free on Y \ V by 3.11.4. In particular [θ, b] = 1.
Let D = B〈θ〉. As Y is strongly regular and θ fixes 1, B is a regular normal subgroup
in the action of D on Y # with D1 = 〈θ〉. Thus the map ψ :a → 1a is an equivalence of the
representation of D1 on B via conjugation with the representation of D1 on Y #. Thus as θ
centralizes V , θ centralizes NB(V ), contradicting [b, θ ] = 1. 
6.2. If p = 2 then Y is a loop system.
Proof. Assume p = 2. Then α = (0,1) is a transposition.
Pick b ∈ B#; we must show u = [k−1, b] has no fixed points on Y . Let d = bθ−1 and
2 = 1d ; as B is regular on Y #, 1 = 2. By 3.10, u= [α,d][θ−1, b]. Further
[α,d] = ααd = (0,1)(0,2)= (0,1,2).
Set v = [θ−1, b]; then v = b−θ−1b ∈ B as θ acts on B . In particular v fixes 0 and is semi-
regular on Y #. Write u= zw where z is the cycle of u containing 0 and w is the product of
the remaining cycles of u.
Assume first that 1 and 2 are in different cycles vi of v, and let v0 be the product of the
remaining cycles in v. As u= (0,1,2) · v,
z = (0,1v,1v2, . . . ,1v−1,1,2v, . . . ,2v−1,2),
and w = v0. As v is fixed point free on Y #, all cycles in v0 are of length at least 2, so
u= zw is fixed point free.
So assume that 1 and 2 are in the same cycle v1 of v, let v0 be the product of the
remaining cycles of v, and let z′ be the cycle of u containing 1. Then
z = (0,1v, . . . ,2) and z′ = (1,2v, . . . ,1v−1),
and again w = z′v0 has no cycles of length 1. Thus u is fixed point free unless 1 = 2v, and
hence we may assume 1 = 2v. Then as 1d = 2, 2d−1 = 1 = 2v, so as v, d ∈ B and B is
regular on Y #, b−θ−1b = v = d−1 = b−θ−1 , contradicting b = 1. 
Since we are interested in the case where the 2-transitive system Y is a loop system, by
Lemmas 6.1 and 6.2, we may assume p = 2, and by that assumption Y is indeed a loop
system. Then by 3.8.5, the inclusion map σ :B → Sym(Y ) is a faithful representation of B
on l(ξ)= (Y,+) satisfying Notation 3.1.
As B is regular on Y #, 3.13 says that H = (Y,0,1,K,B) is a distributive Hall system
and R=R(Y)= (Y,+,◦) is a right distributive loop ring with multiplicative loop B .
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(1) The loop Y = (Y,+) is of characteristic 2.
(2) R is a right distributive loop ring whose multiplicative loop is isomorphic to the
group B .
(3) CB(θ)= 1.
(4) R is planar iff either
(a) |Y | = 2, G= S2, and R= F2,
(b) |Y | = 4, G(σ)=A4, G=O2(G(σ))∼=E4, and R= F4.
(5) If |Y |> 4 then G is the alternating or symmetric group on Y .
(6) If |Y |> 4 then Y is a simple loop of exponent 2.
Proof. We already observed that (2) follows from 3.13. As Y is of characteristic 2, (1) fol-
lows from 4.6.
An argument in the proof of 6.1 shows that the map b → 1b is an equivalence of the
representation of θ on B via conjugation with its representation on Y #, so as k is fixed
point free on Y , (3) holds.
Recall H = (Y,0,1,K,B) is a distributive Hall system. By 3.13.4, R is planar iff for
all e ∈ B# and all t ∈ B , ekt and e[k−1, t] fix unique points of Y . By 3.10,
e
[
k−1, t
]= e[α, tθ−1][θ−1, t],
as α = (0,1)= α−1. Pick t ∈ B# and let d = tθ−1 and 2 = 1d . Then as in the proof of 6.2,
f = [α,d] = (0,1,2),
and v = [θ−1, t] ∈ B as θ acts on B . By (3), v = 1. Choose e = v−1. Then g = e[k−1, t] =
v−1f v = f v is a 3-cycle as f is a 3-cycle. Thus if |Y | > 4 then g fixes at least 2 points
of Y , so R is not planar.
If |Y | = 2 then R= {0,1} = F2. If |Y | = 3 then θ = 1, so k = α is not fixed point free
on Y , a contradiction. Finally if |Y | = 4 then as k is fixed point free, θ = (3,4), and as B is
regular on Y #, B = 〈(1,2,3)〉, so K = 〈k, (1,3)(2,4)〉, and then R∼= F4. This completes
the proof of (4).
Finally we showed that g = e[k−1, t] is a 3-cycle for suitable choice of e and t . There-
fore as G(σ) is 2-transitive on Y , G(σ) is the alternating or symmetric group on Y (cf.
[FGT, Exercise 5.6]). Then (5) follows from 4.1.4.
As Y is of characteristic 2, Y is of exponent 2. If Y is not simple then by (2) and [Br2],
Y is an elementary abelian 2-group. Thus G= 〈K〉 is also an elementary abelian 2-group,
contrary to (5). 
Remark 6.4. Let n  4 be an integer and Y = {0,1, . . . , n}. Assume B is a group of or-
der n admitting a fixed point free automorphism β . Embed E = B〈β〉 in Sym(Y ) so that E
fixes 0, B is regular on Y # = Y \ {0}, and 〈β〉 is the stabilizer in E of 1. Let θ be the permu-
tation induced on Y by β . As CB(β)= 1, FixY (θ) = {0,1}. Let k = (0,1)θ ∈ Sym(Y ) and
Y = (Y,0,B, k). Then Y is a finite 2-transitive strongly regular system of characteristic 2.
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and Y = (Y,+) is a simple loop of exponent 2 and order n+ 1.
Remark 6.5. For most choices of n there are many choice for B and β satisfying the
constraints of Remark 6.4. If n is odd, we may choose B to be an abelian group of order n
and β to be the mth-power map, for any integer m prime to n and such that no prime divisor
of n divides m − 1; e.g. we could choose β to be the inversion map. If n ≡ 0 mod 4 we
can choose B =O2(B)×O(B) with O2(B) elementary abelian. Then choose β = β2 ·β2′
where β2 is a fixed point free element of GL(O2(B)) trivial on O(B), and β2′ is trivial on
O2(B) and fixed point free on O(B).
7. The proof of Theorem 3
In this section we prove Theorem 3. We begin with some preliminary results of inde-
pendent interest under the following hypothesis:
Hypothesis 7.1. σ :L → Aut(X) is a transitive loop representation, such that X is finite,
|X| > 3, and L is 2-transitive on X# = X \ {0}. Adopt Notation 3.1. Pick 1 ∈ X# and let k
be the unique element of K with 0k = 1. By 3.9, Y = (X,0,L, k) is a 2-transitive system.
Set D = F ∗(G).
7.2. Assume Hypothesis 7.1. Then
(1) Fix(L1)= {0,1} and L1 is transitive on X′ =X \ {0,1}.
(2) k centralizes L1.
(3) k has cycle (0,1).
(4) Let {c1, . . . , cr} be the cycles of k on X′, Xi the set of points of X moved by ci , and
Γ = {Xi : 1  i  r}. Then Γ is a partition of X′ permuted transitively by L1, and
NL1(Xi) induces 〈ci〉 on Xi .
(5) If r > 1 then L1 is imprimitive on X′.
Proof. As L is 2-transitive on X#, L1 is transitive on X′. Hence (1) holds since |X| > 3
by Hypothesis 7.1. Then (2) and (3) follow from (1) and 3.4.2. By (2), L1 preserves the
partition Γ of X′, and as L1 is transitive on X′, L1 is transitive on Γ . Moreover by (2),
NL1(Xi) centralizes ci , so as 〈ci〉 is self centralizing in Sym(Xi), NL1(Xi) induces 〈ci〉
on Xi . This completes the proof of (4). Finally (4) implies (5). 
7.3. Assume Hypothesis 7.1, and assume in addition that 〈k〉 is transitive on X′ =X\{0,1}.
Then
(1) |X| = pe + 1 for some prime p and positive integer e.
(2) k = (0,1)c for some cycle c of length pe − 1 on X′.
(3) L is a Frobenius group with kernel U ∼=Epe and complement L1 = 〈c〉.
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(5) G is the alternating or symmetric group on X.
(6) If |X| > 4 and σ = σR for some right distributive loop ring R with multiplicative
identity 1, then R is not planer.
Proof. Adopt the notation of 7.2. As 〈k〉 is transitive on X′, the parameter r of 7.2.4 is 1,
so k = (0,1)c for some cycle c by 7.2.4, which also says that L1 = 〈c〉 is regular on X′.
Then by Frobenius’ theorem (cf. [FGT, 35.24]), there is a normal complement U to L1 in L
regular on X#. As L1 is regular on X′, L1 is regular on U# via conjugation, so U ∼=Epe for
some prime p, establishing (3). Then as U is regular on X#, (1) holds, and (1) completes
the proof of (2). By 3.3.6, σU is a transitive loop representation, and by (2) and (3), σU is
strongly regular. Thus (4) holds. Then (5) follows from 6.3.5.
Assume the hypothesis of (6). Let H=H(R); thus H= (X,0,1,K,KL) for some set
KL of coset representatives for L1 in L, and by 2.5, H is a Hall system. Thus for all
1 = a ∈ KL, a is fixed point free on X#, so as L is a Frobenius group with kernel U ,
KL =U . Now 6.3.4 completes the proof of (6). 
7.4. Assume Hypothesis 7.1, F ∗(L) ∼= Lm(q) for some m > 2 and prime power q , and
|X#| = (qm − 1)/(q − 1). Then
(1) q = 2 and D ∼=E2m .
(2) L= GL(D)∼= Lm(2).
(3) K =D.
Proof. Let E = F ∗(L). From the list of 2-transitive representations in 4.7, we can regard
X# as the set of points in projective space PG(V ) for some m-dimensional vector space
over Fq . Further E1 is the parabolic of E stabilizing the point 1 of V . In particular E1 acts
as an extension of Lm−1(q) on the set S of lines through 1.
We claim that S′ = {s′ = s \ {1}: s ∈ S} is the unique system of imprimitivity for E1
on X′. For any such system is isomorphic to E1/P for some P < E1 properly containing
the stabilizer E1,2 of two points 1 and 2 of V . Let s be the line through 1 and 2. Then Es =
E1,2Oq(E1) is the stabilizer of s and maximal in E1, so either P Es or E1 = POq(E1).
However E1,2 ∩Oq(E1) = 1 and E1 is irreducible on Oq(E1), so in the latter case P =E1,
a contradiction. Thus P  Es . Finally E1,2 is maximal in Es , so P = Es , completing the
proof of the claim.
By the claim, and parts (2) and (4) of 7.2, Es centralizes a cycle c1 of k on X′ transitive
on s′. In particular c1 centralizes the group isomorphic to Eq induced on s′ by Oq(E1), so
as that group is selfcentralizing in Sym(s′), we conclude q is prime and c1 is an element
of order q induced in Oq(E1). However if q is odd then an involution in the center of a
Levi factor SLm−1(q) of E1 inverts Oq(E1)/Oq(E1)2, a contradiction. Thus q = 2. This
establishes (2).
As E is self normalizing in Sym(X), L=E. Further we showed L1 preserves a unique
partition Γ on X′, and Γ consists of the 2-subsets s \ {1} as s varies over S. On the other
hand, there is a copy of the semidirect product LV of L with V in Sym(X), with V regular
on X, and L1 preserves the partition Δ consisting of the orbits on X′ of the involution v in
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Hence
K = {1} ∪ kL = {1} ∪ vL = V.
Then G= 〈K,L〉 = LV , and V =D. Therefore (1) and (3) hold. 
We now begin the proof of Theorem 3.
Assume the hypothesis of Theorem 3 and adopt Notation 2.1. By Example 3.2, the
representation σ :L→ Aut(X) of 2.1 is a transitive loop representation. As (X) is a loop
envelope, there is a unique k ∈ K with 0k = 1. By 3.9, Y = (X,0,L, k) is a 2-transitive
system.
Set D = F ∗(G).
7.5. Either
(1) L is of order p, regular on X#, and Sylow in G, or
(2) Op(L)= 1, L is almost simple and doubly transitive on X#, and G is triply transitive
on X.
Proof. As p is prime and L is transitive on X# of order p, a Sylow p-subgroup Lˆ of L is
of order p, Sylow in G, and regular on X#. In particular Lˆ L iff Op(L) = 1.
Suppose Op(L) = 1. Then Zp ∼= Lˆ L is regular on X#. Therefore B =NSym(X)(Lˆ)=
LˆB1, B1 ∼= Aut(Zp) ∼= Zp−1, and B is a Frobenius group with kernel Lˆ and comple-
ment B1. Therefore Lˆ# is the set of elements of B with a unique fixed point on X, so
KL = Lˆ. Therefore L=KL = Lˆ, so (1) holds in this case.
So assume Op(L) = 1. Then (2) holds by two classic results of Burnside: [B, Theo-
rem XIII, p. 202] and [B, Theorem VII, p. 341]. 
7.6. If L is 2-transitive on X# then conclusion (2) of Theorem 4 holds.
Proof. By 7.5, L is almost simple and 2-transitive on X# of prime order p. We first claim
that one of the following holds:
(a) E = F ∗(L)∼=Ap .
(b) E ∼= L2(2e) and p = 2e + 1.
(c) E ∼= Lm(q) for some prime power q and m> 2, and p = (qm − 1)/(q − 1).
(d) E ∼=M11 and p = 11.
(e) E ∼=M23 and p = 23.
Namely we inspect the list of possibilities for L in 4.7. As p is an odd prime, neither
case (6) of 4.7, nor cases (8)–(11) hold, and in case (5), (d) or (e) holds. Further in case (2),
E = L2(q), U3(q), Sz(q), or 2G2(q), and n= p+1, q3 +1, q2 = 1, or q3 +1, respectively.
Then as p is odd, q is even and E is not 2G2(q). As p = 2e + 1 is prime, e is prime, so
either (b) holds or E is U3(2) or Sz(2), and the latter two cases are impossible as E is
simple. This completes the proof of our first claim.
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3-transitive on X#, so of the five cases (a)–(e), only (c) can hold. Now 7.4 says that con-
clusion (2) of Theorem 4 holds in this case; note (R,+) is the group E2m by 4.2 and 7.4.3,
so R is a right quasifield. 
We are now in a position to complete the proof of Theorem 3. By 7.5, one of the two
alternatives of that lemma hold. In case (1) as L is regular on X#, (R, ·) ∼= L, so conclu-
sion (1) of Theorem 3 holds. In case (2), conclusion (2) holds by 7.6.
8. The cases Ln(q) and A7
In this section we assume the hypothesis and notation of Section 4. Thus σ :L →
Aut(X) is a transitive loop representation, X is finite, D = F ∗(G), and we adopt No-
tation 3.1. In this section and succeeding sections, we study the various almost simple
representations appearing in the list of Lemma 4.7. We begin with the following result:
8.1. It is not the case that D ∼= Ln(q) for some n  3 and prime power q , and |X| =
(qn − 1)/(q − 1).
Proof. Assume σ is a counter example. Then by 4.7, the representation of G on X is
equivalent to a representation on the points of a projective geometry PG(V ), where V is
the natural module for a covering Dˆ = SL(V ) for D. In particular M is an extension of
the parabolic P of D stabilizing a point V0 of V , and P =QL0, where Q is the unipotent
radical of P and L0 ∼= GLn−1(q) is the stabilizer in D of a complement V1 to V0 in V . Let
V¯ = V/V0. Identify X with the points of PG(V ). Then L is transitive on X# = X \ {V0},
so L is transitive on the points of V¯ , and hence is irreducible on Q.
Suppose first that Q∩L = 1. Then as L is irreducible on Q, Q L, so L contains the
root group R of transvections with center V0 and axis V2 for some hyperplane V2 of V
over V0. Let Y be the set of points in V2; then by 3.4, Y is the fixed loop of R on X and R
centralizes R(Y ). Thus R(Y )⊆ CG(R)= CP (R). But then each k ∈R(Y ) fixes the center
V0 of R, whereas the members of K# are fixed point free on X.
Therefore Q ∩ L = 1, so L is faithful on V¯ and transitive on the points of V¯ . Let Lˆ
be the preimage of L in Γ L(V ) and Zˆ = Z(GL(V )). Then Zˆ  Lˆ and L = Lˆ/Zˆ, so as L
is transitive on the points of V¯ and Zˆ is transitive on the vectors in each point of V¯ , Lˆ is
transitive on V¯ #. Let L∗ be the image of Lˆ in Γ L(V¯ ).
If the representation of Lˆ on V splits over V0 then L acts on the points in a com-
plement V3 to V0 in V , contradicting L transitive on X#. Thus V does not split, so
H 1(L∗, V¯ ) = 0. Hence Or([L∗,L∗]) = 1 for each prime r = p, the characteristic of Fq :
For [L,L] centralizes V0 and the kernel of the ∗-map from Lˆ onto L∗, and [L,L]∗ =
[L∗,L∗], so if Or([L∗,L∗]) = 1 then R0 = Or(CLˆ(V0)) = 1. Hence as L∗ is irreducible
on V¯ , V = V0 ⊕ [V,R0], contrary to an earlier remark.
Inspecting the list in 4.8 for groups L∗ transitive on V¯ # with Or([L∗,L∗]) = 1 for all
r = p, we conclude F ∗(L∗) = SL(V¯F )Z∗ for some extension field F of Fq , Sp(V¯F )Z∗
with p = 2, G2(V¯F )Z∗ with p = 2 and dimF (V¯F ) = 6, or F = F2, dim(V¯ ) = 4 and
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as an FF ∗(Lˆ)-module. Let m = dimF (V¯F ) + 1. Then V˜ is an m-dimensional orthogo-
nal space with the F -point V˜0 = φ−1(V0) nonsingular, and for each F -point U¯ in V¯ , the
preimage U˜ of U¯ in V˜ has a unique singular F -point U˜0, so L is not transitive on X#. In
the fourth case, it is well known that H 1(L∗, V¯ )= 0.
Therefore F ∗(L∗) = SL(V¯F )Z∗. Then as H 1(Lˆ, V¯ ) = 0, we conclude from [JP] that
either q = |F | = 2, n = 4, and L ∼= L3(2), or p = 2 and dimF (V¯F ) = 2. In the latter case
F ∗(L∗)= Sp(V¯F )Z∗, a case already eliminated, so the former case holds.
Let u ∈ V \ V0 and U = 〈u,V0〉. Then CL(U) = A ∼= A4 with U = CV (a) for each
a ∈ A#. Regard G as A8 acting on Ω = {1, . . . ,8}. Then L is an L3(2)-subgroup of G
containing an involution a ∈ A with m(CV (a)) = 2, so a has cycle structure 22 on Ω ,
and hence L fixes a point (say 8) of Ω and L acts as L3(2) on Γ = Ω \ {8} regarded
as the points of PG(W) for some 3-dimensional F2L-module W . Let B = G8 ∼= A7. The
4-subgroups E of B with CV (e) = CV (E) of rank 2 for each e ∈ E#, centralize a 3-cycle
b in B , so we may choose E = O2(A) to centralize b. Then A〈b〉 = CB(b) ∼= A4 × Z3 is
of index 2 in NB(〈b〉) = I . We may take b = (1,2,3) and let Y = U# = {1,2,3} be the
fixed subloop of A. For k ∈ R(Y ), k ∈ CG(A) = 〈b〉. Thus R(Y ) = 〈b〉, so X is of charac-
teristic 3. Further K = bL ⊆ B , so B = 〈K〉 =G1 and hence G= LG1 = B , contradicting
G=A8. 
8.2.
(1) Suppose G ∼= A7 and |X| = 15. Let Γ = {1, . . . ,7} be a set of seven points permuted
faithfully by G. Then L = M ∼= L3(2) preserves the structure of a projective plane
PG(W) for some F2L-module W with W # = Γ , and Y(σ ) = (X,0,L, k) with k a
3-cycle moving the points on some line of PG(W). Further 〈k〉 ⊆ K , K is the set of
3-cycles j such that the set Y(j) of points of Γ moved by j are the points on a line of
PG(W), and X is of characteristic 3.
(2) There exists a 2-transitive system Y = (X,0,L, k) with L ∼= L3(2), |X| = 15, and
GY ∼= A7, such that Y is a loop system, and the inclusion map σ :L → Sym(X) is a
transitive loop representation of L on (X,+), where + = (X,0,KY ).
Proof. We first prove (1), so we take D =A7 and |X| = 15. Then G=D and M ∼= L3(2).
The arguments we made during the last paragraph of the proof of 8.1 remain valid and
show L = M and K# = bL with b = (1,2,3). Further defining Y and E as in the proof
of 8.1, Y is the fixed subloop of E, so Y is a line in the projective plane Γ . Moreover this
shows the 14 members of K# are the 3-cycles which move the points in the seven lines
of Γ . In particular for each j ∈ K \ 〈b〉, the set Y(j) of three points moved by j is a line
in PG(W) distinct from Y , so the proof of (1) is complete and |Y ∩ Y(j)| = 1.
Next we prove (2). From the previous paragraph, we may take j = (1,5,4), so bj−1 =
(1,2,3)(1,4,5) = (1,2,3,4,5) is fixed point free on X. Thus Y = (X,0,L, b) is a 2-
transitive system, where we can identify X =G/L with the set V # of nonzero vectors in a
faithful 4-dimensional F2G-module V . Further we verified (2T3), so Y is a loop system,
and (2) follows from 3.8.5. 
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additive loop X.
Proof. Assume R is such a loop ring and adopt Notation 2.1. Then KL is a set of coset
representatives for the stabilizer A ∼= A4 in L of the identity 1 of X#, such that (X·) =
ξL = (L,A,KL). By 2.5.3, for all distinct a, c ∈ KL, and for all k, j ∈ K , u = c−1akj−1
has a unique fixed point on X. Therefore u is conjugate to an element of L which is
fixed point free on L/A, so u is of order 4 or 7. In particular specializing to the case
c = k = j = 1, the nonidentity members a of KL are of order 4 or 7.
We may assume the lines of PG(W) are:
{1,2,3}, {1,4,5}, {1,6,7}, {2,4,6}, {2,5,7}, {3,4,7}, {3,5,6}.
Then if |a| = 4, conjugating in L we may take a = (2,3)(4,6,5,7). However by 8.2.1,
k = (1,4,5) ∈K , whereas
a · k = (1,4,6)(2,3)(5,7)
is not of order 4 or 7. Thus all nonidentity members of KL are of order 7. Again conjugating
in L, we may take a = (1,2,4,3,6,7,5). However
akj−1 = a · (1,5,4,3,2)= (2,3,6,7,4)
is not of order 4 or 7, for k = (1,5,4) and j = (1,2,3), a contradiction. 
9. The case Sp2n(2)
In this section we prove:
Theorem 9.1. Assume σ :L → Aut(X) is a transitive loop representation, and adopt No-
tation 3.1. Assume G ∼= Sp2n(2) for some n  3, M ∼= O2n(2), and |X| = 2n−1(2n + ).
Then
(1) G∼= Sp6(2), M ∼=O−6 (2), and |X| = 28.
(2) Either
(i) L is a nonabelian group of order 27 regular on X#, or
(ii) L is 31+2 extended by a 2-group of 2-rank 1, and nonidentity elements of K are
of order 4.
The proof of Theorem 9.1 involves a series of reductions. Assume the hypothesis of the
theorem and let V be the natural module for Ω = Ω−2n+2(2), regarded as an orthogonal
space with quadratic form q and associated bilinear form f preserved by Ω . Let V0 = 〈v0〉
be a nonsingular point of V , set U0 = V ⊥0 , and U¯0 = U0/V0. We can and will regard G as
the stabilizer in Ω of V0; moreover G is the isometry group of the induced symplectic form
f¯ on U¯0 defined by f¯ (u¯, v¯)= f (u, v) for u,v ∈U0. Let Xˆ be the set of nonsingular vectors
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x = 〈v0, xˆ〉 is a nondegenerate line of sign −1 in V . Further V = x ⊕U , where U = x⊥ is
a 2n-dimensional orthogonal space of sign  under q . In particular U¯ = U¯0.
Define Z to be the set of singular points of the orthogonal space U .
9.2. Let y ∈X \ {x}. Then
(1) Gx,y =My =Mz, where z = z(y) is the q-radical of x + y  V .
(2) The map y → z(y) is an equivalence of the representations of M on X \ {x} and Z .
(3) Mz = P is the parabolic of M ∼=O2n(2) stabilizing z.
(4) |Z| =Nn, = (2n − )(2n−1 + ).
Proof. First x+y =W is a 3-dimensional subspace of V , so W has f -radical 〈z〉 for some
z ∈ V #, and W = x⊥〈z〉. Next q(z) = 0 or 1, and for v ∈ x#, q(v + z) = q(z) + q(v) =
q(z) + 1 as x is definite. Therefore as yˆ ∈ W \ x is nonsingular, z is singular. Further
there are three lines through V0 in W : x, y, and the degenerate line V0 + 〈z〉. Thus W
is determined up to isometry and contains exactly two members of X, so G is indeed 2-
transitive on X via Witt’s lemma. Further (1) and (2) holds, and (1) and (2) imply (3).
Part (4) is well known. 
9.3. Let B be the set of maximal subgroups B of M such that M = PB , F ∗(M) B , and
L B . Then
(1) Either Ω2n(2)∼= F ∗(M)L or B = ∅.
(2) Each B ∈ B \ {M} satisfies one of the following:
(a) n is even,  = +1, B ∼= Z2/GUn(2), and U is the natural module for B .
(b) n is odd,  = −1, B ∼= Z2/GUn(2), and U is the natural module for B .
(c) n= 3,  = −1, and B ∼= (Z2 × S4)/E27.
(d) n= 3,  = +1, and B ∼= S7.
(e) n= 4,  = +1, B ∼= Sp6(2), and U is the spin module for B .
(f) n= 4,  = +1, and B ∼=A9.
(g) n= 5,  = −1, and B ∼=A12.
(3) One of the following holds:
(I) F ∗(B) L.
(II) n= 3,  = −1, and L contains a nonabelian subgroup of order 27.
(III) n= 9,  = −1, and L∼= Jˆ3.
(IV) n= 5,  = −1, and L∼=M12.
Proof. As L is a subgroup of M transitive on X#, L is transitive on Z by 9.2.2, so M =
PL by 9.2.3. Hence (1) holds. In particular M = BP is a maximal factorization of M
in the sense of [LPS], and hence described in the tables in [LPS]. Inspecting this list we
conclude (2) holds.
As L is transitive on Z , we have the factorization B = (B ∩ P)L. Again appealing to
the list of factorizations in [LPS], we conclude that (3) holds. 
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(1) There exists a unique k ∈K with xk = y.
(2) Ly = Lz centralizes k.
(3) CG(Lz) is not generated by a transvection.
Proof. Part (1) follows from 3.3.2, and (2) follows from 3.4. Suppose CG(Lz)= 〈t〉, where
t is a transvection. Then k = t by (2). However k is fixed point free on X, whereas each
transvection is fused into M , a contradiction. This establishes (3). 
9.5. If n > 3 then L does not contain SU(UF ), where F = F4 and UF is a unitary F -space
on U . In particular F ∗(M)L so B = ∅.
Proof. Assume that n > 3 and L contains SU(UF ). Then Lz contains the group generated
by all unitary transvections in SU(UF ) whose center is in the subspace of the unitary
F -space UF orthogonal to the F -point cz containing z. Let C be the set of all such centers;
each c ∈ C is a singular F -point in UF and a totally singular F2-line in the F2-space U
whose image c¯ is a line in U¯0. As k centralizes Lz, k is in the stabilizer S of these images.
But S = TA ∼= Z2 ×A4, where T ∼= E8 is the group generated by the three transvections
in G with centers in c¯z, and Z3 ∼= A induces scalar multiplication on U in F . This is
impossible as each element of order 6 in S and each involution in S is fused into M ,
whereas k has no fixed points on X. 
9.6. Let B ∈ B. Then one of the following holds:
(1) n= 3.
(2) Case (e), (f), or (g) of 9.3.2 holds and F ∗(B)L.
(3) Case (III) or (IV) of 9.3.3 holds.
Proof. We may assume n > 3. Thus if B satisfies one of cases (a), (b), or (c) of 9.3.2, then
F ∗(B)  L by 9.5. Then conclusion (3) of our lemma holds by 9.3.3. Therefore we may
assume one of cases (f), (g), or (h) of 9.3.2 holds, so that conclusion (2) of the lemma holds
by 9.3.3. 
9.7. If n= 3 then  = −1.
Proof. If n = 3 and  = +1 then by 9.3, either L contains F ∗(M) ∼= Ω+6 (2) ∼= A8, or we
are in case (d) of 9.3.2, and L contains A7. Replacing L by a smaller subgroup if necessary,
we may assume L is A7. By 9.2.4, |L :Lz| = 35, so Lz is a subgroup of index 2 in S3 × S4
stabilizing a partition of type (3,4) of the 7 points permuted by L. Hence CG(Lz) = 〈t〉
where t is the transvection in G with center z¯. This contradicts 9.4.3. 
9.8. No B ∈ B satisfies case (e) of 9.3.2.
Proof. If so F ∗(B)L by 9.6. Further Lz is the parabolic L3(2)/E64 of index 33 ·5 in L,
and 〈z〉 = CU(Lz), so 〈z¯〉 = C ¯ (Lz). Thus CG(Lz) is contained in the parabolic P0 ∼=U0
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O2(Lz)O2(P0). Hence CG(Lz) is generated by the transvection with center z¯, contrary
to 9.4.3. 
9.9. No B ∈ B satisfies case (f) of 9.3.2.
Proof. If so F ∗(B)  L by 9.6. By 9.2.4, Lz is of index 33 · 5 in L ∼= A9, so Lz ∼=
L3(2)/E8. Again CU¯0(Lz) = 〈z¯〉, so CG(Lz) P0, but this time O2(P0) ∩ Lz = 1. It fol-
lows that again CG(Lz) is generated by a transvection, contrary to 9.4.3. 
9.10. No B ∈ B satisfies case (g) of 9.3.2, or case (IV) of 9.3.3.
Proof. In case (g) of 9.3.2, replacing L by a smaller subgroup if necessary, we may assume
case (IV) of 9.3.3 holds. Then U¯0 is the 10-dimensional irreducible in the 12-dimensional
permutation module for L0 ∼= A12 on Δ = {1, . . . ,12}, and hence also for its subgroup
L ∼= M12. Further z¯ is the image of a 4-subset Δ4 of Δ, say {1,2,3,4}, and CL(z¯) is the
stabilizer in L of Δ4, which is in turn the centralizer in L of the involution t with fixed
set Δ4 on Δ. The pointwise stabilizer Q in L of Δ4 is isomorphic to Q8 and regular
on Σ = Δ \ Δ4, with CL(t)/Q ∼= S4. Hence U¯Q = CU¯0(Q) is the image of the core of
the permutation module on Δ4 of rank 3, and CL(t) induces the stabilizer in GL(U¯Q) of
z¯ on U¯Q, so C = CG(CL(t)) centralizes U¯Q. Now U¯Q is the sum of the nondegenerate
line U¯2 = 〈e1,2, e1,3〉 with z¯, so C acts on the orthogonal complement U¯8 to U¯2 in U¯0,
which is the core VΣ of the permutation module UΣ on Σ together with e4,5. Thus U¯8 is
isomorphic to UΣ as a module for R, where R is the stabilizer in CL(t) of 4. In particular
R ∼= GL2(3). Now Ut = [UΣ, t] = 〈eγ : γ ∈ Γ 〉 is of rank 4, where Γ is the set of orbits of
t on Σ . Further the core Vt of Ut with respect to the basis {eγ : γ ∈ Γ } is [Ut ,Q] and the
subspace Wt = V ⊥t orthogonal to Vt in UΣ is Ut + eI , where I = {1, q1, q2, q1q2} subject
to the identification of Σ with Q via the regular action of Q on Σ , and Q = 〈q1, q2〉. We
may take u an involution in R \ Q with qu1 = q2, so u inverts q1q2. Then euI = eI + eγ ,
where γ = {q1q2, q1q2t} ∈ Γ , so u does not centralize eI modulo Vt . Thus Ut is the unique
R-invariant hyperplane of Wt .
Claim D = CGL(Wt )(R) = 〈t〉. For if d ∈ D# then d centralizes Vt as R induces the
stabilizer of the point Zt = [Wt, t] on Vt . Further for g of order 3 in R inverted by u,
Wt = [Wt,g]⊕Wg , where Wg = CWt (g) is of rank 3, [Wt,g] Vt , and [Wg,u] Zt . Thus
as d centralizes 〈g,u〉, d induces a transvection on Wg with center Zt , and hence as d cen-
tralizes Vt , it induces a transvection on Wt with center Zt . Then CWt (d) is an R-invariant
hyperplane of Wt , so CWt (d)=Ut and hence d = t , completing the proof of the claim.
By the claim, C  CG(Wt)〈t〉, so C also centralizes U¯8/U¯⊥t , and hence C is quadratic
on U¯8. Then as C centralizes U¯2, C is quadratic on U¯0. Therefore C is an elementary
abelian 2-group. This is a contradiction as each involution in G is fused into M in G (cf.
[AS]), whereas k ∈ C is fixed point free on X. 
9.11. No B ∈ B satisfies case (III) of 9.3.3.
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a 9-dimensional unitary space structure UF on U¯0 over F = F4, and Z(L) = Σ ∼= Z3
induces scalar action in F on UF . Let P ∈ Syl3(L), and E = Ω1(P ), From [A1, 1.10],
|P | = 36, E ∼= E81, and NL(P ) = P 〈h〉 with h of order 8, E = Σ × [E,h], and Z =
[E,h2] ∼=E9. Let t = h4, I =O2′(CL(t)), and Et = [CE(h2), h].
Next
[UF ,Z] =UZ =
⊕
Z1∈H
CUZ(Z1),
where H is the set of four subgroups of Z of order 3. Further as t inverts Z, m =
dimF (CUZ(Z1)) is even, so dimF (UZ) = 4m  8. Thus as dimF (UF ) = 9, m = 2,
dimF (UZ)= 8, and 〈h〉 is transitive on the 8 1-dimensional weight spaces of Z on UZ .
Next Et = [Et,h]  I , so as Q = O2(I ) ∼= Q8D8 and I/Q ∼= L2(4), Et ∈ Syl3(I ).
The nontrivial FI-irreducibles are of dimension 2 and 4, so as dimF (UF ) = 9 is odd,
there is a 1-dimensional FI-composition factor on UF . Therefore CUF (Et ) = 0 and
dimF ([UF ,Et ]) > 1. As 〈h〉 acts on Et and is transitive on the 1-dimensional weight
spaces of Z on UZ , it follows that UZ = [UF ,Et ] and Ue = CUF (Et ) = U⊥Z is 1-dimen-
sional. Then t centralizes Ue and [UF , t] = [UZ, t].
Let ω, e be generators of F # and Et , respectively. As t inverts Z, Ut = [UF , t] = [UZ, t]
is of F -dimension 4. As UF is unitary, Ut is totally singular. Then as dimF (Ut ) = 4 and
Ut = [Ut , e], it follows there is a 2-dimensional FI-submodule V1 of Ut such that V1 and
Ut/V1 are Galois conjugates of natural L2(4)-modules for I/Q.
Let T ∈ Syl2(I ) be Et -invariant. Then UT = CV1(T ) is a T Et -invariant F -point of V1.
Without loss we may take z ∈UT .
Next from 9.2.4, |Z| = 34 · 5 · 17 · 19, so |CL(z)| = 27 · 32. It follows from the list of
overgroups of T in Jˆ3 that NL(UT ) = NL(J (T )) is of order 27 · 33, and Lz = T 〈α,β〉,
where α is a diagonal element of order 3 in Σ ×Et and β is of order 3 centralizing α, act-
ing on J (T ), and faithful on T0 = Z(J (T ))= 〈t, tβ〉 ∼=E4. Let σ be a generator for Σ . We
may choose notation so that σ acts via scalar multiplication via ω2 on UF , e has eigenval-
ues ω on UT and ω2 on V1/UT , and α = σe. As the eigenspaces for e and with eigenvalues
ω and ω2 are of dimension 4, Ue is the ω2-eigenspace for α and the ω-eigenspace for α is
of dimension 4.
Next h2 ∈ Q as h2 centralizes Et , and as Z = [Z, t], dimF (CUt (h2)) = 2. Thus V1 =
CUt (h
2), so V1 = CUt (Q). Further CUF (t)=Ut ⊕Ue , where Ue = CUF (e) is a nonsingular
point of the unitary space UF and Ut is totally singular, so Ut is the subspace of singular
vectors in CUF (t). As L = 〈Q,NL(Et )〉 is irreducible on UF and NL(Et) acts on Ue,
[Ue,Q] = 0 and V1 = CUF (Q). As Ut is the subspace of singular vectors in CUF (t), W =
CUt (T0) is the subspace of singular vectors in CUF (T0). Thus β acts on W , so as L= 〈I,β〉
is irreducible on UF , V1 = W = Ut , and hence dimF (W) = 3. Thus as β centralizes e,
W/V1 is the ω2-eigenspace of e on Ut/V1.
Let C = CG(Lz) and (IΣ)∗ = IΣ/CIΣ(V1). Then C acts on V1 = CUF (Q) and IΣ∗
acts as GL2(4) on V1. Regard GL(V1) as A8; then we may take σ ∗ = (1,2,3) and I ∗
the pointwise stabilizer of {1,2,3}. Now T ∗ ∈ Syl2(I ∗) and α = σe with e∗ a 3-cycle in
NI∗(T ∗). We conclude CGL(V )(T ∗〈α∗〉) = Σ∗, so C = ΣC0, where C0 = CC(V1). Then1
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1 = CUF (Qβ) is also centralized by C0, so C0 centralizes W = V1 +V β1 . A similar argu-
ment shows C = C′0Σ , where C′0 = CC(Ut/V1); then C′0 = CC(W/V1) = C0. As C0 acts
on CUF (α), [CUt (α),C0]UT . Also UB = 〈CUt (α)〈β〉〉 is a C-invariant 3-dimensional F -
space with UT = CUB (β) and UB =UT ⊕[UB,β]. Thus C0 acts on [UB,β] and centralizes
CUt (α)/UT , so C0 centralizes UB . Thus C0 centralizes Ut .
Next C acts on the ω2-eigenspace Ue of α on UF , so C acts on U⊥e = UZ . Further
Ut =U⊥t ∩UZ and C0 centralizes Ut , so C0 centralizes UZ/Ut , and hence C0 = C1 ×C2
where C1 = CC0(Ue) is a 2-group and C2 = CC0(UZ) is of order 1 or 3. As [Ue,Q] = 0, it
follows that C2 = 1 and C0 centralizes Ue. Then C0 centralizes Ut +Ue and UF/(Ut +Ue),
so C0 is quadratic on UF and hence an elementary abelian 2-group. As all involutions in G
are fused into M and k is fixed point free, this is a contradiction. 
9.12.
(1) n= 3,  = −1, G∼= Sp6(2), M ∼=O−6 (2), |X| = 28, and |Z| = 27.
(2) L contains a subgroup of order 27.
(3) One of the following holds:
(i) F ∗(M) L.
(ii) L is contained in the 3-parabolic of M ∼= PGSp4(3) isomorphic to Z2/GU3(2).
(iii) L is contained in the 3-parabolic of M isomorphic to (Z2 × S4)/E27.
(4) k is not an involution.
Proof. Neither case (2) nor case (3) of 9.6 hold by Lemmas 9.8 through 9.11. Therefore
n= 3 by 9.6. Then  = −1 by 9.7. Thus G∼= Sp6(2), M ∼=O−6 (2), and |Z| = 27 by 9.2.4.
That is (1) holds. Further as L is transitive on Z , (2) holds. Indeed by 9.6, either L contains
F ∗(M) ∼= Ω−6 (2) ∼= U4(2) ∼= PSp4(3), or case (b) or (c) of 9.3.2 holds, so L is contained
in the 3-parabolic of M ∼= PGSp4(3) isomorphic to Z2/GU3(2) or (Z2 × S4)/E27, re-
spectively. This establishes (3). From [AS], the classes of involutions in G are b1, a2, c2,
and b3, and as M =O−(V ), M contains a representative of each class, so each involution
in G fixes points of X. This proves (4). 
9.13. Let P ∈ Syl3(L). Then
(1) P is nonabelian of order 27 and regular on Z .
(2) L is contained in the 3-parabolic NG(Z(P ))∼= Z2/GU3(2).
(3) Either
(a) L= P , or
(b) P ∼= 31+2, m2(L)= 1, and k is of order 4 with k2 ∈ L.
Proof. Let P  Q ∈ Syl3(M). Then U = U1 ⊥ U2 ⊥ U3 is the orthogonal direct sum
of three definite 2-dimensional subspaces Ui permutes transitively by Q, and J (Q) =
P1 × P2 × P3, where Z3 ∼= Pi = CQ(Uj + Uk) for {1,2,3} = {i, j, k}. Suppose P1  L.
Then P1 ∈ Syl3(Lz) so by 4.4, the representation of NG(P1)Y on Y = Fix(P1) is a transitive
loop representation. But Y is of order 10 and NG(P1)Y is S6, so x.y in [A3] supplies a
contradiction. Therefore P1  L, so P is of order 27 and regular on Z by 9.12.2. Now Q
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and Z(P ) = Z(Q). In particular (1) is established and case (ii) or (iii) of 9.12.2 holds.
In (ii), (2) holds, while in (iii) as P is nonabelian of order 27, Z(P ) is weakly closed in
P ∩O3(B), so again (2) holds.
Suppose L contains an involution b of type b3. From [AS], CU(b) is totally isotropic
of rank 3 with the singular vectors in CU(b) forming a hyperplane Ub of CU(b), and
CG(b) is O2(Mb)∼=E64 extended by S3, while CM(b)∼=E4 × S4 induces S3 on Ub . Thus
Y = Fix(b) is of order 4 and CG(b) induces S4 on Y , with O2(Mb) = O2(CG(b)). But
by 9.4.2, k ∈ CG(b) is fixed point free on X, and hence on Y , so k ∈O2(CG(b))=O2(Mb),
and thus k is an involution, contrary to 9.12.4. Therefore L contains no such b. However all
involutions i in B \O2(B) invert Z(P ), so as U = [U,Z(P )], m([U, i]) = 3 and hence i
is of type b3. Further a Sylow 2-subgroup of B is semidihedral of order 16 with Q8 Sylow
in O2(B), so m2(L) 1.
Next if P is of exponent 9 then LNB(P ) = P 〈b〉, so P = L and (3)(a) holds in this
case. So assume P is of exponent 3. Then either L= P and the lemma holds, or L contains
an involution a of type a2 inverting P/Z(P ), and we may assume the latter.
From [AS], [U,a] is of rank 2 and the radical of CU(a) = [U,a]⊥ = [U,a] ⊕ Ua ,
with Ua nondegenerate of sign −1. Also CG(a) is the maximal parabolic stabilizing U¯a ,
and CG(a) = ECM(a), where E ∼= E8 is generated by the 3 transvections with centers
in [U¯ , a], E ∩ CM(a) = 〈a〉, O2(CG(a)) = [E,CG(a)] × R, where R = O2(CM(a)) =
[O2(CG(a)),P1] ∼= Q28, and CM(a)/R ∼= S3 × S3, and CG([U,a]) = O2(CG(a))P1〈t〉,
where t is a transvection inverting P1. Therefore Y = Fix(a) is of order 4 with CG(a)
inducing S4 on Y , and the kernel of the action of CG(a) on Y is CG([U,a]).
By 9.4.2, k ∈ CG(a) is fixed point free on X, and hence also on Y , so k = ef where e is
a transvection with center in [U¯ , a] and f ∈ 〈t〉P1R. As k is fixed point free on X, k is not
an involution by 9.12.4. Similarly k is not of order 6 as CG(P1)∼= Z3 × S6 and CM(P1)∼=
Z3 × O+4 (2), so |CG(P1) : CM(P1)| is odd. Finally t interchanges the two Q8-subgroups
R1 and R2 of R, so CR(t) = [R, t] ∼= E8, and for r ∈ R1, c = (tr)2 = rt r is an involution
of type c2. Therefore f is of order 4, so k is of order 4 with k2 = a or c. However [U,c]
is totally isotropic of rank 2 but not totally singular, and CU(c) = [U,c]⊥ = [U,c] ⊕ Uc
with Uc a nondegenerate line of sign −1, so Y = Fix(c) is of order 8. Thus if k is fixed
point free on X with k2 = c then k has 4 cycles of length 2 on Y and 5 cycles of length 4
on X \Y , so k is an odd permutation, whereas G has no subgroup of index 2. Thus k2 = a,
completing the proof of the lemma. 
We can now complete the proof of Theorem 9.1. Namely part (1) of the theorem follows
from 9.12.1, while part (2) follows from 9.13.
10. The proof of Theorem 2
In this section we prove Theorem 2. But first we establish a few results on transitive
loop representations used in the proof of Theorem 2.
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resentation, and we adopt Notation 3.1. Pick 1 ∈ X# = X \ {0} and let k ∈ K with
0k = 1.
10.1. If |X| = 11 then G is not M11 or L2(11).
Proof. Assume G is M11. Then M is M10. In particular M has semidihedral Sylow 2-
groups of order 16 and M1 ∼= M9 has quaternion Sylow 2-groups, so all elements of M of
order 4 are fused into M1 and hence fix a point of X#. Second, for P ∈ Syl5(M), NM(P ) is
a Frobenius group of order 20, so as elements of order 4 in M fix points of X#, NM(P ) has
two orbits of length 5 on X#. Third, the subgroups U of M of order divisible by 5 satisfy
one of the following:
(i) U NM(P ) for some P ∈ Syl5(M).
(ii) U ∼=A5.
(iii) E∗(M)U .
We have seen that the subgroups in (i) are not transitive on X#, so L appears in (ii)
or (iii), and hence in either case L contains a subgroup isomorphic to A5. Further G has
a subgroup Gˆ isomorphic to L2(11) and 2-transitive on X, with Mˆ = Gˆ0 ∼= A5. Thus
replacing L by a subgroup if necessary, and appealing to 3.3.6, we may assume G is M11
or L2(11) and L ∼= A5. Then L1 ∼= S3 has two orbits X1 and X2 on X′ = X \ {0,1} with
|X1| = 3 and |X2| = 6. By 3.4, k centralizes L1, so k must act on Xi for i = 1 and 2. This
is impossible as k has no fixed points on X, whereas the centralizer in Sym(X1) of L1 is
trivial. 
10.2.
(1) If |X| = 22 then F ∗(G) is not M22.
(2) If |X| = 23 then F ∗(G) is not M23.
(3) If |X| = 176 then F ∗(G) is not HS.
(4) If |X| = 276 then F ∗(G) is not Co3.
Proof. Let E = F ∗(M). Then E is L3(4), M22, U3(5), or Mc in cases (1)–(4), respectively
(cf. 4.7) and E is primitive on X#. We first claim that E  L. For L is transitive on X#, so
M = M1L. Thus if E  L there is a maximal subgroup B of A = EL containing L such
that E  B and A = A1B . Thus as E is primitive on X#, we have a factorization of A
as the product of maximal subgroups. However by the Main Theorem of [LPS], no such
factorization exists. This establishes the claim.
In case (1), 7.4 supplies a contradiction, while in case (2) L is 3-transitive on X# so 7.2.5
and 7.3.5 supply a contradiction. Therefore either case (3) or (4) holds. By 3.4, k centralizes
L1. However in each case Fix(L1) = {0,1}, so k has cycle (0,1). Therefore 〈k〉 contains
an involution i. Then L1  CG(i). Now E1 ∼=M10, U4(3) in (3), (4), respectively. But the
centralizer of an involution in Co3 is isomorphic to Sp6(2)/Z2 or Z2 ×M12, and hence is
not divisible by 36, which divides the order of U4(3). Thus G∼= HS, where the centralizer
432 M. Aschbacher / Journal of Algebra 300 (2006) 396–432of an involution is isomorphic to S5/26 or Z2 × Aut(A6). We conclude CG(j) ∼= Z2 ×
Aut(A6) and CG(j) ∩ CG(E1) = 〈j 〉, so that k = j . This is a contradiction as k has no
fixed points on X, whereas j is fused into M . 
We now begin the proof of Theorem 2.
Assume the hypothesis of Theorem 2 and adopt Notation 2.1. By Example 3.2, the
representation σ :L → Aut(X) of 2.1 is a transitive loop representation. Set D = F ∗(G)
and set N = |X|. By the hypotheses of Theorem 2, σ is almost simple, so D and N are
described in 4.7. By 4.1.1, D = F ∗(G+) and by 4.1.4, in case (1) of 4.7 where D ∼= AN ,
G is SN or AN . Thus conclusion (1) of Theorem 2 holds in this case. In case (2) of 4.7,
conclusion (2) of Theorem 2 holds. Case (3) of 4.7 does not occur by 8.1. In case (4) of 4.7,
conclusion (3) of Theorem 2 holds by 9.1.
Assume case (5) of 4.7 holds. Then N = 11 by 10.1 and N = 22 or 23 by 10.2, so
N = 12 or 24. Hence N = p + 1, where p = 11 or 23 is prime, so conclusion (4) or (5) of
Theorem 2 holds by Theorem 4. The same argument shows conclusion (4) of Theorem 2
holds in case (6) of 4.7.
Case (7) of 4.7 does not hold by 10.1, while cases (10) and (11) of 4.7 do not hold
by 10.2. Case (8) of 4.7 does not hold by 8.3. Finally in case (9) of 4.7, conclusion (6) of
Theorem 2 holds.
This completes the proof of Theorem 2.
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