Complexity of the minimum-time damping of a physical pendulum by Ovseevich, Alexander
ar
X
iv
:1
31
1.
57
29
v1
  [
ma
th.
OC
]  
22
 N
ov
 20
13
Complexity of the minimum-time damping of a
physical pendulum
Alexander Ovseevich
Abstract
We study the minimum-time damping of a physical pendulum by means
of a bounded control. In the similar problem for a linear oscillator each
optimal trajectory possesses a finite number of control switchings from
the maximal to the minimal value. If one considers simultaneously all
optimal trajectories with any initial state, the number of switchings can
be arbitrary large. We show that for the nonlinear pendulum there is a
uniform bound for the switching number for all optimal trajectories. We
find asymptotics for this bound as the control amplitude goes to zero.
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1 Introduction
The problem of minimum-time damping of a pendulum is a classical issue of
control theory. In the linear case, described by the equation x¨+ x = u, |u| ≤ 1,
its solution is stated in [1]. The optimal control is of bang-bang type, i.e. it takes
values u = ±1, and the switching curve separating the domain u = −1 of the
phase plane from the domain u = +1 consists of unit semicircles centered at
points of the form (2k+1, 0), where k is an integer. The real physical pendulum
controlled by a torque in the joint is governed by the equation x¨ + sinx =
εu, |u| ≤ 1, where x is the vertical angle, and ε is the maximal amplitude of the
control torque. The parameter ε is arbitrary: it can be large, small, of order 1. We
are interested most in the case of a small ε. The maximum principle says that the
optimal control has the form u = signψ, where the “adjoint” variable satisfies
the equation ψ¨ + (cosx)ψ = 0. Thus, the control is still of the bang-bang type,
but the time instants of switchings are the roots of a rather nontrivial function,
a solution of the general Sturm–Liouville/Schro¨dinger equation. The complexity
of a control is characterized mainly by the switching number. In the linear case
this number for a trajectory connecting the initial point (x, x˙) with (0, 0) is
T
pi + O(1), where T is the duration of the motion. In turn, T = pi
√
E
2 + O(1),
where E = 12 x˙
2 + 12x
2 is the energy of the system (cf. section 7.2). Thus, each
trajectory possesses a finite number of switchings, but if the initial energy is
large this number is
√
E
2 +O(1) and is also large.
In the nonlinear case the switching number behaves quite differently. The
best result, known to the author, is due to Reshmin [2]. It says that if the
1
parameter ε is large enough, all optimal trajectories possess no more than a
single switching. Other interesting results can be found in [3, 4, 13].
We show that for any ε the switching numbers for all optimal trajectories
possess a common bound. In other words, the following holds:
Theorem 1.1 Suppose Nε(x, x˙) is the number of zeroes of the adjoint variable
ψ along an optimal trajectory connecting (x, x˙) with (0,0). Then the quantity
Nε = supNε(x, x˙), where sup is taken over the entire phase space, is finite.
Another result states upper and lower bounds for Nε which are sharp with
respect to the order of magnitude.
Theorem 1.2 There exist positive constants c1, c2, such that
c1
ε
≤ Nε ≤ c2
ε
for ε small enough.
Our main result is a promotion of inequalities of theorem 1.2 to an asymptotic
equality:
Theorem 1.3 There is the asymptotic equivalence
Nε ∼ D
ε
as ε→ 0, where D = 1
2
Si(pi) =
pi∫
0
sinx
2x
dx = 0.925968526 . . . (1.1)
The theorem can be regarded as an asymptotic formula εn ∼ D/n for bifur-
cation values of the parameter ε. Here, the bifurcation is the increment by 1
of the maximal number of the control switchings. The paper as a whole grew,
like the “Feigenbaum universality” for the period-doubling bifurcation of a one-
dimensional map [16], out of contemplation of numerical data. This time the
data were gathered by S. Reshmin, who has computed the complete phase por-
trait of the minimum-time feedback control for many values of the parameter ε.
In particular, he has found the first 17 bifurcation values of ε that conform to
the theoretical value (1.1) of D with 5-digit precision.
The paper is based on a lemma saying that in the large speed area an optimal
trajectory possesses no more than a single switching. We use heavily the Sturm
theory of root location for solutions of a Sturm–Liouville equation. It allows us
to relate Nε to the optimal time of motion from points with energy of order 1
to the point (0,0). The lower bound given in Theorem 1.2 is based on energy
considerations, which allow us to estimate this time. The upper bound is more
complicated and follows from a computation of the elapsed time in a motion
under a quasioptimal control. The asymptotic equivalence (1.1) stems from the
idea of the Poincare´ map control, coupled with a special nonlinear Sturm-like
theorem.
2 Problem Statement and Main Results
We start with a more precise statement of the problem. The phase space is the
tangent bundle T (S1) = S1 × R of the circle, with coordinates (x, y), where
2
x ∈ S1 = R/2piZ, y ∈ R. Physically speaking x is the vertical deviation angle,
so that the height of the pendulum over the horizontal plane is 1− cosx, and y
is the angular velocity. The control system takes the form{
x˙ = y,
y˙ = − sinx+ εu, |u| ≤ 1 (2.1)
Under control u = u(t) the system (2.1) is a Hamiltonian one, and the corre-
sponding Hamiltonian function is h(x, y) = 12y
2 + (1 − cosx) + εux. Here, of
course, the phase space is not the cylinder T (S1), but the covering plane with
coordinates (x, y) ∈ R2.
We are interested in the minimum-time damping, i.e., the fastest motion
from a given point (x, y) ∈ T (S1) to the stable equilibrium (lower) point (0, 0).
An optimal control always exists: It suffices to show that every initial state
can be driven to the origin by an admissible control (i.e., that the system is
controllable). Indeed, it is well known (see [17] Thm. 1) that if the set of admis-
sible paths is not empty, the control system satisfies some regularity and growth
conditions, and the set of admissible velocities at any point of the phase space
is convex, then the motion time attains its infimum over the set of admissible
paths. It remains to establish controllability, for the other conditions are trivially
met. To the best of my knowledge, there is no general theorem implying this
result. We present an “ad hoc” proof in Section 7.1, where besides arguments
of a wider applicability, a specific “dry-friction” control is utilized.
According to the Pontryagin maximum principle this problem is associated
with adjoint variables (φ, ψ) and the Pontryagin function (Hamiltonian)
H = yφ+ (− sinx+ εu)ψ − 1
so that to an optimal control u that maximizes the Pontryagin function there
corresponds an optimal motion governed by the corresponding canonical system,
and H ≡ 0 along the optimal trajectory. In other words, besides the system (2.1)
the following relations hold:
u = signψ, (2.2)
φ˙ = (cos x)ψ, (2.3)
ψ˙ = −φ (2.4)
yφ+ (− sinx+ εu)ψ − 1 ≡ 0. (2.5)
It follows immediately from (2.3), (2.4) that a singular control or chattering are
impossible. The zeroes of the function ψ cannot accumulate: in the limit point
the vector (φ, ψ) vanishes, which is incompatible with (2.5). Much more precise
information is provided by the Sturm theory. When applied to the equation
ψ¨+(cos x)ψ = 0 it says that the distance between zeroes of ψ is no less than the
distance between zeroes of a solution to Ψ¨+Ψ = 0, i.e. no less than pi = 3.141 . . .
This follows just from the inequality cosx ≤ 1.1 More generally one can state
the following corollary of (2.3), (2.4), and the Sturm theory:
Lemma 2.1 In an optimal arc of duration T no more than Tpi + 1 switchings
of control are possible.
1The Sturm theorem states [6] that if fi, i = 1, 2 are solutions to Sturm–Liouville equations
f¨i + pifi = 0, and “potentials” pi are related by the inequality p1 ≤ p2, then there is a root
of the function f2 between any pair of roots of f1.
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Note that the duration of an optimal motion can be arbitrary large, if the
initial energy is large enough. Thus, the Lemma does not immediately imply
the finiteness Theorem 1.1.
2.1 Basic Lemma
We begin with a lemma which implies the absence of switchings at high energy
states.
Lemma 2.2 (Basic Lemma) Suppose t1, t2 are adjacent zeroes of the adjoint
variable ψ = ψ(t). Then, the velocities y(t1), y(t2) have opposite directions.
Corollary 2.1 Under conditions of the Lemma there is a time t between t1, t2
such that y(t) = 0.
Notice that the statement of the Corollary is a Sturm-like theorem. In section
5 we will prove a strengthening of Corollary 2.1, where the uniqueness of t is
asserted.
The Corollary is obvious. To prove Lemma 2.2 consider values of φ(t1), φ(t2).
We assert that they have opposite signs. Indeed, t1 and t2 are adjacent simple
zeroes of ψ, and the derivatives ψ˙(t1), ψ˙(t2) should have opposite signs. Now,
our statement follows from (2.4). To complete the proof of the lemma we use
equation (2.5), which implies that yφ = 1 at the switching point, where ψ = 0.
◮
The energy
E =
1
2
y2 + (1 − cosx) (2.6)
of the pendulum cannot be large at a point, where y = 0; more precisely, at
that point E = |E| ≤ 2. Therefore, we get a corollary of the Basic Lemma to
the effect that even before the second switching the optimal motion takes place
in the bounded energy area.
Remark. Lemma 2.2 is not new [5], but, to the best of my knowledge, it has
never been used to estimate the switching number for damping of a pendulum.
2.2 Bounds for the damping time
LetK be a compact in the phase space T (S1), and Tε = Tε(K) be the maximum
of damping times over all initial conditions (x, y) ∈ K. Assume that K is not
the singleton (0,0). The estimate for the time Tε obtained in the next result
provides the ground for the finiteness Theorems 1.1 and 1.2:
Theorem 2.1 There exist positive constants Ci = Ci(K), i = 1, 2 such that
C1
ε
≤ Tε ≤ C2
ε
as the (positive) ε is small enough.
Taking this for granted, one can immediately prove Theorems 1.1 and 1.2. In-
deed, we obtain from Lemmas 2.1 and 2.2 that Nε ≤ 1 + (Tε(K)pi + 1), where
K = {E ≤ 2}, and the energy E = 12y2 + (1 − cosx). It is obvious that the
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damping time Tε(K) is a monotone decreasing function of ε. Now, by taking
c2 =
C2(K)
pi + 1 we immediately get Theorem 1.1 and the upper estimate in
Theorem 1.2. To prove the lower estimate in Theorem 1.2 consider an optimal
trajectory connecting the oval O = {E = 1/2} with the lower equilibrium state
(0, 0), and contained in the set O˜ = {E ≤ 1/2}. Such a trajectory should exist.
Indeed, one can consider an optimal trajectory running out of a point of the
oval O. From some instant on it is contained inside O˜. At the instant men-
tioned the trajectory intersects the oval O. We take the intersection point as
the compact K. Since E ≤ 1/2 along the trajectory, it follows that 1/2 ≤ cosx.
Therefore, by applying the Sturm theory to the equation ψ¨ + (cos x)ψ = 0 we
obtain that the number N(ψ) of zeroes of the function ψ on the trajectory is
no less than the number N(Ψ)− 1, where Ψ is a solution of Ψ¨+ (1/2)Ψ = 0. Of
course N(Ψ) ≥ T√
2pi
− 1, where T is the duration of the motion. According to
Theorem 2.1 we obtain that T ≥ C1/ε, and this proves the lower estimate for
Nε in Theorem 1.2, for it is clear that Nε ≥ N(ψ).
2.3 Proof of Theorem 2.1: lower estimate
To prove the lower estimate it suffices to take a singleton for the compact K.
Take this point p0 as the initial one of an optimal trajectory p(t) = (x, y)(t),
and consider the energy E of the running point on the trajectory as a function
of time. We have
E˙ = εyu, |y| ≤
√
2E, (2.7)
which implies that
∣∣∣ ddt√E∣∣∣ = ∣∣∣12 E˙√E
∣∣∣ ≤ 1√
2
ε. Since the initial value of energy is
E(p0), and the final one is zero, we get a lower estimate for the elapsed time
Tε ≥
√
2E(p0)
ε . ◮
2.4 Proof of Theorem 2.1: upper estimate
This is the most complicated part of the paper, based on nontrivial estimates
for the damping time for a given initial state.
General strategy. We divide the phase space into three parts: of high energy
{E > 2}, of low energy {E < 2}, and the standstill zone S2ε = {| sinx| <
2ε, |y| < 2ε}. For small ε the standstill zone consists of two connected compo-
nents, the neighborhoods of the upper and lower equilibrium point. To estimate
the damping time we use a particular “quasioptimal” control which is given by
the formula
u = − signy (2.8)
outside the standstill zone. This control provides a kind of dry friction, and
the standstill zone is the place, where the dry friction prevents any motion. The
control reflects the idea of steepest local energy descent. Note that on an interval
of a constant velocity sign the controlled motion is governed by the Hamiltonian
of the form 12y
2 + (1 − cosx) ± εx. We will show that one can make it to the
upper standstill zone from a high energy state in time of order O(1/ε), make it
to the lower standstill zone from a low energy state in time of the same order
O(1/ε), make it to the low energy zone from the upper standstill zone in time
of order O(log 1/ε), and, finally, make it to the lower equilibrium point from the
lower standstill zone in time of order O(1).
5
Standstill zones.
In order to understand the motion inside and in the vicinity of the standstill
zone we use linearization of the control system in a neighborhood of an equilib-
rium point. The linearization of nonlinear system 2.1 at each equilibrium point
is a completely controllable linear system, if the control constraint |u| ≤ 1 is ne-
glected. When the constraint is imposed, the system is just locally controllable.
Therefore, it is possible in time of order O(1) to pass along feasible trajectories
from any point of a disk centered in the equilibrium of radius cε to any other
point of the disk. Here, c > 0 is an absolute constant. This follows in a formal
way from the general result pertaining to an arbitrary dimension:
Theorem 2.2 Suppose z˙ = f(z) + εg(z)u, |u| ≤ 1 is a controlled C2-system in
a neighborhood of 0 ∈ Rn, f(0) = 0, and the corresponding linearized system
z˙ = ∂f∂z (0)z + εg(0)u is completely controllable. Then, if the parameter ε is
small enough, the set reachable from zero in time ≤ 1 along trajectories of the
nonlinear system, contains a ball centered at zero of radius cε, where c is a
positive constant .
The theorem is well known, and follows, e.g, from Theorem 7 on p. 126 of [14].
Unfortunately, the local controllability does not guarantee that one can pass
the standstill zone in time of order O(1). Sometimes this is impossible, but it is
always possible to pass the standstill zone in time of order O(log 1/ε) by using
non-local maneuvers.
To this end we use the classical logarithmic bound for the oscillation period of
the uncontrolled pendulum. It has the following form. Let p be a point of the
phase space, denote by τ(p) the time required for the next hit of the point p
in the uncontrolled motion of the pendulum. Then, if the energy E(p) = 2 + h,
then τ(p) = O(log
∣∣ 1
h
∣∣) as h → 0. Note that if h = 0 the pendulum might stay
forever in the upper equilibrium state, so that τ =∞. Analytically, the estimate
has the form ∫ 2pi
0
| cos s+ 1 + h|−1/2ds = O(log |h|−1) as h→ 0. (2.9)
A proof is presented in section 7.3. The elliptic integral in the left-hand side of
(2.9) is deeply studied from XVIII century on.
The manner of passage of the standstill zones is different in the upper and
lower parts. The situation in the lower part is simpler: The corresponding lin-
earized system is globally controllable in spite of the control bound |u| ≤ 1.
This follows, e.g., from the Brammer theorem [10]. In fact, a stronger statement
is proved in section 7.2. Therefore, the reachable set of the linearized system,
starting from zero, in a sufficiently large time of order O(1) contains any disk
centered at zero of radius Cε, where C > 0 is any given constant. The same
holds true for the nonlinear system, because the corresponding reachable sets
differ wrt the Hausdorff metric in less than O(ε2). Indeed, for any admissible
control |u(t)| ≤ 1, where t = O(1), all trajectories of both the linear and the
nonlinear system, starting at zero, stay within a disk of radius Cε. The nonlin-
ear part of the right-hand side of differential equation is of order O(ε2) inside
the disk. This implies that the difference between solutions of the linear and
the nonlinear equation is of the same order O(ε2). From these considerations we
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conclude that it is possible to reach the lower equilibrium point from any point
of the lower standstill zone in time of order O(1).
In order to get from a point p of the upper standstill zone to the low-energy
zone one can do as follows: If the point p is at the distance less than cε from
the upper equilibrium point, we can move it in time O(1) to any point at the
distance exactly cε from the upper equilibrium. This can be done by virtue of
Theorem 2.2. If p is at the distance more than cε from the upper equilibrium it
stays intact. Thereafter we switch the control off, and wait for the time t1, when
the x-coordinate of the point p(t1) becomes zero. Then we apply the control
(2.8) up to the time t2, when the velocity y of the point p
′ = p(t2) becomes
zero. The energy decrease E(p)− E(p′) has the value (pi + o(1))ε. Therefore, if
E(p) = 2+O(ε2), then, we obtain E(p′) < 2− 12piε, provided that the parameter
ε is sufficiently small. This means that the point p′ is within the low-energy zone.
In view of the estimate (2.9) for the period of oscillations the maneuver takes
time of order O(log 1/ε).
In what follows we do not consider the motion within and in the vicinity of the
standstill zone. To estimate the duration of motion within high and low energy
zones we use the Poincare´ section technique coupled with the logarithmic bound
for the oscillation period of the uncontrolled pendulum.
High energies. Consider first the high energy case. We estimate the damping
time for the pendulum with initial position p of energy E(p) = 2 + h, h > ε2.
Throughout time ≤ τ(p) = O(log 1ε ) we use zero control until the coordinate x
becomes equal to pi. Thereafter we apply control (2.8), and consider the corre-
sponding Poincare´ map, i.e. we consider controlled trajectory up to the time of
hitting x = pi. If the condition
h > 2piε (2.10)
holds, the time will come. Otherwise, in time of order O(log 1ε ) we will arrive
along the controlled trajectory at a zero speed position, which belongs either to
the standstill zone or the low energy zone E < 2 − ε2. Suppose that condition
(2.10) holds. Then, the Poincare´ map is defined, and maps the point (pi, y) to
(pi, y′), where
y′2
2
=
y2
2
− 2piε. (2.11)
The duration of the controlled motion τε is bounded from above by the duration
τ of uncontrolled oscillation from the new point (pi, y′)
τε =
2pi∫
0
dx√
2(h+ 1 + cosx− εx) ≤
2pi∫
0
dx√
2(h+ 1− 2piε+ cosx) = τ(pi, y
′).
(2.12)
In view of (2.9) we get the upper bound
τ ≤ Cmax
{
log
∣∣∣∣ 1h′
∣∣∣∣ , 1
}
, (2.13)
where h′ = y
′2
2 = h−2piε. We will repeat this energy lowering procedure hn+1 =
hn − 2piε while the condition (2.10) holds for h = hn. By virtue of (2.11) the
number of steps is finite (≤ h2piε , where h is the initial value of the reduced
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energy), and the the total motion time is bounded from above, due to (2.13),
as follows
T ≤ C

∑
hn≤1
log
1
hn
+
∑
hn≥1
1

 ≤ C
2piε
1∫
0
log
1
x
dx+
Ch
2piε
. (2.14)
Here, hn, n ≥ 1 is the monotone decreasing sequence of the reduced energy
values E(pn) − 2 at points obtained by iteration of the Poincare´ map (2.11).
The right-hand side inequality follows from the monotonicity of the logarithm:
2piε log
1
hn
= (hn − hn+1) log 1
hn
≤
∫ hn
hn+1
log
1
x
dx. (2.15)
Since the integral
∫ 1
0
log 1x dx happily converges, the total duration of the itera-
tion process is T = O(1/ε). Besides, some time is required to bring the point in
a standard position at the initial and terminal instant. The total motion time
in the high energy zone is T +O(log 1/ε) = O(1/ε).
Low energies. Similarly, one can work out the case of low energies E(p) =
2 − h, h > ε2 by using the Poincare´ map associated with the Poincare´ section
{y = 0} instead of {x = pi}. We confine ourselves without loss of generality
to the case, where the angle coordinate of the initial point p is contained in
the interval (−pi, 0), and the initial speed is zero: p = (−x, 0), x ∈ (0, pi). One
can bring any point in this position by using uncontrolled motion throughout
time ≤ τ(p) = O(log 1/ε) which does not affect our final estimate T = O(1/ε)
of the hitting time of the lower standstill zone. The control (2.8) forces the
initial point p = (−x, 0), x ∈ (0, pi) to move along a trajectory of the canonical
system with the Hamiltonian 12y
2 + (1 − cosx) + εx up to reaching a point
p′ = (x′, 0), x′ ∈ (0, pi) of zero speed. There arises the Poincare´ map p 7→ p′,
where the initial and final energies are related by
E(p)− E(p′) = ε(x+ x′). (2.16)
In particular, for a constant c > 0 we have a lower bound for the energy loss
E(p)− E(p′) ≥ cε
√
E(p). (2.17)
Totally similar relations hold for initial positions of the form p = (x, 0), x ∈
(0, pi), which are obtained by symmetry wrt the vertical axis. The transition
time from (−x, 0) to (x′, 0) is
τε =
x′∫
−x
ds√
2(cos s− εs− cosx) ≤
x′∫
−x
ds√
2(cos s− ε(x+ x′)− cosx) . (2.18)
According to (2.9) the integral in the right-hand side is O(log 1/h′), where h′ =
2− E(p′) = 1 + cosx′, so that
τε ≤ Cmax
{
log
∣∣∣∣ 1h′
∣∣∣∣ , 1
}
. (2.19)
Let hn, n ≥ 1 be the monotone increasing sequence of the reduced energy values
2 − E(pn) at points obtained by iteration of the Poincare´ map pn 7→ pn+1. By
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virtue of (2.16) we will make it to the lower standstill zone in a finite number of
steps. Moreover, the total time of the motion is estimated from above, thanks
to (2.19), as
T ≤ C
∑
hn≤1/e
log
1
hn
+ C
∑
hn≥1/e
1 = Cσ1 + Cσ2. (2.20)
In view of (2.17) we have hn+1 − hn ≥ cε
√
2− hn. If hn ≤ 1/e, where e =
2.718 . . . is the base of natural logarithms, this means that hn+1 − hn ≥ c′ε.
Therefore, the sum σ1 in the right-hand side of (2.20) can be estimated by
1
ε
times the Riemann sum ∑
hn≤1/e
(hn+1 − hn) log h−1n (2.21)
for the integral of logarithm over the interval [0, 1/e]. Similarly, the sum σ2 can
be estimated via 1ε times the Riemann sum∑
hn≥1/e
(hn+1 − hn)(2 − hn)−1/2 (2.22)
for the integral of the function x 7→ (2 − x)−1/2 over the interval [1/e, 2]. The
Riemann sums (2.21), (2.22) can be estimated, like in (2.15) via the convergent
integrals ∫ 1/e
0
log
1
x
dx and
∫ 2
1/e
(2− x)−1/2 dx,
because log 1x and (2− x)−1/2 are monotone functions. Finally we arrive at the
desired estimate T = O(1/ε) for the hitting time of the lower standstill zone.
3 Theorem on the number of switchings
The inequalities of Theorems 1.2, 2.1 suggest the following natural question:
Do there exist limits N = lim
ε→0
εNε and T = lim
ε→0
εTε(K)? If they do, then,
what are their values? Moreover, in the proof we used a particular control u,
namely, the one given by (2.8) outside the standstill zones. A natural question
arises: how close is this control to the optimal one? For instance, is it true that
the switching number Nε(u) and the damping time Tε(K)(u) for all points of
a compact K under this control are asymptotically equivalent to that of the
optimal control? More precisely, one can consider the limits N(u) = lim
ε→0
εNε(u)
and T(u) = lim
ε→0
εTε(K)(u), and, if they exist, one may ask: Do they coincide
with N and T? To state the results we need to introduce the following notations.
If E ≥ 2 put
τ+(E) =
1
2
√
2pi
E∫
2
dE
2pi∫
0
(E − 1− cosφ)−1/2dφ, (3.1)
and if E ≤ 2 let Φ = Φ(E) ∈ [0, pi] be the solution of 1− cosΦ = E, and
τ−(E) =
1√
2
Φ∫
0
sinx
x
dx
x∫
0
dφ√
cosφ− cosx. (3.2)
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Finally, put
τ(E) =
{
τ+(E) + τ−(2), if E ≥ 2
τ−(E), if E ≤ 2 (3.3)
Theorem 3.1 There exists the limit
N(u) = lim
ε→0
εNε(u) =
pi∫
0
sinx
2x
dx. (3.4)
Suppose E = E(K) = max
p∈K
E(p) is the maximal energy of points of a compact
K. There exists the limit
T(u) = lim
ε→0
ε Tε(K)(u) = τ(E), (3.5)
where τ(E) is defined in (3.3).
Our main result is that the limits N and T do exist and coincide with those
found in Theorem 3.1.
Theorem 3.2 Suppose Nε is the maximal number of switchings for all mi-
nimum-time trajectories of the system (2.1) ending at the lower equilibrium
position (0, 0). Then, there exists the limit
N = lim
ε→0
εNε, and N =
pi∫
0
sinx
2x
dx = 0.925968526 . . . (3.6)
Theorem 3.3 Suppose Tε(p) is the minimal time required for steering a point
p of the phase space of system (2.1) to the lower equilibrium position (0, 0), and
E = E(p) is the energy of p. Then, there exists the limit
T(p) = lim
ε→0
ε Tε(p), and T(p) = τ(E), (3.7)
where τ(E) is defined in (3.3).
The proof of Theorem 3.1 is obtained by a refinement of the arguments used
in section 2.4. For instance, the integrand sin x2x in (3.4) arises as follows. We
linearize the Poincare´ map (2.16)
cosxn+1 − cosxn = ε(xn + xn+1),
and obtain − sinxn2xn (xn−xn+1) = ε+o(ε). In other words, we arrive at the Euler
method with step ε for solution of the differential equation − sin x2x dxdt = 1, while
the expression in the right-hand side of (3.4) coincides with the time of motion
from x = pi to 0. Furthermore, εNε(u) is the discrete approximation of this time.
In order to prove Theorems 3.2, 3.3 we need a more general Poincare´ map
control technique. The technique can be regarded as a version of the averaging
method well-known in the oscillation control [8, 9]. Besides, we use a strength-
ening of Corollary 2.1 which allows us to count the switchings via the number
of changes of the speed direction.
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4 Poincare´ map control
In the previous sections 2.4 and 3 we studied mainly a particular quasioptimal
control (2.8). Still, some arguments can be applied to an arbitrary control u.
To fix ideas, consider again the controlled motion of the point p in the low
energy zone E(p) = 2−h, h > ε2. If a time interval under consideration is small
compared to 1/ε, the trajectory p(t) is close to the trajectory of the uncontrolled
motion with the same initial point. The Poincare´ map P(u) : p 7→ p′, related
to the Poincare´ section Σ− = {y = 0}, is close to the Poincare´ map P(0) for
the uncontrolled motion. In order to take into account the arising deviation of
order O(ε) it is convenient to invoke equation (2.7) for energy change. Suppose
tn are the hitting instances for the section Σ−, pn = p(tn) = (xn, 0) is the
sequence of points arising under iteration of the Poincare´ map, En = E(pn) are
the corresponding values of energy. We have,
En+1 − En = ε
∫ tn+1
tn
yudt = ε
∫ tn+1
tn
udx(t). (4.1)
We fix the time instant tn, the point pn = (xn, 0), and study the influence of
the control chosen upon the right-hand side of (4.1). In this equation y = y(u, t)
depends on control, but the effect is small: y(u, t) = y(0, t) + O(ετn), where
τn = tn+1 − tn is the time interval between next hits of the section Σ−. We
know that in the low energy zone τn = O(log 1/ε), and this bound is sharp in
the vicinity of the standstill zone only; in the major part of trajectory τn is just
bounded. If the time tn is fixed the values of tn+1(u) and τn(u), like that of y,
depend on u weakly. Put
φn =
tn+1(0)∫
tn
|y(0, t)|dt =
tn+1(0)∫
tn
|dx(0, t)|.
This is a function of the initial position φn = φ(xn). An easy computation shows
that φ(x) = 2|x|. Indeed, the sign of the speed of uncontrolled pendulum does
not change between adjacent positions with zero speed. Therefore,
tn+1(0)∫
tn
|dx(0, t)| =
∣∣∣∣∣∣∣
x0
n+1∫
xn
dx
∣∣∣∣∣∣∣ =
∣∣x0n+1 − xn∣∣ , (4.2)
where x0n+1 = x(0, tn+1(0)) is the x-coordinate of the uncontrolled pendulum. It
is clear that the right-hand side of (4.2) is 2|xn|, because under absence of control
x0n+1 = −xn. Thus, the right-hand side of (4.1) takes the form εφ(xn)Un+ o(ε),
where Un is arbitrary subject to |Un| ≤ 1. In the upshot we obtain a one-
dimensional discrete control system
En+1 − En = εφ(xn)Un + o(ε), |Un| ≤ 1. (4.3)
If we pass to the variables Xn = |xn| the system takes the form
cosXn − cosXn+1 = 2εXnUn + o(ε), |Un| ≤ 1, (4.4)
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or, equivalently,
sinXn
2Xn
(Xn+1 −Xn) = εUn + o(ε), |Un| ≤ 1. (4.5)
The obtained discrete system arises via approximation by the Euler broken lines
with step ε of the continuous control system
sinX
2X
dX
dt
= U, |U | ≤ 1, (4.6)
so that Xn approaches X(nε).
A similar control system arise in the high energy zone. It is convenient to
Σ+ = {x = pi} as the Poincare´ section in the zone, and consider the controlled
sequence yn of velocities of the pendulum at hitting times tn for the section Σ+.
Then, the analogue of (4.3) looks like
y2n+1
2
− y
2
n
2
= 2piεUn + o(ε), |Un| ≤ 1. (4.7)
Of couurse, like in the low energy case, the discrete system arises out approxi-
mation by the Euler broken lines with step ε of the continuous control system
Y
dY
dt
= 2piU, |U | ≤ 1, (4.8)
where yn approaches Y (nε).
The use of control (2.8) corresponds to U ≡ −1. The minimum-time damping
problem corresponds to minimization of the functional
∑
n τn. After normaliza-
tion
∑
n τn 7→ ε
∑
n τn and passage to the limit ε → 0, if the initial position
belongs to the low energy zone, we get the problem of steering the system (4.6)
to the point X(T ) = 0 coupled with minimization of the functional
J− =
∫ T
0
τ−(X(t))dt→ min, τ−(X) =
∫ X
0
(cosφ− cosX)−1/2dφ. (4.9)
If the initial position belongs to the high energy zone, there arises an extra
problem of bringing system (4.8) to Y (T ) = 0 coupled with minimization of the
functional
J+ =
∫ T
0
τ+(Y (t))dt,→ min, τ+(Y ) =
∫ 2pi
0
(1 + Y 2/2− cosφ)−1/2dφ. (4.10)
It is more or less clear that the control U ≡ −1, corresponding to (2.8), is
optimal in both cases.
4.1 Convergence of the Euler broken lines
We present some details on convergence of the Euler broken lines for equations
(4.6), (4.8). They are not totally standard, because these equations are implicit.
We extend the discrete sequence (4.4) to the piecewise-linear function Xε
by defining n = [t/ε], and Xε(t) = Xn + (t − εn)Xn+1 if t ∈ [εn, ε(n + 1)].
We extend the sequence of controls Un to the fuction Uε, which is constant in
the intervals [εn, ε(n+1)]. The domain of the functions Xε, Uε is not known in
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advance. It follows from the upper estimate in Theorem 2.1 for the duration of
the optimal motion that for the optimal control this domain is bounded.
The functions fε = cosXε form an equicontinuous family, because it follows
from 4.4 that |fε(t) − fε(s)| ≤ C|t − s|. Therefore, there exists a subsequence
ε = εk → 0such that the functions fε converge uniformly on bounded intervals to
a function f. Therefore, the same is true for the functions Xε → X . By taking
a subsequence one can assume that the functions Uε converge to a function
U, |U | ≤ 1 weakly, i.e. ∫ g(σ)Uε(σ)dσ → ∫ g(σ)U(σ)dσ for any fixed integrable
function g ∈ L1. It follows from equation 4.4 that as ε→ 0
cosXε(s)− cosXε(t) = 2
∫ t
s
Xε(σ)Uε(σ)dσ + o(1), (4.11)
and, therefore, in the limit
cosX(s)− cosX(t) = 2
∫ t
s
X(σ)U(σ)dσ. (4.12)
The integral equation (4.12) is equivalent to the differential equation (4.6). Since
the differential equation (4.6) has a unique solution with initial conditionX(0) =
pi, the Euler broken lines Xε converge uniformly as ε → 0, if the controls Uε
converge to U weakly.
Similarly one can obtain the convergence of the Euler broken lines Yε, where
Yε(nε) = yn, in the high energy zone.
5 One more “Sturm-like” theorem
To prove the main result on asymptotics of Nε we need the following ‘Sturm-
like” strengthening of Corollary 2.1.
Theorem 5.1 Suppose ε is sufficiently small, t1, t2 are adjacent zeroes of the
adjoint variable ψ = ψ(t), and the optimal motion in the interval [t1, t2] of time
does not hit the standstill zone. Then, there exists a single time instant t between
t1, t2 such that y(t) = 0, so that the zeroes of y and the adjoint variable ψ are
intermittent.
Indeed, otherwise there are at least three subsequent time instants τ1 < τ2 < τ3
in the time interval [t1, t2] such that y(τi) = 0, and the optimal control u is
constant in the interval [τ1, τ3]. To fix ideas, assume that u = 1. Then, in the
interval [τ1, τ3] the Hamiltonian
1
2y
2+(1− cosx)+ εx is constant. In particular,
the points xi = x(τi) are in the same level of potential energy Uε(x) = (1 −
cosx) + εx. If ε = 0 the triple has the form (x,−x, x). The perturbed triple
xi, i = 1, 2, 3 has the form (x,−x′, x′′), where x′, x′′ are close to x and equation
− cosx + εx = − cosx′′ + εx′′ holds. We show, like in the implicit function
theorem, that the only solution close to x is x′′ = x. Indeed, if x′′ 6= x the
equation can be rewritten as cosx−cosx
′′
x−x′′ = ε. By the mean value theorem we
obtain sin z = −ε, where z is contained in the interval [x, x′′]. Under condition
| sinxi| ≥ 2ε, which reflects that the motion goes outside the standstill zone,
the latter equality is impossible. Thus, the perturbed triple xi, i = 1, 2, 3 has
the form (x,−x′, x). This means, however, that the points p(τ1) = (x1, 0), and
p(τ3) = (x3, 0) on the optimal trajectory coincide, which is impossible, because
the elapsed time τ3 − τ1 is positive.
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6 Coda: proof of Theorems 3.2, 3.3
The proof is a combination of results obtained in sections 4, and 5. Indeed, as
ε→ 0 the initial minimum-time problem reduces to the optimal control problem
for systems (4.6), (4.8), and moreover, according to Theorem 5.1, the total time
of motion for these new control systems corresponds to the limit of εNε. The
optimal control in the pendulum damping problem corresponds to the optimal
control U = −1 in systems (4.6), (4.8). For this control the computation of the
time of motion is obvious, and is already made within the proof of Theorem 3.1.
7 Auxiliary results
In this section we collect proofs of several already used auxiliary results.
7.1 Controllability of the physical pendulum
Here, we prove that system (2.1) is controllable. It suffices to show that zero
is reachable from any point, or what is equivalent, that any point is reachable
from zero.
We first prove by rather general arguments that the low-energy zone {E < 2}
is reachable from zero. Indeed, within this zone all trajectories of the free motion,
where u = 0, are compact curve, which are energy levels. The motion along any
of these curves is periodic. This implies, in particular, that the reachable part
R of the low-energy zone is a union of the above curves. By applying control
u = ±1 at a suitable point of a curve we can always increase or decrease the
energy. Therefore, the reachable levels of energy inside the low-energy zone fill
the open interval (0, 2). Therefore, the entire low-energy zone is reachable. Since
the closure ofR is also reachable we conclude that the entire closure E = {E ≤ 2}
of the low-energy zone is reachable.
Second, we prove that from any point (x0, y0) of high-energy zone {E > 2}
one can reach the set E , which completes our arguments. To do this we apply
the “dry-friction” control of the form u = −δ sign y where δ is much less than
ε. The control is used within the domain {sign y = sign y0}. As soon as we hit
the boundary {y = 0} we are in E . Under the control, the energy decreases
according to E˙ = −δ|y|. Therefore, in finite time we reach the standstill zone
S2δ = {| sinx| < 2δ, |y| < 2δ}. The standstill zone is a neighborhood of two
equilibrium points. By linearizing our system at an equilibrium point we’ll get a
completely controllable linear system, and this implies (see Theorem 2.2 or [14]
Theorem 7 on p. 126) that we can reach from our initial point an equilibrium
in a finite time. Since the equilibria is contained in E , the proof is complete.
7.2 Damping time in the linear problem
Here, we prove a formula from the Introduction: T = pi
√
E
2 + O(1), for the
damping time of the linear oscillator. Here, E is the initial energy. The oscillator
is governed by system {
x˙ = y,
y˙ = −x+ u, |u| ≤ 1. (7.1)
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We have to show that the set DT , reachable from zero in time T , contains
the disk E = {12y2 + 12x2 ≤ E} for a sufficiently large T related to E via T =
pi
√
E
2 +O(1). The support function of the set DT has the explicit expression
HT (ξ) =
∫ T
0
|ξ1 sin t+ ξ2 cos t| dt,
which is a particular case of the general integral formula∫ T
0
∣∣∣B∗eA∗tξ∣∣∣ dt
for support function of the reachable set of a linear system
z˙ = Az +Bu, |u| ≤ 1.
We show that
HT (ξ) =
2
pi
|ξ|(T +O(1)), (7.2)
where |ξ| = (ξ21+ξ22)1/2 is the Euclidean norm of the vector ξ. Since the support
function for the disk E equals HE(ξ) =
√
2E|ξ|, then, perhaps after an increase
of T by a bounded value, we will get the required inequality HT ≥ HE . As it
is well-known the inequality between support functions implies inclusion of the
corresponding closed convex sets. It remains to prove (7.2). We assume |ξ| = 1
for simplicity. Consider the difference
φ(T ) = HT (ξ) − 2T
pi
=
∫ T
0
(
f(t)− 2
pi
)
dt.
Here, f is the pi-periodic function |ξ1 sin t+ ξ2 cos t| = | cos(t−α)|, where tgα =
ξ1/ξ2. The integral I =
pi∫
0
fdt over period equals
pi∫
0
| cos t|dt = 2. Therefore, the
function φ is a pi-periodic one. In particular, it is bounded, which proves (7.2).
A minor extra effort allows us to obtain a precise estimate for Φ = max
T,ξ
|φ(T )|.
Put φ0(T ) =
∫ T
0
| cos t|dt − 2Tpi corresponding to the value α = 0 of the shift
parameter, and define Φ0 = max
T
φ0(T ). Then, one can see that Φ = 2Φ0, and
the maximum of φ0(T ) is attained in the interval (0,
pi
2 ) when cosT =
2
pi . There-
fore, the value of the sharp bound 2Φ0 of the error term in (7.2) can be made
explicit: Φ0 =
√
1− 4pi2 − 2pi arccos 2pi = 0.2105 . . . .
7.3 Estimate for the period of oscillation of a pendulum
Let us prove (2.9). It is clear that the only essential part of the integration
interval is a small neighborhood (pi − δ, pi + δ) of s = pi, because the integral
over the complement in [0, 2pi] is bounded. We use in the neighborhood the
expansion cos(pi+ s) = −1+ s22 +O(s4). If δ is small enough, the term O(s4) in
the last equality does not exceed s
2
4 in absolute value, and, therefore, | cos(pi +
s)+1+h| ≥ min
{∣∣∣ s24 + h∣∣∣ , ∣∣∣ 3s24 + h∣∣∣} , which implies | cos(pi+s)+1+h|−1/2 ≤
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∣∣∣ s24 + h∣∣∣−1/2 + ∣∣∣ 3s24 + h∣∣∣−1/2 . It remains to obtain the estimate of the form∫ 1
−1 |As2 + h|−1/2ds = O(log |h|−1), where A is an arbitrary positive constant.
The substitution h 7→ h/A reduces the task to the case A = 1. We write h
in the form h = ±B2. The change of variables σ = s/B reduces (2.9) to the
bound
∫ 1/B
−1/B |σ2 ± 1|−1/2dσ = O(log |B|−1), which is true, because the possible
singularity σ = ±1 of the integrand is integrable, and at infinity |σ2 ± 1|−1/2 ∼
|σ|−1.
8 Conclusions
The above results by no means give a clear picture of the complexity of the
minimum-time problem for general control systems. Which control systems pos-
sess a finite number of switchings? Where is the divide between the minimum
time problem for a pendulum, and the Fuller problem [7, 15], where chattering
is a stable phenomenon?
It is clear that our results can be extended to the problem of bringing the
pendulum to any given state, not just the lower equilibrium position, and it
seems possible to extend the above finiteness theorems to systems governed by
general nonlinear second order differential equations x¨ + f(x) = εu, |u| ≤ 1. A
further reasonable step would be the study of finiteness phenomena for general
2-dimensional systems in the spirit of [11, 12]. It is absolutely unclear, however,
what’s going on with multidimensional systems, e.g. for two interrelated nonlin-
ear pendulums. One can claim a general conjecture to the effect that finiteness of
the number of switchings holds for a generic controlled Hamiltonian system de-
fined on the cotangent bundle of a compact manifold. This is a rather bold step.
The statement itself requires a clarification, and many aspects of our methods,
intimately related to peculiarities of the pendulum, can hardly be extended to
many dimensions. It seems that the most enigmatic is a multidimensional coun-
terpart of Corollary 2.1 related to the phenomenon of almost complete absence
of switchings outside a compact part of the phase space.
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