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Abstract
Topological data analysis (TDA) has been widely
used to make progress on a number of problems.
However, it seems that TDA application in natural
language processing (NLP) is at its infancy. In
this paper we try to bridge the gap by arguing why
TDA tools are a natural choice when it comes to
analysing word embedding data. We describe
a parallelisable unsupervised learning algorithm
based on local homology of datapoints and show
some experimental results on word embedding
data. We see that local homology of datapoints in
word embedding data contains some information
that can potentially be used to solve the word
sense disambiguation problem.
1. Introduction
Topological data analysis (TDA) has become a very active
and broad area of research, that uses tools from topology
to analyse data. In particular, persistent homology seems
to be the TDA tool of choice for many applications (Otter
et al., 2017; Oudot, 2015). Tools that will be discussed
in this work are those leveraging local topological struc-
ture, more concretely – local homology. On the practical
side, implementations of such tools very often can be easily
parallelisable.
Word embedding is a collective term for ways to represent
words of a natural language as vectors in a high-dimensional
real vector space. We will see in the following chapters that
datasets coming from word embeddings have interesting
topology. Hence natural language processing (NLP) seems
to be a natural domain of TDA applications. Despite this
fact, to the best of our knowledge, only a few attempts at
using TDA techniques to analyse language data have been
published (Wagner et al., 2012; Zhu, 2013; Michel et al.,
2017; Sami and Farrahi, 2017). One of the aims of this work
is to contribute to closing the gap between TDA and NLP
by applying TDA techniques to NLP data.
1This work was done as part of a master thesis at the Uni-
versity of Oxford. Correspondence to: Tadas Temcˇinas <temci-
nas@gmail.com>.
Intuitively, stratification is a decomposition of a topologi-
cal space into manifold-like pieces. When thinking about
stratification learning and word embeddings, it seems intu-
itive that vectors of words corresponding to the same broad
topic would constitute a structure, which we might hope
to be a manifold. Hence, for example, by looking at the
intersections between those manifolds or singularities on
the manifolds (both of which can be recovered using local
homology-based algorithms (Nanda, 2017)) one might hope
to find vectors of homonyms like ‘bank’ (which can mean
either a river bank, or a financial institution). This, in turn,
has potential to help solve the word sense disambiguation
(WSD) problem in NLP, which is pinning down a particular
meaning of a word used in a sentence when the word has
multiple meanings.
In this work we present a clustering algorithm based on lo-
cal homology, which is more relaxed1 that the stratification-
based clustering discussed in (Nanda, 2017) and the sheaf-
theoretic clustering from (Brown and Wang, 2017), where
the sheaf is taken to be the local homology sheaf. We imple-
ment the algorithm and make the code available (Temcinas,
2018), and finally we discuss the results on two datasets of
word vectors that come from pre-trained word embeddings.
We find that the first local homology groups of some word
vectors can reflect the fact that the same token has different
meanings (e.g. ‘bank’). The second local homology groups
in this context can be interpreted as counting the number of
different ‘similarity loops’ in the neighbourhood of a word
vector.
2. Local homology
Let us remind ourselves that given a CW complex X we
can define a partial order on its cells. By definition of
a CW complex we know that if σ, τ are cells such that
σ ∩ τ 6= ∅, then we have σ ⊆ τ and we say that σ is
a face of τ , and τ is a co-face of σ. Write σ ≤ τ iff
σ is a face of τ . This relation defines a partial order on
the set of cells of X . Now we can define the star and
link of a cell by st(σ) = { τ ∈ X | σ ≤ τ } and lk(σ) =
{ τ ∈ X | ∃ρ ∈ X. τ, σ ≤ ρ ∧ @ρ′ ∈ X. ρ′ ≤ τ, σ }.
1meaning that on the same data the produced clusters is the
result on merging the clusters produced by the other algorithms
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Local Homology of Word Embeddings
As usual, we write H•(X;G) for the homology of X with
coefficients in an abelian group G and H•(X,A;G) for the
relative homology with coefficients in G. If the group G is
not specified, it means that G = Z.
Definition 2.1. Let X be a CW complex and let σ be
a cell in X . The local homology of σ in X is Hσ• =
H•(st(σ), ∂ st(σ)). Rank of the free part of Hσn is called
the n-th local betti number of σ in X .
Definition 2.2. A CW complex X is called regular iff the
attaching map for each cell is a homeomorphism.
The lemmas below are stated in the setting of finite simpli-
cial complexes since in the end when we compute homology
for the applications, we use them. However, the analogous
lemmas hold in a more general setting of finite regular CW
complexes.
We remind ourselves that given a finite simplicial complex
X we can orient it by defining a total order on the vertices
{v0, v1, . . . , vN}.2 We can specify an n-simplex σ by an
(n + 1)-tuple of vertices (vσ0 , vσ1 , . . . , vσn) where σi <
σi+1. Also, let (vσ0 , vσ1 , . . . , vˆσi , . . . , vσn) be the face of
σ specified by the vertices σ \ {vσi}. Now to calculate local
homology of a simplex, we can take star of the simplex,
pretend that it is a simplicial complex and then calculate its
simplicial homology. This is formulated more precisely in
the following lemma:
Lemma 2.1. Take a simplex σ in a finite simplicial com-
plex X . Let Sn(σ) = { τ ⊆ σ | |τ | = n+ 1 }. Let Cσn =
Z[Sn] and define ∂n : Cσn → Cσn−1 on the basis ele-
ments: ∂n(τ) =
∑n
i=0(−1)i(vτ0 , vτ1 , . . . , vˆτi , . . . , vτn).
Set (vτ0 , vτ1 , . . . , vˆτi , . . . , vτn) = 0 iff the simplex speci-
fied by (vτ0 , vτ1 , . . . , vˆτi , . . . , vτn) is not in Sn−1. Then we
have that (Cσ• , ∂) is a chain complex and H•(C
σ
• ) = H
σ
• .
Remark. Instead of taking the integral homology in the
Definition 2.1 we could take homology with coefficients
in an abelian group G and then we would get a definition
of local homology with coefficients in G. In this setting
the previous lemma holds just as well if we take Cσn =
Z[Sn]⊗G.
The following lemma shows that if we think about a simpli-
cial complex as a generalisation of a graph (on the basis that
1-skeleton of a simplicial complex is an undirected graph
without self-loops or multiple edges between the same ver-
tices), then we can think about local homology as a general-
isation of a degree of a vertex. Hopefully this will provide
some intuition of how local homology works.
Lemma 2.2. Let X be a 1-dimensional finite simplicial
complex. For any 0-simplex v ∈ X let deg(v) =
2We do this when calculating simplicial homology.
|{ e ∈ X | v ∈ e }|. Then for any 0-simplex v:
Hvn =
{
Zdeg(v)−1 n = 1
0 otherwise
The following lemma characterises the local homology in
terms of the link of a simplex instead of its star. We will use
this viewpoint when analysing the computational results on
data.
Lemma 2.3. IfX is a finite simplicial complex and σ is a k-
simplex, then for n ≥ k+1 we haveHσn = H˜n−k−1(lk(σ)).
Remark. The above lemma also holds if we calculate local
homology with coefficients in an abelian group G. See
apendix for details.
Example. LetXk be a simplicial complex that is k triangles
glued on a common edge. Xk is the simplicial closure
of { {0, 1, i+ 2} | i ∈ {0, 1, . . . , k − 1} }. In Figure 1 we
can see X3. Let σ := {0, 1} be the common edge. Then
lk(σ) = {{2}, {3}, . . . , {k + 1}} consists of k 0-simplices.
In this case it is easy to calculate the homology of the link -
it has k connected components hence 0th homology will be
Zk. Since there are no other simplices but the 0-dimensional
ones, all the higher homology groups are trivial. Therefore
by Lemma 2.3 we have Hσ2 = Zk−1 and all the other local
homology groups being trivial.
Figure 1. X3
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3. Word embeddings: an overview
Here we quickly recap word embeddings by concentrating
on two models: Word2Vec (skip-gram version) and GloVe.
For an intuitive discussion of word embeddings we refer
to (Olah, 2014). For an academic introduction into word
embeddings (and much more), we refer to (Collobert et al.,
2011).
Word embeddings seems to be an umbrella term, which
refers to various models that take a corpus of text data as
an input, and output a function from the set of words in the
corpus to Rd for some d ∈ N.3 For the purpose of this work,
a more formal framework for the study of word embeddings
can be given by the following definitions:
3For the pre-trained models that we will be using, d is set to
300, which is quite typical.
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Definition 3.1. Given a finite alphabet Σ, the set of all
possible words in Σ is Σ∗ = {x1x2 . . . xn | xi ∈ Σ }.
For the purpose of our discussion we can assume that Σ
contains all lowercase and uppercase letters from the English
alphabet.
Definition 3.2. A corpus C is a finite sequence of words
{w1, w2, . . . , wT }
Definition 3.3. Vocabulary V of a corpus C is the set of all
words that appear in C.
Definition 3.4. A word embedding with respect to vocabu-
lary V is a function E : V → Rd.
Remark. According to our definition, distributional seman-
tics models (DSM) are also word embeddings. In the context
of this work, since we treat those models as a black box,
there is no difference between DSMs and the more conven-
tional notion of word embeddings. In fact, even if we do
not treat them as black boxes, some of the word embedding
models and DSMs are mathematically equivalent as shown
in (Levy and Goldberg, 2014b), questioning this distinction.
3.1. Word2Vec model
Word2Vec is a collection of similar models that given a cor-
pus produce word embeddings. The models were developed
in (Mikolov et al., 2013a;b). Here we describe a particular
variation from (Mikolov et al., 2013b), which we later use
in our experiments.
The idea behind this variation (called the skip-gram model)
of Word2Vec is to come up with a word embedding that
given a word wi in a corpus C would predict well for some
n ∈ N the n words before wi and the n words after wi
(called context of the word wi). More formally, we can
think of this using the following definitions.
Assume we have a corpus C = {w1, w2, . . . , wT }, its vo-
cabulary V and a desired dimension of a word embedding
we are trying to construct d.
Definition 3.5. Let functions i : V → Rd and o : V → Rd
be called input and output functions respectively.
Definition 3.6. Given input and output functions i and o
define the following quantity for any v, w ∈ V :
p(v|w) = exp(o(v)
>i(w))∑
w′∈V
exp(o(w′)>i(w))
which will later be interpreted as the probability of observ-
ing a word v given that one has observed a word w.
Definition 3.7. Given input and output functions i and o as
well as n ∈ N define the cost quantity:
costn = − 1
T
T∑
t=1
∑
−n≤j≤n,j 6=0
log(p(wt+j |wt))
Definition 3.8. A skip-gram model, given an input function
i : V → Rd (usually initialised to some random function)
and some n ∈ N, constructs an output function o : V → Rd
so that the cost quantity costn is minimised. This output
function o is the function that one then uses as a word
embedding.
Here we do not discuss the implementation details of this
model but refer anyone interested to (Mikolov et al., 2013b).
3.2. GloVe model
GloVe is a model developed in (Pennington et al., 2014). It
is known to be a model which is derived (almost) uniquely
from the desired properties of a word embedding. We refer
to (Pennington et al., 2014) for full discussion discussion.
To define the model, assume we have a corpus C =
{w1, w2, . . . , wT }, its vocabulary V and a desired dimen-
sion of a word embedding that we are trying to construct
d.
Like in the skip-gram model case, we will have the param-
eter n ∈ N which will determine how big the context of a
word is. In (Pennington et al., 2014), when implementing
the model n = 10 is chosen.
Definition 3.9. For any v, w ∈ V let c(v, w) be the number
of times the word w appears in the context of v in the corpus.
Encoding each word by a natural number, we can put the
quantities c(v, w) into a matrix, which is called the word
co-occurrence matrix.
Remark. It is possible to introduce some weights to the con-
text quantity c(−,−) described above to reflect the intuition
that words in the context of w that are further away from w
are less significant.
Definition 3.10. Let vcontext, vword : V → Rd be the
context-vector and word-vector functions respectively.
Definition 3.11. Let bcontext, bword : V → R be the context-
bias and word-bias functions respectively.
Definition 3.12 ((Pennington et al., 2014)). A function f :
R→ R is called a GloVe weighting function iff it satisfies
the following properties:
• f(0) = 0 and f , viewed as a continuous function,
satisfies limx→0 f(x) log2(x) = 0.
• f is non-decreasing.
• f(x) is “relatively small for large values of x”.4
Remark. In (Pennington et al., 2014) the following function
4This property is obviously not mathematically well-defined
but it is an intuitive requirement proposed in (Pennington et al.,
2014)
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is used as a GloVe weighting function:
f(x) =
{
( x100 )
3
4 x < 100
1 otherwise
Definition 3.13. Given n ∈ N and hence the notion of
the context, a GloVe weighting function f and functions
vcontext, vword : V → Rd, and bcontext, bword : V → R the
cost quantity of the GloVe model is defined to be:
costGloVe =
∑
w,w′∈V
f(c(w,w′))[vword(w)>vcontext(w′)
+bword(w) + bcontext(w
′)− log(c(w,w′))]2
(1)
Definition 3.14. For fixed n, d ∈ N and a GloVe weight-
ing function f , the GloVe model constructs vcontext, vword :
V → Rd, and bcontext, bword : V → R such that costGloVe is
minimised. One then uses vcontext + vword as a word embed-
ding.
Remark. In fact one could use vcontext or vword alone but it
was noticed empirically in (Pennington et al., 2014) that they
do not differ much and combining them additively yields
slightly better results probably because the model is less
prone to overfitting.
4. Topology and word embeddings
Here we discuss the interesting properties that the word
embeddings produced by GloVe and skip-gram models have
and why topology might be a good framework for study-
ing such embeddings. We will see that word embeddings,
even though trained on lexical data with no additional infor-
mation of semantics and syntax, can learn semantical and
syntactical information quite well.
Definition 4.1. Let Sd−1 :=
{
x ∈ Rd ∣∣ ‖x‖ = 1} be the
(d−1)-dimensional unit sphere embedded into the Euclidean
space Rd, which is equipped with the usual dot product.
Define dgeo : Sd−1 × Sd−1 → R≥0 by setting for all x, y ∈
Sd−1 dgeo(x, y) = cos−1(x · y), where x · y is the usual
dot product in Rd. From basic topology we know that
(Sd−1, dgeo) defines a metric space and we call it the unit
sphere with geodesic distance.
Firstly, let us set the scene for thinking about the word
embeddings in the language of topology. Let f : V →
Rd be a word embedding of a vocabulary V .5 Naturally,
we want to look at f(V ), which is a point cloud in Rd.
Empirically we know that various semantical relationships
are best captured by looking at the angle between different
(linear combinations of) elements of f(V ) (Mikolov et al.,
2013c; Levy and Goldberg, 2014a; Pennington et al., 2014).
5The reader can assume f is produced by one of the models
we have discussed. However, the following discussion holds for a
larger class of models.
Figure 2. Taken from (Mikolov et al., 2013c).
Motivated by this, we will map f(V ) into the (d − 1)-
dimensional unit sphere with the geodesic distance by taking
each vector in f(V ) and dividing it by its norm. We will
obtain a new set:
W =
{
v
‖v‖ ∈ S
d−1
∣∣∣∣ v 6= 0, v ∈ f(V )}
Note that it is possible to have two vectors v, w ∈ f(V )
such that v‖v‖ =
w
‖w‖ but we do not observe such situa-
tions in practice. We will write vword for the vector in W
corresponding to the word ‘word’.
The interesting properties of both skip-gram and GloVe mod-
els were observed on many occasions and a short summary
of them can be found in (Pennington et al., 2014, Subsec-
tions 4.1, 4.3). The most relevant properties for our work
is good performance on word analogy and word similarity
tasks. A word analogy task is of the form “a is to b like c is
to what?”. A typical example is “queen is to king like man
is to what?” and the correct answer is ‘woman’. A task “a
is to b like c is to what?” can be answered by looking at the
vector va− vb + vc and then finding a vector vd ∈W which
is the closest to va − vb + vc with respect to the geodesic
distance. The word ‘d’ would be returned as the answer to
the word analogy task. Depending on corpora that models
are trained on and the set of analogies that is being used
for testing, word embeddings can achieve accuracy of up
to 81.9% on semantic and 69.3% on syntactic analogies
(Pennington et al., 2014, Table 2).
Perhaps a more important property of word embeddings
from a topological point of view is that they map similar
words to vectors that are close with respect to the geodesic
distance. This can be tested by taking pairs of words and
assigning them with scores, given by a human, on how simi-
lar the words in a single pair are, and then seeing how the
scores predicted by the model (i.e. the (cosine of) geodesic
distance of the pair) differ from the human-produced ones.
Again, a high accuracy up to 83.6% is observed (Pennington
et al., 2014, Table 3).
On the basis of the performance on word analogy and sim-
ilarity tasks, we see that the datasets coming from word
embeddings have a potential of exhibiting interesting topol-
ogy.
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5. Local homology clustering
Here we present a clustering algorithm based on local homol-
ogy and review the results on two datasets that we generate
from embeddings of a certain set of words with respect to
two different embeddings.
In the previous section we have seen that word embedding
vectors of similar words end up close to each other when
they are mapped into a sphere equipped with the geodesic
distance. Hence, we hope that similar words comprise some
sort of structure. Continuing this line of thought, we hope
that by looking at a local neighbourhood of some word
vectors we can distinguish words with vastly different mean-
ings since they would lie at the intersection of two (or more)
structures of word vectors of similar words. For example,
we might hope that the vector of ‘bank’ would be in the
structure of vectors of words related to finance and also in
the structure of vectors of words related to rivers since ‘bank’
can mean either a certain financial institution or a river bank.
Detecting such words would help to solve the word sense
disambiguation problem in NLP. Local homology seems a
natural tool and hence it is explored here.
5.1. Algorithm and pipeline
In the light of this discussion it seems that recovering canon-
ical stratification of a simplicial complex coming from a
dataset is exactly what we are looking for. However, we
found that on our data full stratification learning does not
seem to provide us with interesting information because
the clusters become very discrete (i.e. we observe very few
words clustered together). Hence we consider a weaker clus-
tering algorithm. We require a local homology preserving
path between vertices of a simplicial complex to cluster
them, which is a necessary condition of them belonging to
the same canonical stratum of the simplicial complex, as
proved in (Nanda, 2017). Even with this relaxed condition,
we will see that the clusters themselves carry little informa-
tion. However, the local homology itself seems to be very
informative.
Our pipeline is as follows:
1. Start with a point cloud S in a metric space (M,d).
2. Pick  and build the Vietoris-Rips (VR) complex asso-
ciated to S and  – VR(S).
3. Since each s ∈ S is a 0-simplex in VR(S), the no-
tion of the local homology of s is well-defined, so we
compute Hs• for each s ∈ S.
4. For each edge (i.e. 1-simplex) e in VR(S), we also
compute He• .
5. Define a relation on S: s ∼ p iff Hsn ∼= Hpn for all
n ∈ N and there is a path of edges {e1, e2, . . . , ek}
between s and p such that for any n ∈ N and for any
i, j ∈ {1, 2, . . . , k}we haveHein ∼= Hejn ∼= Hsn ∼= Hpn.
Note that ∼ defines an equivalence relation.
6. We output equivalence classes in S with respect to ∼
(together with their local homology groups) and call
them clusters.
We provide pseudocode for the less trivial parts of the
pipeline. From now on assume that S is a point cloud
in a metric space (M,d) and we have picked  ∈ R≥0 and
d, which will serve as a cut-off point for the VR-complex.
For simplicity, we present the algorithms that calculate local
homology over Z/2Z. However, Z/2Z can be replaced
by any other field and the algorithms would still work. In
fact, the algorithms can be easily extended to calculate local
homology over the ring Z but we would need to keep track
of the torsion and not just the betti numbers as we do now.
The first step of the pipeline is to build the VR-complex.
The VR-complex can have higher dimensionality than the
ambient space that the data is coming from, so it is usual to
restrict the complex and look at its d-skeleton. For compu-
tation of the VR-complex we use the incremental algorithm
as described in (Zomorodian, 2010, Section 4.2).
Let us discuss an algorithm that computes k-th local homol-
ogy with coefficients in Z/2Z. We assume that a simplicial
complex that we are dealing with is totally ordered as a set –
arbitrary order is sufficient. Also, in the following algorithm
we use a notion of empty matrix. It is a degenerate case of
a matrix – it has 0 rows and 0 columns as well as 0 entries.
We also assume to have the following subroutines:
• SMITHNF() – given a matrix M with entries in Z/2Z
it returns the Smith Normal Form of M .
• ZEROCOL() and NZEROCOL() – given a matrix M ,
return the number of zero columns in M and the num-
ber of non-zero columns in M respectively.
Theorem 5.1. Given a finite simplicial complex K and τ ∈
K, the procedure LOCALHOMOLOGY(K, τ, k) computes
dimHτk .
Proof. Since we are working over Z/2Z and with finite
simplicial complexes, the local homology groups are just
finite-dimensional vector spaces over Z/2Z and hence are
characterised by their dimension.
Here we are just invoking Lemma 2.1. It is clear that ∂•
in lines 18-19 are the boundary operators from Lemma
2.1. It is a fact from basic algebra that the number of zero-
columns in the Smith Normal Form of a matrix associated
with a linear map f is the dimension of ker f and the num-
ber of non-zero columns in the dimension of im f . Hence
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Algorithm 1 Local Homology
1: procedure STAR(K, τ ) . K is a finite simplicial complex, τ ∈ K
2: return {σ ∈ K | τ ⊆ σ } . Inherits ordering from K
3: end procedure
4: procedure GETBOUNDARYOPERATOR(K, k)
5: Bdomain := {σ ∈ K | |σ| = k + 1 } = {d1, . . . , dn} . Ordering inherited from K
6: Bcodomain := {σ ∈ K | |σ| = k } = {c1, . . . , cm} . Ordering inherited from K
7: if Bdomain = ∅ then
8: return empty matrix
9: else if k = 0 then
10: return 1× |Bdomain| matrix with all zero entries
11: else
12: Mi,j :=
{
1 dj ⊆ ci
0 otherwise
13: return [Mi,j ]m×n
14: end if
15: end procedure
16: procedure LOCALHOMOLOGY(K, τ , k)
17: sτ := STAR(K, τ)
18: ∂k := GETBOUNDARYOPERATOR(sτ , k)
19: ∂k+1 := GETBOUNDARYOPERATOR(sτ , k + 1)
20: dim(ker ∂k) := ZEROCOL(SMITHNF(∂k))
21: dim(im ∂k+1) := NZEROCOL(SMITHNF(∂k+1))
22: return dim(ker ∂k)− dim(im ∂k+1)
23: end procedure
dim(ker ∂k) and dim(im ∂k+1) are calculated correctly in
lines 20, 21.
By Lemma 2.1, Hτk = ker ∂k/ im ∂k+1 and hence we have
dimHτk = dim(ker ∂k)− dim(im ∂k+1) as returned by the
procedure.
The final step of the pipeline is to cluster points in S accord-
ing to the equivalence relation defined at the beginning of
this subsection. Assume we have a subroutine DFS(V,E) –
given a graph G = (V,E) it returns the connected compo-
nents of G using the Depth First Search algorithm.
Theorem 5.2. CLUSTER(S, , d) computes the clustering
of S defined at the beginning of the subsection.
Proof. Since in line 14 we are removing all the edges that
do not preserve the local homology between their endpoints,
what we are left with are the edges that do preserve local
homology. Therefore all paths in such a graph will be local
homology preserving and so by definition of the equivalence
relation, connected components of this graph will be exactly
the required equivalence classes.
5.2. Implementation
We implement this algorithm in Python 3.6. Coefficients
in Z/2Z are used to calculate the local homology groups.
We implement everything from scratch except the SNF()
subroutine, which we take from (SNF, 2014) and adapt to
our needs by making the implementation iterative rather
than recursive. We use a popular linear algebra library
called numpy to do the matrix calculations and the built-in
Python library multiprocessing to implement distribution
across multiple processors. The code can be found in a
GitHub repository (Temcinas, 2018).
6. Results on data
We run the local homology clustering algorithm on datasets
obtained by taking an embedding of 155 words that are
either related to the topic of water and rivers or to the topic
of finance. There are a few words that are not related to any
of the two topics. The reason for this choice is the hope to
see interesting local structure near the word ‘bank’, which
is a homonym, related to both rivers and finance.
We use two pre-trained word embeddings:
1. Embedding obtained by training the skip-gram model
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Algorithm 2 Local Homology Clustering
1: procedure SKELETON(K, k) . K - finite simplicial
complex, k ∈ N
2: return { τ ∈ K | |τ | ≤ k }
3: end procedure
4: procedure CLUSTER(S, , d)
5: V := INCREMENTALVR(S, , d)
6: V1 := SKELETON(V, 1)
7: for all τ ∈ V1 do
8: for all 0 ≤ k ≤ d do
9: Hτk = LOCALHOMOLOGY(V, τ, k)
10: end for
11: end for
12: V := SKELETON(V, 0)
13: E :=
{
{v, w} ∈ V1
∣∣∣ Hv• ∼= Hw• ∼= H{v,w}• }
14: return DFS(V,E)
15: end procedure
on “part of Google News dataset (about 100 billion
words). The model contains 300-dimensional vectors
for 3 million words and phrases” (pre, 2013).
2. Embedding obtained by training the GloVe model on
web crawl data obtained from Common Crawl. The
result is 300-dimensional word embedding (pre, 2017)
and we use the spaCy library in Python to access it.
By taking the word vectors of the 155 words with respect to
the first and the second embeddings, and regarding them as
lying on the unit sphere with geodesic distance (Definition
4.1), we get respective point clouds Dskip-gram and DGloVe,
which are used as an input to the pipeline.
Also, we note that we have performed calculations without
mapping the word vectors to the unit sphere and using the
Euclidean distance. However, no interesting results have
been found; almost all datapoints end up having all homol-
ogy groups being 0 or that of a point. As we will see, this is
not the case when using the geodesic distance (Definition
4.1) and so this again suggests that the geodesic distance
induces more interesting topological properties than the
Euclidean distance.
Even though the two datasets exhibit different local structure
and local homologies of vectors corresponding to the same
words are very different, we see similar structure of clusters
obtained:
• For higher values of  there is a giant cluster with local
homology all being zero, which we can think of as the
boundary of the dataset. All the other clusters mostly
have only one point in them. Very rarely we see 2 or 3
points clustered together.
• For lower values of , 2 or 3 point clusters are even
more rare, there is no giant cluster, almost all clusters
have only one point in them.
The reason for such clustering results is possibly not the sim-
ilarity between the datasets but the fact that the requirement
of local homology groups to be isomorphic is very limit-
ing and in practice we observe that local homology groups
are vastly different. Therefore, it is rare to see interesting
clusters. This can be changed by relaxing the isomorphism
requirement by looking at persistent local homology instead.
This would take out the  parameter but would introduce
another parameter d for the distance between two barcodes
in the barcode space. Then we could say that persistent local
homology groups are “isomorphic” (i.e. sufficiently similar
to be clustered together) iff at each homological degree the
distance between the barcodes is less than d. However, this
is left as a part of the future work.
Because the clusters do not have interesting structure, they
are not discussed further. Now we will explore the local
homology groups of different datapoints.
6.1. Results on Dskip-gram
On this dataset we have performed experiments for all  ∈
{40◦, 41◦, . . . , 81◦}.
Note that since we are calculating homology over Z/2Z,
each homology group is completely characterised by its betti
number. Hence, for simplicity purposes we denote (local)
homology groups as a list of natural numbers. Writing
a0 a1 . . . an for ai ∈ N means that Hi = (Z/2Z)ai for
i ∈ {0, 1, . . . , n} and Hi = 0 for i > n. Table 1 contains a
selection of words, of which their word vectors have local
homology that we find interesting.
Here we define our notation. We will write S for the point
cloud Dskip-gram, VR(S) for the VR-complex with parame-
ter  of the point cloud S and G(S) for the 1-skeleton of
VR(S). Also, we say that x, y ∈ S are -neighbours iff
they are neighbours in the graph G(S). Let N(x) be the
set of -neighbours of x ∈ S.
6.1.1. UNDERSTANDING 1ST LOCAL HOMOLOGY
We saw earlier in Lemma 2.3 that the 1st local homology
group of a vertex {x} ∈ VR(S) indicates the number of
connected components in lk({x}). In practice this usually
happens when there is some y ∈ N(x) such that for all
y 6= z ∈ N(x) we have that y /∈ N(z). Hence we usually
observe a big connected component of the link and then
a few “lone” vertices, the existence of which is detected
by H{x}1 . However, there are rare occasions where there is
more than one connected component that is not just a point.
Also, we notice that many word vectors have a range of
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Table 1. Words with interesting homology (Dskip-gram)
Word Value of  Local homology
bank 80 0 0 1 5
bank 79 0 1 1 2
bank 78 0 1 1
bank 75 0 1 3
bank 74 0 1 2
bank 66 0 5
corporation 81 0 0 0 4 4
corporation 80 0 0 2 6
corporation 79 0 0 5 4
corporation 78 0 0 5
corporation 77 0 0 10
corporation 76 0 0 7
corporation 75 0 2 1
invest 81 0 0 0 7
invest 80 0 0 1 5
invest 79 0 0 5
invest 78 0 0 6
invest 74 0 2 1
invest 73 0 2 1
manufacturing 81 0 0 0 4 1
manufacturing 80 0 0 1 3
market 80 0 1 0 2
market 79 0 1 2 1
market 77 0 1 1
market 76 0 1 1
savings 80 0 0 3 1
savings 77 0 1 1
savings 75 0 1 1
transaction 81 0 2 2 1
transaction 79 0 1 4
transaction 78 0 1 4
values of  for which the 1st local homology changes due to
new points coming into the link that form “lone” connected
components for a short range of -values before they connect
to the main component.
The local structure around vbank is a good example to look
at in order to understand the 1st local homology.
For  < 56◦ the vector vbank has the local homology of a
point since its link is empty. For  ∈ {56◦, . . . , 65◦} the
only thing that changes is the 1st local homology, reflecting
the fact that we have more word vectors coming into the
link, which have no connections with each other. At  =
66◦ the 1st local homology is (Z/2Z)5 and the 6 points
in the link are vectors of the following words: ‘deposit’,
‘branch’, ‘institution’, ‘treasury’, ‘depository’, ‘thrift’, as
seen in Figure 3.
When  ∈ {67◦, 68◦} the 1st local betti number of vbank
Figure 3. Link at  = 66◦ of vbank; distance is the geodesic distance
to vbank.
depository, distance: 62.67
branch, distance: 57.106
treasury, distance: 65.397
institution, distance: 65.228
thrift, distance: 59.941
deposit, distance: 60.855
gets smaller reflecting the fact that the 6 words in the link
start having connections between each other. At  = 69◦
we have another word vector (‘supermarket’) coming into
the link with no connections. At  ∈ {71◦, 72◦} the 1st
local homology being Z/2Z reflects the fact that vthrift has
no connections to any other point in the link but is in the link
itself. At  ∈ {73◦, 74◦, 75◦} the 1st local homology being
Z/2Z reflects the fact that a new word vector (‘syndicate’)
becomes part of the link with no connections to the biggest
connected component.
When  ∈ {78◦, 79◦} the 1st local homology being Z/2Z
reflects the fact that a new connected component – a 3-clique
(‘river’, ‘levee’, ‘shore’) is formed in the link of vbank, as
can be seen in Figure 4. This is one of the rare cases when
the smaller connected component of the link is not just a
point. Also, the interesting thing is that the big connected
component is composed of finance related words but the
small (‘river’, ‘levee’, ‘shore’) is composed of nature related
words, confirming our intuition that the fact that ‘bank’ has
two unrelated meanings should be reflected by the local
homology.
Figure 4. Link at  = 78◦ of vbank; distance is the geodesic distance
to vbank.
firm, distance: 72.558
savings, distance: 73.073
disburse, distance: 75.397
depository, distance: 62.67
branch, distance: 57.106
trust, distance: 76.181
exchequer, distance: 77.961
shop, distance: 77.159
levee, distance: 77.644
treasury, distance: 65.397
syndicate, distance: 72.879
store, distance: 73.47
river, distance: 77.571
institution, distance: 65.228
fund, distance: 72.465
boutique, distance: 77.983
thrift, distance: 59.941
shore, distance: 77.982
supermarket, distance: 68.831
deposit, distance: 60.855c rporation, distance: 72.69
transaction, distance: 73.167
drugstore, distance: 74.91
Local Homology of Word Embeddings
6.1.2. UNDERSTANDING 2ND LOCAL HOMOLOGY
From Lemma 2.3, we know that the 2nd local homology
of a vertex is isomorphic to the 1st homology of its link.
Hence we can say that it counts cycles in the link which
do not contain cliques. The reason cycles cannot contain
cliques is because VR(S) is a clique complex of G(S),
and since simplices are contractible, they do not contribute
to homology. Intuitively speaking, such cycles in the link
appear when there are 4 (or more) words, say v1, v2, v3, v4,
such that:
• v1 and v2 as well as v2 and v3 are used together in the
corpus enough to form a connection at that particular
 scale, but not v1 and v3.
• v1 and v4 as well as v4 and v3 are used together in the
corpus enough to form a connection at that particular
 scale, but not v1 and v3.
So v1, v2, v3, v4 form a “rectangle” in the graph. An in-
tuitive example where we might see something like this is
with words ‘reservoir’, ‘reserve’ and ‘stash’. vreservoir and
vreserve are close as well as vreserve and vstash but not vreservoir
and vstash. Semantically, it makes sense because we stash
things to reserve them and we use reservoirs to reserve water
but we do not really stash water in reservoirs.
The local structures around vbank and vcorporation provide
some insight into the 2nd local homology, so let us look into
them now.
At  = 74◦ vbank has the 2nd local homology (Z/2Z)2,
which reflects the existence of cycles composed of vectors
of the following words:
• ‘depository’, ‘treasury’, ‘savings’, ‘thrift’, ‘institution’.
• ‘depository’, ‘treasury’, ‘fund’, ‘corporation’, ‘institu-
tion’.
This can be noted in Figure 5.
At  = 75◦ the 2nd local homology of vbank is (Z/2Z)3,
generated by the following cycles:
• ‘depository’, ‘treasury’, ‘fund’, ‘corporation’.
• ‘thrift’, ‘branch’, ‘store’, ‘drugstore’.
• ‘depository’, ‘treasury’, ‘savings’, ‘thrift’, ‘institution’.
Of course, those representatives of cycles are not unique. In
fact, at this scale the cycle ‘depository’, ‘treasury’, ‘savings’,
‘thrift’, ‘institution’ and ‘depository’, ‘deposit’, ‘savings’,
‘thrift’, ‘institution’ represent the same homology class be-
cause of the 3-cliques ‘depository’, ‘deposit’, ‘treasury’ and
Figure 5. A part of the link of vbank at  = 74◦; distance is the
geodesic distance to vbank.
firm, distance: 72.558
savings, distance: 73.073
depository, distance: 62.67
branch, distance: 57.106
treasury, distance: 65.397
store, distance: 73.47
institution, distance: 65.228
fund, distance: 72.465
thrift, distance: 59.941
supermarket, distance: 68.831
deposit, distance: 60.855
corporation, distance: 72.69
transaction, distance: 73.167
‘deposit’, ‘treasury’, ‘savings’. All of this can be seen in
Figure 6.
Figure 6. A part of the link of vbank at  = 75◦; distance is the
geodesic distance to vbank.
savings, distance: 73.073
depository, distance: 62.67
branch, distance: 57.106
treasury, distance: 65.397
store, distance: 73.47
institution, distance: 65.228
thrift, distance: 59.941
supermarket, distance: 68.831
deposit, distance: 60.855
corporation, distance: 72.69
drugstore, distance: 74.91
fund
At  ∈ {78◦, 79◦} we have the 2nd local homology of
vbank being Z/2Z, which reflects the existence of the cycle
‘transaction’, ‘syndicate’, ‘branch’, ‘deposit’. We saw the
word vector of ‘syndicate’ earlier as a “lone” connected
component in the link and now, still being relatively far
away from a lot of points, at this scale it connects only to a
couple points and hence creates a cycle which we capture
by looking at the 2nd local homology. This can be noted in
Figure 7.
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Figure 7. A part of the link of vbank at  = 78◦; distance is the
geodesic distance to vbank.
savings, distance: 73.073
disburse, distance: 75.397
depository, distance: 62.67
branch, distance: 57.106
trust, distance: 76.181
exchequer, distance: 77.961
treasury, distance: 65.397
syndicate, distance: 72.879
institution, distance: 65.228
fund, distance: 72.465
thrift, distance: 59.941
supermarket, distance: 68.831
deposit, distance: 60.855
corporation, distance: 72.69
transaction, distance: 73.167
Now let us take a look at the vector vcorporation and its local
structure. We will concentrate on the homology when  ∈
{75◦, 76◦, 77◦}.
When  = 75◦, the 2nd local homology Z/2Z generated by
the cycle of vectors of ‘fund’, ‘venture’, ‘firm’, ‘bank’, as
can be seen in Figure 8.
Figure 8. A part of the link of vcorporation at  = 75◦; distance is the
geodesic distance to vcorporation.
firm, distance: 68.51
depository, distance: 73.736
bank, distance: 72.69
fund, distance: 73.1
venture, distance: 71.687
When  = 76◦ we suddenly see the 2nd local homology
being (Z/2Z)7. By looking at the link we see that the earlier
mentioned cycle persists and 6 more cycles appear:
• ‘depot’, ‘branch’, ‘bank’, ‘monopoly’.
• ‘bank’, ‘transaction’, ‘partnership’, ‘organization’, ‘in-
stitution’.
• ‘institution’, ‘depository’, ‘transaction’, ‘partnership’,
‘organization’.
• ‘affairs’, ‘institution’, ‘bank’, ‘treasury’.
• ‘branch’, ‘organization’, ‘fund’, ‘bank’.
• ‘fund’, ‘organization’, ‘partnership’, ‘monopoly’,
‘trust’.
The cycles can be seen in Figure 9.
At  = 77◦ the one cycle (‘fund’, ‘rganization’, ‘partner-
ship’, ‘monopoly’, ‘trust’) gets filled in and hence dies but
4 more cycles come in and we have 10 cycles in total that
give rise to the 2nd local homology (Z/2Z)10. The 4 new
cycles are:
• ‘fund’, ‘trust’, ‘partnership’, ‘organization’.
• ‘manufactory’, ‘establishment’, ‘branch’, ‘depot’.
• ‘bank’, ‘institution’, ‘establishment’, ‘group’, ‘firm’.
• ‘monopoly’, ‘establishment’, ‘institution’, ‘trust’.
Afterwards the cycles start dying out and at  = 81◦ we
observe the 2nd local homology of vcorporation being trivial.
Higher local homology groups of a vertex correspond to
higher homology groups of the link but are harder to inter-
pret intuitively. Of course, the same principle of creating
(higher order) cycles works.
6.2. Results on DGloVe
On this dataset we have performed experiments for all  ∈
{40◦, 41◦, . . . , 74◦}.
In the same way as in the previous subsection, we present
a table of words with interesting local homology (Table 2)
and then look closer at a few words.
Regarding notation, the same conventions from the last part
hold but we will write S for DGloVe and not Dskip-gram.
6.2.1. UNDERSTANDING 1ST LOCAL HOMOLOGY
The intuition behind the 1st local homology from the previ-
ous dataset still holds here. Without repeating ourselves we
dive straight into a few examples.
Looking at vbank, we see that in general we observe lower
1st local betti numbers compared to the previous dataset. In
the previous dataset we first observed 6 “lone” connected
components in the link before the vertices started connecting
to each other but here it happens for lower  values. Here,
as seen in Figure 10, we observe a connected component in
the link that is not a “lone” vertex for quite a low  = 58◦,
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Figure 9. The link of vcorporation at  = 76◦; distance is the geodesic distance to vcorporation.
firm, distance: 68.51
monopoly, distance: 69.829
depository, distance: 73.736
branch, distance: 74.391
trust, distance: 74.643exchequer, distance: 73.888
treasury, distance: 75.838affairs, distance: 74.032
bank, distance: 72.69
mill, distance: 74.532
partnership, distance: 73.029
cooperative, distance: 72.832organization, distance: 66.73
depot, distance: 75.52
institution, distance: 65.816
fund, distance: 73.1
industry, distance: 74.733
manufactory, distance: 75.132
transaction, distance: 75.06
venture, distance: 71.687
and before that we had only 2 “lone” vertices in the link,
rather than 6. However, we still observe this phase of “lone”
vertices coming in, generating 1st local homology for a short
period of time and then connecting to the main component.
From our observations this generalises to other word vectors
as well, not just vbank. This phase usually encompasses a
mid-range of -values.
Figure 10. The link of vbank at  = 58◦; distance is the geodesic
distance to vbank.
treasury, distance: 55.355
fund, distance: 56.677
A more interesting observation is that at  = 66◦ the link
of vbank has a connected component consisting of a vector
corresponding to ‘river’, which is reflected in the 1st lo-
cal homology being Z/2Z. This river related connected
component persists longer than in the other dataset’s case
– until  = 70◦ at which point the river related component
connects to the main (finance related) one via the vector of
‘house’. The link of vbank before the two connected com-
ponents merge can be seen in Figure 11. Similarly to the
previous dataset, we see the fact that ‘bank’ has two very
different meanings is reflected in its local homology. From
a persistence point of view, it is even more pronounced in
this dataset.
Figure 11. The link of vbank at  = 69◦; distance is the geodesic
distance to vbank.
trading, distance: 63.64
firm, distance: 67.228
savings, distance: 59.697
depository, distance: 60.952
branch, distance: 58.665
trust, distance: 63.527
stock, distance: 67.752
syndicate, distance: 68.436
river, distance: 65.134
deal, distance: 68.859
institution, distance: 60.266
fund, distance: 56.677
thrift, distance: 68.897
shore, distance: 66.84
supermarket, distance: 68.712
corporation, distance: 61.361
house, distance: 67.984
6.2.2. UNDERSTANDING 2ND LOCAL HOMOLOGY
The intuition behind the 2nd local homology from the pre-
vious dataset still holds here so let us go straight into a few
examples.
We observed earlier that the 1st local homology in this
dataset is usually of lower dimension compared to the other
dataset. We observe a similar thing in the 2nd local homol-
ogy case as well, though perhaps a little less.
An interesting thing that we observe is a cycle that is com-
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Table 2. Words with interesting homology (GloVe)
Word Value of  Local homology
bank 74 0 0 1 1
bank 68 0 2 2
bank 66 0 1 4
bank 63 0 2 1
bank 62 0 2 1
corporation 64 0 1 2
factory 70 0 1 1
fund 68 0 1 0 1
house 68 0 1 1
invest 73 0 0 2 1
invest 72 0 0 2 1
invest 68 0 1 3 1
river 68 0 1 1
river 66 0 2 1
stock 74 0 1 1
trade 74 0 0 1 3
trade 73 0 0 1 1
trade 72 0 0 1 1
transaction 68 0 1 1
waste 72 0 1 3
waste 71 0 1 2
waste 68 0 1 3
mon to both datasets. To see this, we can look again at
vbank when  = 62◦. We have the 2nd local homology be-
ing Z/2Z detecting the existence of the cycle ‘depository’,
‘treasury’, ‘fund’, ‘institution’ as seen in Figure 12, which
actually persists for a long time – it dies at  = 68◦. This
cycle is homologous to ‘depository’, ‘treasury’, ‘fund’, ‘cor-
poration’, ‘institution’ – a cycle of vectors of those words
we also observed in the previous dataset when  = 74◦.
Also, by replacing ‘corporation’ with ‘institution’ in the
original cycle, we obtain a cycle observed in the previous
dataset at  = 75◦.
Figure 12. A part of the link of vbank at  = 62◦; distance is the
geodesic distance to vbank.
savings, distance: 59.697
depository, distance: 60.952
branch, distance: 58.665
treasury, distance: 55.355
institution, distance: 60.266
fund, distance: 56.677
corporation, distance: 61.361
Of course, there are cycles like ‘invest’, ‘savings’, ‘deposit’,
‘transaction’, ‘trading’ appearing at  = 65◦, which look
like nothing we have seen in the previous dataset – Figure
13. In fact, most cycles are “new” in the sense that they
do not generate non-trivial elements of the local homology
groups in the last dataset. Also, we do not see any point
with extremely high 2nd local homology – like ‘corporation’
in Dskip-gram. In this dataset, the vector corresponding to
‘corporation’ has at most 2nd local betti number being 2 and
the cycles that generate 2nd local homology are all different
from the previous dataset.
Figure 13. The link of vbank at  = 65◦; distance is the geodesic
distance to vbank.
trading, distance: 63.64
savings, distance: 59.697
depository, distance: 60.952
branch, distance: 58.665
trust, distance: 63.527
treasury, distance: 55.355
invest, distance: 63.0
institution, distance: 60.266
fund, distance: 56.677
deposit, distance: 58.647
corporation, distance: 61.361
transaction, distance: 60.836
7. Discussion
As we can see, local homology does detect interesting struc-
tures in the datasets that we are using. Even though the gen-
erators of local homology groups are vastly different in the
two datasets, we see that the fact that ‘bank’ is a homonym
can be seen in both of them by looking at the generators
of 1st local homology. By no means is this conclusive but
it does suggest that local homology carries relevant infor-
mation to the problem of word sense disambiguation and
therefore this approach is worth exploring further.
However, there still are a few problems with the algorithm.
As it was noted earlier, the clusters have little structure.
There can be a few reasons for this:
• The datasets are too small.
• the VR-complex is not the right one to use in this case.
• The condition of local homology preserving path for
clustering is too limiting.6
• The algorithm is not robust to noise and data is noisy.
It would be useful to run the algorithm for bigger datasets
and this is definitely a part of the future work. Also, it would
be very beneficial to better understand how the Vietoris Rips
construction affects local homology and to compare how
the results change if we use different constructions (e.g. the
6as opposed to the earlier proposed condition based on persis-
tent local homology
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Cˇech complex). Again, due to computational limitations,
we used the computationally cheaper construction, which
is the VR-complex. Regarding robustness, it is easy to
come up with homotopy equivalent simplicial complexes
that have different local homologies, which means that the
usual guarantees that come from the Nerve Theorem7 do
not hold here. In fact, given a value of , small perturbations
can easily change the local homology of many simplices
in VR(S). As it was suggested earlier, one could change
the setting of the algorithm and look at persistent local
homology instead with the hope that it would make the
algorithm more robust.
Despite the limitations of this algorithm, we believe that it
is beneficial to study word embedding problems using local
topological constructions (e.g. local persistent homology)
with the hope of coming up with a word-sense disambigua-
tion algorithm.
8. Conclusions and future work
In this work we have argued that TDA is a promising frame-
work to study word embeddings. We have also presented
and implemented a local homology clustering algorithm and
tested it on two datasets coming from word embeddings. We
have seen that even though some word vectors exhibit inter-
esting local structure that is captured by local homology, the
limiting requirement of isomorphic local homology groups
render the algorithm susceptible to noise and produce al-
most trivial clustering (at least on the datasets considered).
As previously discussed, we think that moving to persistent
local homology seems promising.
Therefore, we would expect future work to include:
• Looking into relaxing the limiting isomorphism condi-
tion by considering persistent local homology or other
local constructions.
• Exploring how stable such an approach is with respect
to noise.
• If results are successful on word embedding datasets,
introducing this approach as a word sense disambigua-
tion algorithm.
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