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Abstract
This paper oers a way to construct a locally optimal stationary approximation for a non-
stationary Gaussian process. In cases where this construction leads to a unique stationary ap-
proximation we call it a stationary tangent. This is the case with Gaussian processes governed
by smooth n-dimensional correlations. We associate these correlations with equivalence classes
of curves in Rn. These are described in terms of \curvatures" (closely related to the classical
curvature functions); they are constant if and only if the correlation is stationary. Thus, the
stationary tangent, at t = t0, to a smooth correlation, curve or process, is the one with the same
curvatures at t0 (but constant). We show that the curvatures measure the quality of a local
stationary approximation and that the tangent is optimal in this regard. These results extend to
the smooth innite-dimensional case although, since the equivalence between correlations and
curvatures breaks down in the innite-dimensional setting, we cannot, in general, single out a
unique tangent. The question of existence and uniqueness of a stationary process with given
curvatures is intimately related with the classical moment problem and is studied here by using
tools from operator theory. In particular, we nd that there always exists an optimal Gaussian
approximation (dened via the curvatures). Finally, by way of discretizing we introduce the
notion of -curvatures designed to address non-smooth correlations. c© 2000 Elsevier Science
B.V. All rights reserved.
MSC: 60G10; 60G15; 34G10; 47A57
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1. Introduction
Stationary processes have been thoroughly studied and a comprehensive mathematical
theory has been developed based primarily on the spectral distribution function. As a
natural extension people considered \locally stationary processes". Intuitively, these
are non-stationary processes that on a suciently small time scale do not deviate
considerably from stationarity. To mention just a couple of approaches: Priestley has
studied this problem through what he denes as the evolutionary spectrum (Priestley,
1988, p. 148) and later he (Priestley, 1996), and independently Mallat et al. (1998)
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looked at the problem from wavelets point of view. These authors base their work on
an analysis of the (real) correlation function. Such common practice can be justied,
for example, by considering zero-mean real Gaussian processes which are studied in
this paper as well.
The related question that we consider here was suggested to us by McKean: can one
dene a \stationary tangent" for a non-stationary Gaussian process? The linear tangent,
at t0, to a function f, is the best local linear approximation to f at t0. One can
compute it from f0(t0), provided the function is dierentiable. Similarly, the stationary
tangent dened in this paper is an optimal stationary approximation to a suciently
smooth non-stationary, say, correlation. Consider the following example. The correlation
R(t; s) = cos(!(t)− !(s)), is stationary if and only if ! is a linear function of t, but
for any dierentiable ! and for t; s near t0:
R(t; s) = cos( _!(t0)(t − s)) + O(3);
where =
p
(t − t0)2 + (s− t0)2. Thus, we are tempted to declare that
~Rt0 (t; s) = cos( _!(t0)(t − s))
is the stationary tangent to R at t0, and it is indeed so according to our denition.
We say that the stationary process X^ is an optimal stationary approximation to the
process X at t0, if it sequentially minimizes EjX(k)t0 − X^
(k)
t0 j2 for k = 0; 1; 2 : : : More
precisely, consider the following decreasing sets of processes:
A0
d=fX^: X^ is stationary and EjXt0 − X^t0 j2 = 0g;
An
d=

X^ 2 An−1: EjX(n)t0 − X^
(n)
t0 j2 = minY2An−1 EjX
(n)
t0 −Y(n)t0 j2

:
Then, X^ is an optimal stationary approximation if X^ 2 Tn An. We show that ~X, our
stationary tangent to X at t0, is such an optimal approximation (Theorem 4). In some
cases it is the unique such optimal approximation.
Since EjX(k)t0 − X^
(k)
t0 j2 = 0 if and only if X(k)t0 = X^
(k)
t0 a.s., the optimal stationary
approximation is also an approximation of optimal order in the a.s. sense. This raises
the question of, what we term, the order of stationarity of X at t0. It is dened as the
maximal d for which jXt − X^t j = O(t− t0)d+1 a.s. We show that the same mechanism
that allows us to dene the stationary tangent can also be used to determine the order
of stationarity. We next provide a rough outline of this mechanism.
Throughout this paper we consider three related (smooth) objects: a 0-mean real
Gaussian process, X, a correlation function, R, and a curve x (in Rn or l2), which
we associate with R via R(t; s) = hxt ; xsi. The main idea is to associate \curvatures"
to our equivalence classes of curves, and thereby to the corresponding correlations
and processes. These curvatures are positive functions closely related to the classical
curvature functions and, as explained next, are well suited for the problem of stationary
approximations. Indeed, stationary objects have constant curvatures which yields, in
principle, a way to dene a stationary tangent. For example, the stationary tangent
correlation at t0 to the correlation R, is the one which its constant curvatures are equal
to the curvatures of R at t0. For processes, the denition of the tangent is slightly more
involved, but in either cases we show it is an optimal stationary approximation.
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In describing the tangent correlation we implicitly assumed that the curvatures of
R at t0 uniquely determine a stationary correlation. However, this is only assured to
be the case if the associated curve is in Rn, a case which is studied in Section 2 of
this paper. More generally, while the curvatures approach will always yield an optimal
stationary approximation, it might not yield a unique such approximation. As we show,
the question of reconstructing a stationary tangent from its constant curvatures is equiv-
alent to Stieltjes’ moment problem (Section 3.3 explains more about the connection
with the moment problem).
Using results from the theory of evolution equation in a Hilbert space and of
self-adjoint extensions of symmetric operators, we study in Section 3.2 the general
case of constant curvatures. In particular, we settle the aforementioned question of
existence and uniqueness of an optimal stationary approximation, which in the case
of non-uniqueness, we call a curvature stationary approximation. Note that an \n-
dimensional" correlation (i.e., the associated curve is in Rn) is stationary if and only
if its curvatures are constant. However, for general curves in ‘2, the correlation might
not be stationary even though its curvatures are constant (Claim 3.8).
Finally, since the curvatures of any stationary process X have vanishing derivatives,
the aforementioned order of stationarity depends on, roughly, how many derivatives of
the curvature functions of X vanish at t0. Thus, we can readily determine the order of
stationarity of X from the derivatives of the curvatures. Naturally, the tangent, being
optimal, is a stationary approximation of this order. Similarly, we dene and treat the
order of stationarity of a correlation and a curve.
In a following paper we will show how the curvature scheme can be extended
to non-smooth correlations, as well as to non-instantaneous stationary approximations.
The basic idea, as presented here in Section 4, is to use nite dierences instead of
derivatives.
2. Stationary tangents in the nite-dimensional setting
2.1. Correlation, curves and curvatures
Any correlation R of a mean-square continuous Gaussian process dened on a com-
pact time interval I , can be expressed, by Mercer’s theorem, as
R(t; s) =
1X
i=1
iei(t)ei(s);
where i > 0 are the eigenvalues and ei’s are the eigenvectors of the integral operator
dened by the kernel R. Thus, with xi(t)
d=
p
iei(t),
R(t; s) =
1X
i=1
xi(t)xi(s): (1)
At rst we will only consider correlations for which the sum in (1) is nite.
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Denition.
 A correlation R is n-dimensional if the sum in (1) extends up to n and if the xi’s
are linearly independent.
 A Gaussian process is n-dimensional if its correlation is such.
We dene an equivalence relation on (continuous) curves xt
d= [x1(t); x2(t); : : : ;
xn(t)] 2 Rn as follows: The curves x and y are considered equivalent, if there ex-
ists a xed orthogonal transformation of Rn; U such that y = Ux. Let [x] denote the
equivalence class of x. Then we can associate an n dimensional correlation with [x]
via R(t; s) d=hxt ; xsi, where h ; i is the standard inner-product in Rn. Conversely, given
R, (1) yields a corresponding curve, and we nd
Claim 2.1. There is a 1 : 1 onto correspondence between continuous correlations of
dimension 6n; and equivalence classes of (continuous) curves in Rn.
Proof. Since orthogonal transformations preserve the inner-product, for any y 2 [x];
R(t; s)=hyt ; ysi, hence the correspondence is well dened on our equivalence classes and
from (1) we learn it is onto. As for 1:1, suppose that for all t; s 2 I; hxt ; xsi= hyt ; ysi.
In particular it follows that if xt = xs then yt = ys. Hence Uxt 7! yt is a well dened
map between the traces of the two curves. Furthermore, U can be extended uniquely
to an orthogonal map between the subspaces generated by the traces of the curves. In
particular it can be extended as an orthogonal map of Rn, and hence y 2 [x].
In this geometric context, stationary correlations have a distinctive property; since
R(0) = hxt ; xti the curve obviously lies on a sphere in Rn, and for t; t + r 2 I ,

xt
jxt j ;
xt+r
jxt+rj

=
R(r)
R(0)
;
is independent of t. Hence the curves that are associated with stationary correlations
are angle preserving, or (borrowing Krein’s terminology (Krein, 1944)) helical curves
on a sphere in Rn.
Next we introduce a variant of the classical curvature functions, but in order to do
so we need to restrict attention to:
Denition 2.2. A curve x 2 RN is s.n.d, or strongly n dimensional (N>n), if it is n
times continuously dierentiable, and for each t 2 I , fx(k)t gn−1k=0 are linearly independent,
while fx(k)t gnk=0 are dependent.
Remark. If [x]= [y], then clearly x is s.n.d if and only if y is. Therefore we can talk
about s.n.d correlations as well. Later, Denition 2.10 will specify this in terms of R
itself.
Let x 2 Rn be s.n.d, and let fCi(t)gn−1i=0 be the result of the Gram{Schmidt procedure
applied to fx(i)t gn−1i=0 (normalized so that hx(i); Cii> 0).
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Denition 2.3.
 The ith curvature function of x is i d=h _Ci−1; Cii:
 The orthogonal frame of x at time t is the n n matrix Vt whose rows are Ci(t).
 The curvature matrix of x is the n  n skew-symmetric tridiagonal matrix valued
function Kt with Kt(i; i + 1) = i(t) for i = 1; : : : ; n− 1.
Remark. The classical curvature functions can be dened in an analogous way; to get
those, apply the Gram{Schmidt procedure to fx(i)t : i=1; : : : ; ng (see e.g. Spivak, 1979).
The reason for introducing our variant of the curvatures is that the classical curvatures
are invariant under Euclidean transformation of Rn, while our equivalence classes of
curves are determined up to orthogonal transformations.
The dynamics of the orthogonal frame (called the Frenet frame in the classical
version) is described by:
Claim 2.4. For i = 1; 2; : : : ; n− 1; i(t)> 0 and
_V = KV: (2)
Proof. Since the Ci’s are orthonormal it follows that h _Ci ; Cji=−hCi ; _Cji, hence (2) holds
with a skew-symmetric matrix K . Since
Span fx; x(1); x(2); : : : ; x(k−1)g= Span fC0; C1; : : : ; Ck−1g;
it is obvious that h _Ci ; Cji=0 for j>i+2, hence K is tridiagonal. Finally by our denition
of the Gram{Schmidt process, hx(i); Cii> 0 hence i = h _Ci−1; Cii> 0.
We show next that with one more curvature function, 0
d= jxj, the curvatures char-
acterize the equivalence classes of s.n.d curves, and therefore s.n.d. correlations.
Note that if we dene k
d= 0 for k 62 f0; : : : ; n− 1g, then (2) can be rewritten as
_Ck =−kCk−1 + k+1Ck+1; k = 0; : : : ; n− 1: (3)
Repeatedly dierentiating the equation x= 0C0 while using (3) yields
x= 0C0;
_x= _0C0 + 01C1;
x= ( 0 − 021)C0 + (2 _01 + 0 _1)C1 + 012C2:
... (4)
More generally,
Claim 2.5. With x(k) =
Pk
i=0 c
k
i Ci (by induction on k) we have:
 cki are polynomials in f( j)l : 06l6k ; 06j6k − lg.
 ckk = 01 : : : k ; and k does not appear in cki for i< k.
 If k>n this representation still holds (i.e.; the cki are the same polynomials as for
k <n) subject to n+i  0 for all i>0. In this case; for i>n; cki = 0 and Ci is not
dened.
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Claim 2.6. Let x be an s.n.d curve. It denes n positive curvature functions fi(t)gn−1i=0 ;
such that; i is n− i times continuously dierentiable; and these curvatures are shared
by any curve which is equivalent to x.
Proof. As stated in Claim 2.5, hx(i); Cii=01 : : : i. Note that the left-hand side is the
length of the co-projection of x(i) on the subspace generated by Spanhx; x(1); x(2); : : : ;
x(i−1)i, and hence with 
i, the volume of the parallelepiped generated by fx; x(1); x(2);
: : : ; x(i)g, we have
01 : : : i = 
i=
i−1;
and hence
i = 
i
i−2=
2i−1;
where 
−1 = 
−2 = 1. It follows that if two curves belong to the same equivalence
class, they dene the same curvatures.
Note that 
2i is the determinant of the Grammian matrix dened by x; x
(1); x(2); : : : x(i):
Di
d=

hx; xi hx; x(1)i hx; x(2)i : : : hx; x(i)i
hx(1); xi hx(1); x(1)i hx(1); x(2)i : : : hx(1); x(i)i
hx(2); xi hx(2); x(1)i hx(2); x(2)i : : : hx(2); x(i)i
: : :
hx(i); xi hx(i); x(1)i hx(i); x(2)i : : : hx(i); x(i)i

; (5)
hence
i(t) =
p
DiDi−2=Di−1; (6)
where D−1=D−2=1. Thus, as long as fx; x(1); x(2); : : : ; x(i−1)g are linearly independent
Di−1 6= 0 and i(t) is well dened and indeed n− i times continuously dierentiable.
Note that if fx; x(1); : : : ; x(i)g are linearly dependent, then by (6) i = 0, which agrees
with our previous denition.
Suppose now that you are given the curvatures, or rather:
Denition 2.7. A curvature type matrix is a tridiagonal skew-symmetric matrix K with
K(i; i + 1)> 0.
Claim 2.8. Let U be an orthogonal matrix and let Kt be a curvature type matrix
valued function such that i
d=Kt(i; i + 1) is n − i times continuously dierentiable.
Then; there exists a unique s.n.d curve x 2 Rn such that; Kt is the curvature matrix
of x at time t and U is its orthogonal frame at t = 0.
Proof. Let Vt be the unique solution of (2) with V0 = U , and dene xt = 0(t)V t e1.
Then, x is an n times continuously dierentiable curve in Rn (here we use the corre-
sponding dierentiability of the curvatures). Note that Vt is an orthogonal matrix since
Kt is skew symmetric. It is not hard to see that the result of Gram{Schmidt applied to
fx(k)t gn−1k=0 is fCi(t)gn−1i=0 , where fCi(t)g are the rows of Vt . It follows that x is s.n.d and
that V is its orthogonal frame. Since _V = KV , necessarily K is the curvature matrix
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of x. Finally, if y is another such s.n.d curve then, with Wt being its orthogonal frame,
_W = KW and W0 = U . Therefore, by the uniqueness of V; W  V and y  x.
Claim 2.9. Let fign−1i=0 be n positive (curvature) functions with i being n− i times
continuously dierentiable. There exists a unique (up to equivalence) s.n.d curve;
x 2 Rn; with these curvatures.
Proof. Let x and y be two curves which share these curvatures. According to the pre-
vious claim, these are uniquely dened given their frames at t=0; Vx(0), respectively,
Vy(0). Let U
d=Vy(0)−1Vx(0) and let w
d=Ux. Since the curvatures of w and x are
identical, and since the frame of w is given by Vw(t) = Vx(t)U , it follows from the
uniqueness part of the previous claim that w  y. That is, x and y are in the same
equivalence class.
Since R(t; s) = hxt ; xsi, it follows that
Di(t) =

R @sR @2sR : : : @
i
sR
@tR @t@sR @t@2sR : : : @t@
i
sR
@2t R @
2
t @sR @
2
t @
2
sR : : : @
2
t @
i
sR
@itR @
i
t@sR @
i
t@
2
sR : : : @
i
t ; @
i
sR

; (7)
where all the derivatives are evaluated at (t; t). Using the above identity in (6) yields
the curvatures in terms of R directly. Furthermore Denition 2.2 can now be phrased
in terms of R.
Denition 2.10. A correlation R is s.n.d if its derivatives @it@
j
s R, maxfi; jg6n, exist
(and are continuous), and if for each t 2 I , Dn−1(t)> 0, while Dn  0.
Remark. Suppose R(t; s)=hxt ; xsi. One can verify using (7) that R is s.n.d if and only
if x is such. Since we give a similar proof for the innite-dimensional case in Claim
3.1, we omit it here.
The following claim is now an immediate consequence.
Claim 2.11. There is a 1 : 1 correspondence between:
 s.n.d correlations;
 equivalence classes of s.n.d curves;
 n positive curvature functions 0; : : : ; n−1; where i is in Cn−i(I).
Remark 2.12.
 If x is an s.n.d curve in RN with N >n, then by identifying the n-dimensional
subspace spanned by fxt : t 2 Ig with Rn, we can dene the (nn) curvature matrix
and the (nN ) orthogonal frame. The latter matrix will have orthonormal rows but
it will obviously not be an orthogonal matrix.
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 Suppose that x 2 Rn is a smooth curve fx(i)t gn−1i=0 is linearly independent for all t 2
I except for a nite number of points. Then one can readily dene the curvatures
of this curve. The problem is that now there might be non-equivalent curves with
the same curvatures. Consider for example the 1-dimensional curves xt = (t3) and
~xt = (jtj3). These are non-equivalent curves, yet their curvatures, 0(t) = ~0(t) = jtj3
and 1  ~1  0 are identical. The fact that ~x is not entirely smooth at t = 0 is
irrelevant to the phenomenon; there is indeed a discontinuity in the orthogonal frame,
but it is not reected in the curve itself.
2.2. Curvatures and stationary correlations
The next theorem is the motivation behind the introduction of the curvatures.
Theorem 1. The curvatures are constant if and only if the s.n.d correlation is
stationary.
Remark. In particular any n dimensional stationary correlation is an s.n.d one. In view
of that we will be omitting the acronym s.n.d where there is no room for confusion.
Proof. It follows immediately from (6) and (7) that if the correlation is stationary,
then the curvatures are constant. On the other hand, if the curvatures are constant (2)
is explicitly solvable: Vt = etKV0. We can assume V0 = I and since xt = 0(t)V t e1
always holds, we get
xt = 0e−tKe1:
In particular
R(t; s) = h0e−tKe1; 0e−sKe1i= 20he1; e(t−s)Ke1i;
which is obviously a stationary correlation.
In proving the last theorem we found that, in the stationary case, R(r)=20herKe1; e1i.
Using the spectral resolution for the skew-symmetric K , K =
P
j i!juj ⊗ uj (where
 i!j are the eigenvalues and uj are the eigenvectors), we nd
R(r) = 20
*
exp
 X
j
ir!juj ⊗ uj
!
e1; e1
+
= 20
X
j
eir!j juj(1)j2: (8)
This identies the spectral distribution function of R as the spectral measure of the
Hermitian matrix iK obtained from the generating vector e1. In fact it is the same as
the spectral measure of the real, symmetric matrix, K^ , obtained from K by ipping the
signs of the elements in the lower sub-diagonal:
Denition 2.13. Let A be a real skew-symmetric tridiagonal matrix. The symmetriza-
tion of A, is a symmetric tridiagonal matrix, A^ that is identical to A but with A^(j +
1; j) =−A(j + 1; j).
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Claim 2.14. If A is a real skew-symmetric tridiagonal matrix; then iA and A^ are
unitary equivalent matrices. Moreover; their spectral measures with respect to e1 are
identical.
Proof. Let U be the diagonal unitary matrix with U (j; j) = ij, then U (iA)U−1 = A^.
In other words, iA is the same as A^ represented by the basis fi jejg. Since e1 is an
eigenvector of U , the corresponding spectral measures are identical.
Going back to (8), we notice that since K is real, the eigenvalues i!j come in
conjugate pairs, as do the corresponding eigenvectors uj. Thus, with m= [(n+ 1)=2],
R(r) = 20
mX
j=1
2j cos(!jr);
where 2j = 2juj(1)j2, except if n is odd, in which case !1 = 0 is an eigenvalue and
21 = ju1(1)j2. This shows that, assuming smoothness, a nite dimensional stationary
correlation is necessarily of the type just mentioned (i.e., the spectral distribution func-
tion is discrete with n+1 jumps). One can show that is also the case without assuming
smoothness, which is then a corollary (see von Neumann and Schoenberg, 1941). In
terms of the paths, we have the following geometric interpretation: any angle preserv-
ing (helical) curve on a nite dimensional sphere is equivalent to a bunch of circular
motions, of radii i and angular velocities !i, performed in orthogonal planes.
Finally a word of caution. So far we discussed nite dimensional processes dened
on a nite time interval. In the stationary case, if one wants to talk about the spectral
distribution function, then tacitly it is assumed that there is one and only one way to
extend the given stationary correlation to the whole line. In Krein (1940) shows you
can always extend a positive-denite function (or a correlation of a stationary process)
to the whole line, retaining its positive-denite character. This extension might be
unique, as is the case for the nite dimensional correlations we are dealing with here.
2.3. Tangents
Theorem 1 allows us to introduce various notions of tangent, all based on the idea
of freezing the curvatures. There are three objects which are of interest here: the
correlation, the curve, and the process itself. For each of these we will dene its
stationary tangent and then justify the terminology.
Proof. Let R be an s.n.d correlation, its stationary tangent at (t0; t0), is the correlation
dened by the (constant) curvatures 0(t0); : : : ; n−1(t0).
Remark.
 If R is stationary, then its tangent at t0 is itself.
 Let R be an s.n.d correlation, then given all its tangents ~Rt0 , t0 2 I , we can reconstruct
R on I  I (since we know the curvatures at any point).
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Denition. Let x be an s.n.d curve in Rn and let K be its curvature matrix, and V
its orthogonal frame. The stationary tangent curve to x at t0 is the stationary curve ~x
dened by
 The curvature matrix of ~x is ~K  Kt0 .
 The orthogonal frame of ~x at t = t0 is Vt0 .
Remark.
 By Claim 2.8, there exists a unique tangent curve, furthermore,
~xt = 0(t0)[exp((t − t0)Kt0 )Vt0 ]e1:
 The denition of the tangent curve and the last equation hold also for an s.n.d curve
x 2 RN with N >n (cf. Remark 2.12).
 If x is stationary, then ~x  x (Claim 2.8 again).
 If ~x is the tangent curve to x at t0, then ~R(t; s) = h ~xt ; ~xsi is the tangent correlation
to R at (t0; t0).
Finally, we dene the tangent process. Let X be an s.n.d Gaussian process, i.e.,
it has an s.n.d correlation R. Then, there exists an n dimensional Gaussian vector,
 = [1; 2; : : : ; n] (where i are independent N(0; 1) random variables), and an s.n.d
curve, xt , such that,
Xt = h; xti=
nX
i=1
ixi(t): (9)
Remark. The Karhunen{Loeve expansion is an example of such a representation: with
R(t; s) =
Pn
i=1 iei(t)ei(s) (spectral decomposition of R), one denes i
d=
R
I Xtei(t) dt
(Loeve, 1963), and we add xi(t)
d=
p
iei(t).
Denition 2.15. The stationary tangent process at t0 is ~Xt
d=h; ~xti where ~x is the
stationary tangent curve to x at t0.
Remark 2.16.
 The representation X = h; xi where i are N(0; 1) independent random variables
is not unique. However, if X = h; xi = h; yi, where i are also independent and
N(0; 1), then R(t; s)= hxt ; xsi= hyt ; ysi, so x=Uy for some xed orthogonal U and
it follows that = U. Thus the tangent process is well-dened.
 ~X is a stationary process and it is jointly Gaussian with X, meaning that any linear
combination,X
i
iXti +
X
j
j ~Xtj ; i; j 2 R;
is a Gaussian random variable.
 The correlation of ~X is the tangent correlation at t0 (in particular, it is s.n.d).
 If X is stationary, then ~X  X.
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 Since the map T : Rn ! L2(dP), described by Txt d=Xt = h; xti, is a well-dened
isometry, Gram{Schmidting X(k)t is equivalent to Gram{Schmidting x
(k)
t . Thus, for
each t, there exist n independent N(0; 1) random variables, Vk(t)
d=T (vk(t)), such
that, with cki as in Claim 2.5,
X(k)t =
kX
i=0
ckiVk(t):
This yields another way to describe the tangent process:
~Xt = ht ; ~xti= 0(t0)[V0(t0);V1(t0); : : : ;Vn−1(t0)] exp(−(t − t0)Kt0 )e1:
Note that to nd Vk(t0) from X(k)t , we need \only" to compute cki , which can be
done directly from the correlation R.
So far we gave some justication for the usage of the term \stationary tangent".
However, the most important one is that, as we will see in the next section, the
tangent provide us with an optimal stationary approximation. Before we get there, let
us take another look at the example from the introduction.
Example 2.17. The stationary tangent at t0 to:
 the correlation R(t; s) = cos(!(t)− !(s)) is,
~R(t; s) = cos( _!(t0)(t − s)):
 the curve xt = [cos(!(t)); sin(!(t))] is
~xt = [cos(!(t0) + _!(t0)(t − t0)); sin(!(t0) + _!(t0)(t − t0))]:
 the process: Xt =  cos(!t) +  sin(!t), where  and  are independent N(0; 1), is
~Xt =  cos(!(t0) + _!(t0)(t − t0)) +  sin(!(t0) + _!(t0)(t − t0)):
This simple example agrees with our intuition. There are examples of non-trivial
tangents, as we shall see later on.
2.4. Curvatures and stationary approximations
This section explains why the curvatures are well adapted for the study of local
stationary approximations.
Let x and x be strongly n= n dimensional curves in RN with corresponding frames
and curvatures, Ci= Ci, respectively, i= i. Then,
Claim 2.18.
x(k)t0 = x
(k)
t0 for k = 0; : : : ; m (10)
if and only if
(p)k (t0) = 
(p)
k (t0) and Ck(t0) = Ck(t0)
for k = 0; : : : ; m; 06p6m− k: (11)
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Proof. By Claim 2.5, (10) follows immediately from (11). Conversely, if (10) holds,
then obviously Ck(t0) = Ck(t0) for k = 0; : : : ; m (hence if m>n, necessarily n = n).
Let Nk(t)
d=hx(k)t ; x(k)t i. Then, (10) implies that N (p)k (t0) = N
(p)
k (t0) for k + p6m.
A somewhat technical argument, which is postponed to Claim 5.2, now shows that
(p)k (t0) = 
(p)
k (t0) for k + p6m.
In view of the last claim and the fact that stationary curves have constant curvatures,
we dene
Denition 2.19. The order of stationarity at t0 of an s.n.d curve, x, is
d(t0)
d=minfm: (p)k (t0) 6= 0 with k6m− 1; 16p6m− kg − 1:
Note that if x is stationary, then d  1. The following theorem is an immediate
corollary of the last claim. Let x be an s.n.d curve with d d=d(t0)<1, then
Theorem 2a. About t = t0; x^ is a stationary; local approximation to x; of optimal
order; if and only if
^i  i(t0) and v^i(t0) = vi(t0) for i = 0; : : : ; d:
In this case; kx^t−xtk=O(jt− t0jd+1) but O(jt− t0jd+2) fails. In particular; the tangent
curve is a stationary approximation of optimal order.
As for processes, let X and X^ be strongly n=n^ dimensional Gaussian processes
which are jointly Gaussian. Then, Xt = h; xti and X^t = h; x^ti where  is a vector
of independent N(0; 1) random variables and x and x^ are s.n.d curves in RN , where
N>max(n; n^). We can use
EjXt − X^t j2 = kxt − x^tk2;
as a measurement of the quality of the approximation. An immediate corollary is that,
about t = t0; X^ = h; x^i is a stationary local approximation of optimal order to the
process X, if and only if x^ is an approximation of optimal order to x at t = t0. Thus,
Theorem 2a has an exact analogue in terms of processes (with Vk from Remark 2.16
replacing vk). However, since X and X^ are jointly Gaussian,
ProbfjXt − X^t j = O(jt − t0jk+1)g>
,Var(X( j)t0 − X^
( j)
t0 ) = 0 j6k
,kx( j)t0 − x^( j)t0 k2 = 0 j6k:
Thus, we get the bonus in terms of almost sure properties as stated in the following
theorem. Let d= d(t0) be as in Denition 2.19, then
Theorem 2b.
 If at t = t0; X^ is a stationary approximation of optimal order; then
^i  i(t0) i = 0; : : : ; d;
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and
jX^t −Xt j=O(jt − t0jd+1) a:s:
 The tangent process is an optimal stationary approximation.
 For any stationary process; X^; jointly Gaussian with X;
ProbfjXt − X^t j=O(jt − t0jd+2)g= 0:
To prove the analogous result for correlations we need the following claim, the proof
of which is postponed to Section 5. In what follows, R is an s.n.d correlation.
Claim 2.20. There is a perfect equivalence between f@kRj(t0 ; t0): k6ng and
f(p)k (t0): 06k6[n=2]; 06p6n− 2kg.
Denition 2.21. The order of stationarity of R at (t0; t0) is dened as
d(t0)
d=minf2k + p: p>1; k>0; (p)k (t0) 6= 0g − 1:
Let the stationary order of R at t0 be d= d(t0)<1, then
Theorem 3. About the point (t0; t0); R^ is a stationary local approximation; of optimal
order; to the correlation R; if and only if ^i  i(t0) for i=0; 1; : : : ; [d=2]. In particular;
the stationary tangent correlation is such. For any optimal order approximation;
jS(t; s)− R(t; s)j=O(d+1) but jS − Rj 6= O(d+2) (where =
p
(t − t0)2 + (s− t0)2).
Proof. Let R and R^ be two smooth correlations. By Claim 2.20, jR − R^j = O(n+1),
about the point (t0; t0), if and only if
(p)k (t0) = ^
(p)
k (t0) for 06k6[n=2]; 06p6n− 2k: (12)
If R^ is stationary, then ^(p)k =0 for p>1. Hence, (12) holds, if and only if k(t0)=^k(t0)
for 06k6[n=2], and (p)k = 0 for 06k6[n=2], 16p6n − 2k. Since the latter can
only hold if n6d, it follows that d + 1 is the optimal order for any stationary local
approximation of R. Moreover, it is clear that the stationary tangent attains this optimal
order.
Remark. A variant of the previous theorems is obtained by assuming fi(t): i6m−1g
are constant in an interval I . In this case, for any t0 2 I , the stationary tangent at t0 will
yield jR− St0 j= O(2m+1) for correlations, and O(jt − t0jm) for curves and processes.
Furthermore, if m(t) is not constant in I , then this is the best we can do, in the sense
that there will be points t0 2 I for which the next order of approximation fails.
At this point one might ask why is the tangent dened using more curvatures than
the order of stationarity calls for? First note that you have to dene the tangent with
as many curvatures as the dimension requires, in order for your stationary tangent to
be of the same dimension as the object you started with. Next, in order to be able
to reconstruct the correlation, you need to know all the curvatures at any given point.
The next statement applies only to curves and processes; their tangents are unique
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minimizers in a sense that is made precise as follows: Let ~x be the stationary tangent
curve to x at t0, and x^ a stationary curve, then
Theorem 4.
kx^( j)t0 − x( j)t0 k= k ~x( j)t0 − x( j)t0 k 06j6k (13)
if and only if
^j = j(t0) and C^j(t0) = Cj(t0) 06j6k: (14)
Furthermore; if (13) holds for k>− 1; then
kx^(k+1)t0 − x(k+1)t0 k>k ~x(k+1)t0 − x(k+1)t0 k: (15)
Remark. Replacing Ck with Vk (cf. Remark 2.16) and EjXt j2 with kxtk2 etc., we get
the analogous result for processes. This proves that the tangent is indeed an optimal
stationary approximation as dened in the introduction.
Proof of Theorem 4. (13) follows trivially from (14). For the other implication we
use induction on k. For k =0, k ~xt0 −xt0k=0, so obviously (13) implies x^t0 =0(t0)Ct0
and (14) holds. Assume by way of induction that (14) holds for k − 1. Then, by
Claim 2.5,
kx^(k)t0 − x(k)t0 k2
=
k−1X
i=0
(c^ki − cki )2 + k^0^1 : : : ^k C^k(t0)− 0(t0)1(t0) : : : k(t0)Ck(t0)k2:
For i6k − 1, c^ki depend only on ^0; : : : ; ^k−1 which, by the inductive assumption, are
the same as 0(t0); : : : ; k−1(t0). Therefore, (13) holds only if
k^0^1 : : : ^k C^k(t0)− 0(t0)1(t0) : : : k(t0)Ck(t0)k2
=k ~0 ~1 : : : ~k ~Ck(t0)− 0(t0)1(t0) : : : k(t0)Ck(t0)k2 = 0:
Hence
C^k(t0) = Ck(t0) and ^k = k(t0);
which completes the induction. As for (15), the same induction should work: just start
it with k =−1, and note that since
k ~0 ~1 : : : ~k ~Ck(t0)− 0(t0)1(t0) : : : k(t0)Ck(t0)k2 = 0;
(15) follows.
Let x be an s.n.d curve of stationary degree d<1 and let ~x be its tangent curve,
at t0. From the last theorem and Theorem 2a, we can deduce:
Claim 2.22. For any stationary curve x^;
0< lim
t!t0
k ~xt − xtk
jt − t0jd+1 = k ~x
(d+1)
t0 − x(d+1)t0 k6lim
kx^t − xtk
jt − t0jd+1 ;
with equality if and only if; ^i  i(t0) and C^i = Ci(t0) for i = 0; : : : ; d; d+ 1. In this
case the lim inf is actually a regular limit.
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Remarks.
 Replacing EjXt j2 with kxtk2, etc., we get the analogous result for processes.
 The analogue for correlations is false. For example, it is possible that with ~R the
tangent to a correlation R, of degree 1, there exists a stationary correlation R^, with
1> lim
(s; t)!(t0 ; t0)
j ~R(t; s)− R(t; s)j
2
> lim
jR^− Rj
2
> 0:
2.5. Examples
Example 2.23.
R(t; s) = R^[’(t)− ’(s)];
where R^ is a stationary correlation and ’ is a smooth real function. Note that Exam-
ple 2.17 is a special case of this one. The corresponding curves are following along
stationary paths, where the timing is dictated by ’(t). One can check that for these
correlations, i(t) = _’(t)^i for i>1 and that 0  ^0. Therefore,
~Rt0 (t − s) = R^[ _’(t0)(t − s)];
as we would expect.
Example 2.24.
R(t; s) = 12 cos(t
2 − s2) + 12 cos(t3 − s3):
Intuitively, the stationary tangent should be
Rt0 (t − s)  12 cos[2t0(t − s)] + 12 cos[3t20(t − s)]:
R is a four-dimensional correlation with 0  1, and positive 1; 2; 3; the rest of the
curvatures vanish. Therefore, the curvature tangent is of the form
~Rt0 (t − s) = 1(t0)2 cos[!1(t0)(t − s)] + 2(t0)2 cos[!2(t0)(t − s)]; (16)
where !i(t0) (i = 1; 2) are the eigenvalues of the symmetrized curvature matrix K^(t0)
(Claim 2.14). Computing these explicitly we nd
!1(t0) = 3t20 + O(t
−6
0 ); !2(t0) = 2t0 + O(t
−5
0 ):
The weights i are somewhat harder to get explicitly, so you are invited to inspect a
numerical representation in Figs. 1 and 2. Note that there is a fast convergence to the
tangent we anticipated intuitively. The reason the curvature tangent does not resemble
our intuition for t61:5 is related to the fact that the change in the intuitive \stationary
frequency" is big relative to the frequency itself. Also at t = 0 there is a violation of
the \strong 4 dimensionality". Since 1 = 12
p
18t4 + 8t2, the degree of stationarity of
this correlation is d= 1.
Example 2.25.
R(t; s) = 12 cos[cos(t)− cos(s)] + 12 cos[sin(t)− sin(s)]:
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Fig. 1. Example 2.24: frequencies of the curvature tangent. The eigenvalues, !(t0), of the \symmetrized"
curvature matrix, K^(t0), of R(t; s)= 12 cos(t
2− s2)+ 12 cos(t3− s4). The rst one is compared with 3t2 while
the second with 2t. See Fig. 2 for the corresponding weights.
Here we nd
0  1; 1  1p2 ; 2 = 1p2
p
4 cos4 t − 4 cos2 t + 3; 3> 0:
Intuitively we expect the stationary tangent to be
~Rt0 (t − s)  12 cos[sin(t0)(t − s)] + 12 cos[cos(t0)(t − s)]:
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Fig. 2. Example 2.24: radii of the curvature tangent. The weights, (t0), of the spectral function associated
with the curvature matrix K(t0) from the previous gure.
The stationary correlation at the right-hand side, S, matches 0, and 1, but fails with
2(t0). Thus
jR(t; s)− S(t − s)j=O(4):
The curvature tangent matches 2(t0) and so
jR(t; s)− ~Rt0 (t − s)j=O(5):
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Note that R is =2 periodic in t and s, and at the lattice points (i=2; j=2), its (strong)
dimension is not 4. The theory developed so far can be readily extended to this kind
of isolated points, where the dimension suddenly drops. It should be pointed out, that
in this example, the accuracy of the curvature tangent at these points is better than at
the regular points. As for how this tangent correlation looks: it is again of the form
(16). The frequencies and radii (which are found from the spectrum of K^) are depicted
in Figs. 3 and 4.
Finally, the stationary degree of the corresponding curve=process is 2, while the
naive approach will only match one derivative. The lower diagram of Fig. 5 compares
the standard deviation of the errors these two stationary aproximations generate. Both
the tangent and the intuitive approximation are dened at t0 = =8. To demonstrate
Theorem 4, the upper diagram of Fig. 5 compares the graphs of 
h
1
6X
(3)
t0 − 16 ~X
(3)
t0
i
and 
h
1
6X
(3)
t0 − 16 X
(3)
t0
i
, where X is a stationary process that agress with the rst three
curvatures of X at t0 but 3 = 1:25 throughout. The graphs meet at the two points, t0,
where 3(t0) = 1:25. It happens that 02(=4) = 0, and by Theorem 2b, the degree of
stationarity jumps to 3 at this point. This is reected in 
h
X(3)=4 − ~X
(3)
=4
i
= 0, as you
can check in the graph.
3. The smooth innite-dimensional case
3.1. The curvatures and the problems
Only part of the theory just developed for the n-dimensional case holds in the smooth
innite-dimensional case. As in Section 2.1, we can associate innite-dimensional, con-
tinuous correlations, dened on I  I , with equivalence classes of continuous paths
dened on I . The only dierence is that the paths are in l2 now, so the sum (1)
is innite; the equivalence is up to an isometry of the space. Claim 2.1 holds with
essentially the same proof.
As in the nite-dimensional case, we are interested in a subclass of correlations and
paths, to which we can assign curvatures.
Denition.
 A curve x is s.i.d if for any ’ 2 l2, hxt ;’i is a C1 (real) function and if, for any
t 2 I , fx(k)t : k 2 Ng is a linearly independent set in l2.
 A correlation R is strongly innite dimensional (s.i.d) if it is innitely dierentiable,
and for all i 2 N and t 2 I; Di(t)> 0 (where Di is dened as in (7)).
The next claim assures us that these two objects should indeed share the same title.
Claim 3.1. Suppose R(t; s) = hxt ; xsi for all t; s 2 I . Then R is s.i.d if and only if the
curve x is such; and
@it@
j
sRj(t; s) = hx(i)t ; x( j)s i: (17)
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Fig. 3. Example 2.25: frequencies of the curvature tangent. The instantaneous \stationary frequencies", !(t0)
(i.e. the eigenvalues of K^(t0)), of R(t; s) = 12 cos[cos(t)− cos(s)] + 12 cos[sin(t)− sin(s)]. See the following
gure for the corresponding radii.
Proof. If x is s.i.d, then (xt+h − xt)=h! _xt , weakly in l2, so @tR exists and satises
(17). This can be repeated indenitely in both t and s to verify that R is smooth and
that (17) holds. Since the derivatives fx(k)t g are linearly independent, Di(t)> 0 by (5),
and R is indeed s.i.d.
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Fig. 4. Example 2.25: radii of the curvature tangent. The weights, (t0), of the tangent correlation of
R(t; s) = 12 cos [cos(t)− cos(s)] + 12 cos [sin(t)− sin(s)].
Conversely, if R is smooth, then for a xed t and any s,
xt+h − xt
h
; xs

!
h!0
@tRj(t; s);
and since
xt+h − xth


2
=
R(t + h; t + h)− 2R(t + h; t) + R(t; t)
h2
<C<1;
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Fig. 5. Example 2.25: comparing various approximations. The upper diagram compares the coecient of the
rst non-vanishing error terms in two approximations of the process X: by ~X, the curvature tangent, and
by X (has the right rst 3 curvatures). The lower diagram compares (Xt − ~Xt) with (Xt − X^t), where
~X and X^ are the tangent, respectively, the intuitive stationary approximations at =8.
(xt+h − xt)=h converges weakly in l2 as h! 0. It follows that hxt ;’i is dierentiable
for any ’ and that @tRj(t; s) = h _xt ; xsi. Again, this argument can be repeated to yield
the smoothness of x. Finally, fx(k)t g is linearly independent by the denition of R
and (5).
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Given an s.i.d correlation or curve we dene its (innite number of) curvatures
exactly as we did in Section 2.1 for the s.n.d case. Namely, given an s.i.d correlation
R, its curvatures can be computed from (6) and (7). Alternatively, if x is an s.i.d curve,
then let fCk(t): k = 0; 1; 2; : : :g be the result of the Gram{Schmidt procedure applied
to fx(k)t : k = 0; 1; 2; : : :g (normalized so that hx( j)t ; Cj(t)i> 0), and dene i, Vt and Kt
as the innite-dimensional version of Denition 2.3. Note that the orthogonal frame,
Vt , has orthonormal rows, but is no longer necessarily an orthogonal matrix. Clearly,
(3) holds, therefore the o.d.e. _V =KV is well dened and valid. Claim 2.5 also holds
essentially unchanged. Note that, by (7) (or (5)), i is now innitely dierentiable,
and that as in the s.n.d case, stationary correlations have constant curvatures.
While an s.n.d correlation can be recovered from its curvatures, this is no longer the
case for an s.i.d correlation, not even in the stationary case. Therefore, in general, we
cannot single out a curvature tangent, and we are led to the introduction of a slightly
weaker notion.
Denition 3.2.
 A correlation, ~R, is a curvature stationary approximation (c.s.a) to an s.i.d correlation
R, at (t0; t0), if ~i  i(t0).
 A curve, ~x, is a c.s.a to an s.i.d curve x, at t0, if ~i  i(t0) and ~Ci(t0) = Ci(t0).
It is important to note that, as we show in Section 3.2, an s.i.d curve x 2 l2 always
has a c.s.a, ~x, at t0 (Corollary 5), and therefore an s.i.d correlation also has a c.s.a.
The results for curves and correlations from Section 2.4 can now be trivially extended
to the s.i.d case. The order of stationarity as dened in Denitions 2.19 and 2.21
remains unchanged, as do Claims 2.18 and 2.20. Replacing \stationary tangent" with
\c.s.a" we obtain the s.i.d versions of Theorems 2a, 3 and 4, and Claim 2.22.
As for processes, recall that the representation (9), Xt = h; xti, allowed us to es-
sentially reduce the problem of the tangent process to that of the tangent curve. The
same representation holds for s.i.d processes as well. Indeed, the Karhunen{Loeve the-
orem implies the existence of a vector, , of i.i.d N(0; 1) random variables, and of
an s.i.d curve, x, such that for each t 2 I; E[Pn1 ixi(t) − Xt]2 ! 0. It follows by a
result of Ito^ and Nisio (1968; Theorem 4:1), that the series
Pn
1 ixi(t) converges a.s.
to X uniformly on I . Moreover, since for any xed k, the same holds for the seriesPn
1 ix
(k)
i (t), as in the s.n.d case, X(k) = h; x(k)i. Thus, Denition 2.15 of the tangent
process, Theorem 2b, and the process variants of Theorem 4 and Claim 2.22 all hold
for s.i.d processes as well, subject to the usual proviso that \stationary tangent" should
be understood as c.s.a.
3.2. Curves with constant curvatures
Remark. By considering the curve x=0 instead of x, we can assume without loss of
generality that 0  1.
Let K be the curvature matrix of an s.i.d x. Let uk(t) be the kth column of the
orthogonal frame of x, Vt . Then,
_uk = Kuk : (18)
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Thus, the question of existence and uniqueness of a curve with a given curvature
matrix K , is related to the study of the evolution equation (18). We next explore this
connection in the case of a constant curvature matrix.
Let K be a curvature type matrix (Denition 2.7) and, as in the nite-dimensional
case, dene K^ by ipping the sign of the entries in the lower sub-diagonal of K . As in
the proof of Claim 2.14, let U be the unitary operator dened by Uej= ijej. Then, on
the subspace L l2 of nitely supported sequences, K =−U−1iK^U . K^ is a symmetric
operator on L, therefore we can close it, and it is not hard to verify that its deciency
indices are either (0; 0) or (1; 1) [Akhiezer, 1965, Section 4:1:2]. We will say K^ (or
K) is (0; 0) if these are the deciency indices of K^ . If K^ is (0; 0) then its closure is
self-adjoint and it is the unique self-adjoint extension of K^ . Else, K^ is (1; 1) and there
is a one-parameter family of self-adjoint extensions of K^ . These self-adjoint extensions
of K^ are restrictions of its adjoint, K^, to a proper domain. It can be veried that
K^ is the natural operator one would associate with a matrix, i.e., (K^u)i
d=
P
j K^ ijuj
and u 2 D(K^) if and only if P j(K^u)ij2<1. For more on this subject see e.g.
[Akhiezer and Glazman, 1981, Chapter VII].
Let A^ be a self-adjoint extension of K^ , and dene
A d=−U−1iA^U:
Then it is easily veried that
hAej; eki= hKej; eki:
Therefore A is a skew-adjoint extension of K . Note that although K was real, with
respect to the standard conjugation operator on l2, A is not necessarily so. Be that as
it may, by Stone’s theorem (e.g. [Goldstein, 1985, Chapter 1]) A is the generator of a
(C0) unitary group of operators denoted by etA. That is, for any ’ 2 D(A), ut d= etA’
satises _u= Au and u0 =’. The group etA will thus allow us to construct curves with
a given curvature matrix. One should note though, that this general theory of operators
is not entirely satisfactory from our point of view, since the ode (18) is well dened,
coordinate wise, even if u 62D(A).
We are only interested in real curves, denoted by xt 2 l2(R), and since, in general,
A is not real, we need:
Claim 3.3. etA’ 2 l2(R) for any t 2 R and ’ 2 l2(R) if and only if ; the spectral
measure of A^ with respect to e1; is symmetric; i.e.; d(x) = d(−x).
Proof. Clearly, etA’2 l2(R) for all ’ and t if and only if hetAej; eki 2R for all t 2R
and j; k 2 N . Since
dn+m
dtn+m
hetAe1; e1i= hetAAne1; (−1)mAme1i= (−1)mhetAKne1; Kme1i;
and since Spanfe1; Ke1; : : : ; Kme1g = Spanfe1; : : : ; em+1g, it follows that etA’ 2 l2(R)
for all t and ’ if and only if hetAe1; e1i 2 R for all t. Let e−itA^ be the group of
unitary operators generated by the skew-adjoint operator −iA^. It is not hard to verify
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that etA = U−1e−itA^U and therefore
hetAe1; e1i= hU−1e−itA^Ue1; e1i= he−itA^e1; e1i=
Z
e−it d(): (19)
Hence hetAe1; e1i 2 R for all t, if and only ifZ
e−it d() =
Z
e−itd() =
Z
e−it d(−);
for all t, which is equivalent to the symmetry of .
The next claim assures us that such symmetric spectral measures always exist.
Claim 3.4. (i) If K^ is essentially self-adjoint (the (0; 0) case); then its spectral mea-
sure with respect to e1 is symmetric.
(ii) If K^ is (1; 1); then it has exactly two self-adjoint extensions with a symmetric
spectral measure with respect to e1.
Proof. The proof is a variation on Theorem 2:13 in Simon (1998). Let W be the
unitary operator dened on l2 by W en = (−1)n+1en. Then WK^W−1 =−K^. Let A^ be
a self-adjoint extension of K^ , so K^  A^ K^. We show next that D(A^) is an invariant
subspace of W , or equivalently, that
WA^W−1 =−A^; (20)
if and only if dA^, the spectral measure of the operator A^ with respect to e1, is
symmetric. Indeed, if A^ satises (20) then
dA^(−) = d−A^() = dWA^W−1 () = dA^():
Conversely, assume that d−A^ is symmetric and let B
d=WA^W−1 and C d=−A^. Then,
dB = dC and therefore
heitBK^ je1; K^ ke1i= hBkeitBBje1; e1i= hCkeitCCje1; e1i= heitCK^ je1; K^ ke1i:
This implies that eitB = eitC for all t, and in particular their generators are identical so
(20) holds.
If K^ is (0; 0), then K^ is the self-adjoint closure of K^ whence (20) holds, and (i)
follows.
Suppose, on the other hand, that K^ is (1; 1). Von Neumann theory of extensions
of symmetric operators (e.g. Akhiezer and Glazman, 1981, Chapter VII) guarantees
the existence of normal eigenvectors C;w 2 l2 such that K^C = iC and K^w = −iw.
Specifying that hC; e1i> 0 and hw; e1i> 0 uniquely determines both. According to von
Neumann, any self-adjoint extension of K^ can be uniquely characterized as follows.
Choose  2 [0; 2), let z d=(C− eiw)=2i, and let D(A^) d=D(K^) Spanfzg where 
stands here for a direct sum (not orthogonal). Then, A^, the restriction of K^ to D(A^)
is a distinct self-adjoint extension of K^ . Using induction, one can verify that W C=w
and Ww=C. It follows that for =0 and =; D(A^) is an invariant subspace of W and
therefore dA^ is symmetric. Conversely, if  62 f0; g; Spanfz;W zg = SpanfC;wg,
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which implies that D(A^) is not invariant under W , since by von Neumann,
D(K^) =D(K^) SpanfCg  Spanfwg:
This completes the proof of (ii).
Let A be a skew-adjoint extension of K . As mentioned earlier, so far we only know
that etA’ satises (18) if ’ 2 D(A). What if we start with ’ 62 D(A)?
Claim 3.5. For any ’ 2 l2; ut d= etA’ satises
d
dt
hut ; eji= hut ;−Keji for j>1: (21)
Remark. Note that the last equation is equivalent to (18) being satised coordinate
wise.
Proof.
1
h
(hut+h; eji − hut ; eji) = 1h h(e
hA − I)etA’; eji
=

ut ;
1
h
(e−hA − I)ej

:
As h! 0, the right-hand side converges to hut ;−Aeji= hut ;−Keji.
We can now prove the existence of a stationary curve with a given constant curvature
matrix.
Claim 3.6. Let K be a curvature type matrix and let V0 be an orthogonal matrix.
Let A be a skew-adjoint extension of K such that dA^ is symmetric; then the curve
x d= (etAV0)e1 satises:
(i) The constant curvature matrix of x is K .
(ii) The orthogonal frame of x at t = 0 is V0.
(iii) x is a real stationary curve with correlation
R(t; s) =
Z
ei(t−s) dA^():
Proof. Let Vt
d= etAV0 and denote its columns by uk(t); k = 1; 2; : : : ; and its rows by
Cn(t); n>0. For each k; uk(t) = etAuk(0), so by the previous claim, for j>1
d
dt
huk ; eji= huk ;−Keji= jhuk ; ej+1i − j−1huk ; ej−1i;
where e0
d= 0. Therefore with C−1
d= 0,
_Cn =−nCn−1 + n+1Cn+1:
By denition, xt = C0(t) and an elementary inductive argument shows that
Spanfxt ; x(1)t ; : : : ; x(n)t g= SpanfC0(t); : : : ; Cn(t)g, and that hx(n)t ; Cn(t)i= 1; : : : n−1> 0.
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Since Vt is an orthogonal matrix it follows that it is the orthogonal frame of x at time
t and that K is the constant curvature matrix of x. This proves (i) and (ii). Finally,
by Claim 3.3, etA is real, thus xt 2 R and
R(t; s) = hxt ; xsi= hV−10 e−tAe1; V−10 e−sAe1i= he(s−t)Ae1; e1i;
which by (19) proves (iii).
The last claim shows that a skew-adjoint extension of K can yield a stationary curve
satisfying (i) and (ii) of that claim. We show next that this is the only way to get
such curves.
Claim 3.7. Let x be a (real) stationary curve. Let K be the curvature matrix of x
and let Vt be its orthogonal frame at t. Suppose that V0 is an orthogonal matrix, then
there exists a skew-adjoint operator AK such that A^ is symmetric and Vt =etAV0.
Proof. As usual, let Ci(t) be the orthonormal rows of Vt . One can show by induction,
that for a stationary x (cf. Claim 2.5),
Spanfx(2k)t : k = 0; : : : ; ng= SpanfC2k(t): k = 0; : : : ; ng;
Spanfx(2k+1)t : k = 0; : : : ; ng= SpanfC2k+1(t): k = 0; : : : ; ng:
Therefore, hx(i)(t); x( j)(s)i = (−1)i−jhx(i)(s); x( j)(t)i implies that jhCi(t); Cj(s)ij =
jhCi(s); Cj(t)ij. By assumption, fCi(0) : i>0g is an orthonormal basis. Therefore for
any i,X
j
jhCi(0); Cj(t)ij2 =
X
j
jhCi(t); Cj(0)ij2 = 1;
and we can conclude that Vt is an orthogonal matrix for any t. Let Uts be the linear
map dened by Utsuk(t)
d= uk(t + s), where uk(t) are the columns of Vt . Since Vt is
an orthogonal matrix Uts is a well-dened orthogonal operator. Clearly Uts =Vt+sV−1t ,
thus
hUtsek ; eji= hV t ek ; V t+seji= hCk−1(t); Cj−1(t + s)i:
Since x is stationary, hCk−1(t); Cj−1(t+s)i depends only on s, whence for all t; Uts=U0s
which we denote by Us. It follows that Ut+s = UtUs and by Stone’s theorem Ut = etA
where A is the skew-adjoint generator of the orthogonal group Ut . Since _V = KV ,
necessarily AK . Finally, since Vt = etAV0 is real and V0 is orthogonal, it follows
from Claim 3.3 that A^ is symmetric.
Corollary 5. Let W be a row-orthonormal matrix and let K be a curvature type
matrix. Then; K^ is either (0; 0) or (1; 1); according as there exist exactly one or two
non-equivalent stationary curves x satisfying:
(i) The constant curvature matrix of x is K .
(ii) The orthogonal frame of x at t = 0 is W .
(iii) Spanfxs: s 2 Rg= Spanfx(k)0 : k 2 Ng.
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Remark. By the presumed stationarity of R, if (iii) holds at t = 0, it holds for all t.
This condition is then equivalent to the fact that the Gaussian process governed by R
is completely predictable given all its derivatives at any given t.
Proof. By Claim 3.4, K^ is either (0; 0) or (1; 1), according as there exist exactly one or
two skew-adjoint extensions AK with a symmetric A^. For any such A, by Claim 3.6,
y d= (etA)e1 is a stationary curve with a constant curvature matrix K and its orthogonal
frame at 0 is I . Let x d=W y. Since W  is an isometry, x is also a stationary curve
with the curvature matrix K , and its orthogonal frame at 0 is (W I) = W . By the
denition of x, Spanfxt : t 2 RgSpanfwig, therefore x satises (i){(iii). We next
show that these are the only such curves: suppose that x is a curve that satises (i){
(iii). Then, W considered as an operator on Spanfxtg is an isometry. Thus, y d=Wx
is a stationary curve with the curvature matrix K and its orthogonal frame at 0 is I .
Therefore, by Claim 3.7, y is one of the curves considered in the rst part of the proof
and so is x.
Remark. It is known that if K is (1; 1), then the spectral measure, dA^, of any
self-adjoint extension A^ K^ is discrete (e.g. Simon, 1998, Theorem 5). Thus, the
curves, representing the corresponding correlations are, as in the nite-dimensional
stationary case, just a bunch of circular motions. This should be contrasted with the
curvatures that uniquely characterize R(r) = sin r=r: there is no curve, representing R,
that is composed of circular motions in orthogonal, two-dimensional, planes.
The existence of two non-equivalent stationary curves with a (1; 1) constant curvature
matrix K has a somewhat undesirable consequence:
Claim 3.8. If K^ is (1; 1); then there exist non-stationary curves with the constant
curvature matrix K .
Proof. Let A^1 and A^2 be the two non-equivalent extensions of K^ with symmetric A^j .
As usual, Aj =−U−1iA^jU are the corresponding skew-adjoint extensions of K . Then,
by Claim 3.6, xt
d= (etA1 )e1 and yt
d= (etA2 )e1 are two (real) stationary curves satisfying
(i){(iii) of that claim (with V0 = I). Consider the curve
zt
d=

yt t60;
xt t > 0:
Since the orthogonal frame of both x and y, at t = 0, is I , and since their curvatures
are identical, it follows that z is a smooth curve with the constant curvature matrix
K . By (iii) of Claim 3.6, z is non-stationary. Note that similarly we can construct any
curve z that is made of segments along which z is alternately equivalent to x or to y.
In view of the last claim one might suspect that, even if K^ is (0; 0), there are
non-stationary curves with the constant curvature matrix K . However, as we show
next, this is not the case.
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Claim 3.9. If the curvature type matrix K is (0; 0); then for any ’2 l2 there exists
a unique curve u in l2 which is weakly continuous (i.e., ut ! ut0 weakly in l2; as
t ! t0); and such that u satises (21) and u0 = ’.
Remark. Identifying K with its skew-adjoint closure, we know that ut
d= etK’ is a
solution of (21) with u0 = ’. Furthermore, if we assume that ut 2 D(K) for all t,
then by the \well-posedness theorem" (e.g. [Goldstein, 1985, Section II:1:2]), u is the
unique solution of the evolution equation _u = Ku, u0 = ’. Thus, it is also the unique
solution of (21).
Proof. Let u be such a coordinate wise smooth and weakly continuous solution. Dene
w(t)
d=
1

Z t+
t
u(s) ds:
Then, w(t) 2 l2 and
hw(t);−Keii= 1
Z t+
t
hu(s);−Keii ds
=
1

Z t+
t
d
ds
hu(s); eii ds
=
1

hu(t + )− u(t); eii:
Hence
P
i jhw(t);−Keiij2<1, and since K is essentially skew-adjoint it follows that
w(t) 2 D(K) for all t. Since
d
dt
hw(t); eii= 1 hu(t + )− u(t); eii= hw(t);−Keii= hKw(t); eii;
it follows that w satises _w = Kw, and again by the \well-posedness theorem",
w(t) = etKw(0). Finally,
hw(t); eii= 1
Z t+
t
hu(s); eii ds !
!0
hu(t); eii;
and
kw(t)k61
Z t+
t
ku(s)k ds6C<1;
as we are considering a bounded time interval where kuk is bounded by the weak
continuity assumption. Therefore, as ! 0; w(t)! u(t) weakly in l2. Thus,
u(t) = lim
!0
w(t) = etK lim
!0
w(0) = etK’;
where the limits are weak l2.
Claim 3.10. If K^ is (0; 0); then there exists a unique correlation with the constant
curvature matrix K .
Proof. Let x be an s.i.d curve with the constant curvature matrix K , and let Vt be
its orthogonal frame at t. Note that we cannot assume Vt is an orthogonal matrix. Let
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uk(t) be the columns of Vt . Then, clearly, _uk = Kuk . Since
kuk(t)k2 =
X
j
hCj; eki26kekk2 = 1;
and since as t ! t0,
huk(t); eji= hCj−1(t); eki ! hCj−1(t0); eki= huk(t0); eji;
uk is weakly continuous. Therefore by the last claim Vt = etKV0, and it follows that
R(t; s) = hxt ; xsi= hV0V 0 e−tKe1; e−sKe1i= he(s−t)Ke1; e1i:
In view of the last claim, one might be tempted to guess that if K^ t is (0; 0) for
all t, then there exists a unique correlation with the curvature matrices Kt . We do not
know the answer to this question nor to the question whether any such curvature type
matrix valued function is the curvature matrix of an s.i.d correlation. The next section
mentions a dierent representation of these problems.
3.3. Curvatures and orthogonal polynomials
By now we know that the curvatures of a stationary correlation are intimately related
with its derivatives, which in turn are the moments of the spectral distribution function
(up to sign changes). Thus, we are naturally drawn into the classical moment problem:
given a list of moments, is there a positive measure which produces them? In fact, the
relation with the moment problem is more involved.
From the classical moment theory (Akhiezer, 1965), we know that a sequence fMkg
agrees with the moments of a positive measure, if and only if it is positive in the Hankel
sense (i.e.,
P
i; k Mi+kaiak>0 for any a = (a0; : : : ; an−1) 2 Rn). Such sequences are in
1:1 correspondence with innite symmetric, tridiagonal, Jacobi matrices (provided the
moment sequence is normalized so that M0 = 1). A convenient way to describe this
correspondence is via the orthogonal polynomials. Indeed, if a positive measure  has
moments of all order, then one can apply the Gram{Schmidt procedure to the powers
1; ; 2; : : : ; in the Hilbert space L2(), to get the orthonormal polynomials fPk()g
(note that the only information used in this process is the moments of the measure). In
fact, one usually computes them using the famous three term recursion formula they
satisfy (Akhiezer, 1965):
bkPk+1() = (− ak)Pk()− bk−1Pk−1():
The coecients in this recursion formula are the entries in the Jacobi matrix associated
with the given list of moments. More precisely, the fangn>0 are the entries on the main
diagonal, while the strictly positive fbngn>0 are on the two sub-diagonals. Furthermore,
bk =
p
Tk−1Tk+1
Tk
(22)
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where
Tk =
2
66664
M0 M1 M2 : : : Mk
M1 M2 M3 : : : Mk+1
M2 M3 M4 : : : Mk+2
Mk Mk+1 Mk+2 : : : M2k
3
77775 : (23)
It is not hard to verify that symmetric positive-denite sequences (i.e., with vanishing
odd moments) are in 1:1 correspondence with Jacobi matrices with vanishing main
diagonal.
The similarity to the curvature computation is not a coincidence:
Claim 3.11. For stationary correlations; k = bk−1.
Proof. In the stationary case, with
R(t; s) = S(t − s) and S(r) =
Z
eir d();
@jt @
k
s Rj(t; t) = (−1)kS(j+k)(0) = (−1)k ij+kMj+k :
Hence, (7) can be written as,
Dk =
2
66666664
M0 −iM1 −M2 iM3 : : : (−i)kMk
iM1 M2 −iM3 −M4 : : : (−i)k−1Mk+1
−M2 iM3 M4 : : : (−i)k−2Mk+2
−iM3 −M4 : : :
ikMk ik−1Mk+1 ik−2Mk+2 : : : M2k
3
77777775
: (24)
As in Claim 2.14, the matrices that appear in (23) and (24) are unitary equivalent, in
particular Dk = Tk . Comparing (22) with (6) completes the proof.
Remark 3.12. The last claim shows the curvatures are a generalization of the Jacobi
matrices to the non-stationary case, and that in the stationary case, the symmetrization
of the curvature matrix, K^ (cf. Denition 2.13), is exactly the Jacobi matrix.
The above discussion allows us to provide alternative proofs to some of the state-
ments in Section 3.2. For example, Corollary 5 translates into the following statement
about the classical moment problem: Let K be a Jacobi matrix with vanishing diagonal.
Then there exist exactly one or two positive measures  such that,  is symmetric, it
solves the corresponding moment problem and the polynomials are dense in L2(), ac-
cording as K is (0, 0) or (1, 1). This statement can be deduced from Akhiezer (1965),
or it can be found, more explicitly, in Keich (1996, Section 5:5).
The symmetric moment problem can be equivalently stated in terms of a real positive-
denite function (alternatively, a stationary correlation), as follows: given a symmet-
ric sequence fMng, does there exist a (unique) stationary correlation R such that
R(k)(0)=(−1)kMk? In this case, as we know, the necessary condition which is the pos-
itivity of the determinants Di from (7) is also sucient. The uniqueness can be settled
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in terms of the deciency indices of the Jacobi matrix (cf. Corollary 5). This can be
generalized as follows: given a sequence of smooth functions dened on the interval I ,
fM2n(t)g, does there exist a (unique) correlation R, dened on I  I , such that for any
t 2 I , @kt @ks Rj(t; t)=M2k(t)? Note that (26) below shows that f@kt @ks Rj(t0 ; t0)g determine all
other derivatives of R at (t0; t0). As in the stationary case, an obvious necessary con-
dition for the existence of such an R is that Di > 0, whether this is also sucient and
whether there is a similar criterion for uniqueness are the same unanswered questions
that were raised at the end of the previous section.
4. A few words on -curvatures
4.1. The denition
The previous sections provided us with a rather complete picture of the smooth case.
This section oers a peek at our approach to the issues of non-smooth correlations as
well as correlations that are given on nite time intervals. In this paper we restrict
ourselves to a brief overview of the subject, a deeper study will appear in a following
paper.
The basic idea is to replace derivatives with nite dierences. Let > 0 and f be
a function on R, we dene
f(t) d=
f(t + =2)− f(t − =2)

:
Let R be a continuous correlation on [−T=2; T=2] [−T=2; T=2]. With nite dierences
replacing derivatives, we dene the -curvatures of R in a way analogous to (5){(7).
First, let
Dk
d=
2
66664
R sR 2sR : : : 
k
sR
tR tsR t2sR : : : t
k
sR
2t R 
2
t sR 
2
t 
2
sR : : : 
2
t 
k
s R
kt R 
k
t sR 
k
t 
2
sR : : : 
k
t 
k
sR
3
77775 ;
where the nite dierences are evaluated at (0; 0), and k6T . With R(t; s) = hxt ; xsi,
Dk =

hx; xi hx; xi hx; 2xi : : : hx; kxi
hx; xi hx; xi hx; 2xi : : : hx; kxi
h2x; xi h2x; xi h2x; 2xi : : : h2x; kxi
  
hkx; xi hkx; xi hkx; 2xi : : : hkx; kxi

;
where all dierences are evaluated at 0. Hence as in the smooth case, Dk is the square
of the volume of the parallelepiped generated by x0; x0; : : : ; kx0. So with D−1
d= 1,
we can dene the \-curvatures" as
k()
d=
p
DkDk−2
Dk−1
; (25)
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provided Dk−1> 0 which is the analogue of the strong n=innite-dimensional assump-
tions. If R is n-dimensional, then, loosely speaking, for most s; Dn−1()> 0.
Remark.
 With the obvious modications, this computation can be centered about any t0.
 If R is smooth, it is not hard to see that k() !
!0
k .
One way to compute -curvatures is as follows. Let R(r) =
R
R e
ir! d(!) be a sta-
tionary correlation, and dene S : [− =; =] 7! [− 2=; 2=] to be the invertible map
S(!)
d= (2=)sin(!=2). Dene the symmetric positive measure  on [− 2=; 2=] as
 d=   S−1. Then, one can prove that
Claim 4.1. The curvatures of R=
R
eir d () are the same as the -curvatures of R.
Remark. Note that  is supported on a compact set. Thus R is indeed smooth.
The importance of -curvatures is that, in some cases, they allow us to dene
-tangents which are analogues of the tangents we dened in the nite-dimensional
case.
4.2. Examples
Claim 4.2. The -curvatures of R(r) = e−jrj are
0 = 1; 1 =
p
2(1− e−)

;
2 =
p
1 + e−

; i = 1= for i>3:
Proof. The spectral function of R is
d(!) =
1

d!
1 + !2
:
By Claim 4.1, it suces to show that the curvatures of =   S−1 are as advertised.
As explained in Claim 3.11, this is equivalent to nding the Jacobi matrix associated
with . The latter is computed in Keich (1999, Example 6:1).
Using a dierent technique, we can prove that the -curvatures, at t0, of the Brownian
motion correlation, R(t; s) = min(t; s), are:
Claim 4.3.
0 =
p
t0; 1 =
1
t0
s
t0 − 14

;
2 =
q
2t0(t0 − 34)
t0 − 14
1

; i =
q
(t0 − 2i−54 )(t0 − 2i−14 )
t0 − 2i−34 
1

for i>3:
U. Keich / Stochastic Processes and their Applications 88 (2000) 1{36 33
Fig. 6. Distance between 2e−jrj=4 and the -tangent to t^s. The intuitively expected tangent to the Brownian
motion correlation t ^ s, at t0 = 2, is the correlation ~R(r) = 2e−jrj=4. The gure depicts the relative distance
between ~R and the -tangent, where T =1; n=321 and =T=(n−1). Other choices of t0 yielded essentially
the same picture.
The proof of this claim will appear in the aforementioned paper dedicated to the study
of the discrete case. It turns out that numerically, the -tangents of the Brownian motion
correlation about the point t0 converge, as ! 0, to an Ornstein{Uhlenbeck correlation:
~R(r)= t0e−jrj=2t0 . Fig. 6 provides a typical example of the quality of approximation that
was observed. Note that this result agrees with our intuition, since if you normalize R
to have a constant variance, you obtain a time changed Ornstein{Uhlenbeck correlation:
R(t; s)p
t
p
s
= e−
1
2 jlog(t)−log(s)j;
and for t; s near a xed t0 (cf. Example 2.23),
e−
1
2 jlog(t)−log(s)j  e−jt−sj=2t0 :
5. Somewhat technical claims and their proofs
Claim 5.1. Let R be an s.n.d correlation and let
Nk(t)
d= @kt @
k
s Rj(t; t):
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Let fpkgmk=0N be a strictly decreasing sequence. Then there is a perfect equiva-
lence between fN (p)k (t0): 06k6m; 06p6pkg, and f(p)k (t0): 06k6m; 06p6pkg.
Proof. Recall (Claim 2.5) that with x(k) =
Pk
i=0 c
k
i vi, the c
k
i are polynomials in f( j)l :
06l6k; 06j6k − lg. Thus, Nk =
Pk
i=0(c
k
i )
2, and
N (p)k =
kX
i=0
pX
j=0

p
j

(cki )
(j)(cki )
(p−j);
which is again a polynomial in f( j)i : 06i6k; j6k − i + pg. Recalling 06p6pk ,
we nd that N (p)k is a polynomial in 
( j)
i with 06i6k; j6pk + k − i6pi, where
the last inequality is due to the monotonicity of fpig. This proves one half; the other
implication is proved by induction on m.
For the base of the induction let m= 0. Here N0 = 20, and
N (p)0 =
p−1X
j=1

p
j

( j)0 
(p−j)
0 + 20
(p)
0 ;
so using 0> 0 and increasing p = 0; 1; : : : ; p0, we can determine 0; _0; 0; : : : ; 
(p0)
0
consecutively.
For the inductive step, assume that f(p)k (t0): 06k6m− 1; 06p6pkg were deter-
mined from the corresponding fN (p)k g. By Claim 2.5,
N (p)m =
"
m−1X
i=0
(cmi )
2
#(p)
+ (20    2m−12m)(p):
The rst term is a polynomial in f( j)i : 06i6m− 1; 06j6m− i+pg. Since p6pm;
m−i+p6m−i+pm6pi, so this term is a polynomial in f( j)i : 06i6m−1; 06j6pig.
Hence this term has been determined by the corresponding fN (p)k g. As for the second
term,
(20    2m−12m)(p) =
pX
j=1

p
j

(20    2m−1)(j)(2m)(p−j) + 20    2m−1(2m)(p):
For j6p; (20    2m−1)(j) is a polynomial in f(l)k : k6m− 1; l6pg, so for p6pm it
has been determined. Thus, if m<n, by increasing p=0; 1; : : : ; pm we nd 
(p)
m from
N (p)m , using our inductive knowledge and the positivity of 0; : : : ; m. If m=n, then we
can determine n(t)=0 from Nn (as the previous curvatures are all positive). Once we
determine n  0, the subsequent curvatures have to be 0 by denition.
Claim 5.2. Let x be an s.n.d curve and let
Nk(t)
d=hx(k)t ; x(k)t i:
Then; there is a perfect equivalence between fN (p)k (t0): 06k6m; 06p6m− kg, and
f(p)k (t0): 06k6m; 06p6m− kg.
Proof. The claim is a trivial corollary of Claim 5.1 with pk = m− k.
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Proof of Claim 2.20. By Claim 5.1, it suces to show that f@kRj(t0 ; t0): k6ng are in
perfect equivalence with fN (p)k (t0): 06k6[n=2]; 06p6n− 2kg. In order to do so, it
is convenient to change coordinates: let =(t− s)=2 and =(t+ s)=2. As an example
of the equivalence we seek to prove, consider the case n= 2: one can verify that,
R(t; t) = N0(t);
@R(t; t) = 0; @R(t; t) = N 00(t);
@2R(t; t) = N
00
0 (t)− 4N1(t); @@R(t; t) = 0; @2R(t; t) = N 000 (t):
Clearly, if we know R; @R; @2R at (t0; t0), then we know N0; N 00; N
00
0 ; N1 at t0 and vice
versa. As for the general case, the identity @2 = @
2
 − 4@t@s implies that
@2m =
mX
k=0
(−4)k

m
k

@2m−2k (@
k
t @
k
s ):
If S(t; s) is any smooth function of two variables then, with (t) d= S(t; t); 0(t) =
@Sj(t; t), and by induction (k)(t) = @kSj(t; t). Thus,
@2m Rj(t; t) =
mX
k=0
(−4)k

m
k

N (2m−2k)k (t):
This equality holds for any smooth R, and by the same token
@p @
2m
 Rj(t; t) =
mX
k=0
(−4)k

m
k

N (2m−2k+p)k (t): (26)
If S(t; s) is symmetric then @Sj(t; t) = 0, and therefore
@p @
2m+1
 Rj(t; t) =
mX
k=0
(−4)k

m
k

@(@2m−2k+p @
k
t @
k
s R)j(t; t) = 0:
Let l 2 f0; 1; : : : ; ng. Then, by (26), for 06p6[l=2],
@l−2p @
2p
 Rj(t; t) =
pX
k=0
(−4)k

p
k

N (l−2k)k (t):
Thus, it is clear that fN (l−2k)k (t0): 06k6[l=2]g determine f@j@l−j Rj(t0 ; t0): jg. Con-
versely, given f@j@l−j Rj(t0 ; t0): jg, by increasing p from 0 to [l=2] in the last equation,
we can determine Nl−2pp (to) in this order and we are done.
Acknowledgements
This paper contains research I did toward my Ph.D. title under the supervision of
Henry McKean at the Courant Institute. I would like to take this opportunity to thank
Henry for the numerous discussions we had over this subject and others.
36 U. Keich / Stochastic Processes and their Applications 88 (2000) 1{36
References
Akhiezer, N.I., 1965. The Classical Moment Problem and some Related Questions in Analysis. Hafner
Publishing Company, New York.
Akhiezer, N.I., Glazman, I.M., 1981. Theory of Linear Operators in Hilbert Space. Pitman, London.
Goldstein, J.I., 1985. Semigroups of Linear Operators and Applications. Oxford University Press, Oxford.
Ito^, K., Nisio, M., 1968. On the convergence of sums of independent Banach space valued random variables.
Osaka J. Math. 5, 35{48.
Keich, U., 1999. Krein’s strings, the symmetric moment problem, and extending a real positive denite
function. Comm. Pure Appl. Math. 52 (10), 1315{1334.
Keich, U., 1996. Stationary approximation to non-stationary stochastic processes. Doctoral dissertation.
Courant Institute of Mathematical Sciences.
Krein, M.G., 1940. On the continuation problem for Hermitian-positive continuous functions. Dokl. Akad.
Nauk SSSR 26, 17{21.
Krein, M.G., 1944. On the problem of continuation of helical arcs in Hilbert space. Dokl. Akad. Nauk SSSR
45, 147{150.
Loeve, M., 1963. Probability Theory, 3rd Edition. Van Nostrand, Princeton, NJ.
Mallat, S., Papanicolaou, G.C., Zhang, Z., 1998. Adaptive covariance estimation of locally stationary
processes. Ann. Statist. 26 (1), 1{47.
von Neumann, J., Schoenberg, I.J., 1941. Fourier integrals and metric geometry. Trans. Amer. Math. Soc.
50, 226{251.
Priestley, M.B., 1988. Non-linear and Non-stationary Time Series Analysis. Academic Press, New York.
Priestley, M.B., 1996. Wavelets and time-dependent spectral analysis. J. Time Ser. Anal. 17 (1), 85{103.
Simon, B., 1998. The classical moment problem as a self-adjoint nite dierence operator. Adv. in Math.
137 (1), 82{203.
Spivak, M., 1979. Dierential Geometry. Publish or Perish, Berkeley, CA.
