We present an evolutionary model for starbursts, quasars, and spheroidal galaxies in which the growth of supermassive black holes plays a dominant role. In this picture, mergers between gas-rich galaxies drive nuclear inflows of gas, producing intense starbursts and feeding the growth of supermassive black holes. During this phase, the black hole is heavily obscured (a "buried" quasar), but feedback energy from its growth expels the gas, rendering the black hole briefly visible as a bright, optical source (a visible quasar), and eventually halting accretion (a "dead" quasar). The self-regulated growth of the black hole naturally accounts for the observed correlation between black hole mass and stellar velocity dispersion in spheroidal galaxies. We show that the quasar lifetime and obscuring column density depend on both the instantaneous and peak luminosities of the quasar, and determine this dependence using a large set of simulations of galaxy mergers varying the host galaxy properties, orbital geometry, and gas physics.
INTRODUCTION
Over the past decade, measurements of anisotropies in the cosmic microwave background (e.g. Spergel et al. 2003) combined with observations of high redshift supernovae (e.g. Riess et al. 1998 Riess et al. , 2000 Perlmutter et al. 1999 ) have led to the establishment of a "standard model" for the global properties of the Universe. The energy density of the Universe is dominated by an unknown form such that the cosmic expansion is now accelerating, and most of the mass is non-baryonic, in a ratio of roughly 5:1 to ordinary matter. On small scales, it is believed that structure formed through gravitational instability. In the currently favored cold dark matter (CDM) paradigm, objects form hierarchically, with smaller ones originating first and then merging to produce successively larger bodies. As baryons fall into the potential wells created by the dark matter, the gas is shocked but can cool radiatively to form stars and galaxies, in a "bottom-up" progression (White & Rees 1978) .
Even with the development of this general picture, the processes fundamental to galaxy formation and galaxy evolution remain poorly understood. For example, after more than a decade of serious effort, there has yet to be a calculation, starting from an initial state like that prescribed by the standard cosmological model, that has yielded a population of objects that reproduces the observed morphological properties of galaxies. Ab initio computer simulations, starting from the same initial conditions, have, however, yielded a highly successful, new interpretation of the Lyman-alpha forest in which the absorbing "clouds" correspond to density fluctuations in the intergalactic medium (e.g. Cen et al. 1994; Zhang et al. 1995; Hernquist et al. 1996) , extending over many orders of magnitude in column density (e.g. Katz et al. 1996a) , and explicitly relating to the growth of structure in a CDM universe (e.g. Croft et al. 1998 Croft et al. , 1999 Croft et al. , 2002 McDonald et al. 2000 McDonald et al. , 2004 Hui et al. 2001; Viel et al. 2003 Viel et al. , 2004 . This strongly suggests that the difficulties with understanding galaxy formation and evolution lie not in the initial conditions or with the description of the dark matter, but rather with the physics that has been used to model the baryons.
Observational studies have revealed significant regularities in the structure of galaxies that identify some of the physics that has seemingly been "missing" from the theoretical calculations. For example, it is now believed that supermas-sive black holes reside at the centers of most galaxies (e.g. Kormendy & Richstone 1995; Richstone et al. 1998; Kormendy & Gebhardt 2001) and it has been established that the masses of these black holes are correlated with either the mass (Magorrian et al. 1998; McLure & Dunlop 2002; Marconi & Hunt 2003) or the velocity dispersion (i.e. the M BH -σ relation: Ferrarese & Merritt 2000; Gebhardt et al. 2000; Tremaine et al. 2002) of spheroids, demonstrating a fundamental link between the growth of supermassive black holes and galaxy formation. Simulations which follow the self-regulated growth of black holes in galaxy mergers (Di Matteo et al. 2005) have shown that the energy released as a black hole grows can have a global impact on the structure of the remnant left behind. To the extent that these results apply to the origin of spheroids generally, the simulations prove that models of galaxy formation and evolution must account for black hole growth, in a fully self-consistent manner.
To date, there have been relatively few theoretical studies that incorporate the effects of black hole growth selfconsistently. Semi-analytical models (Silk & Rees 1998; Fabian 1999; Wyithe & Loeb 2002 Steed & Weinberg 2003) suggest that, beyond a certain threshold, feedback energy can expel gas from the centers of galaxies and shut down accretion, limiting the masses of black holes. However, these calculations neglect the impact of this process on star-forming gas and therefore cannot explain the link between black hole growth and spheroid formation, and furthermore make simplifying assumptions about the dynamics that are not confirmed by simulations. For example, the duration of the growth of the black hole is a free parameter, with values either adopted from observational estimates or assumed to be similar to characteristic timescales such as the dynamical time of the host galaxy or the e-folding time for Eddington-limited black hole growth t S = M BH /Ṁ = 4.5 × 10 7 l (ǫ r /0.1) yr for accretion with radiative efficiency ǫ r = L/Ṁc 2 ∼ 0.1 and l = L/L Edd 1 (Salpeter 1964) . Moreover, these studies have adopted idealized models for quasar light curves, usually corresponding to growth at a constant Eddington ratio or simple on-off, "light bulb" scenarios. As we describe below, less restrictive modeling indicates that in reality this phase is considerably more complex.
Efforts to model quasar accretion and feedback in a more self-consistent manner (e.g., Ciotti & Ostriker 1997 by treating the hydrodynamical response of gas to black hole feedback have generally been restricted to idealized geometries, such as spherical symmetry, employing simple models for star formation and galaxy-scale quasar fueling. However, such models have made progress in estimating the duty cycles of quasars and showing that the objects left behind have characteristics similar to those observed, with quasar feedback being a critical element in reproducing these features (e.g. Sazonov et al. 2005; Kawata & Gibson 2005) . (For a review, see .) Springel et al. (2005b) have incorporated black hole growth and feedback into hydrodynamical simulations of galaxy mergers and included a multiphase model for star formation and pressurization of the interstellar gas by supernova feedback (Springel & Hernquist 2003) to explore the consequences of these processes for galaxy formation and evolution. Di Matteo et al. (2005) and Springel et al. (2005b) have shown that the gas inflows produced by gravitational torques during a merger both trigger starbursts and fuel rapid black hole growth. The growth of the black hole is determined by the gas supply and terminates abruptly when significant gas is expelled owing to the impact of feedback energy from black hole accretion on the surrounding gas. Eventually, as the gas is heated and driven out, the remnant is no longer active because the black hole does not accrete at a high rate, leaving a dead quasar in an ordinary galaxy. The self-regulated nature of black hole growth in mergers explains observed correlations between black hole mass and properties of normal galaxies (Di Matteo et al. 2005) , as well as the color distribution of ellipticals ). These results lend support to the view that mergers have played an important role in structuring galaxies, as advocated especially by Toomre & Toomre (1972) and Toomre (1977) . (For a review, see, e.g., Barnes & Hernquist 1992.) Further analysis by Hopkins et al. (2005a,b,c,d) has demonstrated that the simulations can account for a number of phenomena associated with quasars as a phase of black hole growth triggered by mergers. The simulations predict more complicated evolution than has been assumed in e.g. semi-analytical studies of quasars, because of the importance of time-dependent effects such as the characteristic lifetime of the accretion phase prior to its self-termination, the fueling rates for black hole accretion, the obscuration of central sources, or the quasar light curve. The light curves have been studied by Hopkins et al. (2005a,b) , who showed that the self-termination process gives observable lifetimes ∼ 10 7 yr for bright optical quasars, in good agreement with observations, and yields a large population of obscured sources as a natural stage of quasar evolution, as implied by observations (for a review, see Brandt & Hasinger 2005) . Hopkins et al. (2005b) analyzed simulations over a range of galaxy masses and found that the quasar light curves and lifetimes are always qualitatively similar, with both the intrinsic and observed quasar lifetimes being strongly decreasing functions of luminosity, with longer lifetimes at all luminosities for higher-mass (higher peak luminosity) systems. An examination of the dependence of the lifetime on the luminosity led Hopkins et al. (2005c) to propose a new interpretation of the quasar luminosity function, in which the steep bright-end consists of quasars radiating near their Eddington limits and is directly related to the distribution of intrinsic peak luminosities (or final black hole masses) as has been assumed previously (e.g., Small & Blandford 1992; Haiman & Loeb 1998; Haiman & Menou 2000; Kauffmann & Haehnelt 2000; Wyithe & Loeb 2003; Volonteri et al. 2003; Haiman, Quataert, & Bower 2004 ), but where the shallow, faint-end of the luminosity function describes black holes either growing efficiently in early stages of activity or in extended, quiescent states going into or coming out of a peak bright quasar phase, with Eddington ratios generally between l ∼ 0.01 and 1. The "break" luminosity in the luminosity function corresponds directly to the peak in the distribution of intrinsic quasar properties. As argued by Hopkins et al. (2005c,d) this new interpretation of the luminosity function can simultaneously explain various properties of both the quasar and galaxy populations, indicating a strong link between the origin of galaxy spheroids, supermassive black holes, and quasars.
Based on these preliminary results, we propose a picture for galaxy formation and evolution, illustrated schematically as a "cosmic cycle" in Figure 1 , in which starbursts, quasars, and the simultaneous growth of spheroids and supermassive black holes represent connected phases in the lives of galaxies. As a consequence of the hierarchical growth of structure in the Universe, galaxy mergers occur regularly, particularly so at high redshifts. Mergers involving gas-rich galaxies drive nuclear inflows of gas, yielding starbursts and rapidly growing supermassive black holes. During most of this period, quasar activity would be obscured, but as a black hole grows and dominates the energetics of the central region, feedback processes will expel gas and dust, making the black hole visible briefly as a bright quasar. Eventually, the gas is heated or expelled to the point that quasar activity cannot be maintained and the merger remnant relaxes to resemble a normal galaxy with a spheroid and a supermassive black hole. The selfregulated nature of black hole growth and its impact on the merger remnant naturally accounts for observed correlations between the black hole mass and properties of the spheroid. In some cases, depending on the gas content of the progenitors, the remnant may have disks in addition to spheroids Robertson et al. 2005a) . The remnants will then evolve passively through quiescent star formation and will be available as seeds to repeat the above cycle. As the Universe evolves and more gas is consumed, the mergers involving gas-rich galaxies will shift towards lower masses, explaining the decline in the population of the brightest quasars from z ∼ 2 to the present, and the remnants that are gas-poor will redden quickly owing to the termination of star formation by black hole feedback , so that they resemble elliptical galaxies, surrounded by hot X-ray emitting halos (e.g. Cox et al. 2005) .
There is considerable observational evidence to support the scenario sketched in Figure 1 . Infrared (IR) luminous galaxies are thought to be powered in part by reprocessed radiation from intense nuclear starbursts (e.g. Soifer et al. 1984a,b; Sanders et al. 1986 Sanders et al. , 1988a ; for a review, see e.g. Soifer et al. 1987) , and the most luminous examples locally, ultraluminous infrared galaxies (ULIRGs), are invariably associated with mergers (e.g. Allen et al. 1985; Joseph & Wright 1985; Armus et al. 1987; Kleinmann et al. 1988; Melnick & Mirabel 1990 ; for reviews, see Mirabel 1996 and Jogee 2004) . Radio observations show that ULIRGs have large concentrations of dense gas in their centers, (e.g. Scoville et al. 1986; Sargent et al. 1987 Sargent et al. , 1989 , providing a natural supply of fuel to feed black hole growth. Indeed, many ULIRGs have "warm" IR spectral energy distributions (SEDs), suggesting that they harbor buried quasars (e.g. Sanders et al. 1988c ), an interpretation strengthened by X-ray observations demonstrating the presence of two non-thermal point sources near the center of NGC6240 (Komossa et al. 2003) , which are thought to be supermassive black holes that are heavily obscured at visual wavelengths (e.g. Gerssen et al. 2004; Max et al. 2005 , Alexander et al. 2005 . These lines of evidence, together with the overlap between bolometric luminosities of ULIRGs and quasars, suggest that quasars are the descendents of an infrared luminous phase of galaxy evolution caused by mergers (Sanders et al. 1988a ), a proposal supported by observations of quasar hosts (e.g. Stockton 1978; Heckman et al. 1984; Stockton & MacKenty 1987; Stockton & Ridgway 1991; Hutchings & Neff 1992; Bahcall et al. 1994 Bahcall et al. , 1995 Bahcall et al. , 1997 Canalizo & Stockton 2001) .
While the observations appear to favor such a model, until recently there has been little hard evidence identifying the physical processes connecting together all the phases of evolution in Figure 1 . Earlier simulations showed that mergers produce objects resembling galaxy spheroids (e.g. Barnes 1988 Barnes , 1992 Hernquist 1992 Hernquist , 1993a and that if the progenitors are gas-rich, gravitational torques funnel gas to the center of the remnant (e.g. Barnes & Hernquist 1991 , resulting in a starburst (e.g. , but these works did not explore the relationship of these events to black hole growth and quasar activity. While a combination of arguments based on time variability and energetics strongly supports the view that quasars are produced by the accretion of gas onto supermassive black holes in the centers of galaxies (e.g. Salpeter 1964; Zel'dovich & Novikov 1964; Lynden-Bell 1969) , the mechanism that provides the trigger to fuel quasars therefore remains uncertain. Furthermore, there have been no comprehensive models that naturally describe the transition between ULIRGs and quasars that can simultaneously account for observed correlations like the M BH -σ relation. In what follows, we show that in fact the phenomena summarized in Figure 1 can be understood naturally in terms of a unified picture based on galaxy mergers.
Here, we expand on our earlier studies of quasar evolution discussed in Hopkins et al. (2005a,b) , with the implications for the quasar luminosity function proposed in Hopkins et al. (2005c,d) , and show that modeling from our simulations, with no ad hoc or arbitrary assumptions, predicts and correctly reproduces a large number of observable quantities associated with quasars.
In § 2, we discuss our simulations and methodology and demonstrate that our model for quasar lifetimes and obscuration does not show any systematic dependences except those explicitly accounted for when these quantities are expressed as functions of instantaneous and peak luminosities. In § 3, we apply these models to the quasar luminosity function, and show that this allows us to simultaneously reproduce the hard X-ray, soft X-ray, and optical quasar luminosity functions at all redshifts z 3, and the distribution of column densities in both optical and X-ray samples. In § 4, we directly determine the time in our simulations when quasars will be observable as broad-line objects, and use this to predict the broadline luminosity function and fraction of broad-line objects in quasar samples, as a function of luminosity, as well as the mass function of low-redshift, active broad-line quasars. In § 5, we determine the distribution of Eddington ratios in our simulations as a function of luminosity, and estimate Eddington ratios in observed samples at different redshifts, and again find agreement with observations. In § 6, we use our modeling to predict both the mass distribution and total density of present-day relic supermassive black holes, and describe its evolution with redshift. In § 7, we similarly apply this model to predict the integrated cosmic X-ray background spectrum, accounting for the observed spectrum from ∼ 1 − 100 keV. Finally, in § 8, we discuss the primary qualitative implications of our results, summarize the observations this modeling successfully reproduces as well as falsifiable tests, and suggest directions for future observational and theoretical work.
Throughout, we adopt a Ω M = 0.3, Ω Λ = 0.7, H 0 = 70 km s −1 Mpc −1 cosmology.
THE MODEL: METHODOLOGY

The Simulations
The simulations presented and summarized here were performed with GADGET-2, a new version of the parallel TreeSPH code GADGET (Springel, Yoshida, & White 2001; Springel 2005) . GADGET-2 is based on a fully conservative formulation (Springel & Hernquist 2002) of smoothed particle hydrodynamics (SPH), which conserves energy and entropy simultaneously when smoothing lengths evolve adaptively (see e.g., Hernquist 1993b , O'Shea et al. 2005 . Our simulations account for radiative cooling, heating by a UV background (as in Katz et al. 1996b , Davé et al. 1999 , and incorporate a sub-resolution model of a multiphase interstellar medium (ISM) to describe star formation and supernova feedback (Springel & Hernquist 2003) . Feedback from supernovae is captured in this sub-resolution model through an effective equation of state for star-forming gas, enabling us to stably evolve disks with arbitrary gas fractions (see, e.g. Springel et al. 2005b; Robertson et al. 2004) . In order to investigate the consequences of supernova feedback over a range of conditions, we employ the scheme of Springel et al. (2005b) , introducing a parameter q EOS to interpolate between an isothermal equation of state (q EOS = 0) and the full multiphase equation of state (q EOS = 1) described above.
Supermassive black holes (BHs) are represented computationally by "sink" particles that accrete gas at a rateṀ estimated from the local gas density and sound speed using an Eddington-limited prescription based on Bondi-Hoyle-Lyttleton accretion theory (Bondi 1952; Bondi & Hoyle 1944; Hoyle & Lyttleton 1939) . The bolometric luminosity of the black hole is L bol = ǫ rṀ c 2 , where ǫ r = 0.1 is the radiative efficiency. We assume that a small fraction (typical ≈ 5%) of L bol couples dynamically to the surrounding gas, and that this feedback is injected into the gas as thermal energy. This fraction is a free parameter, which we determine as in Di Matteo et al. (2005) by matching the observed M BH − σ relation. For now, we do not resolve the small-scale dynamics of the gas in the immediate vicinity of the black hole, but assume that the time-averaged accretion rate can be estimated from the gas properties on the scale of our spatial resolution ( 30 pc).
We have performed a series of several hundred simulations of colliding galaxies, varying the numerical resolution, the orbit of the encounter, the masses and structural properties of the merging galaxies, initial gas fractions, halo concentrations, and the parameters describing star formation and feedback from supernovae and black hole growth. This large set of simulations allows us to investigate merger evolution for a wide range of galaxy properties and to identify any systematic dependence of our modeling. The construction of initial galaxy models is described in Springel et al. (2005b) , and we briefly review their properties here. The progenitor galaxies in our merger simulations have virial velocities V vir = 80, 113, 160, 226, 320, and 500 km s −1 . We con-sider cases with gas equation of state parameters q EOS = 0.25 (moderately pressurized, with a mass-weighted temperature of star forming gas ∼ 10 4.5 K) and q EOS = 1.0 (the full, "stiff" Springel-Hernquist equation of state, with a mass-weighted temperature of star forming gas ∼ 10 5 K), and initial disk gas fractions (by mass) of f gas = 0.2, 0.4, 0.8, and 1.0. Finally, we scale these models with redshift, altering the physical sizes of the galaxy components and the dark matter halo concentration in accord with cosmological evolution (Mo, Mao & White 1998) . Details are provided in Robertson et al. (2005b) , and we simply note here that we consider galaxy models scaled appropriately to resemble galaxies of the same V vir , f gas , and q EOS at redshifts z gal = 0, 2, 3, and 6.
For each simulation, we generate two stable, isolated disk galaxies, each with an extended dark matter halo with a Hernquist (1990) profile, motivated by cosmological simulations (e.g. Navarro et al. 1996; Busha et al. 2004 ) and observations of halo properties (e.g. Rines et al. 2002 Rines et al. , 2002 Rines et al. , 2003 Rines et al. , 2004 , an exponential disk of gas and stars, and (optionally) a bulge. The self-similarity of any subset of these models is broken by the scale-dependent physics of cooling, star formation, and black hole accretion. The galaxies have masses M vir = V 3 vir /(10GH 0 ) for z gal = 0, with the baryonic disk having a mass fraction m d = 0.041, the bulge (when present) has m b = 0.0136, and the rest of the mass is in dark matter typically with a concentration parameter 9.0. The disk scale-length is computed based on an assumed spin parameter λ = 0.033, chosen to be near the mode in the observed λ distribution (Vitvitska et al. 2002) , and the scale-length of the bulge is set to 0.2 times the resulting value. In Hopkins et al. (2005a) , we describe our analysis of simulation A3, one of our set with V vir = 160 km s −1 , f gas = 1.0, q EOS = 1.0, and z gal = 0, a fiducial choice with a rotation curve and mass similar to the Milky Way, and Hopkins et al. (2005b,c,d) used a set of simulations with the same parameters but varying V vir = 80, 113, 160, 226, and 320 km s −1 .
Typically, each galaxy is initially composed of 168000 dark matter halo particles, 8000 bulge particles (when present), 24000 gas and 24000 stellar disk particles, and one BH particle. We vary the numerical resolution, with many of our simulations using instead twice as many particles in each galaxy, and a subset of simulations with up to 10 times as many particles. We vary the initial seed mass of the black hole to identify any systematic dependence of our results on this choice. In most cases, we choose the seed mass either in accord with the observed M BH -σ relation or to be sufficiently small that its presence will not have an immediate effect. Given the particle numbers employed, the dark matter, gas, and star particles are all of roughly equal mass, and central cusps in the dark matter and bulge profiles are reasonably well resolved (see Fig 2. in Springel et al. 2005b ). The galaxies are then set to collide from a zero energy orbit. The majority of our simulations collide on parabolic, prograde orbits, but we vary the inclinations of the disks and the pericenter separation.
The typical qualitative behavior of these simulations is demonstrated in Figure 2 , which shows a time sequence of a merger similar to the fiducial Milky Way-like A3 case. The simulation consists of two bulge-less progenitor galaxies with virial velocities of 160 km s −1 , an initial gas fraction of 20% and modeled at slightly higher resolution than the majority of our calculations. The simulation time is shown in the upper left corner of each image. Each panel is 80 h −1 kpc on a side, and the brightness of individual pixels gives the logarithm of the projected stellar mass density, while the color hue encodes FIG. 2.-Time sequence from one of our merger simulations (V vir = 160 km s −1 , initial gas fraction 20%). Brightness of individual pixels gives the logarithm of the projected stellar mass density, while color hue indicates the baryonic gas fraction, from 20% (blue) to 0% (red). At T = 1.03, 1.39 and 1.48 Gyr, when the black hole could be seen as an optical quasar, nuclear point sources are shown, providing a representation of the relative luminosities of stars and the quasar at these times. the baryonic gas fraction, ranging from 20% (blue) to 0% (red). During the merger, gas is driven to the galaxy centers by gravitational tidal forces, fueling intense nuclear starbursts and black hole growth. The quasar activity is short-lived and peaks twice in this merger, both during the first encounter and the final coalescence of the galaxies. To illustrate the bright, optically observable phase(s) of quasar activity identified in Hopkins et al. (2005a) , we have added at times T = 1.03, 1.39 and 1.48 Gyr, nuclear point sources in the center at the position(s) of the black hole(s), generating a surface density in correspondence to the relative luminosities of stars and quasar at these times. At other times, the accretion activity is either hidden by dust or the black hole accretion rate is negligible. To make the appearance of the quasar visually more apparent, we have put a small part of its luminosity in "rays" around the quasar. These rays are artificial and are only a visual guide.
Column Densities & Quasar Attenuation
We employ merger simulation outputs to determine the obscuration of the black hole as a function of time during a merger by calculating the column density to a distant observer along many lines of sight. In detail, we follow the procedure described in Hopkins et al. (2005a) . Typically, we generate ∼ 1000 radial lines-of-sight (rays), each with its origin at the black hole location and with directions uniformly spaced in solid angle d cosθ dφ. For each ray, we begin at the origin and calculate and record the local gas properties using the SPH formalism and move a distance along the ray ∆r = ηh sml , where η ≤ 1 and h sml is the local SPH smoothing length. The process is repeated until a ray is sufficiently far from the origin ( 100 kpc) to ensure that the column will have converged. We then integrate the gas properties along a particular ray to give the line-of-sight column density and mean metallicity. We have varied η and find empirically that gas properties along a ray converge rapidly and change smoothly for η = 0.5 and smaller. We similarly vary the number of rays and find that the distribution of line-of-sight properties converges for 100 rays. From the local gas properties, we use the multiphase model of the ISM described in Springel & Hernquist (2003) to determine the mass fraction in "hot" (diffuse) and "cold" (molecular and HI cloud core) phases of dense gas and, assuming pressure equilibrium, we obtain the local density of the hot and cold phases and their corresponding volume filling factors.
The resulting values are in rough agreement with those of McKee & Ostriker (1977) . Given a temperature for the warm, partially ionized component of the hot-phase ∼ 8000 K, determined by pressure equilibrium, we further calculate the neutral fraction of this gas, typically ∼ 0.3 − 0.5. We denote the neutral and total column densities as N H I and N H , respectively. Using only the hot-phase density allows us to place an effective lower limit on the column density along a particular line of sight, as it assumes a given ray passes only through the diffuse ISM, with 90% of the mass of the dense ISM concentrated in cold-phase "clumps." Given the small volume filling factor (< 0.01) and cross section of cold clouds, we expect that the majority of sightlines will pass only through the "hot-phase" component.
Using L bol = ǫ rṀ c 2 , we model the intrinsic quasar continuum SED following Marconi et al. (2004) , based on optical through hard X-ray observations (e.g., Elvis et al. 1994; George et al. 1998; Vanden Berk et al. 2001; Perola et al. 2002; Telfer et al. 2002; Ueda et al. 2003; Vignali et al. 2003) , with a reflection component generated by the PEXRAV model (Magdziarz & Zdziarski 1995) . This yields, for example, a B-band luminosity log (L B /L ⊙ ) = 0.80 − 0.067L + 0.017L 2 − 0.0023L 3 , where L = log (L bol /L ⊙ ) − 12, and we take λ B = 4400 Å, but as we model the entire intrinsic SED we can determine the bolometric correction in any frequency interval. We then use a gas-to-dust ratio to determine the extinction along a given line of sight at optical frequencies. Observations suggest that the majority of reddened quasars have reddening curves similar to that of the Small Magellanic Cloud (SMC; Hopkins et al. 2004 ), which has a gas-to-dust ratio lower than the Milky Way by approximately the same factor as its metallicity (Bouchet et al. 1985) . Hence, we consider both a gas-to-dust ratio equal to that of the Milky Way, (A B /N H I ) MW = 8.47 × 10 −22 cm 2 , and a gas-to-dust ratio scaled by metallicity, A B /N H I = (Z/0.02)(A B /N H I ) MW . In both cases we use the SMC-like reddening curve of Pei (1992) . The form of the correction for hard X-ray (2-10 keV) and soft X-ray (0.5-2 keV) luminosities is similar to that of the B-band luminosity. We calculate extinction at Xray frequencies (0.03-10 keV) using the photoelectric absorption cross sections of Morrison & McCammon (1983) and non-relativistic Compton scattering cross sections, similarly scaled by metallicity. In determining the column density for photoelectric X-ray absorption, we ignore the inferred ionized fraction of the gas, as it is expected that the inner-shell 10 19 10 20 10 21 10 22 10 23 z gal = 0 z gal = 2 z gal = 3 f gas = 0.4 f gas = 0.8 10 7 10 8 10 9 10 10 10 11 10 12 10 13 10 19 10 20 10 21 10 22 10 23 q EOS = 0.25 q EOS = 1.0
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FIG. 3.-The median fitted total (neutral and ionized) column densitȳ N H at each luminosity L in the snapshots from our series of simulations described in § 2. We compare changing concentrations and halo properties with redshift z gal (upper left), gas fractions fgas (upper right), the equation of state parameter q EOS (lower left), and virial velocity V vir (lower right). At lower right, simulations with V vir = 80, 113, 160, 226, 320, and 500 km s −1 are shown as black asterisks, purple dots, red diamonds, green triangles, yellow squares, and red crosses, respectively. Other than a possible weak sensitivity to q EOS , the column density distribution as a function of luminosity shows no systematic dependence on any of the varied simulation parameters. electrons which dominate the photoelectric absorption edges will be unaffected in the temperature ranges of interest. We do not perform a full radiative transfer calculation, and therefore do not model scattering or re-processing of radiation by dust in the infrared. For a full comparison of quasar lifetimes and column densities obtained varying our calculation of N H , we refer to Hopkins et al. (2005b) , and note their conclusion that, after accounting for the clumping of most mass in the dense ISM in cold-phase structures, the column density calculated does not depend dramatically on our assumptions for the small-scale physics of the ISM and obscuration.
The N H Distribution as a Function of Luminosity
In Hopkins et al. (2005d) , we considered the distribution of column densities as a function of both the instantaneous and peak quasar luminosities (or, equivalent to the peak luminosity either the final black hole mass or merging galaxy properties). Here, we refine the model of the N H distribution derived therein and use our extensive set of simulations to test for any systematic dependence on host galaxy properties. For each simulation, we consider N H values at all times with bolometric luminosity L = ǫ rṀ c 2 in some logarithmic interval, weighted by the total time along all sightlines a given N H is observed. At each L, we make a simple approximation to the observed distribution and fit it to a lognormal form,
We show the resulting median column densityN H at each luminosity L in Figure 3 . In the upper left panel, simulations with z gal = 0 are shown in black, those with z gal = 2 in blue, and with z gal = 3 in yellow. In the upper right, simulations with f gas = 0.4 are shown in black, those with f gas = 0.8 in red. In the lower left, simulations with q EOS = 0.25 are shown in black, those with q EOS = 1.0 in green. And in the lower right, simulations with V vir = 80, 113, 160, 226, 320, and 500 km s −1 are shown as black asterisks, purple dots, red diamonds, green triangles, yellow squares, and red crosses, respectively. Although the simulations shown in Hopkins et al. (2005d) are not included here for clarity, the trend of increasingN H with L found in Hopkins et al. (2005d) is clear. Indeed, the relationship between N H and L is similar to that found previously and there is no strong systematic dependence on any of the simulation parameters considered. At most, there is weak sensitivity to q EOS , in the sense that the simulations with q EOS = 1.0 have slightly larger column densities at a given luminosity than those with q EOS = 0.25. This is expected on the basis of the simple analytical model for the relationship between N H and L which we derived in Hopkins et al. (2005d) , giving
where f 0 ∼ 50 is a dimensionless factor depending on the radiative efficiency, mean molecular weight, density profile, and assumed M BH − σ relation, m H is the mass of hydrogen, R c the radius of the galaxy core (∼ 100 pc), and c s the effective sound speed in the central regions of the galaxy. A q EOS = 1.0 equation of state, with a higher effective temperature, results in a factor of ≈ 2 larger sound speed in the densest regions of the galaxy than a q EOS = 0.25 equation of state , giving precisely the weak trend seen. In any event, the dependence is small compared to the intrinsic scatter for either equation of state in the value ofN H at a given luminosity, and further weakens at high luminosity, so it can be safely neglected. What may appear to be a systematic offset inN H with V vir is actually just a tendency for larger V vir systems to be at brighter luminosities; there is no significant change in the dependence of N H on L.
We take advantage of our large set of simulations to improve our fits to the N H distribution as a function of instantaneous and peak luminosities. Looking at each simulation individually, we actually find that there appears to be a "break" in the simple power-law scaling ofN H with L at L ∼ 10 11 L ⊙ . We find that the best fit to the median column densityN H using all simulations is then (3) Either of the above equations provides an acceptable fit to the plottedN H distribution if applied to the entire luminosity range (χ 2 /ν ≈ 2.8, 3.2 for the upper and lower equations, respectively), but their combination provides a significantly better fit (χ 2 /ν ≈ 1.5), although it is clear from the large scatter inN H values that any such fit is a rough approximation. Despite the complicated form of this equation, it is, in practice, very similar to our previous, simplerN H ∝ L 0.35 fit in Hopkins et al. (2005d) over the range of relevant luminosities, but is more accurate by a factor ∼ 2 − 3 at very low ( 10 9 L ⊙ ) luminosities. We note that at very large luminosities, near the peak luminosities of the brightest quasars, the scatter about these values increases, as the impact of the quasar in expelling surrounding gas becomes important and column densities vary rapidly (see the discussion in Hopkins et al. 2005d) , and so we consider this "blowout" phase of quasar evolution in more detail in § 4. The difference in the normalization compared to the distributions shown in Hopkins et al. (2005b,d) simply owes to our considering the total N H instead of only the neutral N H I . For comparison, however, we do consider this simpler form for N H (L) as well as our more accurate fit above in our subsequent analysis, and find that it makes very little difference to most observable quasar properties. We confirm that any dependence of σ NH (the fitted lognormal dispersion) on L or L peak is not statistically significant, with approximately constant σ NH = 0.4 for individual simulations. We similarly find no systematic dependence of σ NH on any of our varied simulation parameters. However, it is important to note that while the dispersion in N H for an individual simulation is σ NH = 0.4, the dispersion inN H across all simulations at a given luminosity is large, ∼ 1 dex. Thus, we fit the effective σ NH at a given luminosity for the distribution of quasars and find it is σ NH = 1.2. Although we have slightly revised our fits for greater accuracy at low luminosities, we note that this relation is much shallower than the relation N H ∝ L naively expected if M BH is constant (L ∝ ρ ∝ N H ) or L ∝ M BH always, and strongly contrasts with unification models which predict static obscuration, or simpler evolutionary models in which N H is independent of L up to some threshold (e.g., Fabian 1999).
Quasar Lifetimes & Sensitivity to Simulation Parameters
We measure the quasar lifetime t Q as in Hopkins et al. (2005a) , as a function of a minimum threshold luminosity L min . However, for ease of comparison across frequencies, we quantify the lifetime in terms of the bolometric luminosity, rather than the B-band luminosity used in Hopkins et al. (2005a) . We define t Q = t Q (L min ) as the intrinsic lifetime above a certain threshold luminosity; i.e. the total time the intrinsic quasar shines at L ≥ L min (ignoring attenuation). Knowing the distribution of column densities N H as a function of luminosity and system properties (see § 2.3), we can then analytically or numerically calculate the distribution of observed lifetimes at any frequency if we know this intrinsic lifetime. We note that below ∼ 1 Myr, our estimates of t Q become uncertain owing to the effects of quasar variability and our inability to resolve the local small-scale physics of the ISM, but this is significantly shorter than even the most rapid timescales ∼ 10 Myr of substantial quasar evolution.
Following our previous approach, we again use our diverse sample of simulations to test for systematic effects in our parameterization of the quasar lifetime. Figure 4 shows the quasar lifetime as a function of minimum luminosity L min for both a sample of simulations with similar total galaxy mass, M gal ≈ 10 12 M ⊙ , and similar final black hole mass (i.e. similar peak quasar luminosity), M f BH ≈ 10 8 M ⊙ . The simulations in each case cover a range in q EOS , f gas , z gal , and V vir . At a given M gal , there is a very wide range of possible lifetimes, with systematic dependence on several quantities. For example, for fixed M gal , a lower q EOS means that the gas is less pressurized and more easily collapses to the center, resulting in larger M f BH and longer lifetimes at higher luminosities. Similarly, larger f gas provides more fuel for black hole growth at fixed M gal . However, for a given M f BH , the lifetime t Q as a function of L min is quite similar across simulations and shows no systematic dependence on any of the varied parameters. We find this for all final black hole masses produced in our simulations, in the range M f BH ∼ 10 6 − 10 10 M ⊙ . We have further tested this as a function of the temporal and spatial resolution of our simulations, comparing with alternate realizations of our fiducial A3 simulation with either more frequent data outputs or ten times as many SPH particles, and find similar results as = 0.5 − 2.0×10 8 M ⊙ (i.e. similar peak luminosity L peak ∼ 10 12 L ⊙ ). The simulations cover a range in equation of state parameter q EOS , initial disk gas fraction fgas, galaxy redshift (for scaling of halo properties) z gal , and virial velocities V vir = 113−160 km s −1 . The black line in both cases is the fiducial Milky Waylike A3 simulation, with fgas = 1, q EOS = 1, z gal = 0, and V vir = 160 km s −1 . At a given M gal , there is a wide range of possible lifetimes, with systematic dependence on several quantities. However the lifetime exhibits no systematic dependence and only a small scatter at a given L as a function of final black hole mass (peak luminosity).
a function of M f BH . Therefore, our lifetimes as a function of final black hole mass appear robust, and the final black hole mass or peak luminosity is clearly a much better variable to use in such a prescription than the host galaxy mass or other properties. The lack of any systematic dependence of either the quasar lifetime or N H (L, L peak ) on host galaxy properties implies that our earlier results in Hopkins et al. (2005a,b,c,d) are reliable and can be applied to a wide range of host galaxy properties, redshifts, and luminosities. Furthermore, the large scatter in t Q at a given galaxy mass has important implications for the quasar correlation function as a function of luminosity, as one cannot associate a single quasar luminosity with hosts of a given mass.
Although the truncated power-law fits to t Q described in Hopkins et al. (2005b) provide acceptable fits to all our simulations, we can take advantage of our expanded set of models to improve the accuracy of these fits and average over peculiarities of individual simulations. For a given peak luminosity L peak , we consider simulations with an L peak within a factor of 2, and take the geometric mean of their lifetimes t Q (L) (we ignore any points where t Q < 1 Myr, as our calculated lifetimes are uncertain below this limit). We can then differentiate this numerically to obtain dt/d logL (the time spent in a given logarithmic luminosity interval), and fit some lifetime model to both curves simultaneously. Figure 5 illustrates this and shows the results of our fitting. We find that both the integrated lifetime t Q (L) and the differential lifetime dt/d logL are well fitted by a simple exponential,
where both t * Q and L * Q are functions of M f BH or L peak . The best-fit such dt/d logL is shown in the figure as a solid line for some simulations with L peak ∼ 2 × 10 10 L ⊙ , and agrees Upper left shows the intrinsic, bolometric quasar lifetime t Q of a set of simulations with L peak within a factor of 2 of 10 10 L ⊙ , in the manner of Figure 4 . The black histogram shows the geometric mean of these lifetimes, and the black histogram in the lower left shows the differential lifetime dt/d log L from this geometric mean. The black thick line in the upper left and red line in the lower left show the best-fit to our simple analytical model, dt/d log L = t * Q exp(−L/L * Q ). Upper right shows the fitted t * Q and resulting errors in each peak luminosity (final black hole mass) interval, and the best-fit power-law to t * Q (L peak ) (red line). Lower right shows the fitted L * Q and resulting errors in each peak luminosity (final black hole mass) interval, and the best-fit proportionality L * Q ∝ L peak (red line).
well with both the numerical derivative dt/d logL (lower left, black histogram) and the geometric mean t Q (L) (upper left, black histogram). This of course implies
but we are primarily interested in dt/d logL in our subsequent analysis. It is worth clarifying that although our fitted lifetime involves an exponential, it is in no way similar to the exponential light curve of constant Eddington-ratio black hole growth, or the model in, e.g., Haiman & Loeb (1998) , which give dt/d logL = constant ∼ t S ≪ t * Q . Our functional form has the additional advantage that, although it should formally be truncated with dt/d logL = 0 for L > L peak , the values in this regime fall off so quickly that we can safely use the above fit for all large L. Similarly, at L 10 −4 L peak , dt/d logL falls below the constant t * Q to which this equation asymptotes. Furthermore, in this regime, the fits above begin to differ significantly from the power-law fits given in Hopkins et al. (2005b) . However, these luminosities are well below those we consider and well below the luminosities where the contribution of a quasar with some L peak is significant to any observed quantity we predict. Moreover, this turndown is at least in part simply an artifact of the finite simulation duration. This is reassuring, as by these low relative accretion rates, the system is likely to be accreting in some low-efficiency, ADAF state (e.g. Narayan & Yi 1995) , which we do not implement in our simulations. We also note that in Hopkins et al. (2005c) we considered several extreme limits to our modeling, neglecting all times before the final merger and applying an ADAF correction at low accretion rates (effectively taken into account by rescaling the radiative efficiency ǫ r with accretion rate), and found that this does not change our results qualitatively. -Predicted quasar lifetime as a function of luminosity compared to that obtained in simulations with and without bulges and with different initial seed black hole masses. All simulations shown in this plot are initially identical to our fiducial A3 (Milky Way-like) case, but with or without an initial stellar bulge and with an initial seed black hole mass as labeled. Diamonds show the predicted quasar lifetime t Q , a function of the peak luminosity of each simulation quasar, determined from the fits shown in Figure 5 . Crosses show the lifetime determined directly in the simulations.
(lower right) as a function of peak quasar luminosity for each L peak . We find, unsurprisingly, that L * Q , the luminosity above which the lifetime rapidly decreases, is simply proportional to L peak ,
with a best fit coefficient α L = 0.20 (solid line). The weak dependence of t * Q on L peak is well-described by a simple powerlaw,
with t (10) * = 1.37 × 10 9 yr and α T = −0.11 The presence or absence of a stellar bulge in the progenitors can have a significant impact on the quasar light curve ), primarily affecting the strength of the strong accretion phase associated with initial passage of the merging galaxies (e.g. Mihos & Hernquist 1994) . Likewise, the seed mass of the simulation black holes could have an effect, as black holes with smaller initial masses will spend more time growing to large sizes, and more massive black holes may be able to shut down early phases of accretion in mergers in minor "blowout" events. In Figure 6 , we show various tests to examine the robustness of our fitted quasar lifetimes to these variations. We have re-run our fiducial A3 simulation discussed in detail in Hopkins et al. (2005a) , both with (right panels) and without (left panels) initial stellar bulges in the merging galaxies and varying the initial black hole seed masses from 10 4 − 10 7 M ⊙ . The results for several of these cases are shown in the figure. In each case we compare the lifetime t Q determined directly from the simulations (crosses) to that predicted from our fits above (diamonds), based only on the peak luminosity (final black hole mass) of the simulation quasar. Again, we find that varying these simulation parameters can have a significant effect on the final black hole mass, but that the quasar lifetime as a function of peak luminosity is a very robust quantity, independent of initial black hole mass or the presence or absence of a bulge in the quasar host. We can integrate the total radiative output of our model quasars,
and using our simple fitted formulae and L min ≪ L * Q we find
Knowing E rad = ǫ r M f BH c 2 , we can compare the final black hole mass as a function of peak luminosity to what we would expect if the peak luminosity were simply the Eddington luminosity of a black hole with mass M Edd , L Edd = ǫ r M Edd c 2 /t S , where t S is the Salpeter time for ǫ r = 0.1. With this, and the above formula, we have
where f T = (L peak /10 13 L ⊙ ) −0.11 for the power-law fit to t * Q . This gives explicitly the modifications to the black hole mass compared to that inferred from simple "light bulb" models of the quasar lifetime, and shows that corrections to such an approximation are of order unity in inferring black hole mass densities from quasar populations in the manner of Soltan (1982) . Thus, most of the black hole mass is accumulated in the bright, near-peak quasar phase, in good agreement with observational estimates (e.g., Yu & Tremaine 2002) ; we discuss this in greater detail in § 4 and § 6. Furthermore, the correction f T implies that lower-mass quasars accumulate a larger fraction of their mass in slower, sub-peak accretion after the final merger, while very high-mass objects acquire essentially all their mass in the peak quasar phase. This is seen directly in our simulations, and is qualitatively in good agreement with expectations from simulations and semi-analytical models in which the M BH − σ relation is set by black hole feedback in a strong quasar phase. It introduces a small but nontrivial correction in the relic supermassive black hole mass function (see § 6).
The predictions of our model for the quasar lifetime and evolution can be directly applied to observations which attempt to constrain the quasar lifetime from individual quasars, for example using the proximity effect in the Lyα forest (Bajtlik, Duncan, & Ostriker 1988; Haiman & Cen 2002; Jakobsen et al. 2003; Yu & Lu 2005) and multi-epoch observations (Martini & Schneider 2003) . However, many observations designed to constrain the quasar lifetime do so not for individual quasars, but using demographic or integral arguments based on the population of quasars in some luminosity interval (e.g., Soltan 1982; Haehnelt, Natarajan, & Rees 1998; Yu & Tremaine 2002; Yu & Lu 2004; Porciani, Magliocchetti, & Norberg 2004; Grazian et al. 2004 ). Our prediction for these observations is similar but slightly more complex, as an observed luminosity function at a given luminosity will consist of sources with different peak luminosities L peak , with the same instantaneous luminosity, L. Furthermore, the lifetime being probed may be either the integrated quasar lifetime above some luminosity threshold or the differential lifetime at a particular luminosity.
For a given determination of the quasar luminosity function using our model for the quasar lifetime and some distribution of peak luminosities, we can predict the distribution of quasar lifetimes as a function of the observed luminosity interval. Figure 7 shows this result, using the determination of the luminosity function below in § 4, at redshift z = 0.5. We consider several bolometric luminosities spanning the luminosity function from 10 9 − 10 14 L ⊙ , and for each, consider the distribution of sources (peak luminosities), and the corresponding distribution of quasar lifetimes. We show both the distribution of integrated quasar lifetimes t Q (time spent by each quasar above the given bolometric luminosity; left panel) and the distribution of differential quasar lifetimes dt/d logL (time spent by each quasar in a logarithmic interval in luminosity about the given luminosity; right panel). The evolution with redshift is weak, with the lifetime increasing by ∼ 1.5 − 2 at a given luminosity at z = 2. There is furthermore an ambiguity of a factor ∼ 2, as some of the quasars observed at a given luminosity will only be entering a peak quasar phase, whereas the lifetimes shown are integrated over the whole quasar evolution. We note too that this prediction is quite different from that of the optical quasar phase from Hopkins et al. (2005a) , as it considers only the intrinsic bolometric luminosity, but our modeling should allow us to predict these quantities, considering attenuation, in any waveband. In either case, it is clear that the lifetime distribution for lowerluminosity quasars is increasingly more strongly peaked and centered around longer lifetimes, in good agreement with the limited observational evidence from e.g. Adelberger & Steidel (2005) . This is unsurprising, given our determination of quasar lifetimes which decrease with increasing luminosity. The range spanned in the figure corresponds well to the range of quasar lifetimes implied by the observations above and others (Martini 2004 , and references therein), but this figure provides a more direct means to compare with future observations which better constrain the quasar lifetime 3. THE QUASAR LUMINOSITY FUNCTION
The Effect of Luminosity-Dependent Quasar Lifetimes
Given quasar lifetimes as functions of both instantaneous and peak luminosities, the observed quasar luminosity function (in the absence of selection effects) is a convolution of the lifetime with the intrinsic distribution of sources with a given L peak . If sources of a given L are created at a rateṅ(L,t) (per unit comoving volume) at cosmological time t H ∼ 1/H(z) and live for some lifetime ∆t Q (L), the total comoving number density observed will be
which, for a cosmologically evolvingṅ(L,t), can be expanded aboutṅ(L,t H ), yielding ∆n =ṅ(L,t H ) ∆t Q (L) to first order in ∆t Q (L)/t H . Considering a complete distribution of sources with some L peak , we similarly obtain the luminosity function
Throughout, we will denote the differential luminosity function, i.e. the comoving number density of quasars in some logarithmic luminosity interval, as φ ≡ dΦ/d logL. Here,ṅ(L peak ) is the comoving number density of sources created per unit cosmological time per logarithmic interval in L peak , at some redshift. This formulation implicitly accounts for the "duty cycle" (the fraction of active quasars at a given time), which is proportional to the lifetime at a given luminosity. Corrections to this formula owing to finite lifetimes are of order dt/d logL/t H , which for the luminosities and redshifts considered here (except for Figure 11 ), are never larger than ∼ 1/5 and are generally ≪ 1, which is significantly smaller than the uncertainties in the luminosity function itself. In Hopkins et al. (2005c) , we consider the implications of our luminosity-dependent quasar lifetimes for the relation between the observed luminosity function and the distribution of peak luminosities (i.e. intrinsic properties of quasar host systems). In traditional models of quasar lifetimes and light curves, this relation is trivial. For example, models in which quasars turn on as "light bulbs" at fixed luminosity for some fixed lifetime implyṅ
and models in which quasar light curves are a pure exponential growth or decay with some cutoff(s) (e.g., constant Eddington-ratio growth) implẏ
These both have essentially identical shape to the observed luminosity function. However, we showed that using the luminosity-dependent quasar lifetimes determined from our simulations strongly suggests a new interpretation of the luminosity function, withṅ(L peak ) tracing the bright end of the luminosity function similar to traditional models, but then peaking and turning over below L peak ∼ L break , the break luminosity in standard double power-law luminosity functions. In our deconvolution of the luminosity function, the faint end corresponds to sources either accreting efficiently early in their activity and on their way to becoming much brighter sources, or in moderately sub-Eddington phases transitioning into or out of the phase of peak quasar activity. We can use our new, large set of simulations to test the results of Hopkins et al. (2005c) and ensure that this behavior forṅ(L peak ) is real, and not some artifact of our fitting functions for the quasar lifetime. Figure 8 shows the best fitṅ(L peak ) distribution (solid thick histogram) fitted to the Ueda et al. (2003) hard X-ray quasar luminosity function (solid curve) at redshift z = 0.5, as well as the resulting best-fit Ueda et al. (2003) at redshift z = 0.5 (thin curve) using the binned differential quasar lifetime dt/d log L directly from our simulations and a fitted distribution of peak luminositiesṅ(L peak ) (thick histogram). For each bin in log(L peak ), we average the binned differential lifetime of a set of simulations with peak luminosity in the bin. This clearly demonstrates that the result of Hopkins et al. (2005c) , where the faint end of the luminosity function is reproduced by quasars around the break luminosity in sub-Eddington or early growth states (luminosities L ≪ L peak ), is not an artifact of our fitting formulae or extrapolation to extreme luminosities. luminosity function (solid thin histogram). For ease of comparison with quasar luminosities, we rescale the luminosity function to the bolometric luminosity using the corrections of Marconi et al. (2004) . We determineṅ(L peak ) by logarithmically binning the range of L peak , and considering for each bin all simulations with L peak in the given range. For each bin, then, we take the binned time the simulations spend in each luminosity interval, and take that to be the quasar lifetime dt/d logL. Despite our large number of simulations, the numerical binning process makes this result somewhat noisy, especially at the extreme ends of the luminosity function. However, the relevant result is clear -the qualitative behavior oḟ n(L peak ) described above is unchanged. For further discussion of the qualitative differences between theṅ(L peak ) distribution from different quasar models, and the robust nature of our interpretation even under very restrictive assumptions, we refer to Hopkins et al. (2005c) .
The Luminosity Function at Different Frequencies and
Redshifts Given a distribution of peak luminositiesṅ(L peak ), we can use our model of quasar lifetimes and the column density distribution as a function of instantaneous and peak luminosities to predict the luminosity function at any frequency. Given a distribution of N H values and some a priori known minimum observed luminosity L min ν , the fraction f obs of quasars with a peak luminosity L peak and instantaneous bolometric luminosity L which lie above the luminosity threshold is given by the fraction of N H values below a critical N max
. Here, f ν (L) ≡ L ν /L is a bolometric correction and σ ν is the cross-section at frequency ν. Thus,
and for the lognormal distribution above,
This results in a luminosity function (in terms of the bolometric luminosity)
Based on the direct fits forṅ(L peak ) in Figure 8 and in Hopkins et al. (2005c,d) , we wish to consider a simple functional form forṅ(L peak ) with a well-defined peak and falloff in either direction in log(L peak ). Therefore, we takeṅ(L peak ) to be a simple lognormal distribution, witḣ
With this form,ṅ * is the total number of quasars being created or activated per unit comoving volume per unit time; L * is the center of the lognormal, the characteristic peak luminosity of quasars activating (i.e. the peak luminosity at whicḣ n(L peak ) itself peaks), which is directly related to the break luminosity in the observed luminosity function (Hopkins et al. 2005c) ; and σ * is the width of the lognormal inṅ(L peak ), and determines the slope of the bright end of the luminosity function. We note that although this choice has appropriate general qualities, it is ultimately merely an analytic fitting function which we choose for its simplicity and its capacity to match the data with a minimum of free parameters. We could easily, for example, have chosen a double power-law form withṅ(L peak ) =ṅ * /[(L peak /L * ) γ1 + (L peak /L * ) γ2 ] and γ 1 < γ 2 , but given that the entire faint end of the luminosity function is dominated by objects with L peak ∼ L * , the observed luminosity function has essentially no power to constrain the faint end slope γ 1 , other than setting an upper limit γ 1 0. The "true"ṅ(L peak ) will, of course, be a complicated function of both halo merger rates at a given redshift and the distribution of host galaxy properties including, but not necessarily limited to, masses, concentrations, and gas fractions.
Having chosen a form forṅ(L peak ), we can then fit to an observed luminosity function to determine (ṅ * , L * , σ * ). We take advantage of the capability of our model to predict the luminosity function at any frequency, and consider both fits to just the Ueda et al. (2003) . In order to avoid numerical artifacts from sensitivity to fitting to extrapolated, low-luminosity slopes in the analytical forms of these luminosity functions, we directly fit to the binned luminosity function data. Thus, we fit each luminosity function in all redshift intervals for which we have binned data.
We find excellent fits (χ 2 /ν = 68.8/104 ≈ 0.66) to all luminosity functions at all redshifts with a very simple pure peakluminosity evolution (PPLE) model, for which FIG. 9.-Our best-fit luminosity function from the pure peak-luminosity evolutionṅ(L peak ) distribution, for redshifts z = 0 − 3. From our fitted lognormalṅ(L peak ) distribution, we simultaneously reproduce the luminosity function in the hard X-ray (2-10 keV; solid black line), soft X-ray (0.5-2 keV; dashed red line), and optical B-band (4400 Å; dotted blue line) at all redshifts. Moreover, we reproduce the distribution of broad-line quasars in hard X-ray selected samples (cyan dot-dashed line), as described in §4. All quantities have been rescaled to bolometric luminosities for ease of comparison, using the corrections of Marconi et al. (2004) where τ is the fractional lookback time (τ ≡ H 0 z 0 dt) and k L is a dimensionless constant fitted with L * ,ṅ * , σ * . It is important to distinguish this from "standard" pure luminosity evolution (PLE) models (e.g., Boyle et al. 1988 ), as witḣ n(L peak ) > 0 and L * = L * (z) always, the density of sources, especially as a function of observed luminosity at some frequency, evolves in a non-trivial manner. We do not find significant improvement in the fits if we additionally allowṅ * or σ * to evolve with redshift (∆χ 2 ∼ 1 − 2, depending on the adopted form for the evolution), and therefore consider only the simplest parameterization above (Equation 19 ). We also find acceptable fits for a pure density evolution model, with L * = constant andṅ * =ṅ 0 * exp (k N τ ) (both keeping σ * fixed and allowing it to evolve as well). However, the fits are somewhat poorer (χ 2 /ν ≈ 1), and the resulting parameters over-produce the present-day density of low-mass supermassive black holes and the intensity of the X-ray background by an order of magnitude, so we do not consider them further. In either case, there is a considerable degeneracy between the parameters σ * and L * , where a decrease in L * can be compensated by a corresponding increase in σ * . This degeneracy is present because, as indicated above, the observed luminosity function only weakly constrains the faintend slope ofṅ(L peak ). It is important to note that the observations shown are insufficient at high redshift to strongly resolve the "turnover" in the total comoving quasar density at z ∼ 2 − 3, and thus we acknowledge that there must be corrections to this simple fitted evolution at higher redshift, which we address below. However, as we primarily consider low redshifts, and show that the supermassive black hole population and X-ray background are dominated by quasars at redshifts for which ourṅ(L peak ) distribution is well determined, this is not a significant source of error in most of our calculations even if we extrapolate our evolution to z ≫ 3. 2004). Symbols show the observed LFs for hard X-rays (Ueda et al. 2003, diamonds) , soft X-rays (Miyaji et al. 2000, triangles) , and B-band (Boyle et al. 2000, crosses) . Reproduced from Hopkins et al. (2005d) . Figure 9 shows the resulting best-fit PPLE luminosity functions from the best-fitṅ(L peak ) distribution, for redshifts z = 0 − 3. This has the best-fit (χ 2 /ν = 0.67) values (log L * , k L , logṅ * , σ * ) = (9.94, 5.61, −6.29, 0.91) with corresponding errors (0.29, 0.28, 0.13, 0.09). Here L * is in solar luminosities andṅ * in comoving Mpc −3 Myr −1 . Fitting to the hard X-ray data alone gives a similar fit, with the slightly different values (log L * , k L , logṅ * , σ * ) = (9.54, 4.90, −5.86, 1.03) ± (0.66, 0.43, 0.37, 0.13), χ 2 /ν = 0.7 (note the degeneracy between L * and σ * in the two fits). Our best-fit value of k L = 5.6 compares favorably to the value ∼ 6 found by e.g. Boyle et al. (2000) and Croom et al. (2004) for the evolution of the break luminosity in the observed luminosity function, demonstrating that the break luminosity traces the peak in theṅ(L peak ) distribution at all redshifts. These fits and the errors were obtained by least-squares minimization over all data points (comparing each to the predicted curve at its redshift and luminosity), assuming the functional form we have adopted forṅ(L peak ). The data for the luminosity functions φ HX (black circles), φ SX (red squares), and φ B (dark blue diamonds) have been rescaled to bolometric luminosities for ease of comparison, using the corrections of Marconi et al. (2004) , with the plotted error bars representing both quoted measurement errors and the estimated errors in the bolometric corrections. The agreement at all redshifts, in each of the hard X-ray (black solid line), soft X-ray (red dashed line), and B-band (dark blue dotted line) is good. This is not at all guaranteed by our procedure, as the fit is highly overconstrained, because we fit three luminosity functions each at five redshifts to only four free parameters. Moreover, as demonstrated in Hopkins et al. (2005d) , our column density distribution allows us to simultaneously reproduce the luminosity functions in different wavebands without imposing any assumptions about obscured fractions or sources of attenuation.
For redshifts z ≤ 1, we reproduce in our Figure 2005d), which shows in detail the agree-ment between hard X-ray (Ueda et al. 2003) , soft X-ray (Miyaji et al. 2000) , and optical (Boyle et al. 2000) luminosity functions resulting from the time and luminosity dependent column density distributions derived from the simulations. The differential extinction predicted for different frequencies (and magnitude limits) of observed samples based on the column density distributions in our simulations accounts for the different shape of the luminosity function in each band, and the evolution of the luminosity function with redshift is driven by a changing L * , the center of theṅ(L peak ) distribution (Equation 19 ). We emphasize that in our entire analysis, the only parameters constrained by observations are the four parameters fitted to derive theṅ(L peak ) distribution with redshift. All other quantities and distributions are derived from the basic input physics of our simulations, with no further assumptions or adjustable factors in our modeling.
Our fits are accurate down to very low luminosities, as is clear from our prediction for the X-ray luminosity function at bolometric luminosities L ∼ 10 9 L ⊙ . Furthermore, we have calculated the predicted z 0.1 luminosity function in the Bband as well as in Hα emission, using the conversion between the two from Hao et al. (2005) and comparing directly to their luminosity functions for Seyfert galaxies and low-luminosity active galactic nuclei (AGN) (both type I and II), and find that our distributionṅ(L peak ) and model for quasar lifetimes and obscuration reproduces the complete observed luminosity function down to a B-band luminosity M B ∼ −16. Although our prediction falls below the observed Seyfert luminosity function at fainter magnitudes, there is no reason to believe that mergers should be responsible for all quasar fueling at these luminosities (and indeed it is easy to predict alternative fueling mechanisms for such faint objects) -it is surprising, in fact, that this picture reproduces the observed AGN activity to such faint luminosities.
It is important to note that using the bolometric corrections of Elvis et al. (1994) instead of Marconi et al. (2004) results in a significantly steeper cutoff in the luminosity function at high bolometric luminosities, as the bolometric luminosity inferred for the brightest observed X-ray quasars is almost an order of magnitude smaller using the Elvis et al. (1994) corrections. However, this is because the Elvis et al. (1994) bolometric corrections do not account for any dependence on luminosity, and further the quasars in the sample of Elvis et al. (1994) are X-ray bright (Elvis et al. 2002) , whereas it has been well-established that the ratio of bolometric luminosity to hard or soft X-ray luminosity increases with increasing luminosity (e.g., Wilkes et al. 1994; Green et al. 1995; Vignali et al. 2003; Strateva et al. 2005) . For a direct comparison of the bolometric luminosity functions resulting from the two corrections, we refer to Hopkins et al. (2005d) . Our analysis uses the form for the UV to X-ray flux ratio, α OX , from Vignali et al. (2003) , but our results are relatively insensitive to the different values found in the literature. It is important to account for this dependence, as it creates a significant difference in the high-luminosity end of the bolometric quasar luminosity function and implies that a non-negligible fraction of the brightest quasars are not seen in optical surveys (see the discussion in Marconi et al. 2004; Richards et al. 2005) .
Finally, we note that our fitted form for the evolution of the break luminosity, with L * ∝ exp (k L τ ), cannot continue to arbitrarily high redshift. At large redshift z 2 − 3, this asymptotes because τ → 1, whereas the observed quasar population declines above z ∼ 2. This difference is not important for most of our calculated observables, as they are either independent of high-redshift evolution or evolve with cosmic time in some fashion as ∝ ṅ(L peak ) dt, with very little time and thus negligible contributions to integrated totals at high redshifts. However, some quantities, in particular the very high-mass end of the black hole mass function (see § 6), which are dominated by the small numbers of the brightest quasars at high redshift, can receive very large relative contributions from these terms. Therefore, it is important in estimating these quantities to be aware of the turnover in the quasar density at high redshifts. We quantify this in Figure 11 . Here we show the predicted broad-line luminosity function (where the broad-line phase is determined below in § 4) in six luminosity intervals from z ∼ 1.2 − 4.8. The intervals are those of the COMBO-17 luminosity function from Wolf et al. (2003) , but we further compare to the observed luminosity functions of Warren et al. (1994) ; Schmidt, Schneider, & Gunn (1995) ; Kennefick, Djorgovski, & De Carvalho (1995) ; Fan et al. (2001) ; Richards et al. (2005) at the appropriate (labeled) redshifts. At each redshift z > 2, we simply take the fitteḋ n(L peak ) distribution above (Equations 18, 19) and rescale it according to an exponential cutoff, either pure density evolution (PDE),ṅ(L peak ) →ṅ(L peak ) × 10 −αPDE (z−2) , or pure peak luminosity evolution (PPLE), L * → L * × 10 −αPPLE (z−2) . Fitting to the data gives α PDE ∼ 0.65 and α PPLE ∼ 0.55, (χ 2 /ν ≈ 1.3) in reasonable agreement with the density evolution of e.g. Fan et al. (2001) . We note that this evolution, extrapolated as far as z ∼ 6, is consistent also with the constraints on z ∼ 6 quasars from Fan et al. (2003) , especially in the PPLE case.
In each panel, we plot the resulting broad-line luminosity function (see § 4), for both the minimum and maximum redshift of the redshift bin, and both the PPLE (solid lines) and PDE (dashed lines) cases. The degeneracy between these cases is well-known, as current observations do not resolve the break in the luminosity function. Furthermore, the predicted luminosity function should be considered uncertain especially at low luminosities, as the quasar lifetime at these luminosities and redshifts can become comparable to the age of the Universe, at which point our formalism for the luminosity function as a function ofṅ(L peak ) becomes inaccurate. However, our modeling should make testable predictions, based on differences between the two models in integrated galaxy properties, but we defer this for a future work. Owing to these degeneracies and the poor constraints on the observed high-redshift luminosity functions, we have not considered them in our fits toṅ(L peak ), but simply use them here to roughly constrain the turnover in the quasar density above z ∼ 2. Which form of the turnover we use makes little difference in our subsequent analysis, but, as discussed above, the inclusion of some turnover is important in calculating select quantities such as the extreme high-mass end of the black hole mass function.
The Observed N H Distribution
Given the column density distributions and quasar lifetimes inferred from our simulations in § 2, and the quantitẏ n(L peak ) determined above ( § 3.2), we can predict the distribution of column densities observed in any sample. This will depend not only on the range of observed luminosities and the redshift of the sample, but also on the minimum observed magnitude and frequency (i.e. the selection function) of the sample. For a nearly complete sample or estimate of the luminosity function, for example the hard X-ray luminosity function, at least to N H ∼ 10 25 cm −2 , we can simply integrate the N H (L, L peak ) distribution over theṅ(L peak ) distribution (weighted, of course, by the lifetime at L). Figure 12 plots the resulting distribution of column densities for this analysis. The left panel reproduces a portion of Fig. 3 of Hopkins et al. (2005b) , showing the distribution of column densities (scaled linearly) expected from the characteristic quasars L peak ∼ L * of the luminosity function observed in optical samples. Specifically, we plot the distribution of neu-tral N H I values requiring that the observed B-band luminosity be above some threshold L B,min . The smooth curve shown is the best-fit to the E B−V distribution of bright SDSS quasars with z < 2.2, from Hopkins et al. (2004) . The curve has been rescaled in terms of the column density (inverting our gas-todust prescription) and plotted about a peak (mode) N H I (undetermined in Hopkins et al. 2004) of N H I ≈ 0.5 × 10 21 cm −2 . The i-band absolute magnitude limit imposed in the observed sample, M i < −22, corresponds approximately to our plotted B-band limit L B,obs > 10 11 L ⊙ . This estimate does not account for bright but strongly reddened quasars having their colors altered to the point where color selection criteria of quasar surveys will not include them. However, this effect would only serve to bring our distribution into better agreement with observations, as it would slightly lower the high-N H I tail. The right panel shows the integrated distribution (scaled logarithmically) for a complete hard X-ray sample. The data given are the results of Treister et al. (2004) (blue squares) and Mainieri et al. (2005) (red circles), with assumed Poisson errors, from multiband Chandra and HST observations of GOODS fields. The solid squares are obtained by assuming an intrinsic photon index for the soft X-ray quasar spectrum of Γ = 1.9, the open squares assuming Γ = 1.7. For the sake of direct comparison with observed distributions, objects with N H < 10 21 cm −2 , for which only an upper limit to the column density would be determined in X-ray observations, are grouped together and plotted as a single bin at N H = 10 20 cm −2 . The actual distribution below 10 21 cm −2 is shown as a dashed line. We note that our model of the quasar spectrum assumes a photon index Γ = 1.9 in the soft X-ray, but this has no effect on the column densities calculated from the surrounding gas.
The agreement between the observed column density distribution and the result of our simulations once the same selection effect is applied supports our model for quasar evolution, and this good agreement extends to both optical and X-ray samples. We confirm our previous prediction that probing to fainter luminosities or frequencies less affected by attenuation would broaden the column density distribution, as is seen from the inferred column density distributions in the X-ray. This broadening occurs because, at lower luminosities, observers will see both intrinsically bright periods extincted by larger column densities (broadening the distribution to larger N H values) and intrinsically faint periods with small column densities (broadening the distribution to smaller N H values). The distribution as a function of limiting luminosity is a natural consequence of the dynamics of the quasar activity. Throughout much of the duration of bright quasar activity, column densities rise to high levels as a result of the same process that feeds accretion, naturally producing the well-known reddened population of quasars (e.g. Webster et al. 1995; Brotherton et al. 2001; Francis et al. 2001; Richards et al. 2001; Gregg et al. 2002; White et al. 2003; Richards et al. 2003) , extending to very bright quasars strongly reddened by large N H I . Furthermore, a large number of quasars are extincted from optical samples, giving rise to the distinction between luminosity functions in the hard Xray, soft X-ray, and optical.
Finally, we note that although we do not see a significant fraction of extremely Compton-thick column densities N H 10 26 cm −2 in the distributions from our simulations, our model does not rule out such values. It is possible that very bright quasars in unusually massive galaxies or quasars in higherredshift, compact galaxies which we have not simulated may, during peak accretion periods, reach such values in their typical column densities. Moreover, as our model assumes ∼ 90% of the mass of the densest gas is clumped into coldphase molecular clouds, a small fraction of sightlines will pass through such clouds and measure column densities similar to those shown for the cold phase in, e.g. Hopkins et al. (2005a) , N H 10 25−26 cm −2 . Furthermore, we have not determined the "shape" at any instant of the obscuration (e.g. the dependence of obscuration on radial direction), as in practice, for most of the most strongly obscured phases in peak merger activity, the central regions of the merging galaxies are highly chaotic. The central point is that regardless of the form of obscuration, the typical magnitude of the obscuration is a strongly evolving function of time, luminosity, and host system properties, and the observed column density distributions reflect this evolution.
BROAD-LINE QUASARS
Determining the Broad-Line Phase
Optical samples typically identify quasars by their colors, relying on the characteristic broad-line spectra of such objects. However, observations of X-ray selected AGN show a large population of so-called Type 2 QSOs, which have quasar-like luminosities and typical spectra in X-rays and wavelengths longward of 1 µm (e.g., Elvis et al. 1994) , but are optically obscured to the point where no broad lines are visible. Their optical continua, in other words, resemble those of typical galaxies and thus they are not identified by conventional color selection techniques in optical quasar surveys.
Traditional unification models (Antonucci 1993) have postulated a static torus as the explanation for the existence of the Type 2 population, with such objects viewed through the dusty torus and thus optically obscured. A rapidly growing number of observations of both radio-loud (Hill, Goodrich, & DePoy 1996; Simpson, Rawlings, & Lacy 1999; Willott et al. 2000; Simpson & Rawlings 2000; Grimes, Rawlings, & Willott 2004 ) and radio-quiet (Steffen et al. 2003; Ueda et al. 2003; Hasinger 2004; Barger et al. 2005; Simpson 2005 ) quasars, however, have shown that the fraction of broad-line quasars increases with quasar luminosity, with broad-line objects forming a large fraction of all AGN at luminosities above the "break" in the luminosity function and rapidly falling off at luminosities below the break. Proposed modifications of the standard torus unification model explain this via a luminosity-dependent inner torus radius (Lawrence 1991) , but this represents a rather ad hoc modification to an already purely empirical/phenomenological model. Furthermore, as the observations have improved, it has become clear that even these luminosity-dependent torus models cannot produce acceptable fits to the broad line fraction as a function of luminosity (e.g., Simpson 2005) . However, we have shown above that the obscuring column, even at a given luminosity, is an evolutionary effect, dominated by different stages of gas inflow in different merging systems giving rise to varying typical column densities, rather than a single static structure. It is of interest, then, to calculate when quasars will be observed as broad-line objects, and to compare this with observations of broad line quasars and their population as a function of luminosity. Figure 13 shows the B-band luminosity as a function of time for both the quasars and host galaxies in three representative simulations: the A2, A3, and A5 cases described in detail in Hopkins et al. (2005b) . These simulations each have f gas = 1.0, q EOS = 1.0, z gal = 0, with virial velocities V vir = 113, 160 and 320 km s −1 , with resulting final black hole masses M f BH = 3 × 10 7 , 3 × 10 8 , and 2 × 10 9 M ⊙ , respectively. The thick line in each case shows the quasar B-band luminosity, and the thin line shows the integrated B-band luminosity of all stars in the galaxy. Each stellar particle in the simulations is formed self-consistently according to the ISM gas properties, equation of state and star formation model described in Springel & Hernquist (2003) , with the age and metallicity (taken from the local star-forming ISM gas, which is enriched by supernova feedback from previous star formation throughout the simulations) recorded. We then use the stellar population synthesis model of Bruzual & Charlot (2003) to determine the B-band luminosity (the B-band massto-light ratio) of each simulation stellar particle based on the stellar age and metallicity. The dotted line shows the result neglecting bulge particles, which must be initialized at the beginning of the simulation with random or uniform ages and metallicities instead of those quantities being determined selfconsistently from the simulation physics. The right panels plot the intrinsic values of these quantities, and the left panels plot the median observed values of these quantities, where we have used our method for determining column densities and dust attenuation ( §2.2) to every star and bulge particle for each line of sight.
We expect quasars to be observed as broad-line objects if the observed optical quasar luminosity is comparable to or greater than the observed optical luminosity of the host galaxy. Therefore, with this assumption, it is straightforward to identify the broad-line phase in our simulations, as seen in Figure 13 , associated closely with the final "blowout" stages of quasar evolution, when the mass of the quasar reaches that corresponding to its location on the M BH − σ relation and gas is expelled from the central regions of the galaxy, shutting down accretion (Di Matteo et al. 2005) . The broad-line phase clearly visible here is closely associated with what we have previously identified as the optically observable phase in Hopkins et al. (2005a) , immediately explaining the asso-ciation between optically observable and broad-line quasars. Furthermore, we can, from inspection of this figure or from calculating the mean time the observed quasar luminosity is above the host galaxy luminosity, determine a simple prescription for when a quasar is in the "broad-line" phase. Essentially, most of the time the quasar spends within f BL ∼ 1/4 − 1/2 of its peak luminosity, it is a broad-line object in our simulations. We note that this gives an integrated time when the quasar would be observable as a broad line object of t BL ∼ 10 − 20 Myr, in good agreement with our estimated optical quasar lifetimes from Hopkins et al. (2005a) and empirical estimates of the quasar lifetime which are based directly on optically-selected, broad-line quasar samples. We note, however, that below a certain peak luminosity, the quasars are less likely to reach luminosities above that of the host galaxy, as can be seen in the uppermost panels of Figure 13 for a final black hole mass of M f BH = 3 × 10 7 . Thus we can improve the accuracy of our simple fit to the simulation behavior by applying a weak "cutoff" below some luminosity L min , multiplying by a factor of (L peak /L min ) for systems with L peak < L min . This does not imply that such systems are not inherently broad-line objects, but only that the host galaxy light will increasingly dominate at lower luminosities. Fitting directly to our large set of simulations, we find f BL ≈ 0.25 and L min ≈ 10 11 L ⊙ .
We can use this determination of the broad-line phase and our model of the quasar lifetime to calculate the total energy radiated in this bright, optically observable broad-line stage following the calculation of § 2.4, but with a minimum luminosity L min = f BL L peak . This gives an integrated fraction ∼ 0.3 − 0.4 (∼ exp(− f BL /α L )) of the total radiant energy emitted during the broad-line phase. Thus, despite the short duration of this optical quasar stage, a large fraction of the total radiated energy is emitted (as it represents the final efolding in the growth of the black hole) and most of the final black hole mass ( § 2.4) is accumulated through it. Accounting for the luminosity dependence of our bolometric corrections (with the optical fraction of the quasar energy increasing with bolometric luminosity) as well as the small fraction of objects observable at lower luminosities (with larger typical obscuring column densities) increases this fraction to as much as ∼ 0.6 − 0.7 for bright quasars. Therefore, despite the fact that the duration of the optically observable broadline quasar phase may be ∼ 1/10 that of the obscured quasar growth phase , the changing quasar luminosity over this period and non-trivial quasar lifetime as a function of luminosity implies only order unity corrections to counting arguments such as that of Soltan (1982) , which rely on the total observed optical quasar flux density to estimate the relic supermassive black hole density.
The Broad-Line Fraction as a Function of Luminosity
Having determined from the simulations the time that a quasar with some L peak will be observable as a broad-line quasar at a given luminosity, we can then calculate the broadline quasar luminosity function in exactly the same fashion as the complete quasar luminosity function in § 3.2. Instead of the full quasar lifetime dt/d logL, we consider only the time during which the quasar broad-lines could be observed, as identified in our simulations ( § 4.1). For a sample selected in hard X-rays (i.e. the selection function only being relevant at column densities 10 24 cm −2 ), we show the resulting broad-line luminosity function in Figure 9 (cyan dotdashed lines), and compare it to the broad-line quasar luminosity function identified in the hard X-ray luminosity func- tion of Barger et al. (2005) . The agreement is good at all luminosities, and our model explains both the fact that broadline quasars dominate the luminosity function at luminosities well above the "break" in the luminosity function, and the downturn in the broad-line quasar population at luminosities below the peak. Essentially, the broad-line quasar population more closely traces the shape of theṅ(L peak ) distribution, giving rise to the observed behavior as a dual consequence of luminosity-dependent quasar lifetimes and the evolutionary nature of quasar obscuration.
We can test our model of the broad-line quasar phase by comparing its predictions in detail with the observed broadline quasar luminosity function. Figure 14 Open squares correspond to bins in luminosity which have been corrected for incompleteness following Page & Carrera (2000) , but it is important to note that this correction is uncertain as the bins are not uniformly sampled. We compare this at each redshift to the prediction of our simple determination of the quasar broad-line phase, where the quasar is observable as a broad line object when its luminosity is within a factor f ∼ 0.25 (solid line) of peak. We calculate this for both the minimum and maximum observed redshift of each bin to show the range owing to evolution of the luminosity function over each interval in redshift. The uncertainty in our prediction can be estimated from the dotted lines, which show the result for f ∼ 0.125 and f ∼ 0.5 at the mean redshift of the bin. The good agreement at all luminosities and redshifts is encouraging, especially given the simplicity of our determination of the broad-line phase from the simulations. Note that whether or not the "cutoff" in the broad-line lifetime at L peak ∼ 10 11 L ⊙ is applied is irrelevant here, as this corresponds to a maximum M g ∼ −20, below the range of observations.
By simply dividing out the predicted luminosity function φ HX , we predict the fraction of broad line objects observed in reasonably complete X-ray samples as a function of luminosity. This is shown in Figure 15 , where for ease of comparison we have shown the broad-line fraction as a function of hard X-ray (2-10 keV) luminosity. Our prediction, based on directly determining the time in which a quasar with a given luminosity L and peak luminosity L peak in our simulations will be observable as a broad-line object, is shown as the thick black line. This can be compared to the observations of Ueda et al. (2003) Hasinger (2004) has been scaled from soft X-ray (0.5-2 keV) using our bolometric corrections, and the data from Grimes, Rawlings, & Willott (2004) and Simpson (2005) have been converted from [O III] luminosity as in Simpson (2005) using the mean correction for Seyfert galaxies (Mulchaey et al. 1994) , L [O III] = 0.015 × L 2−10 keV . We also plot as upper and lower dashed lines the results of changing f BL , the fraction of the peak luminosity in which the object will be seen as a broad-line quasar, by ∼ 1σ in either direction ( f BL = 0.12, 0.5, respectively). We determine this for the low-redshift z 0.3 quasar distribution, from which most of the data are drawn. The red dot-dashed line shows the difference at high redshift, if just z 1 quasars are considered. The broad-line fraction is systematically lower, primarily because the break luminosity in the luminosity function moves to higher luminosity with redshift, meaning that at a fixed luminosity below the break, a smaller fraction of observed objects are at L ∼ L peak . Finally, the dotted line shows the results assuming a simple "light bulb" model for the broad-line phase (but still using ourṅ(L peak ) distribution, otherwise this translates to simply a constant obscured fraction with luminosity) lifetimes, with t Q = 20 Myr. We note that our prediction for the luminosity range primarily covered by the data is quite similar regardless of whether or not we include the "cutoff" term in our fitted broad-line lifetimes.
As is clear in the figure, the prediction of the most basic torus model, with constant broad-line fraction ∼ 0.36, is ruled out to very high significance (χ 2 /ν = 18.5, 17.2 if we consider all data points, or if we consider only the most wellconstrained data, from Simpson 2005, respectively) . Furthermore, the solid cyan line shows the best-fit luminositydependent torus model, in which the broad line fraction is given by (e.g., Simpson 1998; Grimes, Rawlings, & Willott 2004 
where L 0 is the luminosity where the number of broad line objects is equal to the number of non-broad line objects. This fit is at best marginally acceptable over a narrow range in luminosities (χ 2 /ν = 14.0, 7.3). Modified luminosity-dependent, receding torus models have been proposed which give a better fit to the data by, for example, allowing the torus height to vary with luminosity (e.g., Simpson 2005) , but there is no particular physical motivation for such changes, and these introduce such variation through additional free parameters that allow a curve of essentially arbitrary slope to be fitted to the data. However, the prediction of our model agrees remarkably well (χ 2 /ν = 4.0, 1.2) with the observations over the entire range covered, a span of six orders of magnitude in luminosity. We emphasize that our prediction, which matches the data much better than standard torus models that are actually fitted to the data, is not a fit to the observations, but is derived purely from the input physics of our simulations and theṅ(L peak ) distribution. It is also worth noting that the broad line fraction as a function of luminosity does not depend sensitively on the observed luminosity function, as evidenced by the relatively similar prediction at high redshift. The evolution we do predict with redshift, in fact, agrees well with that found by Barger et al. (2005) over the redshift range z = 0.1 − 1.2, an aspect of the observations which is not reproduced in any static or luminosity-dependent torus model but follows immediately from the evolution of the quasar luminosity function in our picture for quasar growth. Finally, neglecting the role of luminosity-dependent quasar lifetimes gives unacceptable fits to the data (χ 2 /ν = 66.0, 77.5), as the broad-line fraction as a function of luminosity is a consequence of both the evolution of obscuration and the dependence of lifetime on luminosity. Our model for quasar evolution provides a direct physical motivation for the change in broad line fraction with luminosity and suggests that it is not simply a complicated selection effect. As an observational sample considers higher luminosities (i.e. approaches and passes the "break" in the observed luminosity function), a simple comparison of the luminosity function and the underlyingṅ(L peak ) shows that it is increasingly dominated by sources near their peak lumi-nosity in the final stages of Eddington limited growth. The very final stages of this growth expel the large gas densities obscuring the quasar, rendering it a bright, optically observable broad-line object for a short time. Therefore, we expect that the fraction of broad-line objects should increase with luminosity in observed quasar samples, in excellent agreement with observations. That we predict the fraction of broad-line objects should increase with increasing luminosity is admittedly somewhat counterintuitive, given our fitted column density distributions in which typical (median) column densities increase with increasing luminosity. This in part owes to the simplicity of our N H model; we assume the distribution is lognormal at all times, but a detailed inspection of the cumulative (timeintegrated) column density distribution shows that at bright (near-peak) luminosities, the distribution in fact becomes bimodal (see, e.g., Hopkins et al. 2005b,d) , representing both the heavily obscured growth phase and the "blowout" phase we have identified here as the broad line phase. We are essentially modeling this bimodality in more detail by directly determining the broad-line phase from our simulations. If host galaxy contamination were not a factor, we would expect from our column density model that, at very low luminosities (L 10 10 L ⊙ , well below the range of most observations shown), the broad-line fraction would again increase (i.e. the obscured fraction would decrease). However, at these luminosities, typical of faint Seyfert galaxies or LINERs, our modeling becomes uncertain; furthermore, host galaxy light will overwhelm any AGN broad-line contribution, and selection effects will also become significant.
The Distribution of Active Broad-Line Quasar Masses
Our determination of the broad-line phase in quasar evolution allows us to make a further prediction, namely the mass distribution of currently active broad-line quasars. At some redshift, the total number density of observed, currently active broad-line quasars with a given L peak will be (in the absence of selection effects) n BL (L peak ) ≈ṅ(L peak )t BL (L peak ),
where t BL (L peak ) is the total integrated time that a quasar with peak luminosity L peak spends as a broad-line object, given by integrating our formulae in § 4.1. Since we have determined roughly that the object should be observable as a broad-line quasar at times with L 0.25 L peak , primarily just after it reaches its peak luminosity, in the "blowout" phase of its evolution, we expect the instantaneous black hole mass at the time of observation as a broad-line quasar to be, on average, M BL BH ≈ M f BH (L peak ), where M f BH ∼ M Edd (L peak ) modulo the order unity corrections described in § 2.4. Using our fittedṅ(L peak ) distribution from the luminosity function, extrapolated to low redshift (z ∼ 0), and combining it with the integrated broad-line lifetimes as above, we obtain the differential number density of sources in a logarithmic interval in L peak . Finally, we use our M f BH (L peak ) determined from the lifetimes model itself to convert this to a distribution in black hole mass.
Our predicted n(M BH ), i.e. the number of observed active quasars at low redshift in a logarithmic interval of black hole mass, is shown in Figure 16 . We consider the complete distribution of active quasar masses, for both broad-line and non broad-line objects, in the left panel of the figure, and the distribution of broad-line objects only, n(M BL BH ), in the right panel. , at low z 0.3 redshift, from ourṅ(L peak ) distribution and the determination of the broad-line phase directly from the simulations. In the left panel (all quasar types), we consider the result with arbitrarily faint luminosity limits (dashed line), and with the luminosity completeness limit (dotted) and both luminosity limit and velocity dispersion limit (dashdot) of the SDSS sample of Heckman et al. (2004) . We then consider the mass distribution with these limits, weighted by OIII luminosity, for direct comparison to the mass function of Heckman et al. (2004) On the left, we show the complete distribution which would be observed without any observational limits (dashed line). For the sake of comparison with observations, we also consider the observed distribution if we apply the luminosity limit for completeness from the SDSS sample of Heckman et al. (2004) (dotted) , L [O III] > 10 6 L ⊙ , which using their bolometric corrections yields L > 3.5 × 10 9 L ⊙ , and then additionally applying their minimum velocity distribution σ > 70 km s −1 (dot-dashed). Finally, we can weight this distribution by luminosity (solid line) to compare directly to that determined in their Fig. 1 . The red points are taken from the luminosityweighted black hole mass function of Heckman et al. (2004) , which serves as a rough estimate of the active black hole mass distribution given their selection effects. Vertical error bars represent the range in parameterizations of the mass function from Heckman et al. (2004) , including whether or not star formation is corrected for and limiting the sample to luminosities L 10 10 L ⊙ or Eddington ratios > 0.01. Horizontal errors represent an error of 0.2 dex in the black hole mass estimation (representative of uncertainties in the M BH − σ relation used). The agreement is excellent, especially given the significant effects of the selection criteria and luminosity-weighting. On the right of the figure, we show our predicted mass distribution for low-redshift, active broad-line quasars (solid), with rough 1σ systematic differences in the distribution (based on the errors in our fittedṅ(L peak ) and determination of the broadline phase) shown as dotted and dashed lines. The systematic offset is primarily sensitive to the luminosity below which the broad-line lifetime turns over (∼ 10 11 L ⊙ ), and thus to the ability to distinguish quasar broad-lines from galactic contamination in an observed quasar sample (with the peak decreasing in luminosity as the observable ratio of quasar to host luminosity is lowered). This prediction is easily testable, but appears to be in good agreement with early suggestions for the distribution of active broad-line black hole masses from the SDSS (e.g., McLure & Dunlop 2004 ). The observations may show fewer low-mass black holes than we predict, but this is completely expected, as observed samples are likely incomplete at the low luminosities of these objects (even at the Eddington limit, a 10 5 M ⊙ black hole has magnitude M g ∼ −16).
Our model then makes a remarkably accurate prediction for the distribution of active black hole masses, even at z ∼ 0 where our extrapolation of the luminosity function is uncertain. It is important to distinguish this from the predicted relic black hole mass distribution, derived in § 6, which must account for all quasarsṅ(L peak ) integrated over redshift. We additionally find for broad-line quasars, as we expect from our prediction of the broad-line phase, that these objects are primarily radiating at large Eddington ratios, l ∼ 0.2 − 1, but we address this in more detail in § 5. The success of our prediction serves not only to support our model, but also implies that we can extrapolate to fairly low luminosities, even bright Seyfert systems at z ∼ 0. This suggests that many of these systems, at least at the bright end, may be related or similar to our assumed quasar evolution model, fueled by similar mechanisms and either exhibiting weak interactions among galaxies or relaxing from an earlier, brighter stage in their evolution.
THE DISTRIBUTION OF EDDINGTON RATIOS
In simple, traditional models of quasar lifetimes and light curves, the Eddington ratio, l ≡ L/L Edd is generally assumed to be constant. Even complex models of the quasar population which allow for a wide range of Eddington ratios according to some probability distribution P(l) implicitly associate a fixed Eddington ratio with each individual quasar, and do not allow for P(l) to depend on instantaneous luminosity or host system properties. However, in Hopkins et al. (2005a,b) we showed that this is a misleading assumption in the context of our model, as the Eddington ratio varies in a complicated manner over most of the quasar light curve. Furthermore, we showed that the integrated time at a given Eddington ratio is different in different systems, with more massive, higher peak luminosity systems spending more time at large (l ∼ 1) Eddington ratios. Figure 17 shows the distribution of Eddington ratios as a function of luminosity for the fiducial, Milky Way-like A3 simulation (V vir = 160 km s −1 ) which we analyze in detail in Hopkins et al. (2005a,b) . Over the course of the entire simulation, the system spends a roughly comparable amount of time at a wide range of Eddington ratios from l ∼ 0.001 − 1. At high luminosities, L > 10 12 L ⊙ for a system with L peak ≈ 10 13 L ⊙ , the range of Eddington ratios, is, unsurprisingly, concentrated at high values l ∼ 0.5 − 1 with some time spent at ratios as low as l ∼ 0.1. Considering lower luminosities 10 11 L ⊙ < L < 10 12 L ⊙ , the distribution of Eddington ratios broadens down to l ∼ 0.01. Going to lower luminosities still, L < 10 11 L ⊙ , the distribution broadens further, with comparable time spent at ratios as low as l ∼ 0.001, and becomes somewhat bimodal. This addresses quantitatively the prediction for the distribution of Eddington ratios made in Hopkins et al. (2005c) . At large luminosities near L peak , the system is primarily in Eddington-limited or near-Eddington growth. However, as we consider lower luminosities, we include both early times when the black hole is growing efficiently (high l) and late or intermediate times when the black hole is more massive but the accretion rate falls (low l). Very roughly, at some luminosity L, there is a constant probability of being in some logarithmic interval in l, and P(l|L, L peak ) = 0 otherwise. This is especially clear if we compare the distribution of Eddington ratios in each luminosity range obtained if we consider only times after the final merger of the simulation black holes (dotted histograms). At the highest luminosities, the distribution is identical to that obtained previously, since all the time at these luminosities is during the final merger. However, as we move to lower luminosities, the characteristic l move systematically lower, as we are seeing only the relaxation after the final "blowout" near L peak , with characteristic Eddington ratio l = L/L peak at any given luminosity L. These trends are also clear if we consider the distribution of instantaneous black hole masses in each luminosity interval shown in the Figure, which is trivially related to the Eddington ratio distribution at a given luminosity L as
Of course, it is clear here that M BH ≈ M f BH = 3 × 10 8 M ⊙ if we consider only times after the final merger.
It has also been argued from observations of stellar black hole binaries that a transition between accretion states occurs at a critical Eddington ratioṁ ≡Ṁ/Ṁ Edd , from radiatively inefficient accretion flows at low accretion rates (e.g., Esin, McClintock, & Narayan 1997) to radiatively efficient accretion through a standard Shakura & Sunyaev (1973) disk. Although the critical Eddington ratio for supermassive black holes is uncertain, observations of black hole binaries (Maccarone 2003) as well as theoretical extensions of accretion models (e.g., Meyer, Liu, & Meyer-Hofmeister 2000) suggestṁ crit ∼ 0.01. In Hopkins et al. (2005c) we examined whether correcting for such a transition would alter our conclusions regarding the luminosity function and theṅ(L peak ) distribution, and found that it has almost no effect (essentially, the corrections are important only at luminosities well below those relevant in constructing the observed luminosity functions). However, we can demonstrate this as well here, by showing that the distribution of Eddington ratios is essentially unchanged. Because we assume a constant radiative efficiency L = ǫ rṀ c 2 with ǫ r = 0.1, we account for this effect by multiplying the simulation luminosity at all times by an additional "efficiency factor" f eff which depends on the Eddington ratio l = L/L Edd ,
This choice for the efficiency factor follows from ADAF models (Narayan & Yi 1995) and ensures that the radiative efficiency is continuous at the critical Eddington ratio l crit = 0.01. Applying this correction and then examining the distribution of Eddington ratios as a function of luminosity (dashed histogram in Figure 17 ), we see that the distribution of Eddington ratios is essentially identical, with only a slightly higher probability of observing extremely low Eddington ratios l 0.001. Of course, our modeling of accretion processes does not allow us to accurately describe ADAF-like accretion at these very low Eddington ratios, but such low values are not relevant for the observed luminosity functions and quantities with which we make our comparisons. Despite the broad range of Eddington ratios in the simulations, this entire distribution is unlikely to be observable in many samples. The effect of this is easy to predict based on the behavior seen in Figure 17 . For example, we consider the distribution of Eddington ratios observed demanding that there be an observed B-band luminosity L B,obs ≥ 10 11 L ⊙ , comparable to the selection limits at high redshift of many optical quasar samples. As expected from the change in l with luminosity, this restricts the observed range of Eddington ratios to large values l ∼ 0.1 − 1, in good agreement with the range of Eddington ratios actually observed in such samples. Essentially, it has reduced the observed range to a bolometric luminosity L 10 12 L ⊙ in the case shown, giving a similar distribution to that seen in the lower panel of the Figure. We compare our predicted distribution of Eddington ratios in detail to observations in Figure 18 . Using the distribution of peak luminositiesṅ(L peak ) determined from the luminosity function, we can integrate over all luminosities to infer the observed Eddington ratio distribution, P(l) ∝ d log L d log L peak × P(l|L, L peak ) dt(L, L peak ) d log Lṅ (L peak ).
As our estimate of P(l|L, L peak ) above is very rough, we do this by binning in L peak and averaging the binned P(l|L, L peak ) dt/d logL for each simulation in the range of L peak , then weighting byṅ(L peak ) and integrating. We consider both the entire distribution that would be observed in the absence of selection effects (red histograms), and the distribution observed demanding a B-band luminosity above some threshold, L B,obs > L min (black histograms). The results are shown for redshifts z < 0.5 and z = 1.5 − 3.5, along with the observed distribution from Vestergaard (2004) , with assumed Poisson errors. The observations should be compared to the red histograms, which have luminosity thresholds L = 10 10 L ⊙ and 10 11 L ⊙ for z < 0.5 and z = 1.5 − 3.5, respectively, corresponding approximately to the minimum observable luminosities in the observed samples in each redshift interval. The agreement is very good, given the observational uncertainties, and it demonstrates that the observed Eddington FIG . 18. -The predicted distribution of Eddington ratios based on the luminosity function and the quasar evolution in our simulations, in two redshift intervals z < 0.5 (upper left) and 1.5 < z < 3.5 (upper right). The observed distributions for radio loud (black squares) and radio quiet (green circles) quasars are shown from Vestergaard (2004) with Poisson errors. Thick black lines show the predicted distribution given the same minimum observed luminosity as the observed sample. Thin red lines show the predicted distributions for a sample extending to arbitrarily faint luminosities, dotted lines show the same, with the ADAF correction of § 5 applied at low accretion rates. Lower panels show the predicted distributions for z 1 in two luminosity intervals, above and below the "break" luminosity in the observed luminosity function (red lines here correspond to an observed (attenuated) B-band luminosity L B,obs > 10 11 L ⊙ ). ratio distribution is closely related to the non-trivial nature of quasar lifetimes and light curves, rather than some arbitrary distribution of fixed l across sources. Furthermore, we note that the complete distribution of Eddington ratios is similar in both samples, implying that the difference in the observed Eddington ratio distribution is primarily a consequence of the higher luminosity limit in the observed samples. At progressively lower redshifts, more quasars with luminosities further below the "break" in the luminosity function are observed, and therefore the observed Eddington ratio is broadened to lower Eddington ratios l ∼ 0.1, whereas at high redshift the distribution is more peaked at slightly higher Eddington ratios. The dotted histograms show the distribution if we apply our ADAF correction to the intrinsic distribution, and are shown to demonstrate that this does not significantly change the result. We note that our model for black hole accretion employs the Eddington limit as a maximum accretion rate; if we remove this restriction, we find that the simulations spend some small but non-negligible time with l ∼ 1 − 2, which is also consistent with the observations. Furthermore, we can make a simple prediction of this model which can be falsified, namely that the Eddington ratio distribution at luminosities well below the break in the luminosity function should be much broader and extend to much lower values than the distribution at luminosities above the break luminosity. We quantify this in the lower panels of Figure 18 , for the distribution at low redshifts z 1. Here we consider two bins in luminosity, L = 10 9.5 − 10 10.5 L ⊙ and L = 10 12.5 −10 13.5 L ⊙ , for redshifts where the break in the luminosity function is at approximately L ∼ 10 11 − 10 12 L ⊙ . Clearly, the distribution is much broader and extends to much lower Eddington ratios in the former luminosity interval, whereas in the latter it is strongly peaked about l ∼ 0.2 − 1, for both the complete distribution (black) and that with L B,obs ≥ 10 11 L ⊙ (red). For the sake of comparison, the distribution obtained applying the ADAF correction described above is shown as dotted histograms. Despite the fact that the Eddington ratio distribution at low luminosities will be strongly biased by selection effects, a reasonably complete sample should be able to test this prediction, at least qualitatively.
THE MASS FUNCTION OF RELIC SUPERMASSIVE BLACK
HOLES FROM QUASARS
With the realization that essentially all spheroids contain supermassive black holes with masses following the M BH − σ relation (Gebhardt et al. 2000; Ferrarese & Merritt 2000; Tremaine et al. 2002) , the origin of these black holes has become a topic of great theoretical interest. Estimates of the distribution of bulge and spheroid velocity distributions, along with other host galaxy properties, have been used to determine the total mass density (ρ BH ) of local, primarily inactive supermassive black holes and their mass distribution (e.g., Salucci et al. 1999; Marconi & Salvati 2002; Yu & Tremaine 2002; Ferrarese 2002; Aller & Richstone 2002; Marconi et al. 2004) . Further, these works and others based on X-ray background synthesis (e.g., Fabian & Iwasawa 1999; Elvis et al. 2002 ) have compared the local black hole mass function and total mass density to that expected from estimates of the mass distribution of 'relic' black holes grown during quasar phases. While there is some disagreement, it generally appears that most, and perhaps nearly all of the present-day black hole mass density was accumulated in bright quasar phases, and a proper accounting of the intrinsic dispersions in the M BH − σ and M BH −L bulge correlations yields estimates of the local mass function in good agreement with estimates from hard X-ray AGN luminosity functions (Marconi et al. 2004 ). However, this modeling is dependent on several assumptions, even in purely empirically deriving the relic black hole mass function from the observed luminosity functions. Namely, the average radiative efficiency ǫ r , Eddington ratio l, and average quasar lifetime t Q are generally taken to be constants and either input into the model or constrained by demanding agreement with the local mass function. However, we find the quasar lifetime and Eddington ratio to be strong, complicated functions of both luminosity and host system properties (as opposed to simple constants). It is thus of interest to determine the relic black hole mass function expected from our model for quasar evolution.
We have determined the rate of creation of quasars with a given peak luminosity at a particular redshift,ṅ(L peak ), from the luminosity function in § 3.2. Given this, the total number density of quasars at present z = 0 with a given L peak (per logarithmic interval in L peak ) is
Using our simple log-normal form forṅ(L peak ), with normalizationṅ * and dispersion σ * held constant and only the median L * = L 0 * exp (k L τ ) evolving with redshift, this integral can easily be evaluated numerically to give the present density n(L peak ). Finally, we use M f BH (L peak ), roughly the Eddington mass of the given peak luminosity (but determined more exactly in § 2.4) to convert from dn(L peak )/d logL peak to dn(M BH )/d log M BH . This can then be integrated over dM BH to give the total present-day black hole mass density, ρ BH . Neglecting temporarily the small corrections to M f BH (L peak ) from 19. -Right: The total predicted quasar relic black hole mass density and the evolution of the fractional black hole mass density with redshift. Dotted lines show the difference resulting from 1σ deviation in fitteḋ n(L peak ) from the luminosity function. Left: Predicted present z = 0 relic mass function (thick black line), for comparison with the 1σ range (yellow) of the inferred supermassive black hole mass function from Marconi et al. (2004) . Also shown are the results given 1σ errors in the fittedṅ(L peak ) distribution (dotted lines), or ignoring the small corrections to M f BH (L peak ) from § 2.4 (thin black line). Dot-dashed lines show the predicted mass function at z = 1.5, 3.0, 5.0 (blue, green, and red, respectively). The extensions to z > 2 includes the turnover (pure peak luminosity evolution form) in the quasar space density above z = 2 from high-redshift luminosity functions described in § 3.2, except for the dashed green and red lines which use the pure density evolution form. § 2.4, we expect
where t S /ǫ r c 2 ≈ 2.95 × 10 −5 M ⊙ /L ⊙ , so therefore, ρ BH = t S ǫ r c 2 L peak n(L peak ) d log L peak .
This can be combined with the integral over redshift for n(L peak ), giving, at each z, a pure Gaussian integral over log (L peak ), in the form 
whereĤ(z) ≡ H(z)/H 0 and τ f is the fractional lookback time at some upper limit. We must modify this integral above z ∼ 2 to account for the space density of quasars decreasing, applying either our density or peak-luminosity evolution turnover from § 3.2, but quasars at these high redshifts contribute only a small fraction to the present-day density. Thus, in this formulation, the evolution of the total supermassive black hole mass density, i.e. ρ BH (z)/ρ BH (z = 0), is given by the dimensionless integral above, and depends only on the rate at which L * evolves, essentially the rate at which the break luminosity in the quasar luminosity function moves to higher luminosities. Although this is not strictly true if we include small corrections to M f BH (L peak ) based on L peak , the difference is very small and this behavior is essentially preserved. Figure 19 shows our prediction for the mass distribution of supermassive black holes, as well as the total density ρ BH and its evolution with redshift. We find a total relic black hole mass density of ρ BH = 2.9 +2.3 −1.2 × 10 5 M ⊙ Mpc −3 , in excellent agreement with observational estimates -in fact, coinciding with the best estimate ρ BH = 2.9 ± Sheth et al. (2003) . This exact agreement is coincidental, as the errors in our estimation of ρ BH are large (in this parameterization, ρ BH is particularly sensitive to σ * ). The fractional evolution of ρ BH with redshift is quite well constrained, and we find, as most previous estimates, that most of the present-day black hole mass density evolves at moderate to low redshifts z < 3. The 1σ errors are shown as dotted lines in the figure, and are very close to our best-fit estimate, as we have demonstrated that this quantity depends only on k L , the rate of evolution of the luminosity function break luminosity with redshift, which is fairly well-constrained by observations (from our fitting to the luminosity functions, k L = 5.61 ± 0.28). The difference in ρ BH if we include or neglect the small corrections to M f BH is negligible compared to our errors (∼ 5%). Our estimate of the relic black hole mass distribution (thick black line) also agrees well with observational estimates, with the entire range of observations within the range allowed by the 1σ errors of our fitting to the luminosity function (dotted lines). The observations shown are again from Marconi et al. (2004) , based on the combination of the observations of Marzke et al. (1994) ; Kochanek et al. (2001) ; Nakamura et al. (2003) ; Bernardi et al. (2003) ; Sheth et al. (2003) . The very high mass end of the black hole mass function M BH > 10 9 M ⊙ is relatively sensitive to whether or not we apply the M f BH (L peak ) corrections of § 2.4, instead of simply taking M f BH = M Edd (L peak ) (thin line), as well as to our fitting procedure. However, the agreement is still good, and it is important to note that this is also where the observational estimates of the mass distribution are most uncertain, as they are generally extrapolated to these masses, and are extremely sensitive to the assumed intrinsic dispersions in the M BH − σ and M BH − L bulge relations (Yu & Tremaine 2002) .
The anti-hierarchical nature of black hole formation, where less massive black holes are formed at lower redshift, is clear in this approach, as the rate of formation of black holes at any time is simply related to the distribution of creation rates of black holes of a given peak luminosityṅ(L peak ), which peaks at an L * directly related to the break in the quasar luminosity function. Thus, the shift of the break luminosity to lower values with decreasing redshift directly translates to a shift in the black hole masses being primarily produced at that time. This can also be seen in Figure 19 , where the black hole mass distributions at z = 1.5, 3.0 and 5.0 are shown for comparison as blue, green, and red dot-dashed (adopting the pure peak luminosity evolution for z > 2) and dashed (adopting pure density evolution for z > 2) lines, respectively. Although the choice of pure peak luminosity or pure density evolution for the turnover in the z > 2 quasar density makes little difference to the z < 2 black hole mass functions, the low-M BH distribution at high redshift (where observations are do not well constrainṅ(L peak )) is quite different between the two models. Figure 20 further plots the fractional number density of black holes of a given mass as a function of redshift, i.e. n(M, z)/n(M z = 0), where n(M) = dn/d log(M) is just the number density at mass M. This is shown for black holes of mass M BH = 10 6 , 10 7 , 10 8 , 10 9 , and 10 10 M ⊙ . The figure demonstrates clearly that higher-mass black holes were formed over a larger range of redshifts, and that most of their formation occurred at higher redshift, compared to lowermass black holes. Our model for quasar lifetimes and obscuration, then, allows us to reproduce the observed total density and mass distribution of supermassive black holes at z = 0. Furthermore, the supermassive black hole density is reproduced with black holes accreting at the simple, canonical efficiency ǫ r = 0.1 expected for efficient accretion through a Shakura & Sunyaev (1973) disk, although in this formulation the dependence on this term is suppressed through its more detailed interaction with quasar lifetimes. Rather than adjusting these quantities to produce the correct present-day supermassive black hole mass density, our modeling simultaneously produces all the relevant quantities based only on the input physics of our simulations and the determination ofṅ(L peak ) from the luminosity function. Corrections from black hole merging are actually implicitly accounted for in our calculation, as we assume quasars are being produced in mergers and thus our M f BH , though dominated by accretion onto much smaller seed black holes, includes the merger of the two initial black holes. The large obscured stage in black hole evolution does not generate problems in reproducing the black hole mass density, and the final stages of growth are still in bright stages observable at least in X-ray samples. However, a very large Comptonthick population of black holes at all luminosities (or even at some range of luminosities at or above the break in the luminosity function) (e.g., Gilli et al. 2001; Ueda et al. 2003) , or a large population accreting in a radiatively inefficient ADAFtype solution (Di Matteo et al. 1999) , as invoked to explain discrepancies in the X-ray background produced by synthesis models, would result in a significant over-prediction of the present-day supermassive black hole density. However, as we demonstrate in § 7.2, invoking such populations is unnecessary, as our picture for quasar lifetimes and evolutionary obscuration self-consistently reproduces the observed X-ray background.
Finally, we note that we reproduce the z = 0 distribution of black hole masses inferred from the distribution of spheroid velocity dispersions (Sheth et al. 2003 ) and luminosity functions (Marzke et al. 1994; Kochanek et al. 2001; Nakamura et al. 2003) , based on the observed M BH − σ relation and fundamental plane for galaxy properties (e.g., Bernardi et al. 2003; Gebhardt et al. 2003) . Therefore since we our modeling also accurately reproduces the observed M BH − σ relation (Di Matteo et al. 2005; Robertson et al. 2005b ) and fundamental plane (Robertson et al., in preparation) , we implicitly reproduce the z = 0 distribution of spheroid velocity dispersions and spheroid luminosity functions.
7. THE COSMIC X-RAY BACKGROUND 7.1. The Integrated Spectra of Individual Quasars Populations of unresolved extragalactic sources, specifically obscured AGN, have been invoked for some time to explain the cosmic X-ray background (e.g, Setti & Woltjer 1989) . This picture has been confirmed as deep surveys with Chandra and XMM-Newton have resolved most or all of the X-ray background into discrete sources, primarily obscured and unobscured AGN (Brandt et al. 2001; Hasinger et al. 2001; Rosati et al. 2002; Giacconi et al. 2002; Baldi et al. 2002) . The X-ray background, however, has a much harder X-ray spectrum than typical quasars, with a photon index Γ ∼ 1.4 in the 1 − 10 keV range (Marshall et al. 1980 ). Therefore, obscured AGN are important in producing this shape, as absorption in the ultraviolent and soft X-rays hardens the observed spectrum. Indeed, population synthesis models based on observed quasar luminosity functions and involving large numbers of obscured AGN have been successful at matching both the X-ray background intensity and spectral shape (Madau et al. 1994; Comastri et al. 1995; Gilli et al. 1999 Gilli et al. , 2001 . However, these models have made essentially arbitrary assumptions about the ratio of obscured to unobscured sources and its evolution with redshift, choosing these quantities in such a way as to reproduce the appropriate X-ray background. Furthermore, as X-ray surveys have been extended to larger redshifts, it has become clear that both the observed redshift distribution of X-ray sources and the ratio of obscured to unobscured sources is inconsistent with that demanded by these models (Hasinger 2002; Barger et al. 2003) . Even synthesis models based on higher-redshift X-ray surveys and using observationally derived ratios of obscured to unobscured sources (e.g., Ueda et al. 2003) have invoked ad hoc assumptions about additional populations of further obscured sources in order to successfully reproduce the X-ray background shape and intensity.
We can test our model by examining the predicted X-ray background spectrum produced by quasars over the history of the universe. This allows us to determine whether the quasar luminosity function, relic AGN mass distribution, and X-ray background can be simultaneously reproduced in a self-consistent manner. Because our formulation directly describes the rate of creation of quasars with some peak luminosity L peak , it is most useful to consider the integrated energy spectrum of such a quasar over its lifetime,
where f ν (L) is the bolometric correction (L ν ≡ f ν L). Figure 21 shows the integrated intrinsic spectra (thick solid lines) from the simulations A1, A2, A3, A4, and A5 (black through red, respectively) analyzed in detail in , and A5 (black, blue, green, yellow, red, respectively) , with virial velocities V vir = 80, 113, 160, 226, and 320 km s −1 . The predicted integrated spectra from our model for quasar lifetimes are shown as dot-dashed lines, and the prediction of a simple "light bulb" model, where the same total energy is radiated at L = L peak , as dashed lines. Integrated observed spectra are shown as thin solid lines. Right: Integrated observed X-ray spectrum from the A3 simulation (thick black line), compared with the integrated intrinsic spectrum, reddened by various column density distributions: our fitted N H distributions from § 2.3 (thick black dashed line), constant (luminosity-independent) lognormal N H distribution withN H = 10 22 cm −2 and σ N H = 0.4, 0.7, 1.0 (blue, green, and red dashed lines, respectively), and constant N H = 10 21 , 10 21.5 , 10 22 , 10 22.5 , and 10 23 cm −2 (thin dot-dashed lines). Hopkins et al. (2005b) , with f gas = 1, q EOS = 1, z gal = 0 and V vir = 80, 113, 160, 226, and 320 km s −1 , respectively. The final black hole masses for these simulations are M f BH = 7 × 10 6 , 3 × 10 7 , 3 × 10 8 , 7 × 10 8 , and 2 × 10 9 M ⊙ . The integrated spectral shape in the X-ray, in particular, is ultimately determined by the observationally motivated bolometric corrections of Marconi et al. (2004) , with a reflection component in the X-ray determined following Magdziarz & Zdziarski (1995) , and, in the case of the observed spectrum, the distribution of column densities calculated at all times in the simulation. Using our simple fits to the lifetime dt/d logL as a function of instantaneous and peak luminosities, we can calculate the expected νE ν from the integral above. These integrated spectra are shown as the dot-dashed lines in the figure, and agree well with the actual integrated spectra of the simulations, demonstrating the self-consistency of our model and applicability of our fitted lifetimes. This can be compared to the prediction of simple models for the quasar lifetime, where we allow the quasar to radiate just at its peak luminosity L peak ≈ L Edd (M f BH ) for some fixed lifetime t 0 Q . We determine t 0 Q by demanding that the total energetics be correct,
The predicted integrated energy spectrum is shown as the dashed lines, and clearly under-predicts the soft and hard X-ray energy output by a factor ∼ 1.5 − 2. This is because higher-luminosity quasars tend to have a larger fraction of their energy radiated in the UV-optical rather than the Xray (e.g., Wilkes et al. 1994; Green et al. 1995; Vignali et al. 2003; Strateva et al. 2005) , reflected in detail in our bolometric corrections. Thus, assuming that the quasar spends all its time at L peak does not account for extended times at lower luminosity, where the ratio of X-ray to total luminosity is larger, generating an integrated spectrum with a larger fraction of its energy in the X-ray. Assuming that the quasar undergoes pure Eddington-limited growth to its peak luminosity produces an almost identical integrated spectrum to this light-bulb model, as it is similarly dominated by L ∼ L peak .
Of course, the intrinsic integrated energy spectrum of the simulations is not what determines the X-ray background, but rather the integrated observed spectrum is the critical quantity. This is shown as the thin lines in the left panel of Figure 21 , and in detail for our fiducial A3 simulation in the right panel of the Figure (thick solid line) . Along a given sightline, the observed integrated spectrum will be
where τ ν is the optical depth at a given frequency along that line of sight. We can integrate over solid angle and obtain
where e −τν is the averaged e −τν over the column density distribution P(N H |L, L peak ). Using our fits to the column density distribution and quasar lifetimes and calculating νE ν, obs as above, we reproduce the integrated observed spectrum quite accurately (black dashed line). For comparison, we show that it is a very poor approximation to simply redden the spectrum with a constant N H , giving the results for N H = 10 21 , 10 21.5 , 10 22 , 10 22.5 , and 10 23 cm −2 (thin dot-dashed lines). Even allowing for a distribution of N H values, the resulting spectrum is a poor match to the observed spectrum if that distribution is taken to be static (i.e. luminosityindependent, as in traditional torus models, for example). We show the results of reddening the intrinsic spectrum by such a distribution, varying the dispersion σ NH = 0.4, 0.7, 1.0 (blue, green, and red dashed lines, respectively), for a median column densityN H = 10 22 cm −2 , the median column density expected around L peak . Therefore, the luminosity and host system property dependence of both quasar lifetimes and the column density distribution must be accounted for in attempting to properly predict the X-ray background spectrum from observations of the quasar luminosity function.
7.2. The Integrated X-Ray Background If we can determine the volume emissivity j ν (z) (per unit comoving volume) of some isotropic process at a given frequency at redshift z, the resulting background specific intensity at frequency ν 0 at z = 0 is simply (Peacock 1999 )
Note that if we were considering the emissivity j ν per unit physical volume, there would be an extra factor of (1 + z) −3 in the integral above. In § 7.1, we determined the integrated observed energy E ν, obs (L peak ) produced by a quasar with peak luminosity L peak . We have also determinedṅ(L peak )(z) in § 3.2, the rate at which quasars of peak luminosity L peak are created per unit comoving volume per unit cosmological time. Therefore, the comoving volume emissivity is just j ν (z) = E ν, obs (L peak )ṅ(L peak ) d logL peak ,
or, expanding E ν, obs ,
Note that if the column density distribution were independent of L peak , as is assumed in even luminosity-dependent torus FIG. 22. -The predicted integrated X-ray background spectrum (solid black line) from our model of quasar lifetimes and attenuation, with the peak luminosity distributionṅ(L peak ) determined from the luminosity function. Blue and red lines show the observed spectrum from Barcons et al. (2000) and Gruber et al. (1999) , respectively. The shaded yellow area illustrates the uncertainty in normalization between both samples (alternatively, 2σ errors in the Barcons et al. 2000 normalization) . The predictions given 1σ deviations in the fittedṅ(L peak ) distribution (dotted lines) and given theṅ(L peak ) distribution determined from hard X-ray data only (dashed line) are shown. models or observationally determined N H functions used for X-ray background synthesis (e.g., Ueda et al. 2003 ), then we could combine terms in L peak and integrate over them. This simplification, combined with the definition of the luminosity function in terms of L peak , gives the more traditional formula for the X-ray background in terms only of the observed column density distribution and luminosity function,
However, as we showed in § 3.3 and § 7.1, neglecting the dependence on L peak is not a good approximation and gives an inaccurate estimate of the integrated quasar spectrum; therefore, "purely observation-based" synthesis models of the Xray background will be inaccurate in a similar manner to synthesis models with an inappropriate model for the quasar lifetime. Essentially, this "averages out" the varying distribution of column densities with L peak , which changes the shape of the spectrum in a non-linear manner, especially when integrated over varying bolometric corrections as shown above. Figure 22 shows the predicted X-ray background spectrum from our modeling of quasar lifetimes and obscuration (solid lines). The dotted lines show the deviation resulting from shifting the parameters describing our fittedṅ(L peak ) distribution by 1σ in either direction. The dashed line shows the predicted X-ray background if we ignore the broadening of the N H distribution across simulations (σ NH = 1.2) and instead consider only the dispersion of an individual simulation at a given luminosity (σ NH = 0.4). These can be compared to the observations of Gruber et al. (1999) (red curve, for E ≥ 3 keV) and Barcons et al. (2000) (cyan curve, for E ≤ 10 keV). We increase the normalization of the Gruber et al. (1999) spectrum to match that of the best estimate from Barcons et al. (2000) over the range of overlap, determined from combined ASCA, BeppoSAX, and ROSAT data to be 10.0 +0.6 −0.9 keV cm −2 s −1 sr −1 keV −1 at 1 keV. The uncertainty in the normalization between the two samples, ∼ 20%, is shown as the shaded yellow range (alternatively, this represents the ∼ 2σ errors in the ROSAT normalization).
Our prediction of the X-ray background, then, agrees well with the observed background spectrum over the entire ∼ 1 − 100 keV range of interest. (At energies above 100 keV it is likely that processes we have not included, such as those involving magnetic fields, contribute significantly to the background.) Unlike previous synthesis models for the X-ray background, we are able to do so without invoking assumptions about large Compton thick populations or larger obscured populations at different redshifts. In part, this is because our modeling allows us to predict, based simply oṅ n(L peak ) and our column density formulation, the population of Compton thick sources (see Figure 12 ). However, as we have demonstrated above, it is primarily because the deficit in previous synthesis models (e.g., Gilli et al. 2001; Ueda et al. 2003) can be related to their inability to properly account for the dependence of quasar lifetimes and attenuation on both the instantaneous quasar luminosity and the host system properties (peak luminosity). A proper accounting of these terms not only yields an accurate prediction of the X-ray background spectrum in a self-consistent manner, without ad hoc assumptions, but also is simultaneously consistent with the observed supermassive black hole mass distribution and total density. Compton thick and relaxing, low-luminosity sources are accounted for, not as large, independent populations, but as evolutionary phenomena continuously connected to the "normal" quasar population. 8. DISCUSSION & CONCLUSIONS In this paper, we have considered in detail the implications of the model for quasar lifetimes and obscuration proposed in Hopkins et al. (2005a) , coupled with the resulting new interpretation of the quasar luminosity function from Hopkins et al. (2005c) . We have studied the evolution of quasars in simulations of galaxy mergers spanning a wide range of parameter space, varying the virial velocities, masses, concentrations, gas fractions, presence or absence of stellar bulges, initial black hole masses, orbital parameters, and gas equations of state of the quasar host galaxies. The evolution of quasars, both the quasar lifetime and the column density distribution as a function of luminosity, is robust when considered as a function of final black hole mass (peak quasar luminosity), with no systematic dependence on any of the considered quantities.
In our model, quasars are powered in galaxy mergers, which produce inflows of gas through gravitational torques, fueling starbursts and rapid black hole growth. The large densities associated with this fueling obscure the central black hole activity at optical wavelengths for much of the intrinsic accretion lifetime, until feedback energy from the growing black hole ejects gas and terminates further growth. Quasar lifetimes and light curves are non-trivial, with a phase of strong accretion activity during first passage of the merging galaxies and extended quiescent (sub-Eddington) phases leading into and out of the phase of peak quasar activity associated with the final merger itself. These evolutionary processes have important consequences which cannot be captured in simple models of pure exponential or "on/off" quasar growth.
Of course, it is likely that not all AGN activity is caused by mergers. For example, some low redshift quasars (e.g. Bahcall et al. 1996) and many Seyferts appear to reside in relatively ordinary galaxies. In our picture, it is most natural to explain occurrences of AGN activity not related to mergers through a brief resurrection of dead quasars by the sporadic accretion of gas by black holes created earlier in a bright quasar phase. The principle requirement in our model is that such activity should not contribute a large fraction of the black hole mass, to avoid spoiling tight correlations between the black hole and host galaxy properties, producing too large a present-day black hole mass density, or violating the Soltan (1982) constraint.
Our modeling suggests two important paradigm shifts in thinking about quasar populations and evolution. First, as proposed in Hopkins et al. (2005c) , a proper accounting of the luminosity dependence of quasar lifetimes (as opposed to simple models in which quasars grow in a pure exponential fashion or turn on and off as "light bulbs") implies a novel interpretation of the luminosity function. In this interpretation, the steep bright end (luminosities above the "break" in the luminosity function) consists of quasars radiating near their Eddington limits and is directly related to the distribution of intrinsic peak luminosities (or final black hole masses) as has been assumed previously. However, the shallow, faint end of the luminosity function describes black holes either growing in early stages of activity or in extended, quiescent states going into or coming out of a peak bright quasar phase, with Eddington ratios generally between l ∼ 0.01 and 1. The "break" luminosity in the luminosity function corresponds directly to the peak in the rate of "birth" of quasars with a given peak luminosityṅ(L peak ).
This interpretation immediately resolves several inconsistencies of previous theoretical modeling. For example, semi-analytical models which attempt to reproduce quasar luminosity functions (e.g., Kauffmann & Haehnelt 2000; Haiman & Menou 2000; Wyithe & Loeb 2003) assume, based on their simple models for the quasar lifetime, that quasars at the faint end of the luminosity function correspond to low final-mass black holes (low L peak ∼ L) in small halos. However, this neglects the fact that smaller mass halos tend to be more disky, with smaller relative spheroid components, and worse, overpredicts the number of active low-mass black holes, especially at high redshift, by orders of magnitude (Haiman, Quataert, & Bower 2004) . Moreover, both direct observations (McLure & Dunlop 2004 ) and comparison of the present-day black hole mass function with radio and X-ray luminosity functions (Merloni 2004) suggest an antihierarchical scenario for the growth of supermassive black holes, in which the most massive black holes are primarily in place at high (z 2) redshift, with low-mass black holes being produced mainly at low redshift, which cannot occur in simpler descriptions of quasar lifetimes and the luminosity function. In these previous modeling efforts, a "break" in the luminosity function is not reproduced (Wyithe & Loeb 2003) , and the location of the break luminosity as well as the faintend slope of the luminosity function have no direct physical motivation.
Additional observational evidence for our picture already exists, although it has not generally been recognized as such; for example in the observed distribution of Eddington ratios (see § 5), the distribution of low-redshift, active black hole masses (see § 4.3), and the turnover in the expected distribution of black hole masses in early-type galaxies at ∼ 10 8 M ⊙ (e.g., Sheth et al. 2003) . Quasar lifetimes estimated from observations are inferred to increase with increasing black hole mass as we predict (Yu & Tremaine 2002) , and furthermore, the Eddington ratios of observed quasar samples are seen to increase systematically with redshift, as the sample becomes increasingly dominated by luminosities above the break in the luminosity function (McLure & Dunlop 2004) . Moreover, observations show that the evolution of the luminosity function with decreasing redshift is driven by a decrease in the characteristic mass scale of actively accreting black holes (e.g., Heckman et al. 2004) , an immediate consequence of our relation of the observed luminosity function to the peak in the distribution of active black hole massesṅ(L peak ). This observation, however, has caused considerable confusion and debate, as numerous observations of both radio-quiet (Woo & Urry 2002) and radio-loud (O'Dowd et al. 2002) local (low redshift) AGN have found that nuclear and host luminosities are uncorrelated, implying that nuclear luminosity does not depend on black hole mass (Heckman et al. 2004) , and therefore that the primary variable determining the nuclear luminosity is the Eddington ratio, with the luminosity function spanning a broad range in Eddington ratios (Hao et al. 2005) . Furthermore, observations show that this is not true of high redshift quasars, as both direct estimates of accretion rates (e.g., Vestergaard 2004; McLure & Dunlop 2004) and the simple fact that their high luminosities would yield unreasonably large black hole masses rule out substantially sub-Eddington accretion rates for most objects. Previous empirical and semi-analytical models could not simultaneously account for these observations. To explain just the low-redshift observations they were forced to adopt arbitrary distributions of Eddington ratios fitted to the data. However, both these observations are immediate consequences of our interpretation of the luminosity function, as observations of local AGN and the low-redshift luminosity function are dominated by quasars below the break in the luminosity function, which are undergoing sub-Eddington growth and span a wide range of Eddington ratios, while observations at high redshift are dominated by bright objects at or above the break in the luminosity function, which are undergoing Eddington-limited (or near Eddington-limited) growth near their peak luminosity (see § 5). Our self-consistent, physically motivated model for quasar lifetimes based on simulations which incorporate accretion and gas physics in galaxy mergers, and the resulting unique interpretation of the luminosity function immediately explains all of these observations and resolves these conflicts in previous modeling attempts of the luminosity function.
The second paradigm shift implied by our modeling is that quasar obscuration is not a simple, static or quasi-static geometric effect, but is primarily an evolutionary effect. The physical reasoning for this is simple, as the massive gas inflows required to fuel quasar activity will naturally entail large obscuring column densities associated with quasar activity, and with column densities correlated with quasar luminosity in some fashion. The basic picture of buried quasar activity associated with the early growth of supermassive black holes and possible starburst activity has been proposed previously (e.g., Sanders & Mirabel 1996; Fabian 1999) , but our modeling allows us to actually describe the evolution of obscuration in a self-consistent manner, defining obscured and unobscured phases appropriately and describing the dynamical correlations between the column density distribution and instantaneous and peak luminosities.
Observational evidence for this picture has rapidly accumulated over recent years. For example, point-like Xray sources have been observed in an increasing number of bright sub-millimeter or infrared and starburst sources, with essentially all very luminous infrared galaxies showing evidence of buried quasar activity (e.g., Sanders & Mirabel 1996; Komossa et al. 2003; Ptak et al. 2003) , with particular evidence for simultaneous and strongly associated black hole growth and star formation at redshifts corresponding to peak quasar activity (z 1) (Alexander et al. 2005) . Similarly, observations suggest that obscured AGN are significantly more likely to exhibit strong sub-millimeter emission characteristic of star formation, suggesting both that obscured black hole growth and star formation are correlated and that obscuration mechanisms (responsible for re-radiation in the submm and IR) may be primarily isotropic (e.g., Page et al. 2004; Stevens et al. 2005) . Further evidence from quasar emission line structure (e.g., Kuraszkiewicz et al. 2000; Tran 2003) , directly related to the inner broad-line region, suggests isotropic obscuration of quasars, in direct contradiction to strongly angle-dependent models. Finally, a growing number of observations (e.g., Steffen et al. 2003; Ueda et al. 2003; Hasinger 2004; Grimes, Rawlings, & Willott 2004; Sazonov & Revnivtsev 2004; Barger et al. 2005; Simpson 2005 ) indicate that the fraction of broad-line or obscured quasars is a function of luminosity, which cannot be accounted for in traditional static "torus" models (e.g., Antonucci 1993) or accurately reproduced in even modified luminosity-dependent torus models (Lawrence 1991) , an observation that is naturally reproduced in our modeling (see § 4 for a detailed discussion). As discussed in § 3.3, we do not actually determine the "shape" at any instant of quasar obscuration patterns (i.e. the angular dependence of obscuration). Thus, although it is difficult to imagine an organized circumnuclear torus or similar structure in a non-axisymmetric nucleus, during peak quasar phases (in final merger stages) where typical column densities can change by over an order of magnitude on timescales 10 7 yrs, we do not rule out such structures. Furthermore, as noted in Hopkins et al. (2005b) , the large concentration of mass in cold-phase molecular and HI clouds in our modeling of the ISM gas physics allows gas and dust to collect in sub-resolution obscuring structures. Note, however, that the observations such structures are invoked to explain are already accounted for in our modeling. The critical point is, regardless of the angular structure of obscuration, typical column densities are strongly evolving functions of time, luminosity, and host system properties, and the observed distribution of column densities is dominated by these effects, not by simple differences in viewing angle across a uniform population. This is obvious in our modeling as the lognormal dispersion (across different lines of sight) in column densities is σ NH ∼ 0.4 for a given simulation at some instant (Hopkins et al. 2005d ), whereas typical column densities across simulations, as a function of instantaneous and peak luminosities, span several orders of magnitude from N H ∼ 10 18 − 10 26 cm −2 . With this simple model for quasar evolution, we are able to simultaneously explain all the above observational and theoretical conflicts, and reproduce a host of quasar observations, without invoking ad hoc assumptions or arbitrary distributions of source properties.
• Quasar Lifetimes: We find that the total quasar lifetime is a strong function of luminosity, with the observed lifetime in addition being a sensitive function of the observed waveband. Intrinsic quasar lifetimes vary from t Q ∼ 10 6 − 10 8 yrs years, with observable lifetimes ∼ 10 7 yrs in optical B-band (Hopkins et al. 2005a,b) , in good agreement with observational estimates (for a review, see Martini 2004 ).
• Luminosity Functions: Using a very simple parameterization of the intrinsic distribution of peak luminosities (final quasar black hole masses) at a given redshift, our model of quasar lifetimes allows us to reproduce the observed luminosity function at all luminosities and redshifts z = 0 − 6. A proper consideration of quasar lifetimes leads to a new interpretation of the luminosity function (Hopkins et al. 2005c) , which provides a physical basis for the "break" and faint-end slope of the luminosity function. The evolution of typical column densities in different stages of merger activity produces a significant population of obscured quasars, predicting accurately the difference between hard X-ray (e.g., Ueda et al. 2003) , soft X-ray (e.g., Miyaji et al. 2001) , and optical B-band (e.g., Croom et al. 2004 ) luminosity functions ( § 3.2).
• Column Density Distributions: The evolution of typical column densities in our simulations naturally reproduces the observed distribution of column densities in optically-selected quasar samples, when the appropriate selection criteria are applied ), as well as complete column density distributions in hard X-ray selected samples ( § 3.3).
• Broad Line Luminosity Function and Fraction: Using our calculations and simulations to determine when quasars will be observable as broad-line objects, we predict and account for the luminosity function of broad-line quasars in hard X-ray selected samples as well as optical broad-line quasar surveys, and the fraction of broad-line quasars in a given sample as a function of luminosity. Note that we reproduce these quantities with significantly better accuracy than traditional or luminosity-dependent (but non-dynamical) torus models which are specifically fitted to the data ( § 4.2).
• Broad-Line Mass Function: Considering our model at low redshifts, and at times when the simulations determine objects should be visible as broad-line quasars, we predict the distribution of low-redshift, broad-line and non-broad line active quasar masses, in excellent agreement with observations from the SDSS, with expected incompleteness in the observed sample at very low M BH 10 6 M ⊙ black hole masses ( § 4.3). This is a new prediction, which can be verified in greater detail by future observations, and our calculations allow us to model the differences in the Type I and Type II populations.
• Eddington Ratios: We determine the observed distribution of Eddington ratios directly from our simulations. The predicted distribution, once the appropriate observed magnitude limit is imposed, agrees well with observations at both low (z < 0.5) and high (1.5 < z < 3.5) redshifts ( § 5). As discussed above, our interpretation of the luminosity function immediately explains seemingly contradictory observations of Eddington ratios at different redshifts. There is even suggestion (Cao & Xu 2005 ) that the evolution of quasars seen in our simulations (with bright phases in mergers and extended relaxation after) can explain observations of bimodal Eddington ratio distributions at z ∼ 0 (Marchesini et al. 2004 ), when coupled with an appropriate description of radiatively inefficient accretion phases.
• Black Hole Mass Function: With our model for quasar lifetimes, the luminosity function at a given redshift implies a rate of creation of sources with a given peak luminosity,ṅ(L peak ), which directly translates to a distribution in final black hole masses. Integrating this over redshift, we predict the present-day distribution of black hole masses and total mass density of supermassive black holes. This agrees remarkably well with the distribution and total mass density inferred from local populations of galaxy spheroids, which are produced with the supermassive black hole population in our modeling ( § 6). We explicitly demonstrate that the integrated supermassive black hole density, quasar flux density, and number counts in different wavebands can be reconciled with a radiative efficiency ǫ r = 0.1 in our modeling, implicitly satisfying constraints of counting arguments such as that of Soltan (1982) . Further, we show in § 2.4 and § 4.1 that the corrections to these calculations based on optical quasar samples are small (order unity) when we properly account for the luminosity dependence of quasar lifetimes, despite an extended obscured phase of quasar growth.
• X-ray Background: The integrated quasar spectrum from our models of quasar lifetimes and column densities as a function of instantaneous and peak luminosities can be combined with the rate of creation of quasars with a given peak luminosity to give the integrated cosmic background in any frequency range. We predict both the normalization and shape of the X-ray background from ∼ 1 − 100 keV, with our modeling naturally and properly accounting for quasar obscuration as an evolutionary process (with a corresponding population of Compton-thick objects), avoiding any need for arbitrary assumptions about additional obscured populations ( § 7.2).
• Correlation Functions: In Lidz et al. (in preparation), we predict the quasar correlation function and bias as a function of redshift and luminosity using our model, and compare it to that predicted by "light bulb" or exponential light curve models. As most quasars in our modeling have a characteristic peak luminosity or final black hole mass corresponding to the peak of thė n(L peak ) distribution, they reside in hosts of similar mass, and there is little change in bias with luminosity at a given redshift, in stark contrast to traditional models for the quasar lifetime and luminosity function. Our predicted bias agrees well with early observational evidence from Croom et al. (2005) , who also find no evidence for a dependence of the correlation on quasar luminosity at a given redshift, exactly as we predict. In fact, Croom et al. (2005) find that their observations can be explained if quasars lie in hosts with a constant characteristic mass ∼ 2 × 10 12 M ⊙ (h = 0.7). If we consider their redshift range ∼ 1 − 2, we predict the quasar population will be dominated by sources with L peak = L * (z), which given M f BH (L peak ) and using the M BH − M halo relation of Wyithe & Loeb (2003) predicts a nearly constant characteristic host halo mass ∼ 1−2×10 12 M ⊙ , in remarkably good agreement. Similarly, Adelberger & Steidel (2005) find that the quasargalaxy cross-correlation function does not vary with luminosity, implying with ∼ 90% confidence that faint and bright quasars reside in halos with similar masses and that fainter AGN are longer lived. Furthermore, Hennawi et al. (2005) find an order of magnitude excess in quasar clustering at small scales 40 h −1 kpc, with the correlation function becoming progressively steeper at sub-Mpc scales, which suggests quasar activity is triggered by interactions and mergers in dense environments.
• Host Galaxy Properties: Our modeling allows us to directly describe the correlations between black hole and galaxy properties and those between various galaxy properties. For example, it reproduces both the observed M BH − σ relation (Di Matteo et al. 2005; Robertson et al. 2005b ) and the fundamental plane of elliptical galaxies (Robertson et al., in preparation) .
Since we accurately reproduce the distribution of relic black holes inferred from the z = 0 distribution of spheroid velocity dispersions or luminosity functions using the observed versions of these relations, our match to these relations should guarantee that we will also be able to reproduce these distributions of host spheroid properties, as spheroids and black holes are produced together in the merger process.
We stress that these are predictions. With the exception of a simple and highly over-constrained determination of the distribution of peak luminositiesṅ(L peak ), we determine all quantities self-consistently from the basic input physics of our simulations, without the need for additional assumptions or adjustable parameters. Furthermore, our model for quasar evolution allows us to make a number of simple, observationally testable predictions.
• The quasar lifetime itself is still only weakly constrained by observations (Martini 2004 ), but future studies can measure both the lifetime of individual quasars and the statistical lifetimes of quasar populations as a function of luminosity. We describe in detail our predictions for the evolution of individual quasars and quantify their lifetimes in § 2, and further predict the distribution of both integrated and differential lifetimes in an observed sample as a function of luminosity. This should provide a basis for comparison with a wide range of observations, with the most important prediction being that the quasar lifetime should increase with decreasing luminosity.
• For a reasonably complete optically selected sample above some luminosity, the distribution of observed column densities should broaden to both larger and smaller N H values as the minimum observed luminosity is decreased, as both intrinsically faint periods with low column density and intrinsically bright periods with high column density become observable ).
• Similarly, the Eddington ratio distribution should be a function of observed luminosity, with a broad distribution of Eddington ratios down to l ∼ 0.01 − 0.1 at luminosities well below the break in the observed luminosity function, and a much more strongly peaked distribution about l ∼ 0.2 − 1 for luminosities well above the break (Figure 18 ).
• As shown in Hopkins et al. (2005c) , in our interpretation, the bright and faint ends of the luminosity function correspond statistically to similar mixes of galaxies, but in various stages of evolution; whereas in all other competing scenarios, the quasar luminosity is directly related to the mass of the host galaxy. Therefore, any observational probe that differentiates quasars based on their host galaxy properties such as, for example, the dependence of the clustering of quasars on luminosity, can be used to discriminate our picture from older models, although we defer a detailed prediction of the quasar correlation function based on our modeling for comparison with future, more detailed observations to a future paper (Lidz et al. 2005, in preparation) .
• Our distributionṅ(L peak ) directly translates to a black hole merger rate, as a function of mass, in our modeling, allowing a detailed prediction of the gravitational wave signal from black hole mergers as a function of redshift.
• We also predict in detail the distribution of active, lowredshift black hole masses in § 4. These predictions can be compared to mass functions for active black holes from numerous quasar surveys, both improved mass functions of the entire quasar population complete to lower luminosities as well as future mass functions for the population of active broad-line black holes.
• Because the evolution of spheroids and supermassive black holes is linked in our modeling, with each affecting the evolution of the other, we can also use the distribution of observed quasar properties to predict galaxy properties such as number counts, spheroid masses and luminosities, and colors as a function of redshift.
These predictions and others can provide valuable grounds for future tests and constraints of this model. While some have yet to be considered in detail or must wait for future observational devices, several should be straightforward to perform with current and near-future results of large quasar surveys at low, moderate, and high redshift.
Although we do not yet model the re-radiation of absorbed light by dust or the contribution of stellar light to quasar host IR luminosities, including these in our picture for quasar evolution will enable us to predict luminosity functions in the IR and sub-mm and their evolution with redshift. We can at this point, however, still consider roughly if our model for quasar lifetimes and merger-driven evolution withṅ(L peak ) is consistent with the observed distribution of ultraluminous infrared galaxies. The most naive estimate would assume that since the obscured quasar phase has a duration up to ∼ 10 times that of the optically observable quasar phase, there should be ∼ 10 times as many ULIRGs as bright optical QSOs. However, this neglects the complicated, luminosity dependent nature of quasar lifetimes. Given that the bright quasars we simulate attain, during their peak growth phase, an intrinsic luminosity comparable to that of the host starburst, and that this period of peak growth has a similar duration to the starburst phase (see Figure 13 and Di Matteo et al. 2005; Springel et al. 2005b) , we can estimate (roughly) the ULIRG bolometric luminosity function with our bolometric quasar luminosity function. Thus, the more accurate comparison to the ULIRG luminosity function is with the hard X-ray quasar luminosity function, as this recovers (and at some luminosities can be dominated by) "buried" quasars in starburst phases. This is only applicable above the break in the luminosity function, where quasars are undergoing peak quasar growth. Below the break, quasars are significantly sub-Eddington and can have luminosities well below that of their star-forming hosts (see Figure 13 ), so we expect our quasar luminosity function to be significantly shallower than the ULIRG luminosity function at these luminosities. Note also that this does not imply that ULIRGs are all AGN-dominated, as the starburst and peak AGN activity can be (and generally are) somewhat offset, but only says that the lifetime curves at the bright end should be similar. Considering the luminosity function at z = 0.15, then, we expect ULIRG densities dΦ/dM bol ∼ 3 × 10 −7 and 9 × 10 −8 Mpc −3 mag −1 at L ∼ 1.6×10 12 L ⊙ and 2.5×10 12 L ⊙ , respectively. These estimates are consistent with the observed density in the IRAS 1 Jy Survey (Kim & Sanders 1998 ) at a mean redshift z = 0.15, with dΦ/dM bol ∼ 5 × 10 −7 , 7 × 10 −8 Mpc −3 mag −1 (rescaled to our cosmology), and as expected, our quasar luminosity function slope becomes significantly shallower than the observed 1 Jy survey luminosity function slope below L ∼ 10 11 − 10 12 L ⊙ , roughly the break luminosity of the luminosity function. Further, we predict these densities to change with redshift according to the evolution ofṅ(L peak ), decreasing by a factor ∼ 1.5 at z = 0.04, in excellent agreement with the evolution of IRAS ULIRG luminosity functions (Kim & Sanders 1998) . Likewise, at z ∼ 1 − 3, we predict a mean space density Φ(L > 10 11 L ⊙ ) ∼ 1 − 3 × 10 5 Mpc −3 , in good agreement with the ∼ 5 × 10 5 Mpc −3 density of such sources expected to reproduce the observed cumulative source density 4 × 10 4 deg −2 of 1 mJy 850 µm SCUBA sources (Barger et al. 1999 ). Furthermore, our prediction of the fraction of buried AGN and its evolution with redshift agrees well with determinations from X-ray samples (Barger et al. 2005 ) and recent Spitzer results in the mid and near-infrared at z ∼ 2 (Martinez-Sansigre et al.
2005).
We have shown that our modeling of quasar lifetimes and obscuration is a critical ingredient in reproducing a wealth of quasar observables. This work makes clear several goals for quasar and galaxy observations and theory. Observationally, it is important to develop and improve constraints on the faint end of the peak luminosity distribution, i.e. the low-mass black hole distribution. Unfortunately, our modeling of quasar lifetimes implies that the faint-end quasar luminosity function is dominated by quasars with peak luminosities around the break in the luminosity function, and can provide only weak constraints on the faint-end L peak distribution. However, there is still hope, as we have shown that broad-line quasar activity is more closely associated with near-peak luminosities, probing the faint-end of broad-line luminosity functions may improve these constraints. Moreover, studies of the black hole mass distribution (or, equivalently, the distribution of galaxy spheroids) as a function of redshift, extending to small spheroid masses/velocity dispersions can directly infer the faint end ofṅ(L peak ). Other techniques, such as studies of faint radio sources at high redshift (Haiman, Quataert, & Bower 2004) can similarly constrain these populations. Furthermore, the observations predicted in this paper can be combined to better determineṅ(L peak ), as we have shown that they all derive from this fundamental quantity. Of course, improved constraints on the luminosity function at all luminosities at high redshift remains a valuable means of testing theories of quasar evolution.
Future theoretical work in these areas should focus on predicting the distribution of peak luminositiesṅ(L peak ) and its evolution with redshift, determined herein from the luminosity function. Although this will be, in general, a complicated function of galaxy merger rates, gas fractions, morphologies, and other factors, we have parameterized it in a simple fashion for comparison with the results of future cosmological simulations and semi-analytical models. This distribution is particularly valuable as a theoretical quantity because it is much more directly related to physical galaxy properties than even the complete (intrinsic) luminosity function, and additionally because theoretical modeling which successfully reproduces thisṅ(L peak ) distribution is guaranteed to reproduce the very large number of observable quantities we have discussed in detail in this work, based on our model for quasar lifetimes and obscuration. Combined with our modeling of quasar lifetimes and obscuration, this would remove the one significant empirical element of our modeling and allow for a complete prediction of the above quantities from a single theoretical framework.
Progress on simulating the processes relevant to our overall model will focus on including, for example, a detailed treatment of radiative transfer through a gaseous, dusty medium, so that we can calculate the reprocessing of radiation from the stars and black hole absorbed by dust, to predict IR SEDs during the buried quasar phase. Furthermore, we have so far mainly examined collisions between galaxies of comparable mass. Simulations of minor mergers involving galaxies with mass ratios ∼ 10 : 1 (e.g. Hernquist 1989; have shown that gravitational torques can drive gas into the centers of these remnants, causing starbursts, similar to what happens in major mergers, leaving behind disturbed remnants with dynamically heated disks (e.g. Quinn et al. 1993; Mihos et al. 1995; Walker et al. 1996) . It is important to establish whether black hole growth can also be triggered in minor mergers, as these events may be relevant to weak AGN activity like that in some Seyfert galaxies or LINERs.
In summary, the work presented here supports our conjecture that many aspects of galaxy formation and evolution can be understood neatly in terms of the "cosmic cycle" in Figure 1. To be sure, many of the links in the chain summarized in Figure 1 have been discussed elsewhere, either in the context of observations or theoretical models. Our modeling of galaxy formation and evolution emphasizes the possibility that supermassive black holes could be responsible for much of what goes on in shaping galaxies, rather than being mere bystanders, closing the loop in Figure 1 . In this sense, black holes may be the "prime movers" driving galaxy evolution, as has been proposed earlier for extragalactic radio sources (e.g. Begelman, Blandford & Rees 1984; Rees 1984) . It may seem counterintuitive that compact objects with masses much smaller than those of galaxies could have such an impact, but it is precisely the concentrated nature of matter in black holes that makes this idea plausible.
Consider a black hole of mass M BH at the center of a spherical galaxy of mass M sph with a characteristic velocity dispersion σ. The energy available to affect the galaxy through the growth of the black hole will be some small fraction of its rest-mass, E feed ∼ ǫ f M BH c 2 . This can be compared with the binding energy of the galaxy, E bind ∼ M sph σ 2 . Observations indicate that M BH and M sph are correlated and that, roughly M BH ∼ (0.002 − 0.005)M sph (Magorrian et al. 1998; Marconi & Hunt 2003) . Therefore, the ratio of the feedback energy to the binding energy of the galaxy is E feed /E sph > 10ǫ f ,−2 σ −2 300 , for an assumed efficiency of 1%, ǫ f ,−2 ≡ ǫ/0.01 and scaling the velocity dispersion to σ 300 ≡ σ/300 km/sec, as for relatively massive galaxies. This result demonstrates that the supermassive black holes in the centers of spheroidal galaxies are by far the largest supply of potential energy in these objects, exceeding even the galaxy binding energy. When viewed in this way, black hole growth is not an implausible mechanism for regulating galaxy formation and evolution; in fact, it appears almost inevitable that it should play this role.
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