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Emily Karen Toutkoushian: Modeling Complex Data from Interactive, Instructional Simulations 
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Science Learning  
(Under the direction of Gregory Cizek) 
 
 This dissertation study explores the potential of utilizing data from middle school science 
simulations to inform the assessment and understanding of students’ learning related to the Next 
Generation Science Standards ([NGSS]; NGSS Lead States, 2013). Technology, including 
simulations, allow for investigations into how and what students are learning through the 
collection and analysis of fine-grained process data about students’ actions. However, there is 
limited research on how to analyze the complex data from science activities with respect to the 
dimensions of the NGSS. This study utilized data from 77 eighth-grade students using two 
simulations as part of an online unit on chemistry. Guided by the Evidence Centered Design 
assessment framework (e.g., Mislevy, Almond, & Lukas, 2004), this study applied and tested a 
method in five phases that first identified evidence from one simulation related to the standards 
and translated the data into pieces of evidence. Next, three item response theory (IRT) models 
(unidimensional, multidimensional, and explanatory) and three Bayesian Network models 
(expert-structured, empirically-structured and dynamic) were compared in terms of model fit, as 
well as how student ability estimates were related to a simple scoring of student responses. 
Finally, these results were compared to the results for a different simulation from the same 
instructional unit. The results of this study demonstrated the relative strengths and weaknesses of 
the different models and offered insights into how the complex data from simulations may be 
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understood. The multidimensional IRT and Dynamic Bayesian Network models in particular 
stood out as being able to provide unique information about students’ NGSS-aligned learning 
beyond what could be surmised from simply looking at student responses to questions. The 
comparison of results from the two simulations suggested that the methodology proposed in this 
study is flexible enough to adapt to and identify differences in the simulations. As the NGSS 
become more widely adopted, it becomes imperative to find ways to understand and assess 
students’ NGSS-aligned learning. This study has implications for the design and analysis of data 
from science simulations and other complex technology-enhanced tools that can be used to 




To my family and friends, as well as my professional mentors and colleagues, this would not 










 I am beyond fortunate to have a large support system of wonderful people without whom 
this dissertation would not have been possible. I would like to thank my advisor and dissertation 
chair, Dr. Gregory Cizek, for all of his insightful advice and guidance throughout my time at 
UNC. I would also like to thank my committee members, Dr. Thurston Domina, Dr. Peter 
Halpin, Dr. Kelly Ryoo, and Dr. Jonathan Rowe, for bringing their unique perspectives to help 
guide my work and push me to develop as an academic and researcher. An additional thanks to 
Dr. Ryoo for allowing me to use data from her study in this dissertation and for her support and 
direction through the research and data collection process. I also want to thank all of my first 
grade students who are the reason I entered graduate school and who give me hope for the future. 
 I want to acknowledge my family for the critical role they played in encouraging and 
supporting me throughout my graduate career; I love you all. I have always looked up to my Dad 
for academic inspiration and am incredibly grateful for his patience in answering all of my last-
minute questions and calming my fears about this stressful process. My Mom was my first 
teacher and the reason for my love of reading and education. I know that she is always there for 
me and her unwavering confidence and love has been invaluable during this time. My siblings, 
Kevin, Hannah, and Brett, are always in my corner, each on their own inspiring path, and I am 
lucky to be their big sister. My maternal grandparents, Lois and Charles, have been a constant 
source of love and support in my life, sparking my zeal for adventure and curiosity. I am grateful 
for my paternal grandparents, JoAnn and John, who have passed on but their kindness, 
generosity, and love continue to support and surround me in my life. 
vii 
  
 I want to thank my friends, both near and far, for being there throughout this process. I 
would not have made it if I did not have such amazing people in my life. My graduate school 
colleagues, including Kristin, Lana, Amanda, and Kelly, have all been great supports and 
inspirations to me academically and as people in general. Being around you all has helped me 
become a better and stronger person. My friends in NC and beyond, including Miranda, Richard, 
Josh, Paige, Mikayla, Matt, Jordan, Veronica, Caitlin, Faiza, Phil, Emily, Brittany, Jillian, Dan, 
Laura, and Stephanie, have been great sources of distraction and support who are always able to 
hang out or talk and remind me that there is a world outside of grad school.  
 Last but certainly not least, I want to thank my partner in crime, Zac, for all of his love, 
humor, patience, and support throughout my doctorate. He has kept me grounded and helped me 
to continue pushing forward even when I could not see the path forward myself. I am eternally 
grateful to have had him (and our dogs Zilla and Gia) alongside me on this journey and look 













TABLE OF CONTENTS 
LIST OF TABLES ........................................................................................................................ xv 
 
LIST OF FIGURES ................................................................................................................... xviii 
 
LIST OF ABBREVIATIONS ....................................................................................................... xx 
 
CHAPTER 1: INTRODUCTION ................................................................................................... 1 
 
Introduction .............................................................................................................................. 1 
 
Identifying Evidence of Students’ Science Learning .............................................................. 5 
 
Purpose and Research Questions ............................................................................................. 6 
 
Summary .................................................................................................................................. 9 
 
Glossary of Terms .................................................................................................................. 10 
 
CHAPTER 2: LITERATURE REVIEW ...................................................................................... 13 
 
Evidence Centered Design Assessment Framework ............................................................. 14 
 
       Overview of ECD framework. ........................................................................................ 14 
 
       Using ECD with process data. ........................................................................................ 19 
 
Developments in Science Education and Assessment towards Inquiry                                 
and Science Practices ..................................................................................................... 22 
 
       Changing focus of science education. ............................................................................ 23 
 
       Overview of the NGSS. .................................................................................................. 27 
 
       Implications for NGSS-aligned science assessments. .................................................... 31 
 
       Formative assessment activities and applications to NGSS. ................................... 31 
 




Technology-Enhanced Science Learning and Assessment .................................................... 35 
 
       Technology as a tool for engaging with science practices. ............................................ 36 
 
       Technology and science assessments. ............................................................................ 38 
 
       Examples of research projects involving simulation-based assessments. ............... 40 
 
Understanding Student Learning Using Process Data ........................................................... 41 
 
       Mining process data in technology-enhanced environments. ......................................... 42 
 
       Analysis trends in EDM and LA fields. ......................................................................... 44 
 
       Models for analyzing process data in assessment. ......................................................... 46 
 
       Bayesian network models. ....................................................................................... 47 
 
       Item response theory models. .................................................................................. 52 
 
Summary ................................................................................................................................ 56 
 
CHAPTER 3: METHODS ............................................................................................................ 58 
 
Context of Study and Participants ......................................................................................... 58 
 
       Overview of visualization-supported science units. ....................................................... 60 
 
       Simulations. .................................................................................................................... 61 
 
       POM simulation. ...................................................................................................... 62 
 
       CR simulation. ......................................................................................................... 64 
 
Data Sources .......................................................................................................................... 66 
 
       Process data. ................................................................................................................... 67 
 
       Embedded table data. ...................................................................................................... 70 
 
       Prediction and reflection questions. ................................................................................ 70 
 




       Phase I............................................................................................................................. 75 
 
       Phase II. .......................................................................................................................... 77 
 
       Identifying initial evidence rules. ............................................................................ 77 
 
       Checking initial evidence rules. .............................................................................. 78 
 
       Revising and applying evidence rules to full dataset. ............................................. 79 
 
       Generating simulated dataset. .................................................................................. 80 
 
       Phase III. ......................................................................................................................... 81 
 
       Fitting IRT models. ................................................................................................. 81 
 
       Fitting BN models. .................................................................................................. 86 
 
       Phase IV. ......................................................................................................................... 91 
 
       Phase V. .......................................................................................................................... 92 
 
CHAPTER FOUR: RESULTS ..................................................................................................... 94 
 
Defining and Identifying Measures ....................................................................................... 94 
 
       Phase I results: Defining the student model. .................................................................. 94 
 
              Summary of Phase I results. .................................................................................... 99 
 
       Phase II results: Defining and applying evidence rules. ............................................... 100 
 
       Identifying initial evidence rules. .......................................................................... 100 
 
       Checking and revising evidence rules. .................................................................. 101 
 
       Coding the full dataset. .......................................................................................... 104 
 
       Creating the simulated dataset. .............................................................................. 105 
 
       Summary of Phase II results. ................................................................................. 107 
 
Fitting and Comparing Measurement Models ..................................................................... 108 
 




       Fitting IRT models. ............................................................................................... 109 
 
              Unidimensional Rasch model. ........................................................................ 109 
 
              Multidimensional IRT model. ........................................................................ 111 
 
              LLTM model. ................................................................................................. 113 
 
       Comparison of IRT models. .................................................................................. 117 
 
       Fitting BN models. ................................................................................................ 119 
 
              Expert-structured BN. .................................................................................... 120 
 
              Empirically-structured BN. ............................................................................ 126 
 
              Dynamic Bayesian Network........................................................................... 131 
 
       Comparing BN models .......................................................................................... 139 
 
       Summary of Phase III results. ............................................................................... 141 
 
       Phase IV results: Comparing person estimates from models. ...................................... 142 
 
        Summary of Phase IV results. .............................................................................. 147 
 
       Phase V results: Applying methodology to a different simulation. .............................. 147 
 
              Defining PEs and LPs (Phase I). ........................................................................... 148 
 
       Defining evidence and coding datasets (Phase II). ................................................ 150 
 
       Fitting and comparing IRT and BN models (Phase III). ....................................... 154 
 
              Unidimensional Rasch model......................................................................... 155 
 
              Multidimensional IRT model. ........................................................................ 156 
 
              LLTM model. ................................................................................................. 158 
 
              Comparing IRT models. ................................................................................. 162 
 




              Empirically-structured BN model. ................................................................. 168 
 
              Dynamic Bayesian Network........................................................................... 173 
 
              Comparing BN models. .................................................................................. 179 
 
       Comparing information about students from models (Phase IV). ......................... 180 
 
       Summary of Phase V results. ................................................................................. 184 
 
CHAPTER 5: DISCUSSION AND CONCLUSIONS ............................................................... 186 
 
Discussion of RQ1 Results .................................................................................................. 186 
 
       Translating multiple data sources into models. ............................................................ 187 
 
       Comparing multiple models. ........................................................................................ 190 
 
       Final conclusions about RQ1. ....................................................................................... 194 
 
Discussion of RQ2 Results .................................................................................................. 195 
 
       Practical opportunities suggested by the MIRT model. ............................................... 196 
 
       Practical challenges suggested by comparing person estimates. .................................. 197 
 
       Final conclusions about RQ2. ....................................................................................... 199 
 
Discussion of RQ3 Results .................................................................................................. 199 
 
       Generalizing analysis methods to different simulation tasks. ...................................... 200 
 
       Final conclusions about RQ3. ....................................................................................... 203 
 
Recommendations for Analyzing Data from Simulations ................................................... 203 
 
Recommendations for Designing and Using Simulations for Science Assessment ............ 207 
 
Limitations and Future Directions ....................................................................................... 210 
 
Summary of Main Findings and Implications ..................................................................... 218 
 
Summary .............................................................................................................................. 224 
 




APPENDIX B: RELATIONSHIP RULES USED TO DEFINE                                  
SIMULATED DATASET ................................................................................................... 228 
 
APPENDIX C: ESTIMATED POM UNIDIMENSIONAL RASCH ITEM                 
DIFFICULTY PARAMETERS AND INFIT/OUTFIT STATISTICS ............................... 232 
 
APPENDIX D: UNIDIMENSIONAL RASCH ITEM CHARACTERISTIC                      
CURVES FOR POM ACTUAL AND SIMULATED MODELS ....................................... 234 
 
APPENDIX E: ESTIMATED POM MULTIDIMENSIONAL IRT                                         
ITEM DIFFICULTY PARAMETERS ................................................................................ 238 
 
APPENDIX F: MULTIDIMENSIONAL IRT ITEM CHARACTERISTIC                       
CURVES FOR POM ACTUAL AND SIMULATED DATASETS ................................... 240 
 
APPENDIX G: CONDITIONAL PROBABILITY TABLES FOR                                           
POM EXPERT BAYESIAN NETWORK .......................................................................... 244 
 
APPENDIX H: STRENGTH OF INFLUENCE VALUES FOR                                               
THE POM EXPERT STRUCTURED BAYESIAN NETWORK ...................................... 257 
 
APPENDIX I: CONDITIONAL PROBABILITY TABLES FOR                                                  
POM EMPIRICALLY STRUCTURED BAYESIAN NETWORK ................................... 261 
 
APPENDIX J: STRENGTH OF INFLUENCE VALUES FOR THE                                       
POM EMPIRICALLY STRUCTURED BAYESIAN NETWORK ................................... 266 
 
APPENDIX K: TRANSFORMED EVIDENCE RULES FOR THE                                         
POM DYNAMIC BAYESIAN NETWORK ...................................................................... 269 
 
APPENDIX L: SELECTED CONDITIONAL PROBABILITY TABLES                                
FOR THE POM DYNAMIC BAYESIAN NETWORK ..................................................... 271 
 
APPENDIX M: SCREENSHOT OF LAST FOUR SUB-PHASES OF                             
UNROLLED POM DYNAMIC BAYESIAN NETWORK ................................................ 286 
 
APPENDIX N: COMPARISON OF VALUES FROM SIMPLE                                    
SCORING AND PHASE III MODELS .............................................................................. 287 
 
APPENDIX O: FULL CR SIMULATION EVIDENCE LIST .................................................. 290 
 
APPENDIX P: SIMULATED DATASET RULES FOR THE CR SIMULATION .................. 292 
 
APPENDIX Q: IRT ITEM DIFFICULTY ESTIMATES FOR ACTUAL                              
DATASET CR MODELS ................................................................................................... 295 
xiv 
 
APPENDIX R: IRT ITEM DIFFICULTY ESTIMATES FOR                                      
SIMULATED DATASET CR MODELS ........................................................................... 296 
 
APPENDIX S: CONDITIONAL PROBABILITY TABLES FOR                                             
THE CR EXPERT STRUCTURED BAYESIAN NETWORK .......................................... 297 
 
APPENDIX T: CONDITIONAL PROBABILITY TABLES FOR                                              
CR EMPIRICALLY STRUCUTRED BAYESIAN NETWORK ....................................... 307 
 
APPENDIX U: SELECTED CONDITIONAL PROBABILITY TABLES                                 
FOR THE CR DYNAMIC BAYESIAN NETWORK ........................................................ 314 
 
APPENDIX V: COMPARISON OF SIMPLE SCORE VALUES                                                   
AND PERSON ESTIMATES FROM THE SIX CR MODELS ......................................... 329 
 

















LIST OF TABLES 
Table 1: Comparison of Student Demographics Percentages of Study                               
Population Schools and State................................................................................................. 60 
 
Table 2: Specific Action Variables that Triggered a New Line of Code ...................................... 67 
 
Table 3: Breakdown and Descriptions of a Single Line of Process Data ..................................... 69 
 
Table 4: Prediction/Reflection Questions for the POM and CR Simulations ............................... 71 
 
Table 5: Overview of Phases of Analysis and Associated Research Questions ........................... 74 
 
Table 6: Overview of IRT Models for Comparison...................................................................... 83 
 
Table 7: Brief Descriptions of the Three BN Models ................................................................... 87 
 
Table 8: Disciplinary Core Ideas and Science Practices for the POM Simulation ....................... 95 
 
Table 9: Performance Expectations for the POM Simulation ...................................................... 97 
 
Table 10: Learner Performances for the POM Simulation ........................................................... 98 
 
Table 11: Examples of Initial List of Evidence Related to LPs with Justification ..................... 101 
 
Table 12: Example of Process Data Line-by-Line Coding ......................................................... 102 
 
Table 13: Revised Evidence Rules after Line-by-Line Coding .................................................. 103 
 
Table 14: Mean and Standard Deviation of Evidence for the Actual Dataset ............................ 105 
 
Table 15: Examples of Relationship Rules Used to Define Simulated Dataset ......................... 106 
 
Table 16: Means and Standard Deviations of Evidence for the Simulated Dataset ................... 107 
 
Table 17: Estimated Unidimensional Rasch Item Difficulty Parameters                                                      
and Infit/Outfit Statistics ...................................................................................................... 110 
 
Table 18: Highest and Lowest Estimated Multidimensional Item Difficulty Parameters .......... 112 
 




Table 20: Estimates of Fixed Effects of LLTM Models for Actual and Simulated Datasets ..... 115 
 
Table 21: Comparison of LLTM global fit statistics for all models ........................................... 117 
 
Table 22: Global fit Statistics for Unidimensional and Multidimensional IRT Models............. 118 
 
Table 23: Cross-validation Results for Expert-Structured BN ................................................... 124 
 
Table 24: Cross-validation Results for Empirically-Structured BN ........................................... 129 
 
Table 25: Examples of Transformed Simulation Rules for the DBN ......................................... 132 
 
Table 26: Cross-Validation Results for the DBN ....................................................................... 137 
 
Table 27: Comparison of Percentage of Correct Classifications by BN Model ......................... 140 
 
Table 28: Comparison of Mean Person Estimates from Phase III models by Simple Score ...... 143 
 
Table 29: Correlations of Scoring Values from Simple Scoring and Phase III Models ............. 144 
 
Table 30: Disciplinary Core Ideas and Science Practices for the CR Simulation ...................... 148 
 
Table 31: Identified LPs and PEs for the POM Simulation ........................................................ 149 
 
Table 32: Initial Evidence by LP for the CR Simulation ............................................................ 151 
 
Table 33: Revised Evidence Rules after Line-by-Line Coding .................................................. 152 
 
Table 34: Mean and Standard Deviation of Evidence for the CR Actual Dataset ...................... 153 
 
Table 35: Mean and Standard Deviation of Evidence for the CR Simulated Dataset ................ 154 
 
Table 36: CR Estimated Unidimensional Rasch Item Difficulty Parameters                               
and Infit/Outfit Statistics ...................................................................................................... 155 
 
Table 37: Highest and Lowest Estimated Multidimensional Item Difficulty Parameters .......... 158 
 
Table 38: Covariates for Pieces of Evidence in CR LLTM Models ........................................... 159 
 
Table 39: Estimates of Fixed Effects of LLTM Models for CR Actual                                       




Table 40: Comparison of LLTM global fit statistics for all CR LLTM models ......................... 161 
 
Table 41: Global fit Statistics for CR Unidimensional and Multidimensional IRT Models ...... 162 
 
Table 42: Cross-validation Results for CR Expert-Structured BN ............................................. 166 
 
Table 43: Cross-validation Results for CR Empirically-Structured BN ..................................... 170 
 
Table 44: Cross-Validation Results for the DBN ....................................................................... 177 
 
Table 45: Comparison of Percentage of Correct Classifications by BN Model                             
for CR Simulation ................................................................................................................ 180 
 
Table 46: Comparison of Mean Person Estimates from Phase III models by Simple Score ...... 181 
 
Table 47: Correlations of Scoring Values from CR Simple Scoring and Phase III Models ....... 182 
 





LIST OF FIGURES 
Figure 1: The layers of the ECD assessment framework .............................................................. 16 
 
Figure 2: Illustration of the CAF adapted from Mislevy et al., (2004) ......................................... 18 
 
Figure 3: NGSS for Matter and its Interactions ............................................................................ 29 
 
Figure 4: Example of simple BN model with associated CPTs .................................................... 48 
 
Figure 5: Example of a basic DBN diagram ................................................................................. 50 
 
Figure 6: Illustration of the sequence of instruction and simulations                                             
for the POM and CR units. ............................................................................................... 61 
 
Figure 7: Screenshot of the motivating, macro context for the POM simulation ......................... 63 
 
Figure 8: Screenshot of the POM simulation with descriptions of different aspects.................... 64 
 
Figure 9: Screen capture of the motivating, macro context for CR simulation. ........................... 65 
 
Figure 10: Screenshot and descriptions of important aspects of the CR simulation .................... 66 
 
Figure 11: Assignment of DCIs and SPs to pieces of evidence .................................................. 111 
 
Figure 12: Comparison of item difficulty across IRT models. ................................................... 119 
 
Figure 13: Expert-structured BN model ..................................................................................... 122 
 
Figure 14: ROC curves for the expert-structured BN from actual dataset ................................. 125 
 
Figure 15: ROC Curves for expert-structured BN from simulated dataset ................................ 126 
 
Figure 16: Empirically-structured BN model ............................................................................. 128 
 
Figure 17: ROC curves for empirically-structured BN from actual dataset ............................... 130 
 
Figure 18: ROC curves for empirically-structured BN from simulated dataset ......................... 131 
 
Figure 19: DBN structure for the process data ........................................................................... 134 
 
Figure 20: Full DBN model structure. ........................................................................................ 136 
 
Figure 21: ROC curves for DBN from actual dataset ................................................................. 138 
 
Figure 22: ROC curves for DBN from simulated dataset ........................................................... 139 
 




Figure 24: Comparisons of distributions of scores by model. .................................................... 146 
 
Figure 25: Final assignment of evidence to dimensions for CR multidimensional model ......... 157 
 
Figure 26: Comparison of item difficulty across CR IRT models .............................................. 163 
 
Figure 27: Expert-structured BN for the CR simulation ............................................................. 165 
 
Figure 28: ROC curves for CR expert-structured BN from actual dataset ................................. 167 
 
Figure 29: ROC curves for CR expert-structured BN from simulated dataset ........................... 168 
 
Figure 30: Empirically-structured BN model for CR simulation ............................................... 169 
 
Figure 31: ROC curves for CR empirically-structured BN from actual dataset. ........................ 172 
 
Figure 32: ROC curves for CR empirically-structured BN from simulated dataset. .................. 173 
 
Figure 33: DBN structure for the CR process data ..................................................................... 174 
 
Figure 34: Full DBN model structure for the CR model. ........................................................... 176 
 
Figure 35: ROC curves for CR DBN from actual dataset. ......................................................... 178 
 
Figure 36: ROC curves for CR DBN from simulated dataset. ................................................... 179 
 
Figure 37: Scatterplots of CR person estimates by simple score. ............................................... 183 
 





LIST OF ABBREVIATIONS 
BN  Bayesian Network 
CR   Chemical Reactions 
DBN  Dynamic Bayesian Network 
DCI  Disciplinary Core Ideas 
ECD  Evidence Centered Design 
NGSS  Next Generation Science Standards 
POM   Properties of Matter  
SP  Science Practice
1 
 
CHAPTER 1: INTRODUCTION 
 
Introduction 
         The introduction of the Next Generation Science Standards ([NGSS]; NGSS Lead States, 
2013), driven by innovative research in science education on inquiry-based instruction (e.g., 
Keys & Bryan, 2001; Minner, Levy, & Century, 2010), has shifted the focus of science 
instruction. This change in instructional focus has necessitated the investigation of novel ways to 
assess and understand students’ science learning. Although the inquiry-based instruction that is 
required by the NGSS has the potential to positively influence student learning outcomes, this 
type of science instruction is difficult to implement (Edelson, Gordin, & Pea, 1999) and assess 
(Lyon, Bunch, & Shaw, 2012; Pellegrino, 2013). Computer simulations have been used in 
science classrooms for instructional and assessment purposes because they allow students to 
learn and use content knowledge to engage in science activities, such as conducting experiments 
and collecting data, and can create records of all student actions within the simulation; these 
records are called process data. Although the process data from simulations may be able to 
provide insights into students’ learning aligned to aspects of the NGSS because it can capture 
student actions, the simple, sequenced counts of student actions available in process data are not 
intrinsically meaningful. This study explores how to leverage complex information yielded by 
simulations–including process data—to better understand and assess students’ NGSS-aligned 
learning related to two aspects of the standards (disciplinary core ideas and science practices).  
         The NGSS call for the integration of three interrelated dimensions (disciplinary core 
ideas, science practices, and cross-cutting concepts) throughout instruction and assessment. In 
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terms of the three dimensions, disciplinary core ideas (DCIs) are the domain-specific content 
knowledge that students are expected to understand, science practices (SPs) are the activities and 
tasks that students should be able to engage with while doing science, and cross-cutting concepts 
(CCCs) are content that students should be able to track across domains. Integrated instruction 
that is three-dimensional represents a significant departure from the traditional conceptualization 
of science classrooms; however, it has proved to be difficult for teachers to plan and enact 
integrated instructional practices (Krajcik, Codere, Dahsah, Bayer, & Mun, 2014). One of the 
challenges facing teachers in the enactment of the NGSS is that they may struggle to understand 
how their students are faring with regard to the different dimensions and how to best support 
their students’ learning. NGSS-aligned science assessments that allow for the simultaneous 
measurement of DCIs and SPs can provide information that can be used to target aspects of 
student understanding (Pellegrino, Wilson, Koenig, & Beatty, 2014).  
         This kind of simultaneous assessment presents several challenges in terms of design and 
analysis. Assessments using traditional assessment formats, such as multiple-choice items, may 
be successful at determining students’ conceptual understanding but may not be able to capture 
authentic information about students’ SPs. Conversely, hands-on activities, such as laboratory-
based experiments, that may be able to engage students in authentic SPs pose cost, time, and 
logistic challenges for the collection and analysis of data. It would be nearly impossible for 
teachers to observe all of their students on a regular basis for long enough to collect useable data 
about SPs. Even if there was a way for teachers to observe all of their students throughout an 
activity, the open-ended nature of these authentic activities makes it also impossible to collect 
and analyze the data in a timely manner such that it can affect instruction. 
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         Technology-based visualizations, such as simulations where students manipulate 
variables to explore changes in a phenomenon, provide a potential way of engaging students 
simultaneously in content and SPs. Research has suggested that simulations depicting scientific 
phenomena that may be too expensive or impossible to view in real-life are able to positively 
impact students’ science learning in a range of content domains, including physics (e.g., Chang, 
Chen, Lin, & Sung, 2008), biology (e.g., Huppert, Lomask, & Lazarowitz, 2002), and chemistry 
(e.g., Chiu, DeJaegher, & Chao, 2015; Gobert, Sao Pedro, Baker, Toto, & Montalvo, 2012). 
         Simulations may also be a valuable tool for both formative and summative assessments 
because they provide evidence, not only about what students know, but also what they can do. 
Some prominent assessment projects have included forms of simulations in their assessment 
designs (e.g., SimScientist: Quellmalz, Timms, Silberglitt, & Buckley, 2012; and Next 
Generation Science Assessment: DeBarger et al., 2015). These projects have touted the 
possibilities of simulations to inform the understanding of student actions through their 
collection complex data that includes process data and products, such as student responses to 
questions and completed tables (e.g., Pellegrino & Quellmalz, 2010).  
 Regarding formative assessment, it is important for educators to obtain feedback based 
on data from the assessment and to use that feedback to impact instruction; thus, the process data 
from simulations may be an important tool because of its ability to provide fine-grained 
information about students. Models of students’ NGSS-aligned learning could provide teachers 
suggestions of areas of difficulty for students and even target whether students are struggling 
with DCIs, SPs, or both. This may be able to help teachers better scaffold their instruction and 
understand their students’ ability in relation to the desired content and science practices. 
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         Despite the potential of using simulations for the assessment of NGSS-aligned learning, 
there has been limited research on how to make use of the complex data available from 
simulations, in addition to well-documented challenges associated with process data (e.g., 
Ferguson, 2012). For example, classroom research involving technology-based instructional and 
assessment activities often results in the collection of data that are characterized by large and 
diverse measures of student learning—direct and indirect—being collected. Further, interactive 
simulations can result in combinations of digital products (i.e., completed tables, student 
responses), traditional assessment items, and process data from student actions. Consequently, 
although interactive learning and assessment environments can potentially provide a vast array of 
data as evidence about student learning, the unstructured, non-traditional nature of the data make 
it difficult to apply traditional psychometric or statistical approaches to the analysis of student 
learning. This difficulty extends to the cleaning and scoring of the different types of data and 
choosing appropriate analytic models that can capture both students’ conceptual understanding 
and science practices. 
         Drawing from the fields of educational data mining and learning analytics, a variety of 
models have been proposed to make sense of process data and assess student learning. Some 
models, such as Bayesian Networks (BNs), have been widely used to analyze educational data 
from open-ended technological tools, such as educational games, but have not been extensively 
used with educational assessment data. Other models, such as those using Item Response Theory 
(IRT), have been traditionally used with assessment data, but have not been widely applied to 
process data. Because the choice of analytic model in assessments has important implications for 
the types of conclusions that can be made about students, and because there are few guidelines 
regarding the use of process data from simulations for assessment, it is critical to have a 
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structured framework that can delineate the relationship between the desired claims about student 
ability, sources of data, and models that can accommodate the data. 
Identifying Evidence of Students’ Science Learning 
         The evidence-centered design (ECD) assessment framework (Mislevy, Almond, & 
Lukas, 2004) is a comprehensive framework that delineates a process of moving from an 
understanding of the domain of interest to the conceptual assessment framework (CAF) that 
defines the desired claims, sources of evidence, models of data, and assessment tasks, to the 
process of delivering and scoring assessment tasks. The ECD framework has been used as a 
method of designing NGSS-aligned assessments that incorporate multiple dimensions (e.g., 
DeBarger, Penuel, & Harris, 2013; Harris, Krajcik, Pellegrino, & McElhaney, 2016; McElhaney 
et al., 2017). One such approach, suggested by Harris et al. (2016), involves combining the 
selected standards from DCIs, SPs, and CCCs into performance expectations (PEs) which 
encompass all three dimensions and then breaking the PEs into more specific and observable 
learning performances (LPs) that can be used to design tasks and score student responses. The 
ECD framework has also been used for non-traditional assessments, including those that utilize 
process data (e.g., Mislevy, Behrens, DiCerbo, & Levy, 2012), because of its flexibility and 
ability to account for multiple purposes of assessment. A full review of the ECD framework and 
related science assessment work is presented in Chapter 2. 
This study utilizes aspects of the CAF applied to data from two simulations to better 
understand how this complex data can be transformed into usable inferences.  The two middle-
school science simulations used as the context and data source for this study (discussed more in-
depth in Chapter 3) offer a possibility to both engage students in DCIs and SPs and collect a 
range of data about students’ understanding and actions as they completed the simulations. In the 
simulation about properties of matter, for instance, students could manipulate the simulation to 
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add or remove thermal energy and observe the changes in a molecular visualization as well as 
changes in graphs showing the levels of kinetic energy and intermolecular bonds. Students used 
this information from the simulation to complete a table with their observations and collected 
data that could then be used to answer reflection questions that required the application of 
evidence to support their answers. In all, the simulations captured students’ responses in the 
tables, answers to reflection questions, and process data which consisted of a time-stamped log 
of every action. Both of the simulations were designed to align with specific DCIs, such as the 
connection between changes in thermal energy and molecular movement, and multiple SPs, such 
as interpreting and analyzing data and supporting claims with evidence for linguistically diverse 
students (e.g., Ryoo, Bedell, & Swearingen, 2018; Toutkoushian& Ryoo, 2019). The different 
types of data collected throughout the simulation allow for the possibility of tracking students’ 
NGSS-aligned learning. Although these data are potentially powerful as assessment information, 
limited work has been done to examine how the data can be analyzed to make judgements about 
students’ learning with respect to the NGSS.           
Purpose and Research Questions 
In order to investigate how the complex data from simulations may be used to assess 
students’ NGSS-aligned learning, this study utilized data from pairs of eighth-grade students 
interacting with two simulations as part of an online project focusing on the relationship of 
energy and matter in chemistry. Using ECD as a framework, this study investigated how the data 
from simulations can be conceptualized as evidence of NGSS-aligned learning, how that 
evidence can be modeled, and what conclusions about student learning can be gleaned from the 
models. This study seeks to answer the following overarching question: how can the complex 
data from interactive, instructional simulations be used to assess middle school students’ NGSS-
aligned science learning?  
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To address this question, three specific sub-questions were considered: 
  
RQ 1. How can multiple sources of data from student learning using simulations be best 
modeled using two promising approaches: Item Response Theory (IRT) and Bayesian 
Networks (BNs)? 
  
RQ 2. How do the specified models (IRT and BN) compare in terms of possible 
interpretations from the results and applicability to instructional and assessment 
outcomes? 
  
RQ 3. How do the approach, models and results from RQ1-RQ2 compare for the same 
pairs of students using an instructional simulation about a different topic (rate of 
chemical reactions)? 
 
 In order to answer these questions, this study followed five phases of analysis:  
 Phase I- The purpose of the first phase was to delineate the requirements of the Properties 
of Matter (POM) simulation in terms of the NGSS standards. Following the methods 
established by Harris et al. (2016), this phase identified the DCIs and SPs targeted by the 
simulation and combined those standards into PEs. Next, the PEs were broken into finer-
grained LPs that specified the specific activities and conceptual understandings students 
should exhibit while using the simulation.  
 Phase II- In the second phase of analysis, evidence from the simulation, including student 
responses to the table and reflection questions and actions derived from the process data, 
was identified and linked to the LPs created in Phase I. The identified list of evidence 
was used to code process and student response data and create the actual and simulated 
datasets for the POM simulation.   
 Phase III- In this phase the datasets, both actual and simulated, were fit to three types of 
IRT and BN models and compared. The results of this phase addressed RQ 1 by 
providing information about how the data from simulations can be modeled using 
different approaches.  
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 Phase IV- The purpose of the fourth phase of analysis was to answer RQ 2 by examining 
how the results from the models in Phase III compare in terms of interpretability and 
applicability to classroom assessment purposes. To accomplish this goal, the person 
estimates and groupings of students available from the different models were compared 
with each other and with the rankings/groupings of students based solely on student 
reflection scores.  
 Phase V- The final phase of analysis explored how the methods from Phases I-IV extend 
to a simulation on Chemical Reactions (CR) that has different content and features. This 
phase addressed RQ 3 and provides initial evidence about the opportunities and 
challenges for the generalizability of the methods from the first four phases to different 
simulations.  
Working together, the results from the five phases of analysis illustrate the potential of 
simulations to elicit information about students’ NGSS-aligned science learning by delineating a 
method of obtaining and modeling evidence from the simulations and highlighting the possible 
conclusions that can be obtained using actual data. 
 Two datasets, one simulated (n = 1,000) and one collected (n = 77 student pairs), were 
used to answer the research questions. Students completed the simulations as pairs in accordance 
with learning sciences and science education research that emphasizes the importance of 
discourse, argumentations, and collaborative learning (e.g., Bricker & Bell, 2008; Osbourne, 
2010), especially with regards to technology (e.g., Kreijns, Kirschner, & Jochems, 2002). 
Students working in pairs are able to collaboratively process and build their understanding 
through the use of simulations. Although this collaboration is a necessary component of science 
learning, it presents significant challenges for the assessment of individual students’ abilities 
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because one student’s actions and responses cannot be separated from their partner’s. This 
project attempts to address that challenge in two ways: 1) for the collected dataset the unit of 
analysis is the pair, and 2) a simulated dataset is used to represent a larger sample and this allows 
models to be tested with data that are more similar to those from individual traditional 
assessments. Although these two strategies do not fully address the difficulties associated with 
paired data, the two datasets do provide some evidence about how the complex data from 
simulations could be used to understand students’ NGSS-aligned learning in terms of pairs and 
individuals.    
Summary 
         The results of this study have implications for several different aspects of science 
education that can apply across different scientific disciplines and grade levels, as well as 
implications for education in technologically-enhanced environments in general. The NGSS 
represent a noteworthy shift in the way science instruction is conceptualized and thus calls for 
the reconsideration of how students are assessed. It is no longer sufficient to merely determine if 
students have acquired conceptual knowledge; rather, it is critical to understand how students use 
their conceptual knowledge through engagement in science practices. As it is not feasible to 
observe every student individually doing science practices on a regular basis, it becomes critical 
to find new data sources and ways of understanding students’ learning. Using data from science 
simulation activities, this study highlights one example of how the data from a technological tool 
can be used to assess students’ NGSS-aligned learning. As classrooms become more inundated 
with technology and collect data about more aspects of student actions in the classroom, the 




         The ability to analyze and understand the data from technology-enhanced learning 
environments can also lead to improved formative feedback designed to support learning. 
Appropriately analyzed data can be used to provide reports to teachers to target instruction, as 
well as create automated feedback that can be built into technology to personalize learning. 
Finding ways to obtain targeted feedback about students’ learning is essential for supporting 
students in classrooms that contain culturally and linguistically diverse students who vary in 
terms of their backgrounds, conceptual understandings, and abilities. Further, similar to the 
NGSS, other disciplines have new content standards, such as the Common Core State Standards 
in English language arts and mathematics (National Governors Association Center for Best 
Practices, 2010), which emphasize understanding how students are using their knowledge as 
much as what they should know. The analysis processes in this study may generalize to other 
disciplines through the adapted use of the ECD framework. 
         Additional implications of this study relate to the use of complex assessment tasks for the 
summative assessment of NGSS-aligned science learning. In the current educational climate of 
accountability, it is important to find ways to obtain measures of students’ abilities related to the 
standards in the least obtrusive way possible. The results of this study illustrate the potential of 
simulations to collect and obtain data about students’ science content knowledge and ability to 
engage in SPs. The results also identify possible obstacles for using simulations in assessment. 
Although the results and methods of this study may not generalize directly to summative 
assessments, they provide initial findings that could be the basis for further research.  
Glossary of Terms 
 Bayesian Network (BN): Graphical model of the probabilistic relationships and 
conditional dependencies among variables. Model is comprised of variables of interest (nodes) 
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and connecting arrows (arcs) that indicated the direction of relationships between variables and 
conditional probability tables that provide information of the strength of those relationships.   
 Disciplinary core ideas (DCI): Dimension of the Next Generation Science Standards that 
delineates the domain-specific conceptual understandings for grade-bands.    
Evidence centered design (ECD): Framework for assessment design that specifies an 
aligned process for identifying and collecting evidence of students’ understanding and abilities. 
The framework encompasses aspects of the design process from research of content to 
assessment delivery and feedback.  
Educational data mining (EDM): Discipline concerned with exploring, analyzing, and 
modeling complex data from technology-enhanced learning environments and large-scale 
datasets in educational settings to better understand the contexts and ways in which students 
learn.      
Item response theory (IRT): Principles for the design and scoring of test aimed at 
measuring latent student abilities or attributes. The family of IRT models attempt to explain the 
relationship between latent traits and observed outcomes, such as student performances or 
responses, and establish estimates of ability and item difficulty on the same continuum.    
Next Generation Science Standards (NGSS): National set of science standards released in 
2013 aimed at promoting science learning through a set of three interrelated dimensions of 
learning: disciplinary core ideas, science practices, and cross-cutting concepts.    
Process data: Fine-grained data from interactions with technology, including button 
clicks, keyboard strokes, or mouse positions, that are collected and recorded in logs.   
Science practices (SPs): Dimension of the Next Generation Science Standards that 
specifies authentic activities students should engage in as they learn science content.     
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Simulation: Technology-based visualizations that allow users to interact with and explore 
scientific phenomena that may difficult or impractical to investigate in real-life. Simulations 




CHAPTER 2: LITERATURE REVIEW 
 
         As classrooms integrate more technology and encourage students to become active 
participants in their own learning, it becomes necessary to make sense of the student learning 
data that can be collected using that technology. This study is positioned at the intersection of 
multiple areas of research, including science education, technology-enhanced learning, 
psychometrics, and educational data mining (EDM)/learning analytics (LA). In order to illustrate 
how this study aligns with and complements the different perspectives offered by these research 
areas, this chapter aims to establish the theoretical framework for the study and provide both 
historical and background contexts for the specific research areas. In doing so, the chapter will 
also highlight examples of interdisciplinary research that has embraced the different research 
perspectives. This chapter begins by elaborating the theoretical framework for the study, 
evidence-centered assessment design (ECD), with a focus on the aspects of this framework that 
are utilized in this study. Next, the chapter will review influential research that has helped inform 
this study in the following areas: 1) science education, standards and assessment, 2) educational 
technology and data collection, and 3) statistical and psychometric models for process data. This 
review of research will, first, highlight developments in science education, including and leading 
up to the Next Generation Science Standards (NGSS; NGSS Lead States, 2013) and its 
implications for assessment. It will next examine complementary research in technology-
enhanced learning environments that allow for the collection of new types of data and 
technology that can aid in the understanding of both what students learn and how students 
14 
 
engage in the learning process. Finally, the chapter will detail two fields of research (EDM and 
LA) that take advantage of process data and highlight two prominent methods for analyzing 
these data, Item Response Theory (IRT) and Bayesian Networks (BNs).
Evidence Centered Design Assessment Framework 
 
        It is important to have a clear framework to guide the application of psychometric models to 
complex assessment data, particularly when the data includes process data which is not 
intrinsically meaningful (Mislevy, Behrens, Dicerbo, & Levy, 2012). This study is influenced by 
multiple areas of research and, therefore, draws on different, complementary theoretical 
perspectives from those areas. The ECD framework provides a useful method for defining and 
collecting evidence related to these varied theoretical understandings of how students learn. The 
ECD framework builds upon the conceptualization of assessment as the collection of evidence 
about a conceptual claim, or construct, of interest (National Research Council, 2000). One of the 
main advantages of the ECD framework is that it is flexible enough to accommodate non-
traditional assessment formats and data types (Mislevy, Behrens, DiCerbo, & Levy, 2012), as 
well as be informed by specific learning theories (Mislevy & Haertel, 2006). This section will 
begin with an overview of the development of the ECD framework and descriptions of the 
different aspects within the framework, including Domain Modeling and Analysis, the 
Conceptual Assessment Framework (CAF), and Assessment Delivery and Implementation. The 
section will conclude by detailing research that illustrates how the ECD framework has been 
applied to assessments using process data. 
         Overview of ECD framework. The ECD framework, first introduced by Almond, 
Steinberg and Mislevy (2002), was designed to organize assessment production and delivery to 
enable the collection of evidence about student learning aligned with the desired construct(s) 
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measured in the assessment. To apply the ECD approach to assessment design, users first define 
what the assessment is intended to measure, then set up a process in which tasks are given to 
students, evidence is collected, analyzed, and then reported to students and teachers (Mislevy, 
Haertel, Riconscente, Rutstein, & Ziker, 2017). Rupp, Gushta, Mislevy, and Shaffer (2010) argue 
that the interrelated nature of the data, multiple constructs of interest, and desired claims about 
student abilities related to complex assessment tasks necessitate a framework that organizes the 
different aspects of an assessment into a coherent delivery system. The ECD framework has been 
utilized in a wide range of assessment contexts, including computer network design (e.g., 
Behrens, Mislevy, Bauer, Williamson, & Levy, 2004; Levy & Mislevy, 2004; Williamson, 
Bauer, Steinberg, Mislevy, Behrens, & DeMark, 2004), dental hygiene (e.g., Mislevy, Steinberg, 
Breyer, Almond, & Johnson, 2002), game-based assessment (e.g., Kim, Almond, & Shute, 
2016), and science inquiry (e.g., Gobert et al., 2012; Songer & Wenk, 2003). The full ECD 
assessment framework contains four layers (see Figure 1): Domain Analysis, Domain Modeling, 
Conceptual Assessment Framework (CAF), and Assessment Implementation and Delivery. 
Although this section will provide a brief overview of these layers in their intended order, this 
study is focused on two specific aspects of the CAF and will cover this layer in more detail.    
The Domain Analysis and Domain Modeling layers are the first building blocks of the 
ECD framework because they establish the foundation of the targeted content in an assessment 
(Mislevy, Steinberg, & Almond, 2003). In the Domain Analysis layer, the constructs of interest 
are researched and clearly defined. This may take the form of reviewing research regarding 
common ideas and misconceptions or evaluating different representations of the construct. In 
science education, this could include determining how the targeted concept(s) fit within the 
NGSS or state standards, as well as any established learning progressions (e.g., Mislevy & 
16 
 
Haertel, 2006). Reviews of curricula and assessment items can also highlight common tasks and 
activities that students and scientists generally engage in with the domain. 
  
Figure 1. The layers of the ECD assessment framework. Adapted from Mislevy, Haertel, 
Riconscente, Rutstein, and Ziker (2017). 
 
 The Domain Modeling layer of the framework takes the information from the Domain 
Analysis layer and represents the relationships that exist within the domain. The first step in this 
layer involves identifying the key aspects of the construct that are necessary for the 
understanding of the domain at the desired level. Next, the analysis in this layer calls for the 
proposal of models of the relationships that exist between the key aspects. Models can be 
evaluated against other models of knowledge in this domain or by content experts. Research 
using the ECD framework emphasizes the necessary, iterative, and interdisciplinary nature of the 
work in the Domain Modeling layer (e.g., Ewing, Packman, Hamen, & Thurber, 2010). Although 
fuller discussions of the Domain Analysis and Domain Modeling layers are beyond the scope of 
this study due to the data being obtained from a larger study, much of the analysis suggested by 
these layers was done for the iterative design of the simulations and online science units that 
encompassed the larger dataset.      
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         The CAF layer is designed to set out the framework for creating assessments based on 
evidentiary arguments by organizing the content, statistical, and operational aspects of an 
assessment (Mislevy, Haertel, Riconscente, Rutstein, & Ziker, 2017). There have been several 
visual representations of the CAF proposed to help researchers and assessment designers compile 
this information (see Almond, Steinberg & Mislevy, 2002; Mislevy, Behrens, Dicerbo & Levy, 
2012; Mislevy, Haertel, Riconscente, Rutstein, & Ziker, 2017). As seen in Figure 2, the CAF 
consists of five, interrelated models: the student model, evidence model, task model, and 
assembly model, and final presentation model. The student model specifies the relationship of 
the variable(s) of interest in the assessment and takes the form of claim(s) about student ability 
related to those variables. A simple student model could characterize students in terms of the 
proportion of questions answered correctly, while more complex models, including IRT, latent 
class, or a hybrid models, can provide information about the degree or nature of students’ 
knowledge and abilities in multiple areas (Mislevy, Steinberg, Almond, & Lukas, 2006). The 
evidence model consists of two parts: an evaluation and a measurement component. The 
evaluation component of the evidence model specifies the evidence rules of how student 
responses or actions will be processed, including scoring rubrics, answer keys, or scoring 
procedures for actions. The measurement component describes how the processed information is 
weighted or combined to contribute as evidence of a desired claim. This could include simply 
weighting answers or other specifications using IRT or latent class modeling. This study 
investigates how the student model and evidence models can be specified to reflect NGSS 






Figure 2. Illustration of the CAF adapted from Mislevy et al., (2004). Circled area indicates the 
parts of the CAF that will be used in this study. 
 
          The other three models within the CAF follow the student and evidence models and 
specify how students engage in the content in assessments. The task model contextualizes the 
assessment by describing the how the variables of interest will be measured, specifically the item 
types or tasks that will be presented to students and the variables that will be collected within 
items. For multiple-choice items this is relatively simple, however for technology-enhanced 
items this could include the variables about how students answer questions in simulation-based 
items (Quellmalz, Timms, Silbergitt & Buckley, 2012). As seen in Figure 2, the student, 
evidence, and task models are all intricately connected with decisions in one model affecting the 
other models. The assembly model helps coordinate the relations between these models by 
detailing the specifications for the amount and type of evidence that needs to be collected. This 
coordination could take the form of traditional test specifications, an adaptive testing algorithm, 
or a unique set target of different types of items determined by the assessment developer. Finally, 
the presentation model, details how the assessment will be delivered to students, including the 
19 
 
mode of presentation (e.g., paper and pencil or computer-based) and what additional materials 
are needed (i.e., pencils, scrap paper, or calculators). Although these final three models are 
important aspects of the assessment design process, they are beyond the scope of this study 
because the data has already been collected. 
         After the CAF is defined, the Assessment Implementation and Delivery layer describes 
the processes for operationalizing an assessment in different environments (Mislevy & 
Riconscente, 2005). The four processes within the layer, Activity Selection, Presentation, 
Evidence Accumulation, and Evidence Identification, are all intricately related and responsive to 
each other. Broadly, this Assessment Implementation and Delivery layer uses the information 
from the CAF to define how items are presented to students in assessment form, how responses 
are collected and scored, and how feedback is given to students and stakeholders. The four-
processes are designed to be flexible enough to fit into different assessment formats and even 
adaptable within assessments. Ultimately, the goal of having assessments that have been 
developed and implemented using the ECD framework is to have a clearly documented 
assessment system that can be traced from the understanding of a domain of interest all the way 
through to the use of an assessment (Mislevy, Almond, & Lukas, 2003). 
         Using ECD with process data. The flexibility of the ECD framework has made it 
appealing for a wide variety of assessment contexts, including assessments that utilize process 
data (e.g., Gobert, Sao Pedro, Baker, Toto, & Montalvo, 2012; Mislevy, Behrens, DiCerbo, & 
Levy, 2012; Rupp, Nugent, & Nelson, 2012). In their introduction to a special issue in the 
Journal of Educational Data Mining, Rupp, Nugent, and Nelson (2012) argue that ECD is an 
ideal assessment framework to not only embrace the complex nature of process data, but also 
provide structured support for the exploration of different types of statistical explanations and 
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models of student learning. The authors emphasize that the methods of analyzing process data 
are not well-defined and require iterative exploration and refinement in order support the desired 
characterizations about complex student learning. Having a structured framework, such as the 
ECD framework, that clearly defines evidence and allows for the testing of alternative 
explanations and models is particularly important for process data because this data is not 
intrinsically meaningful in its raw form. There have been multiple methods proposed for 
analyzing assessments using process data, but no well-established guidelines or traditions exist 
such as those for traditional assessment data. 
         A clear illustration of how ECD can be used to analyze process data can be seen in Rupp 
et al. (2012) where the authors took a multidisciplinary approach to explore how to utilize both 
process data and student work from an online learning environment designed to engage students 
in solving computer networking issues. Rupp et al. articulated how the organization of the CAF 
allowed them to delineate this complex data into evidence-based arguments. The authors 
discussed how three different measurement models compared in terms of how well the data fit 
the models and the possible interpretations about computer networking abilities from those 
models. The data analysis for this article centered on the evidence model in the CAF. In order to 
begin analysis of the process data, the authors first engaged in tagging the process data, where 
they classified each entry in the log as a specific action. From there, they specified the evidence 
rules which included computing the time per command to get a measure of how long students 
took between actions, calculating counts and total percentages of specific actions, and attributing 
scores to their final products. One of the salient features from their work with evidence rules in 
this example was Rupp et al.’s commitment to considering the desired inferences and 
implications for the grain-size of the evidence, as well as how the process data should be tagged. 
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For instance, the authors were interested in the efficiency of students reaching their solution, 
therefore, the evidence was focused on how long it took students to reach their solutions and the 
percentage of actions in which students were progressing toward accomplishing the task. Rupp et 
al. then focused on the measurement model and tested three different modeling approaches for 
their data: unidimensional IRT, diagnostic classification modeling, and BNs. The authors 
emphasized that the goal of testing multiple models was not to determine one best model, but 
rather to highlight the different insights available from each approach, as well as potential 
drawbacks. Ultimately, the authors concluded that, although incorporating process data and 
student work from assessments of student learning is a complex and ambiguous task, the ECD 
framework provides a structure to organize and compare different ways of conceptualizing the 
data to lead to desired inferences. 
         In another study utilizing the ECD framework for process data, Gobert et al. (2012, 2013) 
looked at how to understand students’ inquiry processes while using science simulations. The 
authors in this study first identified the student model by specifying the four general inquiry 
processes that they wanted to measure: hypothesizing, experimenting, observing, and analyzing. 
Additionally, Gobert et al. (2012) identified measurable sub-skills within those four processes. 
For instance, identifying the independent and dependent variables and defining the relationship 
between those variables were linked to the process of hypothesizing. The authors then elaborated 
the task model where they described how the simulation was designed to elicit information about 
the four different processes as well as the data that was collected from the different parts of the 
task. Finally, the authors discussed how they defined the evidence rules for the product and 
process data separately by applying Bayesian Knowledge Tracing rules to two skills (designing 
experiments and testing hypotheses) that could be captured by the process data and student work. 
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Gobert et al. concluded that the different parts of the CAF were able to help structure and define 
the evidence about inquiry skills from multiple sources. 
         These two examples of ECD applications using process data highlight how well the 
structure and flexibility of the framework complement the type of exploratory analysis needed 
for this complex data. Whereas both of these studies had similar types of process and product 
data with different content, the focal approaches within ECD of the authors differed. Rupp et al. 
(2012) focused their analyses on comparing the different types of measurement models and their 
associated inferences. Gobert et al. (2012) were more invested in defining the inquiry skills for 
the student and task models as a way of guiding their analysis. A commonality across both of 
these studies is the emphasis on using the CAF to frame the exploratory data analysis and make 
sense of the process data. Neither study professed to have a perfect solution or model for the 
data, but rather aimed to maximize the available information from the process data. Indeed, in 
their description of ECD for educational data mining, Rupp, Nugent, and Nelson (2012) state 
that “we believe in a continual cycle of a priori assessment design, in situ data exploration, and a 
posteriori theory refinement where data structures are messy, non-conventional ideas are 
embraced, and imperfect solutions are accepted, used and discussed to inform future practice” (p. 
6). The ECD framework is a natural fit for the analysis of process data because it allows for the 
identification of novel types of evidence, such as process data from non-traditional assessment 
tasks.  
Developments in Science Education and Assessment towards Inquiry and Science Practices 
         The shift in science education from rote memorization of facts and procedures to the 
NGSS has occurred over the past few decades as the emphasis in science learning has moved 
from students learning science to students learning through doing science (National Research 
Council, 2000). Many reforms in science education, including innovative standards like Project 
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2061’s Science for All Americans (AAAS, 1989) and the push for inquiry-based instruction (e.g., 
National Research Council, 2012), have been key in developing a more comprehensive 
understanding of the ways to design, teach, and assess science learning. The following section 
will begin by highlighting research trends and shifts in standards that have led up to the NGSS. It 
will next elaborate the key features of the NGSS, as well as the research on NGSS-aligned 
learning. The section will then consider the implications of this type of integrated science 
learning for the assessment and understanding of both what and how students learn. 
         Changing focus of science education. In contrast to science curricula where students 
learn isolated facts about an array of topics or simply follow a set of procedures laid out in the 
scientific method, much of the reform in science education has centered on the idea of inquiry-
based learning (e.g., Abd-El-Khalick et al., 2004; Anderson, 2002; Keys & Bryan, 2001; 
Herrington, Bancroft, Edwards, & Schairer, 2016; Welch, Klopfer, Aikenhead, & Robinson, 
1981). Although inquiry is a broad term that has been used to describe a wide range of 
approaches to science curricula, teaching, and learning, inquiry-based science education has 
come to represent a set of processes and skills that students engage in while learning science (de 
Jong, 2006), as well as the idea that students are driving their own learning (e.g., Wolf & Fraser, 
2008). Some of the activities highlighted in research on inquiry-based learning include open-
ended, student-oriented investigations (e.g., Edelson, 2001), designing experiments to collect 
evidence about a phenomenon (e.g., Hofstein & Lunetta, 2004), and an emphasis in the 
development of arguments using evidence (e.g., Duschl & Osborne, 2002). The change in the 
focus of science instruction mirrors the development of new theories about how students learn. 
Behaviorist (e.g., Pavlov, 1927) and information-processing (e.g., Anderson, 1990; Gagne, 1985) 
theories of learning portrayed learning as a predictable set of steps in which students engage. 
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More recent constructivist theories of learning stem from the idea that knowledge is 
‘constructed’, or has to be built by the learners themselves (e.g., Geary, 1995; Piaget, 1952; 
Vygotsky, 1978). Hofstein and Lunetta (2004) discuss the impact of this shift on chemistry 
education by detailing how the conceptualization of the laboratory in classrooms has changed 
over the years from students reading about experiments, to following prescribed experiments in 
lab manuals, to the inquiry-based labs where students design and conduct experiments to answer 
their own questions. Hofstein and Lunetta described how this change towards students designing 
and conducting their own experiments has not only affected how students learn the material, but 
also positively affected students’ attitudes and perceptions of chemistry. From a constructivist 
perspective, the shift toward inquiry-based chemistry laboratories in this example created more 
meaningful learning opportunities for students because they were able to make their own 
connections to the content.  
         Several studies have investigated the impact of inquiry-based instruction versus 
traditional, textbook-driven instruction and have shown that students have improved gains in 
learning when engaged in inquiry-based instruction (e.g., Lee, Linn, Varma, & Liu, 2010; 
Shymansky, Hedges & Woodworth, 1990; Taraban, Box, Myers, Pollard, & Bowen, 2007). In 
particular, these studies highlight the role of inquiry processes in making complex scientific 
phenomena more relevant and understandable for students. For instance, in a study about the 
impact of inquiry instruction, Lee, Linn, Varma and Liu (2010) compared the test results of 
students from 27 teachers using traditional instruction one year and then inquiry-based 
instruction the next year. The inquiry units spanned ten different topics and were designed to 
engage students in a series of activities and visualizations that made the concepts more 
accessible. An important feature of the inquiry activities was the connection to real-world 
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problems. In a mitosis unit, for example, students learned about the different phases of mitosis in 
the context of cancer cells by exploring an animation demonstrating the different phases, testing 
different plants that may affect the mitosis of cancer cells, and then applying their findings to 
other research on cancer medicine. There were some differences in test results among individual 
teachers and a few of the units, however Linn et al. found that the majority of the inquiry units 
had a significantly larger impact from pre- to posttest. The results of this study suggest the 
potential of inquiry-based instruction to engage students in activities that help them better 
understand the content, as well as connect their understandings to the real-world.  
Although well-designed inquiry curriculum, such as the one in the preceding example, 
have been proven to have positive effects on students, there are also several challenges to 
implementing this type of instruction, including a lack of resources, teacher preparation, and 
adequately assessing learning (Edelson, Gordin, & Pea, 1999). Harris and Rooks (2010) describe 
the challenge of integrating inquiry-based instruction into science classrooms as related to 
classroom management. The authors argue that teachers need to be able to create and maintain 
classroom conditions that support student engagement in both meaningful activities and complex 
content. Harris and Rooks posit that these conditions need to address multiple aspects of the 
learning environment, including how the role of students in the classroom is conceptualized, the 
quality and types of instructional materials used, the types of tasks students are exposed to, and 
how science ideas are managed and connected together. Connecting science ideas across inquiry 
activities and ensuring that students are developing accurate scientific conceptions is critical 
because activities that are not clearly connected together may lead to students missing or 
confusing important concepts (Bransford, Brophy, & Williams, 2000). The challenges of 
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inquiry-based instruction suggest the importance of establishing guidelines and standards that 
can provide guidance on how to integrate this type of instruction into classrooms.  
         This shift toward inquiry-based learning can be seen in the development of several 
national science standards culminating in the NGSS. Two of the first national standards pushes 
for inquiry include Science for All Americans from the American Association for the 
Advancement of Science (AAAS, 1989) and the 1996 National Science Education Standards 
from the National Research Council (NRC). These standards emphasized the importance of 
having students actively engage with science content in order to understand science concepts and 
think critically (Bybee, 2013). The National Science Education Standards (1996) define this 
approach to education as: 
Scientific inquiry refers to the diverse ways in which scientists study the natural world 
and propose explanations based on the evidence derived from their work. Inquiry also   
refers to the activities of students in which they develop knowledge and understanding of   
scientific ideas, as well as an understanding of how scientists study the natural world.       
(p. 23) 
 
In this quote inquiry is defined both as a way of thinking about science learning and as activities 
that students engage in to learn science content. This dual definition of inquiry in science 
education lays out a conceptualization of how science education should be framed and what 
students should be doing. However, these definitions of inquiry also leave teachers with the 
difficult task of finding ways to engage their students in the activities of scientists (NRC, 2000). 
To address the growing interest in supporting teachers in inquiry, the NRC published Inquiry and 
the National Science Education Standards in 2000. This publication detailed several aspects of 
inquiry that should be included throughout science education, as well as guidelines for 
curriculum design and professional development. The inclusion of inquiry in published standards 
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marks a departure from previous standards that focused mainly on conceptual understandings, 
but stops short of formally specifying the relationship between inquiry and conceptual standards. 
         Overview of the NGSS. One of the culminating pieces of the policy developments, 
theoretical shifts and innovations within the field of science education is the K-12 NGSS 
standards. The standards are comprised of three dimensions: disciplinary core ideas (DCIs), cross 
cutting concepts (CCCs), and science practices (SPs) (NGSS Lead States, 2013). The DCIs refer 
to progressions of core ideas within four disciplinary domains (physical sciences, life sciences, 
earth and space sciences, and engineering, technology, and applications of science) at each grade 
level and consist of: important concepts for the domain, key tools for understanding big ideas, 
connections to technology and the interests of students, or ideas that connect to concepts in other 
grade levels. The CCCs are overarching concepts that are applicable across domains and grade-
levels. These standards are intended to help students recognize patterns that arise from the 
different domains and make connections to real-world issues. Finally, the SPs refer to behaviors 
that students are expected to engage in as they learn the content. The SPs are specified in ways 
that mirror how scientists engage in scientific investigations. The goal of the SPs, according to 
the NGSS, is to specifically define the cognitive, social, and activity requirements of students at 
different grade levels. The DCIs, CCCs, and SPs in the NGSS were designed to function and be 
understood together. It would be impossible to understand how students engage in SPs without 
also looking at how students were using them to engage with specific DCIs and considering the 
content in relationship to the CCCs. These three dimensions come together into performance 
expectations (PEs) which articulate the dimensions together as one standard. Figure 3 shows an 
example of a PE about chemical reactions above its associated DCIs, CCCs, and SPs. In this 
example, two DCIs were applied to one SP in the PE, asking the students to analyze and interpret 
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data to determine whether or not a chemical reaction has occurred. Notably, other DCIs could be 
applied to that same SP in different ways and, conversely, other SPs could be combined with 
these DCIs to make up a different PE. The CCC related to the example PE calls for students to 
recognize the microscopic/atomic level structure behind macroscopic phenomena. Students 
should be able to trace this CCC across multiple PEs to gain an understanding of how the 
concepts apply to the different domains. The integrated nature of the three dimensions of the 
NGSS is one of the main differentiators from previous content standards and approaches to 
science learning. 
         As the NGSS represent a major shift in how science education is conceptualized, there 
are significant opportunities as well as challenges associated with the enactment of the standards 
in classrooms. One of the biggest opportunities for instruction derives from the integrated nature 
of DCIs and SPs which moves inquiry from isolated activities within instruction to the main 
driver of instruction (Pruitt, 2014). Krajcik, Codere, Dahsah, Bayer and Mun (2014) specify a 
method for instructional design where teachers consider how PEs can lead to curriculum that 
engages students in content through a variety of practices. In this way the SPs are not skills 
students have to master, but rather ways of engaging with and understanding content. Another 
opportunity comes through the cross-cutting concepts which require teachers and curriculum 
designers to think more carefully about how concepts are interrelated so that students gain a 
better understanding of the relationships across science disciplines (Miller & Anderson, 2017). 
Students who have been taught in NGSS-aligned science classrooms should be able to think and 








Figure 3. NGSS for Matter and its Interactions (MS-PS1-2). NGSS Lead States (2013).
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Clearly this is a lofty goal, and adapting science instruction to be aligned with NGSS has 
been shown to be difficult for teachers because they need to change their perceptions of 
instruction and find ways to engage students in practices (Lo, Krist, Reiser, Novak, & Lo, 2014). 
In their study of teachers’ perceptions regarding the NGSS, Lo et al. (2014) suggest that teachers 
face three challenges: 1) understanding the new ideas presented in the standards, 2) identifying 
how their current instructional practices align with the NGSS, and 3) successfully interpreting 
and implementing SPs in their classrooms. In order to aid educators towards re-thinking 
instruction as engagement in SPs, there is a need for the development of quality materials aligned 
with NGSS. Such development efforts take time and resources, as well as a deep understanding 
of both the standards and the work of scientists (Pruitt, 2014). 
         Lo et al., (2014) presented teachers with a professional development course designed to 
help them understand how to read and implement the NGSS and found that, although the course 
did help change teachers’ perceptions of the standards, they still had doubts about the time-
consuming nature and sustainability of developing NGSS-aligned instruction for a full school 
year. Additionally, some of the teachers in the study had trouble finding activities that engaged 
students in meaningful practices, as opposed to supplementary activities. This struggle illustrates 
another challenge for full implementation of the NGSS because the addition of SPs as standards 
requires teachers to have a clear, shared definition of what it means to engage in the practices 
(Stage, Asturias, Cheuk, Daro, & Hampton, 2013), as well as the pedagogical competency to 
engage students in meaningful practices (Reiser, 2013). There are many ways to conceptualize 
SPs, such as modeling and argumentation, and some are more effectively integrated, while others 
remain superficial. A final major challenge for the NGSS involves how student learning is 
understood and assessed. If the standards require students to participate in instruction that 
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integrates the three dimensions, then it is critical to find ways to assess students’ integrated 
learning.  
         Implications for NGSS-aligned science assessments. In their report on NGSS-aligned 
assessments, Pellegrino, Wilson, Koenig and Beatty (2014) position assessments that integrate 
the dimensions of the NGSS (DCIs, CCCs, and SPs) as essential tools for measuring student 
learning. These assessments also have the potential to provide information that can help support 
student engagement in the types of inquiry learning advocated by the standards. The authors 
proposed NGSS-aligned tasks, which combine SPs and DCIs, as important ways to assess 
student learning and provide feedback on students’ understanding and abilities. However, 
Pellegrino et al. warned that these types of assessments are “challenging to design, implement, 
and properly interpret” (p. 5) and require extensive training for teachers, as well as innovative 
ways to provide feedback from the assessments. Further, assessment tasks designed to measure 
NGSS learning should elicit the desired SPs and DCIs and have a way of collecting evidence 
about students’ knowledge and skills (Gorin & Mislevy, 2013). It becomes clear from these 
position papers about NGSS-aligned assessments that it is necessary to develop new types of 
assessment tasks and consider the multiple purposes of assessment in science education. 
         Formative assessment activities and applications to NGSS. Assessments that can 
provide teachers and students with information to influence their actions in the classroom may be 
especially critical given the documented challenges of implementing the NGSS (e.g., Pellegrino, 
2013; Pruitt, 2014; Stage et al., 2013). In contrast to summative assessments, which are designed 
to evaluate students’ knowledge or abilities and are generally administered after instruction, 
formative assessments are “part of a planned assessment system that supports teachers’ and 
students’ inferences about learning and conceptual organization, identification of strengths, and 
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diagnosis of weaknesses and areas for improvement”(Cizek, Bennett, & Andrade, in press, p.20). 
Formative assessments cover a wide range of formats, from informal teacher check-ins to 
designed assessments that are given at specific times to support instruction (Wiliam, 2010). 
Although there are many conceptualizations of formative assessment, some of the main 
characteristics of formative assessment include the embedded nature of the assessments within 
activities throughout learning and the identification of students’ current knowledge/abilities with 
information about how to reach desired goals (Cizek, 2010). These are complementary to the 
central tenets of the NGSS which suggest that the classroom should revolve around inquiry 
activities and specifically break down the three dimensions of learning. Formative assessment 
activities embedded in classrooms should be able to provide specific feedback about students’ 
abilities with regards to the different dimensions. This sentiment is echoed in formative 
assessment literature which highlights the importance of attending to disciplinary specific 
practices in formative assessments (e.g., Cizek, Bennett, & Andrade, in press; Coffey, Hammer, 
Levin, & Grant, 2011). In their introduction to The Handbook of Formative Assessment in the 
Disciplines, Cizek, Bennett and Andrade (in press) introduce domain dependency as a defining 
element of formative assessment. For science education, this could suggest that teachers need to 
be attuned to the disciplinary specific types of thinking and engagement required by the NGSS. 
         In science education, formative assessment has been highlighted as a way of supporting 
inquiry-based learning (Cowie & Bell, 1999). The feedback and support aspects of formative 
assessment make it especially relevant for inquiry-based learning because teachers and students 
have been shown to struggle with this type of learning (e.g., Harris & Rooks, 2010). In their 
study using formative assessments embedded in inquiry units as quizzes, Hickey, Taasoobshirazi 
and Cross (2012) found that the embedded assessments helped students engage more deeply with 
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the content and activities when compared to classrooms without embedded formative 
assessments.  Similarly, Berland and McNeill (2010) suggested that including formative supports 
into learning environments to help students engage in scientific argumentation led to both 
improved argumentation quality and increased learning. Given the complexity of the NGSS and 
difficulties enacting instruction that integrates the DCIs and SPs, formative assessments could 
provide a way of monitoring and supporting students’ engagement in the SPs and with the 
content (Herman, 2013). Formative assessments offer a promise for supporting NGSS-aligned 
learning; however, to be effective, it is essential that teachers and students are able to obtain 
usable information from the assessments. 
         Despite their multiple advantages, formative assessments have been shown to be difficult 
to enact for several different reasons, including teachers not being able to process the 
information in a timely manner, teachers not knowing how to use the assessment feedback, and 
misalignment between the knowledge and skills called for in formative assessments and those 
measured in summative assessments (Andrade, 2010). In their case study of formative 
assessment practices across four teachers, Ruiz-Primo and Furtak (2006) highlighted the wide 
variety of ways teachers used formative assessments and found that the teachers varied 
significantly in how they used formative assessment in their classes and that those differences 
were related to different changes in learning gains. The authors found that the quality of 
formative feedback teachers gave to students (i.e., feedback that was related to key aspects of the 
student performance rather than superficial) was especially important in students’ final 
outcomes. For instance, the teacher who had the most growth from pre- to posttest engaged her 
students with formative questions that elicited their understanding related to key concepts and 
was able to respond fluently to issues in student thinking as they arise. Whereas, Ruiz-Primo and 
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Furtak highlight how the teacher with the least growth from pre- to posttest primarily engaged in 
prediction or procedural questions and offered minimal responses back to students. The authors 
further noted that the teachers with more effective formative feedback practices were more 
experienced and had higher degrees in science content than the teachers with less effective 
practices. This study underscores the importance of finding ways to measure students’ NGSS-
aligned learning and provide meaningful feedback to teachers, including tasks that can capture 
students’ ability in terms of DCIs and SPs, in order to inform their instructional decisions. 
         Lessons learned from research on performance assessments in science. Much of the 
current emphasis on formative assessment in science education, such its embedded nature and 
emphasis on providing feedback about student engagement in scientific activities, mirrors earlier 
work on science performance assessments (e.g. Baxter & Shavelson, 1994; Delandshere & 
Petrosky, 1998; Duschl & Gitomer, 1997; Pellegrino, Baxter & Glaser, 1999; Vendilinski & 
Stevens, 2002). Performance assessments generally refer to assessments of students while they 
engage in science activities, such as designing or conducting laboratory experiments or using 
collected data to present findings through models or reports. As a central push in the 1990s and 
early 2000s, these studies aimed at addressing the measurement of how students do science, 
acknowledging that the traditional science benchmarks were unable to give useable information 
on their constructs of interest (Baxter & Shavelson, 1994). Vendlinski and Stevens (2002) 
echoed this sentiment in their article on student problem-solving of technology-enhanced 
chemistry tasks where they emphasized the importance of understanding the ‘how and what’ of 
students’ learning. The authors discussed the dissonance between the goals of performance 
assessments and summative methods of assessment by demonstrating how analysis of student 
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strategies, derived from student actions within the tasks, provided more insight into their 
knowledge and practices than summative assessments which focused solely on the end product.  
Whereas performance assessments showed promise as ways of understanding how 
students engage in inquiry learning, there were also significant challenges to using them in 
classrooms (Duschel & Gitomer, 1997). Ultimately, some of the biggest challenges to enacting 
performance assessments were that the assessments were time-consuming, hard to score, and 
difficult to scale up to real classrooms because teachers do not have the time or ability to observe 
every student completing the tasks (Ruiz-Primo & Shavelson, 1996). Even if teachers are able to 
observe all of their students completing tasks, there are considerable issues suggested regarding 
the scoring of assessment tasks in a manner that yields feedback which can be used to inform 
instruction (e.g., Shavelson, Baxter, & Gao, 1993). Contemporary assessment approaches in 
technology-enhanced environments answer some of the challenges for performance assessments 
and formative assessments by providing insights into student practices and understandings 
through the collection and analysis of data related to student activities in the environments.   
Technology-Enhanced Science Learning and Assessment 
         New technologies and developments in technology-enhanced environments present novel 
ways for students to engage in inquiry-based activities and SPs, as well as have the potential to 
collect different types of data that can capture students’ learning processes. Technology-
enhanced environments in science classrooms allow for students to participate in activities and 
conduct experiments that may not be possible otherwise due to resources or time constraints 
(Dede & Barab, 2009). These environments have implications for instruction as well as 
assessment. The following section begins by considering how technology plays a critical role in 
engaging students in the types of learning called for by the NGSS. In particular, this section will 
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look closer at the instructional value of science simulations.  It will conclude by considering how 
technology, including simulations, can enhance science assessments.    
Technology as a tool for engaging with science practices. Many of the recent advances 
and research in science education focus on developing technology and finding ways to use 
technology to support student learning (e.g., Dede & Barab, 2009; Edelson, 2001; Kim, 
Hannafin, & Bryan, 2007; Quintana et al., 2004). The wide array of technology developed for 
science classrooms ranges from supplements to instruction, such as videos or apps students can 
use to collect data, to tools that can be embedded into instruction, such as simulations (e.g., 
Blake & Scanlon, 2007; Scalise et al., 2011), to fully immersive learning environments, such as 
virtual worlds (e.g., Edelson, 2001; She & Liao, 2010). Although technology offers opportunities 
for students to engage in inquiry learning, it is also important to reflect on how students are 
supported in their use of technology and how it fits into instruction (Quintana et al., 2004). Some 
of the considerations for fitting technology into instruction include thinking about students’ 
familiarity with the technology, building in scaffolds to support student engagement, and 
embedding the technology into the classroom instruction (Kim, Hannafin, & Bryan, 2007). 
Throughout the wide array of literature on technology-enhanced learning environments it 
becomes clear that using technology by itself may not be enough to induce learning, but carefully 
designed technological interventions with proper supports can positively impact student learning 
(e.g., Hsu, 2008; Jaakola, Nurmi, & Veermans, 2011; Lee, Linn, Varma, & Liu, 2010). 
         Computer-based simulations are an example of a technological tool that has been widely 
used in science classrooms to support inquiry-based learning. Simulations are virtual 
representations that allow students to manipulate variables and observe changes in scientific 
phenomena (van der Meij & de Jong, 2006). Simulations are especially useful for investigating 
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scientific phenomena that may be too expensive, time-consuming, or impossible to view in real-
life (Blake & Scanlon, 2007), including astronomy (e.g., Bell & Trundle, 2008), physics (e.g., 
Chang, Chen, Lin, & Sung, 2008), chemistry (e.g., Chiu, DeJaegher, & Chao, 2015; Lee, Linn, 
Varma, & Liu, 2010), and biology (e.g., Akpan, 2001; Huppert, Lomask, & Lazarowitz, 2002; 
Winn et al., 2006). For example, in chemistry, where students cannot directly observe molecules, 
a simulation can portray how changes in thermal energy impact the molecular movement and the 
state of matter (Chiu, DeJaeger, & Chao, 2015). In another example, a simulation in 
oceanography allowed students to explore the movements of currents in the ocean and test the 
salinity of water in response to different water currents on a smaller scale where students can see 
patterns and test hypotheses (Winn et al., 2006). Studies investigating the effects of simulations 
on student learning suggest that using simulations can improve student outcomes (e.g., Bell & 
Trundle, 2008; Chiu, DeJaegher, & Chao, 2015; Scalise et al., 2011), over textbook learning 
(e.g., Barab et al., 2009), and, in some cases, compared to experiments (e.g., Finkelstein et al., 
2005; Jaakkola, Nurmi, & Veermans, 2011). In addition to promoting content learning, the use of 
simulations has also been shown to improve students’ inquiry skills (e.g., Gobert, Sao Pedro, 
Raziuddin, & Baker, 2013; Huppert, Lomask, & Lazarowitz, 2002; Levy, 2013). For instance, in 
a study on high school students’ learning about molecular movements using a series of 
simulations, Levy (2013) found that use of simulations not only improved student scores from 
pre- to post assessment, but also led to an increase in the sophistication of students’ reasoning 
about molecular movements. The expectations of students’ engagement in SPs, such as 
supporting arguments with evidence, in the NGSS make simulations an especially useful tool 




         Although there are many documented benefits to using simulations, students have also 
been shown to struggle with many of the same challenges as other classroom technologies. In 
particular, students have struggled with manipulating too many or too few variables (e.g., 
Harrison & Schunn, 2004; McElhaney & Linn, 2010), not running enough trials to test 
hypotheses (e.g., Buckley, Gobert, & Horwitz, 2006; Shute & Glaser, 1990), and misinterpreting 
data (e.g., Linn & Eylon, 2011). One of the main reasons suggested behind student struggles is 
that students do not have adequate supports to use the simulations (Vreman-de Olde & de Jong, 
2006). As with inquiry-based activities, simply using simulations by themselves is not enough to 
induce learning. Students need to be able to engage with the content in appropriate ways while 
also using the simulations effectively (Gobert et al., 2012). Advances in assessment technologies 
can provide insights into how students engage with simulations and inform simulation supports, 
such as automated feedback, that can in turn positively impact student learning and instruction.   
         Technology and science assessments. Science assessments have especially benefited 
from technological advancements. The promise of assessment technology is that it can not only 
provide measures of students’ understandings and abilities, but also support student learning 
(Means, 2006). Simply replacing paper-and-pencil assessments with automated versions is not 
enough for technology-enhanced assessments to be truly transformative though; the assessment 
items or tasks need to provide additional information not available from paper-and-pencil 
formats (Clark-Midura & Dede, 2010). Indeed, there are a range of new assessment item types 
made possible by advances in technology. Technologically enhanced items range from fully 
constrained items, such as multiple-choice questions, to open-ended items that have limited 
constraints, such as essays (Scalise & Gifford, 2006). Scalise and Gifford warn that fully 
constrained items generally do not offer information beyond the multiple-choice responses that 
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could be found on a paper-and-pencil test. Whereas open-ended items may be able to collect 
more complex information about student thinking through writing or modeling, however these 
items present significant challenges for automated scoring or analysis. Although there are 
contexts in which constrained and open-ended items are desired and necessary, several studies 
make the case for items and tasks between the two extremes that are more complex and allow for 
the collection of process data from multiple types of interactions (e.g., de Freitas & Oliver, 2006; 
Scalise & Gifford, 2006; Shute, 2011; Vendlinski & Stevens, 2002). The complex tasks for these 
technology-enhanced assessments include assessment tasks embedded in games (e.g., Kim, 
Almond, & Shute, 2016) and simulation-based activities (e.g., Gobert et al., 2013; Hao, Liu, von 
Davier, & Kyllonen, 2015; Quallmalz et al., 2013). 
         The use of complex tasks involving simulations has the potential to shift the focus of 
assessments from measuring content knowledge to the measurement of how students engage 
with and apply content knowledge. Pellegrino and Quellmalz (2010) highlight how the use of 
technology in assessment is evolving from a primarily large-scale supplement to aid in the 
collection of student responses, such as online versions of state-mandated multiple-choice tests, 
to regarding interactions with technology as key components of assessment and learning. Just as 
simulations have the potential to engage students in activities that may not be possible in 
classrooms, the authors suggest that simulations embedded in assessments allow for the 
collection of evidence about how students use inquiry skills and complete tasks that would be 
difficult to compile in assessment settings. Simulations have been suggested for a variety of 
assessment purposes, including providing formative feedback about student learning, summative 
information about students’ inquiry skills, and understanding the impact of aspects of the 
simulations in supporting students’ learning (Quellmalz et al., 2013). 
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         Examples of research projects involving simulation-based assessments. A simulation-
based assessment repository called SimScientists (Quellmalz et al., 2012, 2013) has multiple 
examples of new forms of assessment items designed to collect a wide range of data on student 
content knowledge and learning processes. The SimScientists assessments were originally 
designed to provide formative assessment feedback based on student interactions in a simulation 
environment. One of the SimScientists assessments, as discussed in Quellmalz, Silberglitt, 
Buckley, Loveland, and Brenner (2016), involves students interacting with a simulated 
ecosystem environment with the goal of creating a visual food web diagram to show the 
relationship between the aspects of the ecosystem. The simulation collects students’ inputs in the 
system, including the direction of the arrows and connections between parts of a created diagram 
and the amount of times students view the ecosystem animation. From the student inputs, the 
simulation can then provide individualized feedback based on the correct or incorrect aspects of 
the diagram. The multiple opportunities and possible purposes within simulation-based 
assessments emphasize the need to collect data that can accurately capture student learning 
processes and be analyzed in ways that can lead to desired conclusions. 
         Tasks incorporated in simulations may be especially relevant for NGSS-aligned 
assessments because they open up the possibility of looking into the SPs through records of how 
students interact with the tasks. The emergence of technology and associated statistical modeling 
techniques that allow for the collection of process data create opportunities to accumulate and 
make sense of evidence about students’ SPs (e.g., Pellegrino, 2013). Although several position 
papers on NGSS-aligned assessments mention the potential of simulations to inform 
assessments, there is limited research on how to integrate the new types of process data available 
from simulations into measurement models. One research approach, proposed by the Next 
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Generation Science Assessment collaboration (DeBarger et al., 2014; 
nextgenscienceassessment.org), utilizes the ECD framework to detail the different aspects of 
assessment tasks, including simulations (e.g., Damelin, 2017; Harris, Krajcik, Pellegrino & 
McElhaney, 2016). Harris et al. (2016) describe how evidence from innovative science 
assessment tasks can be identified by breaking the PEs from the NGSS related to the tasks into 
smaller Learner Performances (LPs). The LPs specify desired actions from the tasks, which are 
then broken down into focal Knowledge, Skills, and Abilities (KSAs) and evidence required to 
demonstrate proficiency. For instance, Harris et al. suggested that the evidence for an LP where 
students are asked to analyze and interpret data could include identifying the similarities and 
differences of data collected. Damelin (2017) extends this discussion of evidence by suggesting 
the potential of using process data available from student interactions with a task as additional 
evidence. The ability to collect process data makes assessment tasks, like simulations, potentially 
powerful because the technology can provide evidence both about student content knowledge 
and how students use science practices.  
Understanding Student Learning Using Process Data   
         As technology becomes more integrated into science classrooms and technology-
enhanced environments become more sophisticated, new types of data, including logs of student 
actions, are available to help guide the understanding of student learning in ways that the 
performance assessments of the 1990s were not able to address. Although this type of data has 
great potential to contribute to the measurement of new aspects of student performance, such as 
SPs, it also brings many novel challenges in terms of the collection, cleaning, analysis, and 
interpretation of the data (DiCerbo, Behrens, & Barber, 2014). Drawing from fields familiar with 
the analysis of big data, including computer science, meteorology, business and biostatistics, the 
disciplines of educational data mining (EDM) and learning analytics (LA) utilize data cleaning 
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techniques and statistical models to make sense of complex data. The following section begins 
by delineating the role of technology in the collection of process data and provides relevant 
definitions of key terms related to technology and data. The section then reviews current research 
in EDM and LA regarding the analysis of process data, including areas of focus and challenges. 
Finally, the section concludes with a closer examination of two promising analytic methods--
Item Response Theory (IRT) and Bayesian Networks (BNs)—by specifying the considerations 
and variations of the models, and by providing examples of relevant research using the models.  
         Mining process data in technology-enhanced environments. One of the documented 
disadvantages of performance assessments in science involved the time-consuming nature and 
logistical difficulties related to assessing student performances on authentic science activities; 
however, the advent of educational technology that can capture process data has opened up a 
wide range of possibilities in terms of collecting information about those student performances. 
In their introduction to a special journal issue on the integration of modern psychometrics and 
educational data mining, Rupp, Nugent, and Nelson (2012) discuss the change in available data 
as one from digital desert to digital ocean where researchers are now experiencing an almost 
overwhelming influx of data and need to be able to evaluate and adapt current analytical methods 
to accommodate these new types of data. Stemming from early research into the logs of student 
actions in online learning (e.g., Zaiane, Xin, & Han, 1998), process data can now be collected 
from almost any technology-enhanced environment or tool that is present in an educational 
context. Although this influx of data has great potential, the counts and sequences of actions 
collected in process data are not intrinsically meaningful (Ferguson, 2012). In order to analyze 
process data in a meaningful way, considerations need to be given to not only how the data are 
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collected and which variables are chosen, but also to the purpose of the analysis (Baker & Yacef, 
2009).  
         Data mining in educational settings involves finding meaning from student actions, rather 
than simply recording everything that occurs while using the technology. In their 2009 review of 
data mining in education, Baker and Yacef suggest that data mining in education is often 
different from data mining in other contexts because of the need to account for and understand 
the hierarchies and relationships within the data, as well as the lack of independence inherent to 
classroom data.  Data mining research in education has been conducted in an array of 
technological contexts including online courses (e.g., Fritz, 2011; Peled & Rashty, 1999; 
Talavera & Gaudioso, 2004), educational tools like simulations (e.g., Gobert et al., 2012; Martin 
et al., 2015), and immersive gaming environments (e.g., Shute, 2011).  The fields of study for 
these contexts cover a wide range of topics, including mathematics (e.g., Martin et al., 2015), 
computer science (e.g., Berland, Martin, Benton, Petrick Smith, & Davis, 2013; Blikstein, 2011), 
and science (e.g., Gobert et al., 2013; Li, Gobert, & Dickler, 2017). Within these contexts, the 
goals of data mining vary substantially, from predictive (helping support instructional decisions), 
to generative (creating or improving designs of technology), to explanatory (understanding how 
students learn) goals (Pahl, 2004). There is also a differentiators between whether the goal is 
related to making inferences about the users of technology or focusing on understanding the 
learning processes themselves (Hershkovitz & Nachmias, 2009). Given the diversity of 
applications in different contexts, clearly defining the goals of data mining is critical, not only 
for choosing the appropriate type of analyses, but also for determining what data to collect from 
the learning environment. Just as the contexts and goals of data mining can vary, the process data 
can vary substantially in grain-size from collecting minute actions, such as keystrokes, mouse 
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positions, and even facial changes, to larger-grained variables, such as total time on a website or 
logs of student demographics (Greller & Drachsler, 2012).  Additionally, the labeling of actions 
and mechanisms recorded in the process data can vary among different environments. Although 
constraints such as data storage capability and privacy concerns can impact the collection of 
process data, the goals and types of analysis should align with which variables are collected and 
the questions of interest from analysis. 
         Analysis trends in EDM and LA fields. Two research communities, Educational Data 
Mining (EDM) and Learning Analytics (LA), have emerged concurrently and have proposed 
methods for analyzing process data. The acronyms of EDM and LA are sometimes used 
interchangeably to describe work that aims to analyze and understand process data. Indeed, these 
fields overlap in many areas and frequently draw from one another (Bienkowski, Feng, & 
Means, 2012). In their discussion of EDM and LA, Baker and Inventado (2014) suggest that the 
biggest general differences between the two communities rest in the focus, research questions, 
and the use of statistical models, rather than in the specific analytical methods themselves. The 
authors delineate how LA research tends to be more holistic and focused on supporting human 
interventions, whereas EDM research is more reductionist and focused on automated supports. 
However, it is also noted that these differences are not strict and many researchers cross-over 
between both communities (Siemens, 2013). As suggested by their names, both the EDM and 
LA communities have a shared commitment to finding ways to support and understand student 
learning through the analysis of process data. 
         Reflecting the multiple contexts, goals, and types of data available about student learning, 
there have been a wide variety of methods suggested for analyzing process data. In their 
comprehensive review of data mining research, Baker and Yacef (2009) break down how data 
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mining research has evolved from the first studies in the mid-1900s to the studies around their 
time of publishing in 2009. The authors call out five categories of analysis related to data 
mining: 1) prediction, including classification and regression analysis, 2) clustering, 3) 
relationship mining, including association rule mining and pattern mining, 4) distillation of data 
for human judgment, and 5) discovery with models. The authors argue that, although the first 
three categories are common for data mining in areas outside of education, the last two 
categories, especially the fifth, derive from the desire to answer questions about how students 
learn with technology and how to best support students while they learn.  
 Early data mining work (1995-2005) in education was dominated by relationship mining 
and prediction analysis with the majority of studies focused on using data to inform the 
development of personalized e-learning systems (Romero & Ventura, 2007). Baker and Yacef 
(2009) note in their review that the newest trend in data mining research involves the fifth 
category of modeling which went from being largely unseen in the 1995-2005 data mining 
survey to the second most prominent category of analysis in the years 2008-2009. The authors 
note that the move towards modeling can be seen in multiple contexts throughout both LA and 
EDM research and most likely reflects the increased influence of psychometrics in those 
communities. 
         Although the EDM and LA research communities are benefitting from the expansion of 
technology in classrooms and growing interest in analyzing process data for the purpose of 
assessment, there are some significant challenges facing research within these communities. 
Ferguson (2012) details the three overarching challenges facing EDM and LA researchers as: 1) 
building strong connections with the learning sciences; 2) developing methods and 
recommendations for working with a wide range of datasets from different environments;  
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and 3) focusing on the perspectives of learners. Papamitsiou and Economides (2014) extend 
these challenges to more specific issues, including coming up with a common vocabulary that 
can be used in analysis, further developing complementary qualitative methods to triangulate 
results, avoiding over-analyzing datasets to the point of losing generalizability, and defending 
against misclassifications or alternative explanations of patterns. These challenges reflect the 
relatively recent development of these fields, as well as the interdisciplinary perspectives and 
purposes related to the analysis of process data.  
 Rupp et al. (2012) explicitly address some of these challenges in their analysis of process 
data by using ECD as a framework for analysis and taking multiple disciplinary perspectives into 
account. The authors do not assume that a single analytic method is a best fit for the data, but 
rather test out multiple models and place an emphasis on ensuring that the models make sense 
with regard to learning theories. As the EDM and LA communities develop and mature, much 
like more established research communities, it would follow that they would begin to establish 
community norms, models and common practices. Studies with an interdisciplinary perspective 
that compare multiple methods and models (e.g., Rupp et al., 2012) can help with the 
development of norms, models, standardized terminology, and common practices. 
         Models for analyzing process data in assessment. There are a wide range of models 
proposed and adapted for process data in EDM and LA research that have been utilized for a 
variety of purposes. These models range from simple regression analysis to complex models that 
encompass a range of factors and possible structures (Baker & Yacef, 2009). Two modeling 
approaches, Item Response Theory and Bayesian Networks, were chosen for this study as 
promising for the data available from simulations. The following sub-sections provide 
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background on these two modeling approaches, as well as detail some examples of studies that 
apply the modeling approaches to process data. 
         Bayesian network models. BN models have been used across a wide range of contexts, 
including business, metrology, computer science, and public health to analyze process data from 
almost any enterprise that is grounded in the technological collection of data (Lynch, 2007). BN 
models have been adapted and used in several contexts in education, from creating models to 
predict student behaviors (e.g., Garcia, Amandi, Schiaffino, & Campo, 2007; Jeong, Biswas, 
Johnson, & Howard, 2010) to programming feedback to be used within cognitive tutors (e.g., 
Baker, Corbett, & Alevan, 2008; Pardos, Heffernan, Anderson, & Heffernan, 2010). Although 
there are many variants, the core definition of a BN is a model that represents the probabilistic 
relationships between a set of variables, either observed or latent, and their conditional 
dependencies through a directed acyclic graph ([DAG]: Nielsen & Jensen, 2009). The DAGs are 
specified using nodes that represent the different variables and connected by arrows that 
represent paths to show conditional dependence. Every node in the DAG has an associated 
probability function based on inputs from its parent node(s). The probabilities derive from Bayes 
Theorem which updates the conditional probability of an event based on prior evidence about 
that event and the probability of the reverse of the conditional probability. In practical terms for 
BNs, this defines the relationships between the different nodes. The associated probabilities are 
represented in conditional probability tables (CPTs) that list out the possible conditional 
probabilities for each node. 
         Although BNs encompass a wide range of models with different specifications, there are 
some key assumptions and constraints that underlie BN models related to their structure, such as 
the independence of non-connected nodes and conditional dependence of nodes that are 
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connected (Heckerman, Geiger, & Chickering, 1995). The relationships between the nodes can 
be seen represented in the CPTs; notably, the arrows in a BN go in one direction.  Figure 4 
illustrates a simple BN with three nodes (A, B, C) with dichotomous (True, False) outcomes 
along with hypothetical CPTs for each node. The links, as seen in the arrows between the nodes, 
represent the direction of the dependencies which are reflected in the CPTs. The CPT for node C, 
for example, shows the conditional probabilities for a true or false based on the outcomes of its 
parent nodes A and B. Node B, by contrast, does not have any parents and is not conditioned on 
either of the other nodes. From this simple model, there are many different types of BN models 
that can be applied to data. 
 
Figure 4. Example of simple BN model with associated CPTs 
         One of the first steps in modeling using BNs is defining how the model will be 
structured. There are two contrasting options for structuring BNs, empirical (learned) and 
expert-defined, with several variants in between those options. Models with learned BN 
structures have the links between nodes defined by algorithms based on the observed data 
(Heckerman, Geiger, & Chickering, 1995). The relationships between nodes in these models, 
then, reflect the dependencies that were observed in actual data. Empirically-structured BN 
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models are suggested for datasets in areas with limited theoretical background or as a means to 
further investigate possible relationships within a dataset (e.g., Garcia, Amandi, Schiaffino, & 
Campo, 2007). By contrast, expert-structured BN models have the structure of the model 
specified by subject matter experts with respect to the underlying theory or knowledge about the 
relationships that exist within the dataset (Heckerman, 1997). In some expert-defined models the 
placement of the nodes and directions of the relationships in the network are all constrained 
using expert judgement based on the observed variables. Other expert-defined models may 
define the placement of latent variables that cannot be directly observed and examine the 
probabilistic relationships that relate the latent to the observed variables (e.g., de Waal et al., 
2016). As suggested by Almond, Mislevy, Steinberg, Yan, and Williamson (2015), when 
considering educational assessment data, it may also be prudent to consider some hybrid between 
these approaches, especially for content areas where there is some established theoretical base. 
         An alternative family of BN models that have been used with educational data are the 
Dynamic Bayesian Networks (DBNs), which include Hidden Markov Models (HMMs) and 
Bayesian Knowledge Tracing (BKT) models (e.g., Corbett & Anderson, 1994; Levy, 2014). As 
Levy (2014) describes, DBNs use the same general form of the DAG as BN models, but extend 
the model to include temporal data. This is particularly useful in classroom or educational 
settings because students are obtaining knowledge over time. There are several variants of 
DBNs, but in general DBNs model the probability that a student has an ability, the hidden state; 
this probability is updated through observing whether or not the student demonstrates that ability 
through successive temporal steps (see Figure 5). The θ node is specified for both time t and time 
(t + 1) for student i with the observed variables X at each of the time points. An HMM has two 
main components: 1) the within-time point model that illustrates the connection between the 
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latent and observable variables for a given time point, and 2) the second component that 
illustrates the transitions between time points. HMMs are a special case of a DBN. More 
complex DBNs can include varying time points, more than one skill, or incorporate student-
specific parameters (e.g., Sabourin, Mott, & Lester, 2011; Yudelson, Koedinger, & Gordon, 
2013).   
 
Figure 5. Example of a basic HMM diagram. Adapted from Levy (2014). 
 
         BNs and DBNs have been used in a variety of studies in education to model a range of 
educational outcomes, such as students’ abilities to gain procedural skills (e.g., Jeong, Biswas, 
Johnson, & Howard, 2010) or students’ off-task behaviors in games (e.g., Baker, 2007; Sabourin, 
Rowe, Mott, & Lester, 2013). One example of a BN in education can be seen in Rupp et al. 
(2012) which uses data from a digital learning environment designed to have students create and 
troubleshoot computer networks. Using ECD as a framework, the authors identified four latent 
skills associated with computer networking and observable actions students would have 
completed while using the tool. The BNs that resulted from this study were used to classify 
students based on their actions and provide information about students’ efficiency in reaching a 
solution. Although Rupp and colleagues acknowledged that the BNs did not provide information 
about the students’ knowledge beyond the assessment students were given, they argued that the 
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BNs provided critical information about how students were approaching their tasks that would be 
beneficial in supporting struggling students or targeting tasks that are especially related to high 
scores on the assessment. This type of information about student learning is important for fields 
like computer programming, mathematics, and science where how students complete tasks or 
participate in activities impacts their ability to understand or learn the material. 
         Another study from Sao Pedro, Baker, and Gobert (2013) used a BKT model to 
investigate the impact of embedded scaffolding and context on student learning within a digital 
learning environment (Inq-ITS; www.inq-its.org) that included multiple activities and 
simulations across the science disciplines designed to engage students in inquiry learning. The 
dataset for their study consisted of process data from students completing the science simulations 
and activities and included data about the use of scaffolds that were embedded to provide 
prompting questions to struggling students. The authors specified a BKT model looking at 
science inquiry skills and used the different activities, such as conducting an experiment and 
collecting data, as observable time points in the model. Additionally, variables indicating 
whether or not students received scaffolding and the scientific context of the task were added 
into the model. The results of this study suggested that BKT models were able to predict student 
inquiry performance on future science tasks and provide information about the role of scaffolds 
in learning. Specifically, the study showed that students who received scaffolding had a higher 
learning rate than those that did not receive any scaffolding. This study illustrates the flexibility 
of DBNs to answer questions about student learning using process data, as well as the potential 
of DBNs to provide information about students’ inquiry skills beyond what can be captured in 
traditional assessments. Additionally, this DBN example and the BN example above highlight 
the importance of defining how models will address the research questions of interest in order to 
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counteract the common criticism that BNs can be too flexible and may not present clear answers 
(Almond et al., 2015). The BN example used ECD to define the focus of the model on efficiency 
and identify observable evidence and the DBN example extended a simple BKT model to answer 
questions about the effects of scaffolding and context.  
         Item response theory models. Unlike BNs which have been employed for a variety of 
purposes and only recently explored for assessment, IRT models have been primarily used by 
psychometricians for the purpose of assessment, albeit in a wide range of contexts. The 
introduction of IRT models into modern psychometrics is widely attributed to Lord and Novick 
(1968) whose textbook positioned unidimensional IRT models as an alternative to classical test 
theory (CTT) and defined important IRT concepts. The concepts introduced included item 
characteristic curves (ICCs), test characteristic curves (TCCs) and individual centered standard 
errors for latent ability measures. Lord and Novick’s central premise of estimating person and 
item statistics that are not reliant on examinee and item samples differentiates IRT from CTT 
which features less complex models that are tied to sample-dependent parameter estimates. 
         One of the simplest IRT models is the one-parameter model introduced by Georg Rasch 
(1960). So-called Rasch models are considered to be a special case of IRT models and include a 
commitment to the separation of person and item parameters, called specific objectivity.  More 
elaborate IRT models allow for the estimation of additional parameters, such as the two- and 
three-parameter logistics models (2-PL/3-PL) which add parameters to model item 
discrimination and the probability of answering correctly by random guessing. Other advanced 
models and applications of IRT can estimate more complex facets of assessment data, such as 




         Of the growing family of IRT models, unidimensional IRT models are the most 
commonly used in large-scale educational assessments. An important concept related to 
unidimensional IRT models is the ICC which is a logistic regression line that connects the 
probability of success on an item to the level of trait measured by the set of items in the test. The 
most basic unidimensional IRT model is the 1-PL model, functionally equivalent to the Rasch 
model, which is expressed in Eq. (1) below.  
                                               (1) 
In this model, theta (θ) is the level of latent ability on a given trait for a person, (j), and (b) is the 
difficulty of a given item, (i). More complicated unidimensional IRT models include the 2-PL 
and 3-PL models which add parameters for the slope of the ICCs (a) in the 2-PL model and a 
pseudo-guessing parameter (c) in the 3-PL model, as shown in Eq. (2) below. 
                                     (2) 
 Unidimensional IRT models are often used for tests with items where data are scored 
dichotomously, such as for multiple-choice items. As articulated in Hambleton and Swaminathan 
(2013), these unidimensional IRT models have common assumptions that: the test is measuring a 
single underlying latent ability; there is local independence, which assumes that item responses 
are independent given the subject’s latent ability; and, if the model fits, the estimated parameters 
are not dependent on the tested sample, ability measures (θ), and the specific items given.  
Further, more advanced models including multidimensional IRT (MIRT) models, for analyzing 
tests measuring more than one latent trait, and partial credit IRT models (PCMs) can be used for 
items with non-dichotomous scoring and multiple constructs of interest (e.g., van der Linden & 
Hambleton, 2013).   
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         Addressing the assumption of unidimensionality in early IRT models, MIRT models 
leverage aspects of factor analysis to allow for multidimensionality in IRT models (Reckase, 
2009). There are many cases in educational data in which a single test or a single item may 
encompass more than one dimension—that is, where multiple θs account for a student’s 
performance on a test and where items on a test purposefully measure the multiple dimensions. 
For example, Reckase (2009) looked at mathematics items involving two identifiable factors, 
problem solving and algebraic symbol manipulation, and estimated θ values for each of those 
factors, as well as separate item parameters for each factor. As with unidimensional IRT models, 
MIRT models have underlying assumptions of monotonicity and local independence. One 
established difficulty of MIRT models is determining whether the data are, in fact, 
multidimensional. If dimensions are too highly correlated the models will function 
unidimensionally. 
         Another extension of original IRT models that looks explicitly at using item and person 
characteristics to supplement the models are explanatory item response models (DeBoeck & 
Wilson, 2004). The linear logistic test model (LLTM), seen in the Eq. (3) below, is an 
explanatory model that includes characteristics about the items specifically in the model, such as 
item type or content. 
                 𝜂𝑝𝑖 = 𝜃𝑝+ ∑ 𝛽𝑘
𝐾
𝑘=1 𝑋(𝑝.𝑖)𝑘+ 𝜀𝑖                                                 (3) 
Specifically, in this model, 𝜃𝑝is the random person effect, 𝛽𝑘 represents the fixed effect of item 
covariate 𝑋(𝑝.𝑖)𝑘and 𝜀𝑖 is the error term (subscripts p, i, and k represent persons, items, and item 
covariates, respectively). 𝜂𝑝𝑖 is a logit link function of the form ln(𝜋𝑝𝑖/(1-𝜋𝑝𝑖), where 𝜋𝑝𝑖 
represents the probability of answering an item correctly. Explanatory models have been used in 
the contexts of assessments that encompass multiple subjects (e.g., Wilson & DeBoeck, 2008) or 
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where there is an interested in investigating the relationships that exist between item and/or 
person characteristics (e.g., Briggs, 2008). Explanatory models have also been suggested as 
promising models for process data because of their ability to capture different aspects of the item 
characteristics (Rupp et al., 2012).  These extensions of the simple unidimensional IRT model 
highlight how flexible and adaptable this approach is for different types of data, as well as the 
importance of considering the goals of assessments and types of data in order to fit an 
appropriate IRT model. 
         Although IRT models have not been used extensively with process data, there have been 
a few applications of IRT models to process data that illustrate the potential of the models for 
this type of data (e.g., Bergner et al., 2012; Chen, Lee, & Chen, 2005; Chen, Liu, & Chang, 
2006; Kortemeyer, 2014). One example can be seen in Chen, Lee, and Chen (2005) where the 
authors fit a Rasch IRT model to process data of students clicking on different courses within a 
learning system for computer programming and student feedback to questionnaires about the 
difficulty of the courses. The difficulty parameters from the model were associated with the 
different courses and updated as students completed more courses and questionnaires. The 
system also computed students’ θ values for their ability level and used that estimate to 
recommend a series of courses consistent with the students’ estimated programming abilities. 
This ability estimate was updated after students completed more courses which led to new 
system-based recommendations. The authors found that using this type of IRT-based 
recommendation system accelerated students’ learning efficiency and effectiveness by 
recommending that they complete courses with difficulties appropriate for their ability levels. In 
another study Kortemeyer (2014) compared several ways to use IRT to model process data from 
a physics homework system in which students had multiple tries to answer physics questions. 
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Using 2-PL models, Kortemeyer first compared students’ exam data to their homework 
responses, highlighting how relatively more widely distributed the ICCs were for the homework 
items due to the variances in administration and different numbers of tries students may have 
taken. The study next attempted to incorporate information about the number of tries on an item 
by fitting 2-PL models for different numbers of attempts and by fitting a model that gave partial 
credit based on the number of attempts it took to get a homework item correct. Additionally, the 
author tested a 3-PL model that incorporated parameters for guessing and copying from other 
students, but ultimately found little improvement in model-fit. The results of the study suggested 
that IRT models can be fairly robust to the introduction of non-traditional data, such as the 
number of tries that can be found in process data, while also stressing the importance of testing 
several different models. These examples open the door for other research using IRT with 
process data by illustrating the potential of IRT models to help answer questions using process 
data. Both of these examples feature attempts to translate or modify IRT models to novel settings 
and, although both examples found that the additional data added more information about student 
ability, the studies also caution against fitting models without considering how the modifications 
might impact the item parameters. 
Summary 
 This chapter presented four different areas of research that establish the foundation for 
this study. First, the aspects of ECD framework were detailed with a special focus on the student 
and evidence models in the CAF, as well as applications of the ECD framework to process data. 
Second, the chapter reviewed the shift in science education towards inquiry-based instruction. 
This shift is exemplified by the three interrelated dimensions of the NGSS which were described. 
Documented challenges related to the assessment of NGSS-aligned learning were also reviewed. 
Third, the implications of advances in technology for science instruction and assessment were 
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considered with a focus on simulations. The review of literature on science simulations 
highlighted important features and uses of simulations and applications of simulations for 
assessments. Finally, the chapter examined trends in the collection and analysis of process data. 
Research in EDM, including IRT and BN models, was presented with examples of how the 
models have been applied to educational data.  
Given the relatively recent introductions of both the NGSS and the EDM fields, this 
study capitalizes on advances in the modeling of process data, as well as proposed methods for 
the analysis of NGSS-aligned assessments, to explore how the complex data from simulations 
can be understood with respect to DCIs and SPs. Simulations are ideally situated to capture the 
type of three-dimensional learning required by the NGSS because they can engage students in 
DCIs through the use of SPs while simultaneously collecting process data that traces student 
actions and responses related to their conceptual understanding. Although simulations have been 
suggested as a potentially powerful tool for NGSS-aligned assessments, there has been limited 
research detailing how all of the data from simulations can be effectively utilized to make 
assessment decisions. This study leverages the ECD framework to investigate different methods 







CHAPTER 3: METHODS 
This study utilizes data from middle school students using two simulations covering 
concepts in chemistry to explore how the different types of data from the simulations can be 
understood with respect to two dimensions of the Next Generation Science Standards ([NGSS]; 
NGSS Lead States, 2013). The chapter begins by providing an overview of the context of the 
study, including details about the participants. Next, a detailed description of the two 
simulations, including an explanation of the larger science units in which the simulations are 
embedded and the types of data collected by the simulation, is provided. The last section of this 
chapter delineates the five phases of analyses that were conducted to answer the research 
questions.   
Context of Study and Participants 
The data for the present study were collected as part of a larger NSF-funded, research 
project (#DRL1552114) that aims to explore how dynamic visualizations can support science 
learning for linguistically diverse, middle school students (e.g., Ryoo, Bedell, & Swearingen, 
2018; Ryoo, Toutkoushian, & Bedell, 2018). During the 2016-17 academic year, the larger 
project involved 8th grade students from four low-income schools serving high concentrations of 
students who speak a language other than English at home. The data for this dissertation study 
consisted of a smaller subset of this larger project taught by three teachers from two schools in 
one school district. The three teachers were chosen for this subset because their classes were the 
only ones that collected process data from students using the simulations. Both schools serve 
low-income, linguistically diverse student populations with similar demographics (see Table 1). 
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Whereas all of the 8th grade students in the participating teachers’ classes completed the 
online units as part of the project, only students who both assented and had parental consent to 
share their data were included in this study. The demographics of the student pairs in this study 
(n = 77 pairs) generally matched the demographic distributions of the two participating schools. 
The three participating teachers (ranging in experience from a second-year teacher to an 
experienced, master teacher) collaborated with researchers throughout the school year to provide 
feedback, help develop the units and visualizations, and receive professional development about 
supporting students using visualizations. Additionally, at least one member of the research team 
was present during all class sessions to support students and teachers.  
  During 2016-2017, students participated in the larger NSF project for approximately two 
weeks (or 10 class periods). Students took an individual, open-ended test before and after 
completing the units. The individual test consisted of seven multi-part, open-ended response and 
modeling questions intended to gauge changes in student conceptual understanding related to 
properties of matter and chemical reactions over the course of the project (see Ryoo, Bedell, & 
Swearingen, 2018). Within classes, students were randomly paired, based on their language 
status and specific teacher inputs, to complete the units and encourage discussion. The choice to 
have linguistically diverse students work in pairs for this project stems from research on 
collaborative learning in science, suggesting that discussion and interactions with peers are 
critical for students to construct their understanding of science (e.g., Duschl & Osbourne, 2002).  
 Data are presented for the pair of students as it is impossible to disentangle the actions or 
impacts of individuals within the pair. Therefore for the purpose of this study, investigating how 
process data can be utilized to inform the understanding of students’ NGSS-aligned science 
learning, the unit of analysis is the student pair. Although the data for this study are sufficient to 
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explore the possible methodological implications of utilizing data from simulations, future 
research that examines process data from individual students using simulations could be used to 
make more robust claims about the relationships between a students’ science practices (SPs) and 
conceptual understanding in NGSS.   
Table 1 
Comparison of Student Demographics Percentages* of Study Population Schools and State 
Demographic Characteristic School A School B 
North Carolina Public 
School Average 
Gender 
Male 49.39% 52.99% 51.38% 
Female 50.61% 47.01% 48.62% 
Ethnicity 
White 7.19% 20.52% 49.50% 
Black 36.77% 25.36% 25.70% 
Latino/a 50.75% 47.17% 16.50% 
Other 5.29% 6.95% 8.20% 
SES Free or Reduced 
Price Lunch 
99.73% 89.24% 59.82% 
*Note: Demographic information for the schools was obtained from the North Carolina Department of Public 
Instruction website for 2016. 
 
 Overview of visualization-supported science units. The two simulations for this study 
were embedded within two online science units, Properties of Matter (POM) and Chemical 
Reactions (CR). Following a design-based research study design (Design-Based Research 
Collective, 2003), the units were iteratively designed, tested, and re-designed by a learning 
science research team to be aligned to the NGSS and North Carolina state standards and reflect 
current learning sciences research on how students learn. Following the Knowledge Integration 
(KI) framework (Linn & Eylon, 2011), the two units were structured to elicit students’ initial 
ideas, introduce new content, allow students to investigate scientific phenomena using 
visualizations, and reflect on their learning. The units that the students used for this study were 
revised based on feedback from teachers and the advisory board, as well as findings from earlier 
implementations in other schools. 
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 The POM and CR instructional units were delivered using an open-source learning 
environment called the Web-based Inquiry Science Environment (WISE; wise.berkeley.edu). 
WISE allows for the creation of customized instructional steps, as well as embedded 
visualizations, and collection of data about student responses to questions and actions in the form 
of process data. Figure 6 provides an overview of the sequence of activities within the POM and 
CR units, highlighting where the two simulations for this study were embedded within the units. 
The simulations used in this study were placed near the end of the units to ensure that students 
had exposure to the prerequisite content underlying the simulations. For instance, before students 
used the POM simulation, the unit had steps that introduced molecules and their representations, 
allowed students to observe differences in molecular movement at different states, and defined 
energy and its role in interacting with matter. Students were also asked to go back and revise 
their answers at specific points in the unit, including after they finished the simulation. 
 
Figure 6. Illustration of the sequence of instruction and simulations for the POM and CR units. 
  
 Simulations. The two simulations central to this study featured phenomena essential to 
understanding the POM and CR units and illustrated the relationship between changes in energy 
and matter. The simulations were iteratively designed by the research team in the larger NSF 
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project, in collaboration with participating teachers. The research team designed the simulations 
by first identifying areas of difficulty in POM and CR, reviewing existing simulations covering 
those topics, and examining the NGSS and North Carolina state science standards to choose two 
simulation contexts. Once the content of the simulations was decided, the two simulations were 
created through a series of drafts, reviews and tests with students, as well as review by teachers 
and members of the advisory board for the larger NSF project. Both of the simulations consisted 
of identical prediction and reflection questions, an interactive simulation that included a 
visualization of molecular processes as well as a graph, and a table that students used to record 
data (detailed in the Data Sources section below). A video with instructions on how to use the 
simulations was provided to students before they used the simulations to ensure that they were 
acquainted with the different aspects of using and manipulating the simulation. Students also 
interacted with a mini-simulation and several interactive steps that introduced the relevant 
vocabulary and molecular representations. Prior to collecting the data for this study, the 
simulations were used in three different classrooms. Aspects of the simulations were revised to 
counteract difficulties and misconceptions, as well as respond to feedback from the students and 
teachers, that arose during those classroom implementations. The following sections describe the 
two simulations in more detail, including the content covered in the simulation and screenshots 
of the simulations and questions. 
 POM simulation. The POM simulation was designed to illustrate the impact of adding or 
removing thermal energy influenced molecular movement and the amount of kinetic energy and 
intermolecular bonds. Specifically, the NGSS standards this simulation was designed to address 
were: DCIs (PS1.A- Structure and Properties of Matter, PS3.A- Definitions of Energy), SPs 
(Developing and Using Models, Analyzing and Interpreting Data, Engaging in Argument from 
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Evidence). The motivating context for the simulation is a question about what causes a balloon 
positioned on a bottle over boiling water to inflate (see Figure 7). Within the simulation, students 
are first prompted to make predictions about what would cause the balloon to inflate by 
completing sentences using drop-down menus and support their predictions with scientific ideas 
in open-ended response boxes. The prediction questions were designed to both allow researchers 
to capture growth in students’ understanding and ability to support their answers after using the 
simulation and to provide students with a motivating context to set-up the use of the simulation.  
 
Figure 7. Screenshot of the motivating, macro context for the POM simulation. 
  
 As seen in Figure 8, there are several buttons that can be used to manipulate the 
simulation, including ways to add and remove thermal energy, change the state of matter of the 
molecules, and pause, play, or restart the simulation. In order to fill out the embedded table, 
students needed to observe the molecular movement, as well as the levels of kinetic energy and 
amount of intermolecular bonds, within the range of temperatures comprising the three states of 
matter. Students should also be able to recognize that the changes between states do not happen 
all at once, but rather reach certain points (melting and boiling points) that preclude incremental 
changes. This can be seen in the molecular visualization that shows how molecules slowly 
increase in speed and decrease in density as thermal energy is removed. The visualization also 
stalls at the melting and boiling points to highlight the change that is occurring in-between states. 
 Regarding the reflection questions, students are expected to connect the macro context of 
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a balloon blowing up over boiling water to the correct micro ideas of molecules moving faster 
with increased kinetic energy and spreading out with the addition of thermal energy. The 
reflection questions are identical to the prediction questions. After using the simulation, students 
should be able to articulate the relationship between energy and matter in terms of the addition of 
thermal energy increasing the speed and spacing of molecules, the kinetic energy in the system, 
and decreasing the amount of intermolecular bonds.  
 
Figure 8. Screenshot of the POM simulation with descriptions of different aspects. Adapted from 
Toutkoushian & Ryoo (2019). 
 
 CR simulation. The CR simulation was created to engage students in an investigation of 
the influence of different levels of thermal energy on chemical reactions. Students using the 
simulation should both recognize the role of thermal energy in starting chemical reactions and 
the relationship between levels of thermal energy and reaction rates. The NGSS standards this 
simulation was designed to address were: DCIs (PS1.B Chemical Reactions and PS3. A 
Definitions of Energy) and SPs (Developing and Using Models, Analyzing and Interpreting 
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Data, and Developing Arguments from Evidence). The motivating context for this simulation 
was finding a way to clean a dirty penny faster (see Figure 9). Students were first prompted to 
make predictions about how putting a dirty penny in a hydrofluoric acid (HF) on a hot plate 
would make the penny clean and how the penny could be cleaned faster. As with the POM 
simulation, the prediction questions asked students to complete sentences using drop-down 
menus and then support their answers in the open-ended response sections.  
 
Figure 9. Screen capture of the motivating macro context for CR simulation. 
 
 The CR simulation (see Figure 10) allowed students to change the amount of thermal 
energy added to the molecules after bringing the penny (CuO) and HF to the flask and hotplate at 
the top of the simulation. Once thermal energy is added, the molecules begin to break apart and 
rearrange as copper fluoride and water. Students could control the simulation by pressing play, 
pause or reset. The graph next to the simulation reflected the total percent of new products 
produced on the y-axis and the time on the x-axis. Of particular note, unlike the graphs in the 
POM simulation, students could interact with the line graph in the CR simulation by clicking on 
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the blue and red dots to see the specific percent of products at that time point for the start and end 
of the simulation, as well as inflection points where the amount of thermal energy was changed.   
As with the POM simulation, students completed reflection questions after filling out the 
embedded table in the simulation. At the end of the CR simulation, students should be able to 
articulate that an input of energy is needed to start a chemical reaction and that increasing 
thermal energy causes molecules to break apart and re-arrange faster, leading to a higher reaction 
rate than if a lower level of thermal energy was added. 
 
Figure 10. Screenshot and descriptions of important aspects of the CR simulation. Adapted from 
Toutkoushian & Ryoo (2019). 
 
Data Sources 
 This study utilizes three types of data from the POM and CR simulations: process data, 
embedded table data, and responses to prediction/reflection questions. The subsections below 
provide descriptions and examples of each of the data sources. 
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 Process data. As seen in Table 2, the process data from the simulations include an array 
of information about student interactions with the simulations. A new line of process data was 
generated for every action in the simulation with a timestamp showing when the action occurred 
(see Table 3).  
Table 2  
Specific Action Variables that Triggered a New Line of Code 
Action Label POM or CR simulation Description of action 
Play Both simulations Start the molecular visualization 
Pause Both simulations Freeze the molecular visualization 
Reset Both simulations Start the molecular visualization over 
Add thermal energy POM simulation Click the button to incrementally add thermal 
energy to the system 
Remove thermal energy POM simulation Click the button to incrementally remove thermal 
energy from the system 
No change in thermal 
energy 
POM simulation Click the button to keep the current level of thermal 
energy consistent 
No thermal energy CR simulation Adjusts thermal energy dial to have no thermal 
energy 
Low thermal energy CR simulation Adjusts thermal energy dial to have a low level of 
thermal energy 
Medium thermal energy CR simulation Adjusts thermal energy dial to have a medium level 
of thermal energy 
High thermal energy CR simulation Adjusts thermal energy dial to have a high level of 
thermal energy 
Solid POM simulation Clicks button to automatically adjust state to solid 
Liquid POM simulation Clicks button to automatically adjust state to liquid 
Gas POM simulation Clicks button to automatically adjust state to gas 
Blue dot (graph) CR simulation Clicks blue dots on interactive graph 
Red dot (graph) CR simulation Clicks red dots on interactive graph 
Save (prediction, table, 
reflection) 
Both simulations Saves open-response answers: indicates whether 
answer is for prediction, table, or reflection 
Submit (prediction, table, 
reflection) 
Both simulations Submits open-response answers: indicates whether 




The types of information in the process data can be categorized as identification variables 
(workgroup ID, data, step identification, revisit #), specific action variables (action that triggered 
new line, timestamp), action counts (total counts of specific actions), table data (each cell is 
recorded when saved or submitted), and prediction/reflection responses (recorded when saved or 
submitted). In order to ensure the accuracy of the process data, the research team checked 
whether the process data accurately reflected actions by testing the simulations with specific lists 
of actions and responses designed to cover different possible configurations of interactions, and 
comparing the lists to the resulting process data. Any inconsistencies were reported to the 
research assistants responsible for the coding of simulations and process data and then checked 
again until the inconsistencies were corrected. The process data for all of the student pairs were 
downloaded as a .csv file from the WISE environment and parsed using Microsoft Excel and the 
statistical software R (R Core Team, 2018). The number of lines of process data for a single pair 
of students for one simulation ranged from 40 to above 600 over the course of all of their 
revisions.  
 For this study, only students’ actions on their first full visit to the simulation were 
considered. A full visit consists of submitting completed responses to the prediction questions, 
completing and submitting the table, and submitting completed responses to the reflection 
questions. Although there may be some merit to including student revisions for analysis in future 
research, there were a range of undocumented reasons why students may or may not have revised 
their responses and the revisions themselves may have occurred under different circumstances. 
For instance, pairs that moved through the project slower than the desired schedule may not have 





Table 3  
 
Breakdown and Descriptions of a Single Line of Process Data 
Full line of process data: 
[1234567, 12/07/2017, 1.3, 1, Action: “Add thermal energy”, timestamp: 12:58:03, Addthermal_1, 
Removethermal_2, Save_2, submit_0, liquid_1, gas_0, pause_3, play_4, reset_0, predMC1: “added”, predMC2: 
“more”, predMC3: “up”, predMC4: “less”, pred1: “I think the warm air pushed the balloon up”, pred2: “When 
warm air gets hotter the molecules become bigger”, reflMC1: “”, reflMC2: “”, reflMC3: “”, reflMC4: “”, refl1: 
“”, refl2: “”, c1: “they moved faster”, c2: “there was a little energy”, c3: “the bonds got weaker”, c4: “”, c5: “”, 
c6: “”, c7: “”, c8: “”, c9: “”]   
Logged Variable Description 
1234567 Workgroup ID 
12/07/2017 Date student used simulation 
1.3 Step number (distinguishes which simulation) 
1 Revisit #, indicating the number of times student visited the 
simulation 
Action: “Add thermal energy” Indicates reason new line of process data was initiated 
Timestamp: 12:58:03 Time the action occurred in hours, minutes, and seconds 
Addthermal_1, Removethermal_2, 
Save_2, submit_0, liquid_1, gas_0, 
pause_3, play_4, reset_0 
Accumulated counts of specific actions over the whole log for 
each pair. This example shows that students have paused 3 
times using this simulation so far 
predMC1: “added”, predMC2: 
“more”, predMC3: “up”, predMC4: 
“less” 
Prediction choices from drop-down menus for the fill-in-the-
blank sentences 
pred1: “I think the warm air pushed 
the balloon up”, pred2: “When warm 
air gets hotter the molecules become 
bigger” 
Open-ended responses to the prediction questions  
reflMC1: “”, reflMC2: “”, reflMC3: 
“”, reflMC4: “” 
Reflections choices from drop-down menus for the fill-in-the-
blank sentences (left blank if unanswered) 
refl1: “”, refl2: “” Short answer responses to the reflection questions (left blank 
if unanswered) 
c1: “they moved faster”, c2: “there 
was a little energy”, c3: “the bonds 
got weaker”, c4: “”, c5: “”, c6: “”, c7: 
“”, c8: “”, c9: “” 
Student responses in the table with each “c#” as a different 
cell in the table (left blank if unanswered) 
 
Alternatively, students struggling with the mechanisms of the simulation may have 
received teacher or researcher guidance in their interactions with the simulation during revisions. 
Other pairs that exhibited major misconceptions in their reflection responses may have had 
teachers or researchers talk them through the content or show aspects of the simulations that the 
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students may not have noticed. The absence of videos or observation logs for all of the student 
pairs makes it impossible to determine the conditions for revisions. Unlike the differences that 
existed in the revision patterns, all student pairs had similar experiences during their first visit to 
the simulation with little to no researcher or teacher interactions. 
Embedded table data. The embedded table data was recorded in the process data and 
captured students’ observations and data collection while using the simulation. Student typing 
was only recorded after students clicked the save or submit buttons associated with the table or 
questions. The embedded table had to be completely filled out and submitted, with every cell 
having a response, before students could answer the reflection questions. Students were 
reminded at the start of class to save their tables frequently throughout the simulation. The 
purpose of the table was to allow students to collect and organize their observations from the 
simulations. The embedded tables for both of the simulations asked students to record data from 
the molecular visualizations as well as the graphs. The POM simulation asked students to record 
the molecular movements, amount of kinetic energy, and amount of intermolecular bonds for the 
three states of matter. The embedded table in the CR simulation asked students to record the 
movement of the reactants in the visualization, the percent of products created at the first time 
point in the graph, and the time it took to reach the first time point in the graph for each of the 
four levels of thermal energy (off, low, medium, and high). All of the cells in the tables were 
open-ended, so students could fill in the table in complete sentences or with one or two words.  
Prediction and reflection questions. The prediction and reflection questions were 
placed directly before and after the simulations to gauge the impact of the simulations on 
students’ content knowledge and SPs. As with the embedded table data, the responses to the 
prediction and reflection questions were recorded in the process data and only saved when 
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students submit or save their responses. Within the context of the larger NSF project, these 
questions had a dual purpose of providing a measure of student learning and practices at a 
specific point during the units and providing evidence about the efficacy of the simulations to 
identify areas for improvement.  
Table 4  
Prediction/Reflection* Questions for the POM and CR Simulations 




Why do you think the balloon got 
bigger (inflated)? Make a prediction 
by completing the sentences below. 
(Complete the sentences below.) 
How do you think adding thermal 
energy helped clean the penny faster? 
Make a prediction by completing the 





When thermal energy is ________ 
[added, removed], water molecules 
have __________ [less, more] kinetic 
energy. This means that the water 
molecules __________ [evaporate, 
break into oxygen and hydrogen, 
move faster, become new molecules, 
stop moving] and have ________ 
[less, more, no] space between them.  
As thermal energy increases, CuO and 
HF (reactants) ________ [disappear, 
move, evaporate, break] _________ 
[faster, slower]. The atoms _________ 
[disappear, increase, rearrange, 
separate] to produce _________ 




Based on the prediction you made in 
Q1, what evidence might support 
your answer in Q1? (What evidence 
can support the claim you made in 
Q1?) 
Based on the prediction you made in 
Q1, what evidence might support your 
answer in Q1? (What evidence can 
support the claim you made in Q1?) 
Open 
Response 2 
Explain HOW the evidence you 
provided in Q2 supports your 
prediction in Q1? (Explain HOW the 
evidence you provided in Q2 
supports your claim in Q1) 
Explain HOW the evidence you 
provided in Q2 supports your 
prediction in Q1? (Explain HOW the 
evidence you provided in Q2 supports 
your claim in Q1) 
  *Note: Prediction and reflection questions are mostly similar, any deviations are indicated by having 




For this study, reflection questions comprise of drop-down and fill-in-the-blanks formats, 
as well as opportunities to use SPs in response to open-ended questions. To help answer RQ2, 
comparing the different models of data, the scores from the reflection questions provide a 
baseline to understand how much more information about student learning can be provided by 
the inclusion of process data.  The prediction and reflection questions for the two simulations in 
this study (see Table 4) were designed to determine whether students could apply the molecular 
ideas about energy and matter to a macro phenomenon. For the POM simulation, the macro 
phenomenon was a balloon inflating when put over boiling water. Students needed to connect the 
concepts of molecules moving faster and spreading out due to an increase in thermal and kinetic 
energy to the inflation of the balloon. The macro phenomenon for the CR simulation was 
cleaning a penny by heating it in hydrofluoric acid. Students needed to recognize that a chemical 
reaction occurs at the micro level between the hydrofluoric acid and the copper in the penny with 
the molecules breaking apart and re-arranging to become new molecules. The rate of breaking 
and re-arranging depends on the amount of thermal energy added to the system. For both the 
POM and CR simulations, the structure of the questions included four fill-in-the-blanks with 
drop-down menu options for the blanks and two open-response questions. The questions were 
created to isolate the focal information called for in the simulations. The options for the drop-
down menus were chosen to reflect misconceptions about the molecular phenomena in the 
simulations. For instance, the drop-down menu options for the POM simulation reflect well-
documented misconceptions about molecules during evaporation, including the molecules 
themselves evaporating or the molecules separating into atoms (e.g., Griffiths & Preston, 1992; 
Özmen, 2004).  
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The open-ended questions were designed to allow opportunities for students to bring in 
scientific knowledge or specific evidence from the simulations to support their answers and 
explain their reasoning. Students were first asked to identify evidence from the simulation, or 
scientific knowledge, to support their claims made in the drop-down answers. The second open-
ended question asked students to explain how the evidence supports their claim, essentially 
justifying the evidence. Similar to the process data, students were able, and sometimes directed, 
to revise their answers by teachers or researchers. Due to the diverse, and potentially 
undocumented, range of reasons and circumstances students may have revised that were 
discussed above, the only responses that will be considered for this study are the ones from 
students’ first full visit to the simulation.  
Analysis Methods 
 In order to answer the research questions posed in this study, several analytical methods 
intended to align with aspects of the ECD framework were utilized. The analysis for this study 
focused on defining the student model, evidence rules, and measurement model within the CAF. 
Specifically, as detailed in Table 5, this study progressed in five phases associated with the three 
research questions. The first two phases of analysis involve identifying and defining what was 
measured from the simulations, as well as ensuring that the information available from the 
process data is reflected in the measures. The third and fourth phases were focused on 
investigating models of the data that best fit the process data, embedded table data and reflection 
responses and answer questions that would be relevant to classroom practices. The fifth phase 
sought to explore how well the results and decisions from the first four phases generalize to a 
simulation with slightly different features and content. The sections below provide more details 


















-Identifying most applicable PEs 
and specifying LPs 
-Checking LPs against the 
required activities and content 
associated with the simulation 
Table of PEs with 








-Creating and listing possible 
evidence rules based on the LPs 
-Apply coding rules to cases of 
process data to narratively check 
coverage of codes and identify 
missing rules in order to revise 
and create final rules   
-Code data sources from actual 
data and create simulated dataset 
-Final table of 
evidence rules and 
related LPs 
-Line-by-line 
coding for ten cases 
-Summary statistics 
for actual and 
simulated datasets 
III. 
RQ1. How can the multiple 
sources of data from student 
learning using simulations be 
best modeled using two 
promising approaches: Item 
Response Theory (IRT) and 




-Fit and evaluate competing IRT 
models (unidimensional Rasch, 
multidimensional, and LLTM) 
-Fit and evaluate competing BNs 
(expert-structured, empirically-
structured, and DBN) 
-Fit statistics on 
models (item fit 
plots, global fit 






RQ2. How do the specified 
models (IRT and BN) compare 
in terms of possible 
interpretations from the results 
and applicability to instructional 




-Compare ranking/groupings of 
students based on scores of 





students by model 
 
V. 
RQ3. How do the approach, 
models and results from RQ1-
RQ2 compare for the same pairs 
of students using an instructional 
simulation about a different topic 
(rate of chemical reactions)? 
N/A 
-Repeat Phases I-IV for the CR 
simulation 
-Identify similarities and 
differences both in the methods 
and results (e.g., specified LPs, 
chosen models) 
-Same types of 
results from Phase 
I-IV 
-Comparison results 






Phase I. The first phase of analysis was critical for establishing the connections to the 
NGSS that guided the rest of the analysis. The goal of this phase was to break the relevant NGSS 
standards into smaller, measurable sub-standards that encompass both content and practices. 
McElhaney et al. (2017) proposed a method for delineating these smaller sub-standards in their 
work on integrated, NGSS-aligned assessments that include complex tasks, such as modeling or 
collecting data. Although the authors’ method of defining measurable NGSS sub-standards does 
not explicitly address process data, the authors have framed the method as allowing for the 
collection of evidence related to a sub-standard. This study applied process data as an additional 
source of evidence that can be used in this method.  
 Following McElhaney et al. (2017), the method of analysis for this phase entailed first 
identifying the DCIs and SPs from the NGSS that are being measured by the simulation. This 
included looking at all the possible DCIs and SPs that could be elicited by the simulation and 
determining which are measurable and tied to the purpose of students completing the simulation.  
For instance, the SP Planning and Carrying out Investigations could be applied to learning with 
simulations because students need to plan which variables to manipulate to answer their research 
questions and run the appropriate amount of trials. However, in the case of the simulations for 
this study, this practice is less relevant because the emphasis was on how students used the 
simulation to enhance their understanding of the molecular phenomena rather than explicitly 
testing hypotheses. A more applicable SP for this study would be Use a Model to Develop 
Explanations Using Evidence because the structure of the simulations (e.g., table for collecting 
evidence, reflection questions) requires students to use evidence to support their answers. More 
than one DCI and SP standard were necessary for each simulation in order to cover the range of 
activities students were engaged in while using the simulation. Although there is a third 
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dimension of the NGSS (Cross-Cutting Concepts) that could be incorporated, the decision was 
made to not include this dimension in the analysis because the content was only covering a single 
topic within chemistry (see the Limitations section in Chapter V for a more in-depth discussion 
and directions for future research).   
 The next step in this phase was to modify or create PEs that accurately reflect both the 
standards (DCIs and SPs) and the goal(s) of the simulation. PEs are structured as statements 
about what students can do in relation to the integrated DCIs and SPs. The NGSS standards 
documents include some pre-defined PEs within topics of standards; however, Pellegrino (2013) 
acknowledges that these expectations should serve as guidelines for summative assessments and 
that there are likely many other combinations of DCIs and SPs that can, and should, exist within 
classrooms. In order to define the PEs for this step, pre-written PEs were reviewed and the 
language was modified, if necessary, to make it more specific to the simulations. For instance, 
many of the pre-written PEs include the SP about using a model and apply it to a specific aspect 
of a DCI, such as changes in molecular speed, but exclude other aspects of the DCI, such as the 
relationship to energy changes. A revised version of a PE that acknowledges the relationship to 
energy changes would update the language to reflect what is in the DCI regarding energy. 
Similarly, if there were standards that are not addressed in the pre-written PEs, the unaddressed 
DCIs and SP standards were combined into PEs using the same format as the pre-written PEs. 
Both of the simulations had three PEs defined in this study. 
 The final step in the analysis for this phase was turning the PEs into smaller, measurable 
sub-standards, or learning performances (LPs). Harris, Krajcik, Pellegrino, and McElhaney 
(2016) define an LP as “a knowledge-in-use statement that is smaller in scope and partially 
represents a performance expectation. Each learning performance describes an essential part of a 
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performance expectation that students would need to achieve at some point to ensure that they 
are progressing toward achieving the more comprehensive performance expectation” (p. 9). The 
LPs are then used as constructs within the student model in the ECD framework. A single PE can 
contain multiple LPs that encompass the content and practices required by the PE. Additionally, 
the LPs may contain prerequisite content or practices necessary for the desired PE. For instance, 
the LPs in McElhaney et al. (2017) stemming from a PE about using a model to explain the law 
of conservation of mass in chemical reactions involve content knowledge about the products of 
reactions and conservation of atoms and the scientific activities of evaluating, using, and 
developing models. The LPs for this study were designed to span the possible range of desired 
content and practices.  
 Phase II.  The second phase of analysis involved delineating the evidence rules that 
connect the process data and student responses to the LPs defined in Phase I and applying those 
rules to the actual and simulated datasets. This phase proceeded in five main parts: creating 
initial evidence rules, checking the initial evidence rules through a process of line-by-line coding 
for a set of select cases, revising evidence rules based on the results of coding the select cases, 
applying final evidence rules to the full dataset, and simulating a larger dataset using the defined 
evidence and actual data. One of the documented difficulties of analyzing process data is that it 
is open to multiple methods of analysis and interpretation (e.g., Gobert et al., 2013). This phase 
of analysis acknowledges this difficulty through its iterative creating, checking, and revising of 
the evidence rules. The final products of this analysis are the actual and simulated datasets that 
contain coded evidence about students’ content learning and practices.  
 Identifying initial evidence rules. The first part of this phase of analysis identified 
possible sources of evidence aligned to the LPs. A single LP could contain multiple sources or 
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types of evidence. For student responses to the reflection questions and embedded table, scoring 
considerations in terms of the desired evidence were specified. The open-ended responses in the 
embedded table and reflection questions allowed for a wide range of responses which needed to 
be accounted for in the evidence rules. Boundaries of the acceptable types of answers needed to 
be established and the different ways students could answer the data needed to be acknowledged. 
For the process data, evidence available from the logged actions was specified. For instance, 
there are several different ways students could use a simulation to understand states of matter, 
ranging from the least complex, clicking between phases without running the simulation or 
simply running the simulation through one phase transition, to a more sophisticated usage, 
viewing each of the phases as well as their transitions. In this example, viewing the transitions 
between phases is considered important for students to understand what is happening at the 
melting and boiling points to counteract the misconception that substances change phase all at 
once. Some of the specifications of the evidence rules, such as the 10 seconds of viewing states, 
come from the design of the simulation, while others, such as the pausing between states, come 
from earlier cluster analysis of the process data which indicated the importance of pausing in 
students’ conceptual understanding of the simulation (Toutkoushian & Ryoo, 2019).   
 Checking initial evidence rules. Once the initial evidence rules for the process data were 
established for all of the LPs, ten cases were chosen to undergo a deeper, qualitative 
investigation into whether the initial codes were a comprehensive representation the possible 
activities students can engage in while using the simulation. In order to choose cases that cover a 
range of student activities two cases were chosen from each of five clusters that were defined in 
an earlier study using this data (Toutkoushian & Ryoo, 2019). The process data were coded line-
by-line using the initial evidence rules and checked to determine if there are any actions that 
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were not being captured by the initial codes or if any revisions should be made to the 
descriptions of the initial rules. This type of coding is similar to a coding technique used in 
EDM, called text replay, where the codes are developed by going through cases line-by-line and 
re-creating the actions of the students using codes (e.g., Sao Pedro, Baker, & Gobert, 2013). 
Although text replay generally involves choosing small subsets of actions within a log to code, 
this study looked at the full log of actions due to the innate dependencies within the logs that 
needed to be inferred. For instance in the POM simulation the state of matter at the time of an 
action was not recorded, meaning that coding of the actions needed to track the state of the 
simulation by calculating the times between actions. The student responses on the embedded 
table and reflection questions were also scored using initial scoring rules and checked to ensure 
that the rules capture the range of possible student responses and are nuanced enough to uncover 
differences. As an additional coding check, a second rater was used to code 20% of the data from 
each of the three sources. The second rater’s coding was compared and any discrepancies were 
discussed and addressed to reach 100% agreement. The initial evidence rules for these data were 
revised based on these findings.  
 Revising and applying evidence rules to full dataset. The final step of the analysis in 
Phase II involved updating the evidence rules to reflect the conclusions derived from 
investigating the cases and applying the rules to the full dataset, as well as a simulated dataset. 
The final codes were applied to every pair using Excel to clean the initial data and R to parse the 
lines of code and score for the specific rules. All of the pieces of evidence were scored 
dichotomously (i.e., observed/not observed). Descriptive statistics for each of the pieces of 
evidence were generated to illustrate the coverage of the different rules and ensure that the rules 
are being applied appropriately.  
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 Generating simulated dataset. The last step of this phase resulted in the creation of the 
simulated dataset. The purpose of generating a simulated dataset was to test how the models 
perform in Phase III with a larger, more idealized sample. Therefore, the simulated dataset was 
designed to have a large n size (1000), while also maintaining the complexity of the actual 
dataset. The data from the POM and CR simulations in this study contain multiple data sources 
and implicit relationships between the different sources of evidence that needed to be captured in 
the simulated dataset. In order to capture the relationships between the pieces of evidence, the 
simulated dataset was generated through a series of steps that considered the design of the 
simulation and relationships that could be determined from the actual dataset. Using the 
identified evidence from this phase, the first step of generating the simulated data was to map out 
the relationship rules among the pieces of evidence based on the design and desired use of the 
simulation. For instance, students manipulated the POM simulation to observe changes in 
molecular movement at the different states of matter, record their observations in the embedded 
table, and then answer questions about molecular movement in the reflection. From this example 
it can be seen that there would be relationships among observing a state of matter, being able to 
correctly fill in the table regarding that state of matter, and correctly answering reflection 
questions about that state of matter. The relationship rules allowed for multiple data sources to be 
related, so a student who observed the liquid state and correctly filled in the table about 
molecular movement for liquids could be more likely to answer reflection questions about 
molecular movement than a student who did not view the liquid state or did not collect correct 
data about molecular movement for liquids.   
 Once the relationships among the pieces of evidence were mapped out, the actual dataset 
was used to determine the probabilities associated with the relationships. The percent of students 
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that corresponded with the different relationships was used for the probabilities in most cases and 
recorded in the results. Finally, the data were simulated using a code written in R to define the 
relationships and apply a binomial distribution associated the different probabilities with the 
pieces of evidence. As with the actual data, the simulated dataset was scored dichotomously. 
Descriptive statistics for the simulated dataset were also calculated and compared to the actual 
dataset.  
 Phase III. The third phase of analysis identified and applied possible models from two 
promising families of models (IRT and BNs) that have been used in previous EDM and LA 
literature in order to explore how to best model the complex data available from student 
engagement with simulations. This phase aligns with the measurement model portion of the ECD 
framework. The analysis in this phase proceeded separately, but in parallel, for the IRT and BN 
models and included specifying three competing models, ranging from a simple application (e.g., 
unidimensional Rasch for IRT and expert-structured for BN) to more complex models (e.g., 
multidimensional IRT and DBN). The models were compared using traditional metrics related to 
the family of models; item and global fit indices for IRT models and k-fold validation 
approaches for the BNs. Additionally, the possible conclusions about students and the 
simulations themselves, such as person theta values and item difficulty values for the IRT 
models, were detailed and compared for each model within the modeling approach. The rest of 
this section provides further details about the models that were compared, as well as the methods 
of comparison specific to IRT and BNs.  
 Fitting IRT models. IRT models were chosen for this analysis because they have been 
widely applied to assessment data, as well as a few applications to studies using process data. 
Similar to Rupp et al. (2012), the different pieces of evidence identified in Phase II were treated 
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as different items and were scored dichotomously. The simulated dataset was used as a 
comparison because of the small sample size and non-traditional nature of the actual data to test 
whether the models are influenced by the sample size.  
 The three models that were compared in this part of the analysis represented different 
perspectives on how the data from the simulations could be understood. In order for each of the 
models to be fit and then compared, the data first needed to be cleaned and transformed into a 
format that could be used in the ‘MIRT’ package (Chalmers, 2012). Table 6 provides an 
overview of the three IRT models that were fit in this phase, as well as the different tests that 
were used to check the relative fit of the models. Given the differences between the three models 
and sample size concerns, a range of fit tests were utilized to provide information about the fit of 
the models.  
The only fit tests that were not used for all three models were the infit/outfit statistics 
which are specific to Rasch models and provided item-level statistics that indicated items that 
may distort the model or not provide productive information if they are out of the value range. 
Fit plots provided visual information at an item level that showed how well observed data fit the 
expected ICCs from the models and suggested items that were not fitting the model overall or not 
fitting at certain ability levels. The global fit indices that were compared and are included in the 
‘MIRT’ package in R are the likelihood ratio test (𝑋2), Akaike Information Criterion (AIC), 
sample-size adjusted (AICc), Bayesian Information Criterion (BIC), sample-size adjusted 
(SABIC), and Root Square Error of Approximation (RMSEA). The 𝑋2 test is a hypothesis test 
that results in favoring one nested model over another if the p-value is significant. Both the AIC 
and BIC statistics estimate the relative fit of a model and favor nested models with lower AIC 
and BIC values. The statistics differ in terms of how they handle complex models, where the 
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AIC favors more complex models and the BIC favors more parsimonious models. Using both 
AIC and BIC is suggested to weigh the relative values of the models. The AICc and SABIC are 
extensions of the AIC and BIC to adjust for small sample sizes and also favor models with 
smaller values.  
Table 6 
  
Overview of IRT Models for Comparison 
Model Brief Description Fit Statistics 
Unidimensional 
Rasch 
Single dimensional model, all slopes 
constrained to 1, assumptions of 
unidimensionality and local independence 
Infit/outfit statistics (Rasch 
only), fit plots, 𝑋2, AIC, 
AICc, BIC, SBIC, RMSEA  
 
Multidimensional IRT 
Two dimensions, equal slopes within 
dimensions, assumptions of local 
independence 
Explanatory (LLTM) 
Treats item characteristics (data source, 
PE/LP affiliation) as covariates in the 
model, models interdependence of item 
characteristics 
 
 The first model fit was the unidimensional Rasch model, which is the most established 
and common IRT model. As discussed in the literature review, the Rasch model holds the 
discrimination parameter constant for all of the items which allows for a parsimonious 
explanation of the relationship between item difficulty and student ability. The Rasch model has 
the assumption of unidimensionality (i.e., that it is essentially measuring one construct) and the 
assumption of local independence (that is, that the items are independent from each other apart 
from the construct of interest). A unidimensional model is theoretically appropriate for these data 
because the construct of interest is students’ practice integrated science learning which defines 
DCIs and SPs as intrinsically linked. The assumption of local independence is more difficult to 
satisfy when process data are analyzed because sequences of actions are, by their nature, related 
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to each other. The items were examined for instances of potential violations of this assumption 
before fitting the model by computing the correlation matrix for the different pieces of evidence. 
The unidimensional Rasch model was fit using the ‘MIRT’ package in R for both the real and 
simulated datasets. After fitting the model, the fit plots and the infit/outfit statistics, were run. 
Items with possible misfit were noted and removed from the model if the value of infit/outfit 
statistic is greater than 2 or less than 0.50, or if the observed values in the fit plots did not match 
the ICC relative to the other items. Additionally, the global fit indices, which are used to provide 
measures of comparison among different models, were run and recorded. The results from the 
actual and simulated datasets were also compared to check for possible areas of divergence 
where the small sample size may have had an impact, such as in the infit/out statistics which 
have been shown to be influenced by sample size.  
 The second model that was fit in this phase of analysis is the multidimensional IRT 
(MIRT) model. MIRT models represent a class of IRT models that allow for multiple dimensions 
of interest within a given construct, which has been suggested as especially relevant for science 
assessments as compared to math and English assessments (Li, Jiao, & Lissitz, 2012). For this 
study, the dual interest in SPs and DCIs made a MIRT model appealing. The model used for this 
analysis was a two dimensional, between-items multidimensional IRT model that allows each 
item to measure only one dimension (i.e., no item would measure both dimensions) with the two 
dimensions allowed to be correlated. The between-items multidimensional model is different 
from the within-items multidimensional model that allows items to be aligned within more than 
one construct (e.g., Adams, Wilson, & Wang, 1997; Hartig & Hohler, 2008). The two 
dimensions in this model were the SPs and DCIs, with the over-arching construct being NGSS-
aligned science learning. Although there are more complex MIRT models that allow each item to 
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have multiple dimensions or model additional parameters, such as the two-parameter logistic 
(2PL) model, the simple-structure MIRT model was chosen because of the small sample size and 
the desire to make comparisons to the first unidimensional model. As with the unidimensional 
model, this analysis, using the ‘MIRT’ package in R, included fitting and examining fit statistics 
using the actual and simulated datasets. The item fit plots and fit statistics, as well as the global 
fit indices, were generated to determine the fit of the data to the model and allow for 
comparisons with the unidimensional model. The results of the analysis for the simulated and 
actual datasets were also compared to note discrepancies.  
 The final of the three types of IRT models that were fit during this phase was an 
explanatory LLTM model. This model diverges from the first two IRT models in that it is an 
application of the Rasch model that uses the item properties as covariates to explain the variation 
in performance with respect to the construct of interest. This model is applicable for this study 
because the items can provide information related to different PEs and LPs and states of matter. 
One of the primary reasons for fitting the data to this model was that the resulting estimates for 
the covariates from the LLTM models could provide additional estimates about characteristics of 
the different pieces of evidence. To illustrate the impact of the different covariates, three nested 
LLTM models for this study were fit and compared using the ‘mixedmirt’ function in the 
‘MIRT’ package (Chalmers, 2012) in R for both the simulated and actual datasets. The first 
LLTM only included PEs as a covariate with the resulting estimates being able to illustrate the 
relative effect of items related to each PE. The second LLTM model used PEs and their LPs as 
covariates and the estimates showed the effect of the LPs and PEs relative to each other. The 
final model included the state of matter (solid, liquid, gas, transition, or none) as a third covariate 
with the estimates showing the effects of PEs, LPs, and the state of matter relative to each other. 
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The three LLTM models were first compared using global fit statistics and the 𝑋2 test. If the 
second or third models were to be favored over the first model, the fit statistics and test should 
favor that model. Although was not expected to outperform the other models, item parameter 
estimates and global fit indices for the chosen LLTM model were recorded for comparison with 
the Rasch and MIRT models.  
 When comparing the IRT models, it is important to consider a range of fit indices 
because indices can be influenced by different aspects of the model. For example, both the AIC 
and the BIC support models with lower values on their index; however, the BIC tends to penalize 
more complex models making it possible for the AIC to support a model while the BIC supports 
the opposite model. Having a range of fit indices allowed for perspective on the possible fit of 
the models. Additionally, comparing the fit indices for the simulated data provided insights about 
how the fit indices are affected by the small sample size. The other aspect of the models that was 
compared was the consistency of the estimated parameters and reliability of the models. All three 
models had parameter estimates for item difficulty that were compared using scatterplots and 
correlation analysis to explore how the parameters were related.  
 Fitting BN models. The general process for comparing and fitting the three BN models 
was similar to the process described above for the IRT models, however the model-fit and 
comparison procedures were different due to the inherent differences of the families of models 
and underlying theories of measurement. Unlike IRT models, BNs have a strong tradition of 
working with process data; however, they have a more limited history with educational 
assessment. As discussed in the literature review, one of the first challenges in using BNs for 
analysis is determining the structure of the network that best suits the data and purpose of 
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analysis. The three models chosen for this analysis (see Table 7) represent three different ways of 
structuring the BN models.  
Table 7  
 
Brief Descriptions of the Three BN Models 
Model Description Statistical Fit Procedures 
Expert-Structured 
Bayesian Network 
The structure of this hierarchical BN is 
specified through consultation with an 
expert  
k-fold cross-validation 




The structure of this hierarchical BN is 
discovered empirically through the data 
given some general constraints 
Dynamic Bayesian 
Network  
As a special case of a BN, this model 
utilizes sequenced data to understand 
temporal relationships 
 
The first two models explored two common ways of structuring BNs, either having the 
structure driven by expert knowledge about student learning or discovering the structure through 
the data. The third model is a special case of a BN, the DBN model allowed for the sequence of 
the data to be considered. Given the relatively small sample size of the actual dataset, the 
simulated dataset (n = 1000) was used to specify and learn the parameters for the conditional 
probability tables and the actual dataset was used to check the stability of the models. As with 
the IRT models there are a variety of methods to compare the three models that have been 
proposed in the literature that were used to assess the models. The k-fold cross-validation 
procedure provides information about the generalizability of models by splitting the model into k 
parts, learning the model on k-1 of the parts and testing the accuracy of the model for the part 
that was left out of the learning procedure. The learning and testing processes are repeated k 
times until all of the parts have been tested. The results of this cross-validation procedure are an 
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overall mean accuracy for designated variables, called class variables, the accuracy for each state 
of the class variable, and diagnostic fit plots. Additionally, the probabilistic nature of these 
models allows for qualitative checks into whether the probabilities on various paths in the model 
make sense relative to research on science learning and science practices.  
 The first BN model that was fit in this analysis was a hierarchically structured BN using 
expert knowledge to define the structure of the BN. Expert, or theory-structured, BNs offer a 
response to some of the challenges of structuring BNs because they organize the network in a 
way that can answer assessment questions of interest. For this model, an expert with experience 
in designing, building, and implementing educational technology, including the simulations used 
in this study, was consulted to determine the structure. The expert was given a notecard with 
each piece of evidence and was allowed to manipulate the notecards to show the desired 
relationship based on how students should engage with the simulation. The final structure 
determined by conversations with the expert was recorded and used to define this BN. The fitting 
and analysis for all of the BNs in this section was done using the GeNIe Modeler (BayesFusion, 
LLC, 2000) which is a graphical interface for the Bayesian analysis software SMILE. GeNIe 
Modeler allows the researcher to manipulate, label and connect the different nodes and learn the 
parameters for the conditional probability tables constituting the model from inputted data. The 
probabilities for the items in this model were derived from the simulated dataset and created 
using the expectation maximization (EM) algorithm (Dempster, Laird, & Rubin, 1977; 
Lauritzen, 1995) to obtain the estimates. A k-fold cross-validation procedure with k = 10 was 
used to generate the cross-validation results for the model. The actual dataset was also applied to 
the network to using the k-fold cross-validation procedure to test whether the estimates applied 
to the smaller dataset.  
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 The structure of the second BN model that was fit was empirically derived from the 
simulated data and tested on the smaller dataset. An empirically-structured BN could be a 
possible option for modeling the data in this study because there is limited research using this 
type of data from simulations to make conclusions about NGSS-aligned learning. This model 
used the data from the simulated dataset to learn a structure, based on inputted constraints, as 
well as the associated conditional probabilities. The process of fitting this model involved 
specifying the training dataset, or simulated dataset, as persons crossed with items and 
suggesting the maximum amount of parent nodes desired. Given the small sample size, no more 
than 10 parent nodes were considered. From there, the training dataset was run through multiple 
iterations to learn the structure and parameters of the nodes. As discussed in the literature review, 
the learning in Bayesian analysis implies that the model is able to iteratively discover and define 
the relationships between variables. In order to check the empirically-structured model, the 
structure and CPT were written out to be checked. Checking this model involved first 
determining whether the paths in the model and probabilities made sense with regard to research 
on science learning and simulations. The k-fold cross-validation method was utilized and 
diagnostic fit plots were generated for this model to check the model itself and compare to the 
other BNs in this section. Finally, the actual dataset was applied to the model in the k-fold cross-
validation procedure to observe how it functions with the smaller dataset from real students. 
 The third BN model that was fit in this section differs from the other BNs and IRT 
models because it explicitly models the sequence aspect of the process data. The Dynamic 
Bayesian Network (DBN) model that was fit here was broken into five sub-phases and the 
dataset indicated at each sub-phase whether a variable was observed or not observed. The dataset 
in this study is well suited for a DBN model because there is a temporal element to the data 
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present in the time stamps and ordering of actions. There may be some impact of the order and 
performance of students across different actions. Additionally, the results of Phase II helped 
delineate the nodes and time points that were used in the model. In order to specify this model, 
the hierarchical structure of the steps, created from the evidence rules, needed to be laid out and 
checked to ensure that sequence of steps is logical. This model was fit using GeNie Modeler 
software that allowed for DBN analysis by adding a temporal plane that can include temporal 
arcs in addition to the common, probabilistic arcs associated with BNs. As with the other two 
models in this section, the simulated dataset was used as a training dataset to obtain the 
parameters in the DBN model. In order to check this model, the actual dataset was applied to 
determine how the model functions with the smaller dataset. As with the other two BN models, 
k-fold cross-validation was used with the actual and simulated datasets to understand the 
classification accuracy of the DBN.  
 The fit of the three models were first compared using the results from the cross-validation 
procedures for the different class variables and diagnostic fit plots for the simulated dataset as 
well as the actual dataset. These three BN models are suggested for larger datasets than the 
actual dataset, so it is important to weigh the relative benefits of the models with different 
sample sizes. During cross-validation, the models were checked by investigating how well the 
models that were learned using the simulated datasets fit to the actual dataset. Although the 
quantitative statistics are important for choosing a model, qualitative comparisons are also useful 
for comparison. For instance, the empirically learned BN model may be a better fit for the data 
because it is defined by the dataset; however, it could produce paths that do not align with 
common beliefs about how students learn science. Similar to the comparison of IRT models, it 
was not expected that one model would be universally better than the other two models.  
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 Phase IV. The fourth phase of analysis delved further into the IRT and BN models that 
were fit in Phase III by comparing the information about NGSS-aligned science learning from 
the models to the information that could be obtained by a simple scoring of reflection questions. 
The analysis in this phase is important because the NGSS require students to be engaged in 
complex science learning that involves both practices and integrated content, which can be 
difficult for teachers to implement and students to understand. Although process data has been 
suggested for assessing and supporting students’ NGSS-aligned science learning, it is critical to 
understand the ways in which process data can be used and the implications of choosing different 
models. This perspective of understanding the uses and implications of the different models does 
not suggest that one model should be chosen as the best, but rather this phase aimed to highlight 
the relative strengths and weaknesses of the models for supporting student learning in science 
classrooms.  
 The analysis in this phase involved obtaining the scores for students based solely on their 
responses to the reflection questions to compare to the information available from the models. 
The simple scoring of the reflection responses involved giving a point for each correct drop-
down answer and scoring a point for each of the evidence related to the reflection responses 
designated in Phase II. Using the simple scores, students were ranked by total points and placed 
into groups based on their distribution of scores. In order to understand whether and how process 
data are able to offer information beyond simple scoring; the ranking and grouping of students 
from the simple scoring were compared to the ranking and grouping of students from the IRT 
and BN models. The ranking of students for the IRT model came from their theta values and the 
rankings from the BN was derived from the students’ probabilities on the class variables from 
the network. The rankings of students were compared using a few different processes, including 
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looking at the Pearson rank correlations, plotting the ranks of students, and examining where the 
any differences in ranks exist. Being able to understand these nuanced differences is particularly 
important for formative assessment in NGSS-aligned science classrooms because students need 
to be supported in both content learning and science practices. The comparison of the groupings 
began by splitting students from the six IRT and BN models into quintiles based on their scores. 
The groups were by compared by defining the differences that exist in the distribution of 
students within quintiles and looking at the similarities in membership.    
 Phase V. The final phase of analysis applied the analysis methods from Phases I-IV to 
the CR simulation in order to explore the ways in which the results generalize to a simulation 
that differs in a few key ways. Compared to the POM simulation, the content in the CR 
simulation covers rates of chemical reactions which is less familiar to middle students than phase 
change. Additionally, the CR simulation had an interactive line graph with points at the start of 
the reaction, when the first products are made, and where the amount of thermal energy was 
changed. Students could click on points to see the time in seconds at the point, the percent of 
products, and the amount thermal energy in the system at that point. Preliminary cluster analysis 
of the data from this simulation suggested that using the interactive graph may be related to 
students’ successful content learning (Toutkoushian & Ryoo, 2019). The processes of developing 
the PEs, LPs, and evidence rules from Phases I and II were applied to the CR simulation, 
adapting them for this new content area. The resulting evidence rules led to an actual dataset and 
simulated dataset for the CR simulation in a format similar to the POM simulation. This analysis 
then applied the models from Phase III and IV to the CR simulation datasets.  
 The results from the analysis of two simulations provide information relevant to potential 
generalization of findings to other similar content areas assessed via simulations. Although the 
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comparison of the POM and CR results does not yield conclusive results about modeling process 
data to understand NGSS-aligned science learning (because it only involves two similar 
simulations designed by the same team with the same students), this analysis may suggest 




CHAPTER FOUR:  RESULTS 
 
 This chapter describes the results of the five phases of analysis for this study. The chapter 
is organized around the evidence centered design framework and the three central research 
questions. The following subsections present relevant results from each of the different phases of 
analysis and briefly discuss important implications of those results for the understanding of the 
research questions. 
Defining and Identifying Measures 
 The first two phases of analysis involved defining the student model and evidence rules 
related to the Properties of Matter (POM) simulation. The evidence rules were then applied to 
data collected from the simulation to prepare the actual and simulated datasets. The resulting 
datasets provide the measures that were utilized by the models in the subsequent phases of 
analysis.  
Phase I results: Defining the student model. The first phase of analysis involved 
identifying Performance Expectations (PEs) and Learner Performances (LPs) from the Next 
Generation Science Standards (NGSS) that specify concepts and activities into smaller, 
measurable pieces. The first step of this analysis involved determining which of the Disciplinary 
Core Ideas (DCIs) standards and science practices (SPs) from the NGSS were best aligned with 
the POM simulation. Table 8 shows the final DCIs and SPs that were chosen for this simulation. 
The two DCIs identified cover the primary content standards of the simulation: changes in matter 
and energy during phase change. The DCI standard PS1.A describes the changes that occur 
during phase change to the density and movement of the molecules. The other DCI standard
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 (PS3.A) includes a description of the relationship between changes in energy and the phases of 
matter. As this standard encompasses multiple aspects of the standard, such as those related to 
energy in physics, it is important that the PEs specify the relevant concepts. 
Table 8 
 
Disciplinary Core Ideas and Science Practices for the POM Simulation 










PS1.A Structure and Properties of Matter: Gases and liquids are 
made of molecules or inert atoms that are moving about 
relative to each other. In a liquid, the molecules are 
constantly in contact with each other; in a gas they are 
widely spaced except when they happen to collide. In a 
solid, atoms are closely spaced and vibrate in position but do 
not change relative locations. The changes of state that occur 
with variations in temperature (or pressure) can be described 
or predicted using this model of matter. 
PS3.A Definitions of Energy: The term “heat” refers...to thermal 
energy (the motion of atoms or molecules within a 
substance) ... In science...it refers to energy transferred when 
two objects or systems are at a different temperature...The 
relationship between the temperature and the total energy of 







SP.2 Developing and Using Models: Develop and/or use a model 
to predict and/or describe phenomena.  
SP.4 Analyzing and Interpreting Data: Analyze and interpret data 
to data to provide evidence for phenomena.  
SP.7 Engaging in Arguments from Evidence: Construct, use and 
present...written arguments supported by empirical evidence 
and scientific reasoning to support or refute an explanation 
or a model for a phenomenon 
 
Determining the SPs that were most aligned to the POM simulation was more 
challenging than the DCIs because there were multiple SPs that could be applied depending on 
the goals of the simulation. The “Developing and Using Models” practice (SP.2) was a clear 
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match to the POM simulation because simulations are considered models and students needed to 
use the simulation to complete the task. There were three other SPs that could be applicable to 
the POM simulation: “Engaging in Arguments from Evidence” (SP.7), “Planning and Carrying 
out Investigations” (SP.3), and “Analyzing and Interpreting Data” (SP.4). Although simulations 
do offer environments that are supportive for conducting experiments, SP.3 was not chosen as a 
standard because the POM simulation did not have a way of identifying whether students were 
explicitly testing hypotheses. Future iterations of this simulation could make the hypotheses and 
trials more explicit in the data collection if this SP is a goal. Ultimately, SP.4 was chosen 
because it encompasses the practices students would need to use for the table and reflection. In 
order to complete the table, students would need to interpret the data from the graphs in the 
simulation, as well as data form the visualization. The practice SP.7 was also chosen for this 
simulation because the structure of the fill-in-the blank options for the reflection and open-ended 
questions allow students to make an argument, identify evidence, and use it to apply the 
information to the macro context.  
From the identified standards, the next step in this phase of analysis was to identify PEs, 
by combining the relevant aspects of the DCIs and SPs into expectations situated in the POM 
simulation. The DCIs and SPs can be applied to a wide range of contexts, so it is necessary for 
the PEs to specify the exact content and activities the students will engage in while using the 
simulation (see Table 9). The three PEs align with the three different activities students need to 
engage with in order to complete the POM simulation: manipulate variables in the simulation to 
explore the phenomena, complete the table, and answer the reflection questions. While each of 
the SPs have their own PE, the DCIs cut across the PEs and both DCIs appear in two of the PEs. 




Performance Expectations for the POM Simulation      
PE  Associated DCIs and SPs Description of PE 
PE.POM.A DCI: PS1.A 
SP: SP.2 
Students can use a model (simulation) to 
observe changes in particle motion, 
temperature, and status of a substance when 
thermal energy is added or removed. 
PE.POM.B DCI: PS1.A, PS3.A 
SP: SP.4 
Students can analyze and interpret data from the 
simulation about the effect of changes in 
thermal energy on molecular movement, 
intermolecular bonds, and the amount of kinetic 
energy. 
PE.POM.C DCI: PS1.A, PS3.A 
SP: SP.7 
Students can construct and use written 
arguments, supported by empirical evidence and 
scientific reasoning, to support their 
explanations about the role of changes in energy 
and molecular movement on macroscopic 
matter changes 
  
The next step in Phase II of the analysis was to create the LPs for each PE (see Table 10). 
Although a single LP does not cover all aspects of a PE, the LPs taken together are designed to 
cover the different facets of the PE. The goal of the LPs was to make concrete statements about 
what students should do and know with respect to the POM simulation. The LPs LP.POM.A.1-3 
relate to PE.POM.A and provide the critical actions students would do if they were manipulating 
the simulation in the manner in which the simulation was designed. Specifically, students should 
observe all three states of matter in order to understand the molecular differences in terms of 
speed and density (LP.POM.A.1). Students should also observe all of the transitions between 
states in order to understand that phase changes are gradual and observe the melting and boiling 
points where the phase change is initiated (LP.POM.A.2). In order to accomplish the first two 
LPs, students should use the simulation in effective and efficient ways (i.e., pausing the 
simulation to discuss and make observations, replaying the phases multiple times to observe the 
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different aspects of the simulation, and following direct navigation paths through the simulation) 
(LP.POM.A.3). The first two LPs specify the specific actions that students would need to 
complete in order to view all parts of the simulation necessary to fill in the table and answer the 
reflection question. The third LP for this PE is more related to how the students used the 
simulation and whether their pattern of actions follows a more expert path.  
Table 10 





Description of Learner Performance 
PE.POM.A LP.POM.A.1  Students observe all three states of matter that are 
required to complete the simulation 
LP.POM.A.2  Students add or remove thermal energy in the simulation 
to observe critical transitions between all three states of 
matter 
LP.POM.A.3  Students productively use the simulation maximize 
learning potential (i.e., viewing more than once, efficient 
learning patterns) 
PE.POM.B LP.POM.B.1  Students collect correct, descriptive data from the 
molecular representation, including the density and 
speed of molecules at different states 
LP.POM.B.2 Students collect and correctly interpret data from graphs  
LP.POM.B.3 Students make correct interpretations about the changes 
in matter and energy between states of matter 
PE.POM.C LP.POM.C.1 Students can identify and articulate correct concepts 
about energy and matter during phase change 
LP.POM.C.2  Students can use identified evidence and scientific 
reasoning to support their explanations about the role of 
changes energy and matter on the macroscopic 
phenomena of a balloon inflating over boiling water 
 
LP.POM.B.1-3 relate to PE.POM.B and focus on how students would collect and 
interpret data from the simulation to fill out the table. The first LP for this PE (LP.POM.B.1) 
captures student work to fill-in the table cells related to molecular speed and density that they 
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would have gotten from the molecular visualization. The second LP (LP.POM.B.2) covers the 
work students would need to do to accurately interpret the graphs about kinetic energy and 
intermolecular bonds. The third LP (LP.POM.B.3) refers to whether students are able to make 
and describe correct inferences about the relationships between the states in terms of matter and 
energy. Although this LP was not directly called for in the task, more accurately describing 
energy and matter in the table involves specifying the relationships between states because 
students are collecting observations and qualitative data, rather than quantitative measurements 
that may be found in other experiments.  
Finally, LP.POM.C.1-2 relate to PE.POM.C and describe what students would need to do 
to correctly answer the reflection questions. LP.POM.C.1 relates to whether students can identify 
correct concepts related to the simulation. The last LP (LP.POM.C.2) looks at whether students 
can use argumentation practices by identifying evidence to support claims about the relationship 
between micro- and macroscopic concepts related to the balloon expanding, as well as 
supporting the claim with evidence.  
 Summary of Phase I results. The first phase of analysis resulted in a list of LPs derived 
from performance expectations aligned with specific standards from the NGSS. The process of 
identifying standards and creating subsequent PEs and LPs, adapted from methods proposed by 
McElhaney et al. (2017), is an important step in the evidence centered design process because it 
helps define the student model. The disciplinary core ideas and science practices by themselves 
are not specific enough and do not account for the intersection of the two dimensions, making 
the specification of more fine-grained expectations necessary. The final list of eight LPs 
encompass the expected performance of students in terms of both their conceptual understanding 
and use of the POM simulation.  
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Phase II results: Defining and applying evidence rules. The second phase of analysis 
involved identifying the evidence rules related to the LPs specified in Phase I, checking and 
revising evidence rules, applying the evidence rules to the actual dataset, and creating the 
simulated dataset. The results of this phase illustrate how the final evidence rules were developed 
and applied to the actual and simulated datasets.  
 Identifying initial evidence rules. The first step in this phase of analysis was to match 
possible evidence from the three data sources to the LPs. Table 11 presents examples of the 
initial evidence connected to the LPs (see Appendix A for the full table). Additionally, the table 
provides general justifications for why the different pieces of evidence were included. All of the 
identified evidence is designed to be scored dichotomously; either a concept is correct/incorrect 
or a practice is observed/unobserved. Some of the pieces of evidence, particularly from the 
process data, had specific boundary values associated with the evidence that were open for 
testing in the next step of this analysis. For instance, the evidence “Student observes solid for 
20+ seconds” based the timing of 20+ seconds on a hypothesized amount of time that would be 
non-trivial for students to spend viewing a single state. Specific times such as the one for this 
example were open to be tested during the narrative line-by-line coding and refining of evidence 
rules based on the actual data. Aside from the fill-in-the-blank answers that are scored on a 
correct/incorrect basis, the evidence for the table and reflection data represent qualitative scoring 








Examples of Initial List of Evidence Related to LPs with Justification 
LP Initial Evidence Brief justification 
LP.POM.A.1 Observe solid/liquid/gas for 20+ 
seconds 
Students adequately observe the states 
of matter 
LP.POM.A.1 Observe all three states Students observe all states and can 
therefore make appropriate 
comparisons 
LP.POM.B.1 Describe the spacing of molecules 
in a solid/liquid/gas 
Students understand and correctly 
interpret the molecular representation 
LP.POM.B.1 Describe the speed of molecules in 
a solid/liquid/gas 
Students understand and correctly 
interpret the molecular representation 
 
 Checking and revising evidence rules. The next analysis step in Phase II was to hand-
score ten pairs’ data line-by-line using the initial evidence rules to help clarify the general 
process data rules and check if any actions or student responses were not being coded. For the 
process data, the first task in this coding was to identify the state of matter for every action line. 
This presented a challenge because the state of matter was not captured in the process data when 
thermal energy was added or removed. In order to address this challenge, the code for each line 
of process data included the calculated state of matter based on the time of each action (see Table 
12 for an example). For the embedded table and reflection data, this step involved checking 
student responses to ensure that all of the students’ conceptually accurate ideas were captured by 












Example of Process Data Line-by-Line Coding 
Action from log Time until next 
action 
Coded action 
Prediction Questions Submitted 0:00:48 Submitting responses (prediction) 
Instructions Closed 0:00:07 Close instructions 
Thermal Energy Added 0:00:42 Add thermal (solid liquid) 
No Change in Thermal Energy 0:04:17 No thermal (liquid) 
Thermal Energy Removed 0:00:13 Remove thermal (liquid liquid) 
Reset Button Pressed 0:00:17 Reset simulation 
Thermal Energy Removed 0:00:04 Remove thermal (solid solid) 
Thermal Energy Added 0:01:25 Add thermal (solid liquid gas) 
No Change in Thermal Energy 0:00:15 No thermal (gas) 
Thermal Energy Removed 0:01:30 Remove thermal (gas liquid 
solid) 
 
 After the line-by-line coding, the initial evidence rules were updated to reflect the 
findings (See Table 13). For the process data, one of the biggest changes made during this line-
by-line coding process was revising the specific times related to viewing the three states of 
matter and pausing the simulation. The original timing of 20 seconds per state of matter appeared 
to be too low because all of the students were able to reach that threshold even if it was through 
small increments. Revising the timing for these pieces of evidence to 35 seconds allowed for 
greater differentiation among students and was better able to indicate students who spent 
significant amounts of time on a state of matter. The evidence related to pausing the simulations, 
by contrast, was reduced from 40 to 20 seconds to include students who were making short 
pauses. The other major change for the process data that came from the line-by-line coding was 
differentiating students who viewed the simulation all the way through from solid to gas without 
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stopping and students who viewed all of the states with specific actions during the different 
states.  
Table 13 
Revised Evidence Rules after Line-by-Line Coding 
Data Source 
New or Revised 
Evidence 
Brief description of evidence rule changes 
Process Data Solid Timing was changed to 35+ seconds 
Process Data Liquid Timing was changed to 35+ seconds 
Process Data Gas Timing was changed to 35+ seconds 
Process Data Pause_Solid Timing was changed to 20+ seconds 
Process Data Pause_Liquid Timing was changed to 20+ seconds 
Process Data Pause_Gas Timing was changed to 20+ seconds 
Process Data AllStates 
This specifies that students have seen every 
state and transition (excluding full transitions) 
Process Data Trans_SLG 
Viewing the full transition from solid gas or 
gas solid without stopping 
Process Data Replay_Phase 
Each phase is seen more than one time 
(excluding full transitions) 
Process Data Replay Replaying full transitions more than once 
Table Space_SL/Space_LG 
Added to record if students make comparative 
statements about the change in spacing 
Table Speed_SL/Speed_LG 
Added to record if students make comparative 
statements about the change in speed 
Table KE_SL/KE_LG 
Adding evidence to record if students make 
comparative statements about the change in 
kinetic energy 
Table IB_SL/IB_LG 
Adding evidence to record if students make 
comparative statements about the change in 
intermolecular bonds 
Reflection Conserve_Matter 
Capturing ideas about the number of molecules 
not changing, or matter not disappearing 
 
In the 10 cases, there were some students who viewed the simulation all of the way 
through without stopping, which would have resulted in coding positively for most of the pieces 
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of evidence. However, it is possible that these student pairs who saw the simulation all the way 
through without stopping did not have a chance to discuss, reflect, or collect the correct data. 
Two new variables were added to the evidence (Trans_SLG and Replay_Phases) to help capture 
this viewing pattern.   
During the coding of the embedded table data it became clear that some student responses 
did not fit neatly into the initial evidence rules. Several student responses made conceptually 
accurate comparative statements about two states of matter, rather than answering about the state 
of matter in the cell of the table. To account for this student response pattern, two additional 
pieces of evidence were added for each of the aspects of the simulation called for in the table 
(Space, Speed, Kinetic Energy, and Intermolecular Bonds). Finally, one of the student responses 
in the reflection brought up the idea of conservation of matter, stating that “all of the molecules 
are still there it cant disappear and just changes speed then its a gas”. This is a conceptually 
accurate statement about molecular conservation that reflects an important aspect of chemistry. 
Conserve_matter was added to the evidence list to account for this concept. 
 Coding the full dataset. The next step in this analysis was applying the evidence rules to 
the full dataset. In order to do so, the process data was first coded for the most likely actions 
using the timing rules about identifying the different states of matter associated with each action 
line. Those coded process data were next translated into the pieces of evidence. The embedded 
table and reflection responses were coded using their evidence rules. The mean and standard 
deviation of each of the pieces of evidence can be seen in Table 14. In order to check the 
evidence rules, a second rater coded 20% of the dataset using rubrics for the different data 
sources. The coding of the second rater was compared to coded dataset and the initial level of 
agreement was 88% for the process data, 82% for the embedded table data, and 90% for the 
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reflection responses. After discussion, all of the discrepancies between the second rater and 
coded dataset were resolved and rubrics were revised to clarify the coding directions. 
Table 14 
Mean and Standard Deviation of Evidence for the Actual Dataset 
Process Data  
Evidence 
Mean (SD) Embedded Table 
Evidence 
Mean (SD) Reflection 
Evidence 
Mean (SD) 
Solid 0.91 (0.30) Space_Solid 0.21 (0.41) DD1 0.91 (0.29) 
Liquid 0.93 (0.25) Space_Liquid 0.10 (0.31) DD2 0.88 (0.32) 
Gas 0.78 (0.42) Space_Gas 0.36 (0.48) DD3 0.70 (0.46) 
Trans_SL 0.69 (0.47) Space_SL 0.18 (0.39) DD4 0.87 (0.34) 
Trans_LG 0.43 (0.50) Space_LG 0.17 (0.38) MM_Identify 0.32 (0.47) 
Trans_SLG 0.36 (0.48) Speed_Solid 0.34 (0.48) MM_Evidence 0.25 (0.43) 
AllStates 0.38 (0.49) Speed_Liquid 0.22 (0.42) MM_Support 0.08 (0.27) 
Add 0.79 (0.41) Speed_Gas 0.35 (0.48) E_Identify 0.53 (0.50) 
Remove 0.47 (0.50) Speed_SL 0.49 (0.50) E_Evidence 0.38 (0.48) 
Pause_Solid 0.74 (0.44) Speed_LG 0.31 (0.47) E_Support 0.13 (0.34) 
Pause_Liquid 0.67 (0.47) KE_Solid 0.22 (0.42) Conserve_M 0.01 (0.11) 
Pause_Gas 0.38 (0.48) KE_Liquid 0.13 (0.34)   
Replay 0.12 (0.32) KE_Gas 0.23 (0.43)   
Replay_Phase 0.41 (0.50) KE_SL 0.57 (0.50)   
Efficient 0.18 (0.39) KE_LG 0.44 (0.50)   
  IB_Solid 0.25 (0.43)   
  IB_Liquid 0.18 (0.39)   
  IB_Gas 0.34 (0.48)   
  IB_SL 0.44 (0.50)   
  IB_LG 0.34 (0.48)   
    
 Creating the simulated dataset. The final step of this phase of analysis was to generate a 
larger simulated dataset (n = 1000) to use in Phase III. In order to create a dataset that could 
reflect the complexity of the dataset, relationship rules were mapped out based on the usage of 
the POM simulation (see examples from each data source in Table 15 and full table in Appendix 
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B). The relationship rules were defined as probabilities based on the presence or absence of one 
or more variables.  
Table 15 
Examples of Relationship Rules Used to Define Simulated Dataset 
Evidence Label Brief Description Relationships rules and probabilities 
Gas View gas for 35+ seconds If solid = 1 & liquid = 1, p = 0.85; If solid = 1 & 
liquid = 0, p = 0.25; if solid = 0, p = 0.57 
Space_Liquid Correct description of spacing in liquid 
(i.e., close, but starting to move apart) 
If spacing (solid) = 0, p = 0.05; if spacing (solid) = 
1 & liquid =1 & pause (liquid) = 1, p = 0.30; if 
spacing (solid) = 1 & liquid = 1 & pause (liquid) = 
0, p = 0.40; else p = 0.07 
DD3 Correct answer to drop-down #3 If All States = 1 & Speed (Table) >=2, p = 0.72; If 
all states = 1 & Speed (Table) < 2, p = 0.63; If all 
states = 0 & Speed (Table) >= 2, p = 0.69; If all 
states = 0 & Speed (Table) < 2, p = 0.60 
  
Note that the relationship rules build linearly from using the POM simulation, to filling 
out the embedded table, to answering reflection questions in order to reflect possible temporal 
relationships. For example, student actions in the POM simulation could directly impact their 
reflection responses, but not vice versa. Values from the actual dataset were used to define the 
probabilities for the simulated dataset.  
After the relationship rules were defined, the data were simulated using R. The code for 
simulating the dataset built each of the variables by sub-setting the data to match the defined 
relationships and using the “rbinom” function from the “psych” package in R to simulate the data 
using the binomial distribution associated with the probabilities in the table above. The mean and 
standard deviations of each of the pieces of evidence in the simulated dataset are presented in 
Table 16. As expected, means for the simulated data were similar to the means for the actual 
dataset with an average absolute difference of 0.02.  To further investigate how well the 
simulated dataset was able to reflect the complex relationships in the actual dataset, the 
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correlation matrices of the actual and simulated datasets were compared. Although there were 
some minor differences in the correlation coefficients between the two datasets, the largest 
difference in correlation coefficient values was 0.39 and the mean absolute correlation 
coefficient difference was 0.08. This suggests that the simulated dataset was able to approximate 
many of the relationships in the actual dataset.  
Table 16 
Means and Standard Deviations of Evidence for the Simulated Dataset 
Process Data 
Evidence 
Mean (SD) Embedded 
Table Evidence 
Mean (SD) Reflection 
Evidence 
Mean (SD) 
Solid 0.90 (0.29) Space_Solid 0.22 (0.41) DD1 0.93 (0.25) 
Liquid 0.93 (0.26) Space_Liquid 0.13 (0.33) DD2 0.90 (0.30) 
Gas 0.78 (0.41) Space_Gas 0.34 (0.47) DD3 0.66 (0.47) 
Trans_SL 0.38 (0.48) Space_SL 0.15 (0.35) DD4 0.85 (0.35) 
Trans_LG 0.58 (0.49) Space_LG 0.17 (0.37) MM_Identify 0.34 (0.47) 
Trans_SLG 0.37 (0.48) Speed_Solid 0.35 (0.48) MM_Evidence 0.24 (0.43) 
AllStates 0.39 (0.49) Speed_Liquid 0.32 (0.41) MM_Support 0.10 (0.30) 
Add 0.79 (0.41) Speed_Gas 0.36 (0.48) E_Identify 0.55 (0.50) 
Remove 0.45 (0.50) Speed_SL 0.50 (0.50) E_Evidence 0.35 (0.48) 
Pause_Solid 0.71 (0.45) Speed_LG 0.33 (0.47) E_Support 0.12 (0.33) 
Pause_Liquid 0.65 (0.48) KE_Solid 0.23 (0.42) Conserve_M 0.001 (0.03) 
Pause_Gas 0.38 (0.49) KE_Liquid 0.13 (0.33)   
Replay 0.12 (0.32) KE_Gas 0.22 (0.41)   
Replay_Phase 0.43 (0.49) KE_SL 0.58 (0.49)   
Efficient 0.14 (0.34) KE_LG 0.41 (0.49)   
  IB_Solid 0.19 (0.39)   
  IB_Liquid 0.14 (0.35)   
  IB_Gas 0.28 (0.45)   
  IB_SL 0.49 (0.50)   
  IB_LG 0.37 (0.48)   
 
 Summary of Phase II results. The second phase of analysis involved defining the 
evidence rules and resulted in a list of evidence from the simulation related to the LPs, a coded 
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actual dataset from the 77 student pairs, and a simulated dataset that attempted to mirror the 
complexities of the actual dataset with a larger sample. The final evidence list was developed by 
checking initial evidence rules through a process of line-by-line coding and checking with a 
second rater. The line-by-line coding was utilized to define timing distinctions for the process 
data and scoring rules for the embedded table and reflection data. The evidence rules were 
applied to the data collected from the POM simulation, creating the actual dataset with rows for 
each of the student pairs and a column for each of the pieces of evidence. The simulated dataset 
was created to mirror the complexities present in the actual dataset by defining relationship rules 
among the different pieces of evidence and deriving the probabilities from the actual dataset. The 
simulated dataset had 1000 rows to represent a larger sample of students and the same columns 
as the actual dataset for each piece of evidence. Both of the datasets were used in the next two 
phases to test possible measurement models and answer the research questions.  
Fitting and Comparing Measurement Models 
 The following subsections present the results from the final three phases of analysis that 
analyze the data from the preceding sections using different possible measurement models. Each 
of the phases of analysis align with one of the central research questions. Phases III and IV use 
the datasets from the POM simulation, while Phase V applies the methods from POM simulation 
analysis to a different simulation. The results presented below highlight relevant outcomes 
related to answering the research questions.  
Phase III results: Comparing models. In this third phase of analysis, the simulated and 
actual datasets were fit to three types of models each from the IRT and BN families. In order to 
answer RQ1 (“How can multiple sources of data from student learning using simulations be best 
modeled using two promising approaches: Item Response Theory [IRT] and Bayesian Networks 
[BNs]? ”), the results in this section present information about the structure and estimated 
  
109 
parameters of the models, as well as comparisons among models. The results in this section are 
organized by family of models and report on the specifications of the models and fit statistics, as 
well as comparisons among models for both the actual and simulated datasets.   
Fitting IRT models. The three types of IRT models (unidimensional Rasch, 
multidimensional, and LLTM) were evaluated using R. The datasets were read in as .csv files 
with rows representing the individual student pairs and the columns containing the different 
pieces of evidence that were treated like items in the models. The data for the LLTM models 
were also supplemented with categorical variables to classify the different pieces of evidence.  
Unidimensional Rasch model. Both the actual and simulated datasets were fit to the 
unidimensional Rasch model. All of the item slopes were constrained to the same value. The 
marginal reliabilities, calculated using the fscores function from the ‘MIRT’ package (Chalmers, 
2012), for these models were 0.75 for the actual data model and 0.62 for the simulated data 
model. Although the reliabilities were not as high as might be desirable for high-stakes 
assessments, the reliabilities were positive, moderate to strong, and judged to be high enough to 
continue. Table 19 presents the ten lowest and highest estimated item difficulty parameters (b) 
from the models for the actual and simulated datasets (see Appendix C for the full table). A 
higher b parameter theta (θ) suggests that the item (piece of evidence) was more difficult than 
evidence with a lower θ value. The b estimates for the actual dataset ranged from -2.83 to 4.52 
with a mean b estimate of 0.43. The range for the simulated dataset was -2.73 to 7.02 with a 
mean b estimate of 0.48. Table 17 also shows the Infit/Outfit mean-square statistics (Bond & 
Fox, 2001) from the itemfit function in the ‘MIRT’ package for each pieces of evidence in the 
actual and simulated models. None of the Infit/Outfit statistics fell within the range for misfit that 




Estimated Unidimensional Rasch Item Difficulty Parameters and Infit/Outfit Statistics 
 Actual dataset Simulated dataset 
Evidence B Outfit infit B outfit Infit 
Conserve_Matter 4.52 1.17 1.00 7.02 0.32 0.32 
MM_Support 2.63 0.71 0.93 2.28 0.99 1.00 
Space_Liquid 2.30 1.11 1.00 2.01 0.98 0.99 
Replay 2.16 0.98 1.01 2.10 1.09 1.02 
KE_Liquid 2.04 0.75 0.91 2.02 0.97 1.00 
E_Support 2.04 0.85 0.96 2.03 1.00 1.00 
Space_LG 1.71 1.18 1.11 1.65 1.13 1.05 
Space_SL 1.62 1.27 1.13 1.82 1.09 1.03 
IB_Liquid 1.62 0.78 0.88 1.87 0.99 1.00 
Efficient 1.62 0.94 0.94 1.91 0.85 0.96 
Trans_SL -0.86 0.97 0.96 -0.76 0.87 0.89 
DD3 -0.92 0.98 1.01 -0.72 1.05 1.04 
Pause_Solid -1.13 1.03 1.02 -0.95 0.93 0.94 
Gas -1.36 0.89 0.96 -1.34 0.88 0.93 
Add -1.44 0.90 0.95 -1.38 0.88 0.93 
DD4 -2.04 0.99 1.04 -1.83 1.09 1.03 
DD2 -2.17 1.02 1.06 -2.29 1.12 1.03 
Solid -2.46 0.74 0.95 -2.34 0.75 0.93 
DD1 -2.46 0.82 1.02 -2.73 1.07 1.01 
Liquid -2.83 0.68 0.94 -2.63 0.70 0.94 
 
In addition to the comparison of Infit/Outfit statistics, the fit plots for all of the items 
were examined to determine if there were any items where the observed scores did not match the 
ICC relative to the other items (see Appendix D). Although there were some mismatches 
between the ICC and observed scores for items, only Conserve_Matter appeared to have a 
relatively poorer match than other items. The RMSEA values, were calculated to provide an 
absolute measure of model fit with values closer to 0.0 indicating better fit. The RMSEA values 
were 0.13 for the actual dataset and 0.09 for the simulated dataset. Although the general cut-off 
for RMSEA value is 0.08 (MacCallum, Browne, & Sugawara, 1996), the statistic is biased by 
small sample sizes which could explain the higher value for the actual dataset.   
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Multidimensional IRT model. The actual and simulated datasets were next fit to a 
between-items multidimensional model. As seen in Figure 11, each of the pieces of evidence 
were associated with the dimension (DCI or SP) to which they were most aligned. Because this 
was a between-items multidimensional model and not a within-items multidimensional model, 
each piece of evidence only aligns with one dimension. The model considered the DCIs and SPs 
as the dimensions in these two-dimensional models.  
 
Figure 11. Assignment of DCIs and SPs to pieces of evidence. 
 
 The MIRT models constrained the different discrimination parameters (a) for each of the 
dimensions to be equal for all items within a dimension. The a parameters in the actual MIRT 
model were 0.62 for the DCI dimension and 1.07 for the SP dimension. The a parameters for the 
simulated MIRT model were 0.38 for the DCI dimension and 0.87 for the SP dimension. The ten 
highest and lowest estimated b parameters for these models are presented in Table 18 for both of 
the datasets (see Appendix E for the full table). The range of estimated b parameters for the 
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actual dataset was -3.16 to 4.54 with a mean estimate of 0.45 and -2.86 to 6.98 with a mean of 
0.48 for the simulated dataset. The marginal reliabilities for the MIRT models relate to each of 
the dimensions and were 0.65 (DCI) and 0.76 (SP) for the actual dataset and 0.43 (DCI) and 0.70 
(SP) for the simulated dataset. The reliabilities are lower than ideal, particularly for the DCI 
dimension. Correlations between the two dimensions were calculated to investigate the 
relationship between the dimensions. The correlation for the model of the actual dataset was 0.39 
with a confidence interval of 0.09-0.70. The correlation for the model of the simulated dataset 
was 0.38 with a confidence interval of 0.27-0.48. Although neither of the confidence intervals 
included 0.0 which would suggest that they are completely independent, they also did not include 
1.0, which would suggest that they are functioning as essentially unidimensional.  
Table 18 
Highest and Lowest Estimated Multidimensional Item Difficulty Parameters 
 Actual b Simulated b 
Conserve_Matter 4.54 6.98 
MM_Support 2.88 2.47 
Replay 2.39 2.29 
Space_Liquid 2.32 1.98 
E_Support 2.26 2.21 
KE_Liquid 2.06 1.99 
Efficient 1.81 2.08 
Space_LG 1.73 1.63 
Space_SL 1.64 1.8 
IB_Liquid 1.64 1.85 
DD3 -0.91 -0.71 
Trans_SL -0.96 -0.84 
Pause_Solid -1.27 -1.05 
Gas -1.53 -1.48 
Add -1.62 -1.53 
DD4 -2.02 -1.81 
DD2 -2.15 -2.26 
DD1 -2.44 -2.69 
Solid -2.75 -2.56 




 In terms of fit statistics, item fit plots were generated for each of the items (see Appendix 
F) to examine whether any of the items had misfit based on their estimated ICCs. This review of 
item fit plots was of extra importance for this model because of the categorization of the different 
pieces of evidence into the two dimensions. A possible misfit could suggest that a piece of 
evidence was aligned to the wrong dimension. There were a few items that had some relatively 
different fits, especially Conserve_Matter, Solid, Liquid, and DD1. Notably, these were all items 
with the majority of students either being coded for showing the evidence or not. The RMSEA 
values were lower than those for the unidimensional model, indicating a better absolute fit. The 
RMSEA value for the simulated MIRT model reached the 0.08 threshold for acceptable fit, while 
the value for the actual dataset was 0.12.    
LLTM model. In order to examine the information that could be obtained about the 
different item characteristics using this explanatory model, three item-level covariates (PE, LP, 
and State of Matter) were added to each of the items in the actual and simulated datasets. Table 
19 shows the covariates that were aligned to each piece of evidence. The PE and LPs have 
already been defined above in this section and it can be noted that the LPs are nested in PEs. The 
covariate “State of Matter” was included in the third model to explore any differences that may 
be ascertained by explicitly modeling evidence related to different states of matter. The values 
for this covariate include the three states of matter (solid, liquid, and gas), transitions between 
states (trans), and no explicit state of matter specified (none). All of the LLTM models were fit 







Covariates for Pieces of Evidence in LLTM Models 








Trans Trans_SL, Trans_LG, Trans_SLG 





Trans Replay_Phase, Replay, Efficient 
PE.B 
LP.POM.B.1 
Solid Space_Solid, Speed_Solid 
Liquid Space_Liquid, Speed_Liquid 
Gas Space_Gas, Speed_Gas 
LP.POM.B.2 
Solid KE_Solid, IB_Solid 
Liquid KE_Liquid, IB_Liquid 
Gas KE_Gas, IB_Gas 
LP.POM.B.3 Trans 
Space_SL, Speed_SL, KE_SL, IB_SL 
Space_LG, Speed_LG, KE_LG, IB_LG 
PE.C 
LP.POM.C.1 
None DD1, MM_Identify, E_Identify, Conserve_Matter 
Trans DD2, DD3, DD4 
LP.POM.C.2 None MM_Evidence, MM_Support, E_Evidence, E_Support 
 
 As with the other IRT models in the section, the actual and simulated datasets were 
separately fit to the LLTM models. Although the primary purpose of fitting the data to the 
explanatory models was examine the item covariate information, the discrimination parameters 
of the items were constrained to be equal, as in the unidimensional model, to aid in comparisons 
of model fit and items and person estimates. Three nested LLTM models were fit to compare to 
each other and explore the relative impact of the different pieces of evidence. The first LLTM 
model (LLTM1) that was fit used PE as the only covariate. This model set PE and item as the 
fixed effects and leaves student id (id) as the random effects on score.  
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The estimates for the fixed effects of this and the other two models are shown in Table 
20. The estimates provide information about the impact of PE on item difficulty related to its b 
parameter estimate. Thus, lower values indicate covariates that were relatively easier and higher 
values reflect the covariates that were associated with more difficult items. For this first model, 
the PE related to collecting and analyzing data (PE.B) was suggested as more difficult than the 
other two performance expectations by the covariate estimates.  
Table 20 
Estimates of Fixed Effects of LLTM Models for Actual and Simulated Datasets 
 Actual Simulated 
Covariate LLTM1 LLTM2 LLTM3 LLTM1 LLTM2 LLTM3 
PE.A -2.95 -2.85 -1.24 -2.65 -2.60 -1.13 
PE.B 0.71 0.64 1.15 0.86 0.73 1.18 
PE.C 0.01 0.29 -0.21 0.33 0.46 -0.17 
LP.A.2 ---- 1.95 0.27 ---- 1.75 0.12 
LP.A.3 ---- 2.64 1.60 ---- 2.59 1.58 
LP.B.1 ---- 0.32 0.79 ---- 0.28 0.69 
LP.B.2 ---- 0.49 0.96 ---- 0.63 1.05 
LP.B.3 ---- -0.17 -0.60 ---- -0.18 0.56 
LP.C.1 ---- -0.63 -0.74 ---- -0.37 0.51 
LP.C.2 ---- 0.92 0.53 ---- 0.83 0.34 
Solid ---- ---- -1.58 ---- ---- -1.43 
Liquid ---- ---- -0.66 ---- ---- -0.56 
Gas ---- ---- -0.83 ---- ---- -0.73 
None ---- ---- 1.03 ---- ---- 1.28 
    
 The second LLTM model (LLTM2) used the PEs and LPs as covariates. The estimates 
for the fixed effects in LLTM2 are shown in Table 20 above. The covariate for LP.A.1 was used 
as an intercept for the other LP estimates so their values are presented in relation to that variable.  
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The estimates suggest that the LPs aligned with PE.B were still more difficult than the other LPs 
in general. However, the most difficult LP, after accounting for the PE and LP estimates for 
students, was LP.POM.C.2 which asked students to support their answers with evidence. This is 
in keeping with argumentation research that suggests students struggle to support their answers 
using reasoning (e.g., Duschl & Osbourne, 2002). The positive estimates for all of the LP 
covariates suggest that LP.POM.A.1 was easier than all of the other covariates. This LP asked 
students to use the model to observe molecular changes which is the most passive of the LPs.  
 The third model (LLTM3) was fit using PE, LP, and State of matter as covariates. The 
estimates for the fixed effects of LLTM3 are shown in Table 20 with LP.A.1 and the 
combination of multiple states (trans) used as intercepts. The estimates for the states suggest that 
pieces of evidence related to gas and solid were easier than liquid and those not specifically 
related to any state of matter. The covariate trans was more difficult than all of the other state of 
matter-related covariates. The estimates for LP.POM.B.1 and LP.POM.B.2 remained difficult, 
while the estimate for LP.POM.C.2 became relatively easier when the covariates for the states 
were considered. Additionally, the estimates for LP.POM.A.2 became much lower in this model 
which could suggest that much of the explanatory power of this covariate can be explained by 
the different states.   
 The three LLTMs were compared using global fit statistics to determine whether the 
inclusion of additional covariates improved the overall fit of the model. The comparisons of the 
AIC, AICc, BIC, and SABIC values for the three nested models are presented in Table 21. 
Lower values on the first four statistics indicate an improved relative fit. The estimates suggest 
that there was a relatively improved fit for the LLTM3 model, however the differences appeared 
to be minor. The 𝑋2 difference test was run between the models to test for significant differences 
  
117 
in fit and none were suggested at the p < 0.05 level. Even though there were no significant 
differences, the LLTM3 model was chosen to proceed in the comparisons with the other models 
because of the added information it provided about the item covariates.  
Table 21  
Comparison of LLTM global fit statistics for all models 
 Model AIC AICc SABIC BIC 
Actual 
LLTM1 4181.24 4685.94 4132.34 4324.64 
LLTM2 4166.62 4514.62 4120.53 4300.22 
LLTM3 4130.24 4246.40 4109.81 4267.43 
Simulated 
LLTM1 54318.26 54326.32 54423.89 54617.63 
LLTM2 54242.25 24249.27 24340.96 54522.00 
LLTM3 54185.44 54190.81 54272.02 54430.83 
 
Comparison of IRT models. The three types of IRT models in this section were fit to 
examine different ways of conceptualizing complex data from simulations. The global fit 
statistics for the actual and simulated models are presented in Table 22. As described above, the 
first four indices (AIC, AICc, SABIC, and BIC) provide relative measures of fit that favor nested 
models with lower values. In all cases the multidimensional model was favored. The 𝑋2 
difference tests suggested that the multidimensional model fit was significantly better than the fit 
for the unidimensional model (p < 0.001) and LLTM3 model (p < 0.001). The relatively higher 
values for the LLTM3 fit statistics were not unexpected because the models base their estimates 
on covariates applied across multiple items. Taken together, these results suggest that the 






Global fit Statistics for Unidimensional and Multidimensional IRT Models 
  AIC AICc SABIC BIC 
 
Actual 
Unidim 3769.57 3925.16 3731.57 3879.73 
Multi 3720.30 3901.78 3680.68 3835.15 




Unidim 48200.01 48204.75 48281.40 48430.67 
Multi 47724.52 47729.68 47809.38 47965.00 
LLTM3 54185.44 54190.81 54272.02 54430.83 
 
Figure 13 shows a scatterplot of the item difficulty estimates from the three different 
types of models ordered by increasing difficulty. Although all of these are IRT models which 
mean the difficulties should be relatively stable, these scatterplots were generated to explore 
whether there were any pieces of evidence that may have had a poor fit in a particular model. In 
general, the estimates followed the same pattern across models suggesting that these models 
functioned similarly. The LLTM3 estimates were slightly more distinct from the unidimensional 
and multidimensional models for the actual dataset which could be related to the impact of the 
covariates and the smaller sample size. The last item shown in Figure 12 (in the upper right 
corner of each plot) is Conserve_Matter which showed up as difficult on all models and varied in 






Figure 12. Comparison of item difficulty across IRT models. 
Fitting BN models. The three types of BN models (expert-structured BN, empirically-
structured BN, and DBN) were created using GeNie Modeler (BayesFusion, LLC). The datasets 
read into GeNie for the first two models were the same .csv files as for the IRT models (actual 
and simulated datasets). The DBN model accounts for temporal data requiring the data to be 
structured differently. As with the above IRT section, the results for each type of BN model will 
be discussed separately in the first three subsections, including descriptions of the structure and 
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probabilities associated with the models and results of the cross-validation analysis. The three 
models are compared qualitatively and quantitatively in the last part of this subsection.  
Expert-structured BN. The first step in generating and fitting the expert-structured BN 
model was to consult with an expert (Dr. Ryoo). Dr. Ryoo was an ideal candidate for 
consultation because she is the PI on the NSF project that designed the simulations used in this 
study and she has extensive experience in science education and technology design. Dr. Ryoo 
was provided with notecards with the different pieces of evidence, color-coded by data source, 
and was asked to discuss the ideal relationships that she believes would exist within the dataset, 
arranging the notecards as needed. First, she noted the difficulty of discussing the relationships 
when temporal elements, such as students filling out the table while viewing the simulation, 
could not be modeled. Understanding that this data cannot show those temporal relationships due 
to constraints in what was recorded in the process data, she arranged the notecards to show a 
hierarchical structure of the difference pieces of evidence and discussed how the evidence should 
be connected. Notably, she placed adding and removing thermal energy at the very top of her 
arrangement, emphasizing that controlling the simulation through those actions is foundational to 
all other actions and student understanding. The next level of her arrangement involved whether 
or not students were able to view all of the phases and the simulation all the way through. This 
was followed by a level including evidence about whether students observed the states of matter 
separately, as well as their transitions. She placed the cards for pausing during the different states 
at the bottom of the arrangement to highlight their importance for the data collection in the 
embedded table. For the pieces of evidence related to the embedded table, she placed the 
intermolecular bond cards directly below the pausing cards because students needed to obtain 
this information from the graphs in the simulation. The other evidence from the embedded table 
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data was placed between the pausing and observing specific states layers to emphasize that 
students collected much of their data by observing the simulation in real-time. Finally, she placed 
the reflection evidence at the bottom of her arrangement and emphasized that students did not 
answer those questions using the table alone, but rather went back up and would look at the 
simulation to answer those questions. She, therefore, believed that there need to be connections 
between all of those pieces of evidence. Two cards, Efficient and Conserve_Matter, were left out 
of the diagram because they did not fit within the structure of her arrangement. Using all of this 
information from her diagram and notes from the meeting, the expert-structured BN model 
structure was established in GeNie (see Figure 13). The parameters for the expert-structured BN 
were then learned from the simulated dataset. The parameters were learned using the EM 
algorithm (Dempster et al., 1977; Lauritzen, 1995) with ‘uniformize’ selected as the option for 
initializing the algorithm. The log likelihood value for this model with the learned parameters 
was -23336.71. The log likelihood value represents a description of fit relating the number of 
variables, size of sample, and complexity of the model. Higher values for the log likelihood, 
closer to 0, represent better fit according to this statistic, however it is variable and sample 
dependent meaning the value does not have intrinsic meaning in itself. The log likelihood is used 













Figure 13. Expert-structured BN model. 
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  The conditional probability tables (CPTs) for this model can be seen in Appendix G. 
These CPTs list out the probabilities that are associated with each node relative to its parent 
nodes. To summarize the connections between nodes, the strength of influence value was 
calculated using the Euclidean distance between a child node and its parent calculated from the 
CPT table (see Appendix H for the table of values). Examining these values can show the parent 
nodes that are most influential in the values of the child node which is valuable for comparing 
different parents for a single child or for looking at the relative strength across all arc 
connections. For this model the five most influential arc connections were Add→ Gas, 
E_Evidence→ E_Support, Solid→ Pause_Solid, Liquid→ DD1, and Trans_LG→ Space_LG.  
 Cross-validation analysis was conducted using the simulated dataset and the actual 
dataset to obtain measures of how well the probability estimates generalize to other samples. The 
cross-validation method used was a k-fold cross validation procedure with 10 folds. In this 
method the network is repeatedly trained using k -1 records in the dataset and then tested on the 
records left out until all records have been used. In order to run this validation method a class 
variable, or variable of interest, needs to be defined. For this validation, the reflection response 
nodes were chosen as class variables and the k-fold cross-validation method was run for each. 
The results of the cross-validation for the simulated and the actual datasets are provided in Table 
23. The percent of cases classified correctly for each class variable are listed in the table. The 
accuracy for the simulated data model was highest for the DD1-4 class variables and the 
MM_Support and E_Support. These variables had the vast majority of students either coded as 
state 1 (observed) or state 0 (not observed), allowing the model to get a higher accuracy even if it 
classified all students the same. Interestingly, the model had a higher accuracy for some class 
variables in the actual dataset than the simulated dataset; this could be due to having a smaller 
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sample size with less variation, but it could also relate to the expert judgement being able to 
better capture variance that occurred in real-life rather than in a simulated dataset based on 
probabilistic rules. 
Table 23 
Cross-validation Results for Expert-Structured BN 
 Actual (n = 77) Simulated (n = 1000) 
Class Variable Accuracy Count (0) Count (1) Accuracy Count (0) Count (1) 
DD1 0.68 1 52 0.92 1 916 
DD2 0.88 0 68 0.90 0 901 
DD3 0.64 8 41 0.66 27 633 
DD4 0.80 0 62 0.85 0 850 
E_Identify 0.56 23 20 0.56 234 328 
E_Evidence 0.66 39 12 0.73 590 136 
E_Support 0.86 66 0 0.87 866 5 
MM_Identify 0.82 47 16 0.77 590 183 
MM_Evidence 0.83 54 10 0.81 719 89 
MM_Support 0.92 71 0 0.90 900 0 
 
 In addition to looking at the accuracy percentages from the k-fold validation, the 
Receiver Operating Characteristic (ROC) curves for the class variables were also considered. 
The graph for the curves consists of the True Positive Rate on the y-axis and False Positive Rate 
on the x-axis. The probabilities plotted on the graph show the results of using different threshold 
values for whether or not a case has the target value. The ideal ROC curve is curved above the 
diagonal suggesting a high rate of true positives. Figures 14 and 15 shows the ROC results for 
the different class variables. In general, the ROC curves for the simulated data were more 
favorable than the curves for the actual data which is most likely due to differences in sample 
sizes. The curves for the Drop-Down answers were less favorable; a possible explanation for this 
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could be that so many students got correct answers on those questions that the models had 
difficulty finding those students that did not get the answer correct. 
 
 





Figure 15. ROC Curves for expert-structured BN from simulated dataset. 
 
Empirically-structured BN. For this model, the simulated dataset was used to both 
generate the structure of the BN and the parameters of the model. The structure of the BN was 
learned in GeNie Modeler after inputting the simulated dataset. Although the actual dataset could 
have been used to define the structure, the low sample size (n = 77) relative to the number of 
pieces of evidence used in the model (n = 46) made it impractical. The structure was learned 
using the Bayesian Search Algorithm (Cooper & Herskovits, 1992) that builds the structure of a 
BN under a set of parameters to maximize the score of the model. The score is derived from the 
probability of the structure given the data. The parameters entered for this model set the max 
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number of parents at 10, link probability at 0.01, and 20 iterations. Before the structure was 
learned, background knowledge about the structure of the dataset was entered to help ensure that 
it did not include logically impossible links. For this model, the process data was set as temporal 
tier 1, embedded table data was set as temporal tier 2, and the reflection data was set as temporal 
tier 3. Nodes in later tiers were not allowed to be parents of nodes in earlier tiers. Figure 16 
shows the learned structure of the BN using the simulated dataset. The structure of the BN and 
directions of the arcs were checked to ensure that the logical connections were being made in the 
network. All of the paths were determined to be logical and introduced some insightful 
connections. For instance, the node for E_Support, which was difficult for students, had the 
parents of KE_Solid, Speed_Gas, Pause_Gas, and AllStates. All of these parent nodes are related 
to important actions and observations for describing and supporting answers about the role of 
energy in phase change. The node for conservation of matter was only connected to the node for 
efficient patterns. This echoes the recommendations for the expert structured network and the 
limited fit for this piece of evidence in the IRT models. After the structure of the BN was 
learned, the parameters needed to be learned from the data. The simulated dataset was used to 
learn the parameters. The log likelihood value for this model was -21202.2. The values of the 
CPT tables for each variable can be found in Appendix I. As with the expert-structured BN, the 
strength of influence values were also calculated to show the relative strength of the different 
connections in this model (see Appendix J for the full table). The five strongest connections 
were: Solid Pause_Solid, KE_LG KE_SL, MM_Evidence MM_Identify, KE_LG 
IB_LG, and Add Trans_LG. 
   




















Figure 16. Empirically-structured BN model 
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The simulated and actual datasets were used to evaluate the fit of this BN using the k-fold 
cross-validation procedure on the network parameters with the reflection response evidence as 
class variables. Table 24 shows the validation results for each of the reflection response variables 
for the actual and simulated datasets. Overall, the accuracy was higher for the empirically-
structured BN than the expert-structured model.  
Table 24 
Cross-validation Results for Empirically-Structured BN 
 Actual (n = 77) Simulated (n = 1000) 
Class Variable Accuracy Count (0) Count (1) Accuracy Count (0) Count (1) 
DD1 0.69 0 69 0.93 0 933 
DD2 0.88 0 68 0.90 0 901 
DD3 0.70 0 54 0.66 0 665 
DD4 0.82 0 63 0.85 0 853 
E_Identify 0.61 26 21 0.61 352 263 
E_Evidence 0.71 42 13 0.76 639 119 
E_Support 0.86 66 0 0.88 876 0 
MM_Identify 0.79 47 14 0.78 598 183 
MM_Evidence 0.75 50 8 0.82 690 113 
MM_Support 0.91 70 0 0.93 899 32 
   
 Figures 17 and 18 shows the ROC curves derived from the cross-validation analysis. The 
curves for the simulated dataset appear to be smoother and above the diagonal line than the 
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Figure 17. ROC curves for empirically-structured BN from actual dataset. 
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Figure 18. ROC curves for empirically-structured BN from simulated dataset. 
 
Dynamic Bayesian Network. Before the DBN model could be run, the dataset needed to 
be transformed to incorporate the temporal elements of the model. DBNs allow for the capture of 
multiple time points within a model which could reflect information from the process data. There 
were two challenges to address when considering how to transform the dataset: 1) how to 
distinguish between time points and, 2) how to treat the embedded table and reflection data that 
did not have temporal information because they were only recorded at the end of the simulation. 
Challenge #1 was particularly difficult for this dataset because the number of steps taken by a 
pair ranged from under 20 to over 100, making divisions by numbers of steps difficult. 
Additionally, the simulations were experienced by students during a class period which may 
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have included extraneous stoppages for teacher announcements, water breaks, fire drills, and so 
on; these occurrences made a temporal division using timing data difficult. To address Challenge 
#1, each pairs’ actions were divided into three equal sub-phases (sub0, sub1, and sub2) and 
actions classified as to whether they occurred in each of those thirds of their process data log. 
Table 25 shows examples of the simulation rules for the 11 pieces of evidence that were 
transformed in this manner (see Appendix K for full table of rules). The “_#” indicates the sub-
phase of the piece of evidence.  
Table 25 
Examples of Transformed Simulation Rules for the DBN 
Evidence Actual Average (SD) Simulation Rules 
Solid 0.87 (0.34) p = 0.87 
Solid_1 0.78 (0.42) If Solid = 1, p = 0.81 ; If Solid = 0, p = 0.60 
Solid_2 
0.67 (0.47) 
If Solid = 1 & Solid_1 = 1, p = 0.76; If Solid =1 & Solid_1 = 0, p 
= 0.38; If Solid = 0 & Solid_1 = 1, p = 0.67;If Solid = 0 & Solid_1 
= 0, p = 0.50 
Add 
0.69 (0.47) 
If Trans_SL = 1, p = 1.00; If Trans_SL = 0 & Trans_LG = 1, p = 
0.00; If Trans_SL = 0 & Trans_LG = 0 & Trans_SLG = 1, p = 




If Trans_SL_1 = 1, p = 1.00; If Trans_SL_1 = 0 & Trans_LG_1 = 
1, p = 0.75; If Trans_SL_1 = 0 & Trans_LG_1 = 0 & 
Trans_SLG_1 = 1, p = 0.67; If Trans_SL_1 = 0 & Trans_LG_1= 0 
& Trans_SLG_1 = 0, p = 0.29 
Add_2 
0.70 (0.46) 
If Trans_SL_2 = 1, p = 0.96 ; If Trans_SL_2 = 0 & Trans_LG_2 = 
1, p = 1.00; If Trans_SL_2 = 0 & Trans_LG_2 = 0 & 
Trans_SLG_2 = 1, p = 0.67 ; If Trans_SL_2 = 0 & Trans_LG_2= 
0 & Trans_SLG_2 = 0, p = 0.36 
 
To address Challenge #2, two more sub-phases (sub3 and sub4) were assigned to the 
remaining 35 pieces of evidence from the embedded table data and reflection response data 
respectively. The value of a piece of evidence for any sub-phase in which it was not collected 
was set to -1 as a filler variable. For instance, the embedded table evidence for Space_Solid was 
set at -1 for sub0-2 and sub4 with the only value residing on sub3. Further, all of the process data 
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evidence has sub3-4 set to a filler value (-1) because those variables were not seen in the final 
sub-phases. This allows for the model to distinguish between values that were not observed 
(state0) or not collected (-1) in a specific sub-phase. In order to complete the simulated dataset, 
the 35 embedded table and reflection evidence were simulated using relationship rules based off 
of the original simulated dataset rules. This ensured that the only major change for the 35 
variables was that any probabilities based on the 11 temporal variables was instead based on a 
count variable that summed across the time-points.  
As with the other two BN models, the DBN was built using GeNie modeler. The program 
allows for the inclusion of a temporal plane where the DBN can be built and arcs associated with 
different time points can be specified. The first step in building this model was to create the 
connections between the 11 temporal pieces of evidence from the process data. Figure 19 shows 
the connections that were made between those variables, as well as the remaining four variables 
from the process data. The self-connecting arcs for each node suggest that the nodes are 
connected to themselves over the first three time slices. The arcs between the 11 temporal nodes 
suggest the relationships between the nodes within a time slice. The connections between the 
temporal nodes and the four remaining pieces of evidence from the process data include the 
curved arcs with numbers that suggest connections between a non-temporal node and the 
different time slices of the temporal node. The reason for starting the DBN with Solid at the top 
of the network was to recognize the solid state as the starting point of the simulation.  
  












Figure 19. DBN structure for the process data. 
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The next step in building the DBN was to include the embedded table and reflection 
response nodes in the model. These nodes were connected to each other, as well as the temporal 
nodes, in similar ways to the empirical BN. The main difference was that connections to 
temporal nodes resulted in three arcs that specified the connections from all three time slices of 
the temporal node to the embedded table or reflection response node. Connections between 
embedded table and reflection response nodes were specified as temporal arcs that only 
connected the embedded table values from sub3 to the reflection responses in sub4. The final 
model is shown in Figure 20. Bolded arrows show normal arc connections within a sub-phase. 
The lighter arrows represent the connections to temporal nodes that move across sub-phases. The 
model flows from top to bottom in terms of the direction of the arcs. The numbers inside of 
rectangles on the temporal arcs indicate the order of the sub-phase of the parent node. For 
embedded table and reflection nodes that are connected to temporal process data nodes, there are 
three arcs connected from the temporal node to the embedded table or reflection that account for 
the first three sub-phases.  
The parameters for this model were learned using the simulated dataset described above 
in this subsection. The log likelihood value for this system was -31579.30. As can be seen by the 
number of arcs between nodes in this model, printing the all of the individual CPTs for this 
model would be prohibitive (see Appendix L for CPTs for the class variables and selected 
process and embedded table data nodes). The Strength of Influence values for the parent and 
child nodes were not recorded for this model because, although it calculated was for the viewable 
DBN, the values did not account for the different sub-phases.  
 
  
    






Figure 20. Full DBN model structure. 
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 Checking the fit for this model followed a similar method to the expert-structured BN and 
the empirically-structured BN of cross-validation using the simulated and actual datasets. The 
main difference in this validation was that it was run on the unrolled DBN. An unrolled DBN 
shows the connections among all of the sub-phases (see Appendix M). The cross-validation was 




Cross-Validation Results for the DBN 
 Actual (n = 77) Simulated (n = 1000) 
Class Variable Accuracy Count (0) Count (1) Accuracy Count (0) Count (1) 
DD1 0.54 4 41 0.71 20 693 
DD2 0.78 3 57 0.88 2 877 
DD3 0.62 14 41 0.64 58 622 
DD4 0.80 2 62 0.83 9 830 
E_Identify 0.56 17 26 0.62 331 288 
E_Evidence 0.67 44 8 0.69 545 150 
E_Suppot 0.83 64 0 0.89 864 25 
MM_Identify 0.66 45 6 0.76 559 164 
MM_Evidence 0.82 55 8 0.78 668 117 
MM_Support 0.92 71 0 0.93 900 30 
 
 The cross-validation procedure was run using the k-fold cross-validation method (k = 10). 
Table 26 shows the cross-validation results in terms of percent coded correctly and counts of 
cases correctly coded. Notably, in contrast to the other BN models, this model was able to 
correctly classify some pairs as incorrect for the Drop-Down answers and a few pairs as correct 
for the Support responses. The results from the cross-validation using the Actual dataset were 
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relatively low in terms of percent correct for some of the pieces of evidence which could reflect 
limitations of the small sample size.  
The ROC curves for this validation are seen in Figures 21 and 22. Echoing the results of 
the percentage results of the cross-validation analysis, the ROC curves for the actual dataset were 
more problematic than the simulated dataset. Many of the curves were either flat or under the 
diagonal, suggesting lack of fit for those class variables. The curves for the simulated dataset 
were more favorable in terms of their structure and had curves above the line for many of the 
class variables, although there were still some variables on the diagonal line. 
 
 
Figure 21. ROC curves for DBN from actual dataset. 
 
     
    139  
 
Figure 22. ROC curves for DBN from simulated dataset. 
 
 Comparing BN models. The three types of BN models in this section were fit to examine 
different ways of thinking about the modeling simulation data. As with the IRT models, the first 
two models can be directly compared using the log likelihood value from the model because they 
were learned on the same dataset. The log likelihood value for the empirically-structured BN was 
higher than the value for the expert-structured BN suggesting a better fit for the model. However, 
this value derives from the complexity of the model and the empirically-structured BN was 
derived from an algorithm to be efficient. Being able to examine paths that were theoretically 
specified and can give information about key relationships makes the expert-structured BN 
valuable.  
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 Another method of comparing all three BN involved looking at the cross-validation 
results for the three models and the two datasets that were used. Table 27 shows the percent 
classified correctly for the 11 class variables used in the cross-validation, as well as the mean 
correct classification.  
Table 27 
Comparison of Percentage of Correct Classifications by BN Model 
 Expert BN Empirical BN DBN 
 Actual Simulated Actual Simulated Actual Simulated 
DD1 0.68 0.92 0.69 0.93 0.54 0.71 
DD2 0.88 0.90 0.88 0.90 0.78 0.88 
DD3 0.64 0.66 0.70 0.66 0.62 0.64 
DD4 0.80 0.85 0.82 0.85 0.80 0.83 
E_Identify 0.56 0.56 0.61 0.61 0.56 0.62 
E_Evidence 0.66 0.73 0.71 0.76 0.67 0.69 
E_Support 0.86 0.87 0.86 0.88 0.83 0.89 
MM_Identify 0.82 0.77 0.79 0.78 0.66 0.76 
MM_Evidence 0.83 0.81 0.75 0.80 0.82 0.78 
MM_Support 0.92 0.90 0.91 0.93 0.92 0.93 
 
 In general, the accuracy of the models seen in this table is fairly consistent across models, 
especially when looking across the actual and simulated values. The expert and empirical BNs 
produced accuracies that were very similar to each other. The DBN accuracies tend to be lower 
than the expert and empirical BNs. This difference is pronounced for the DD1-DD4 class 
variables. Although, as discussed above in the DBN subsection, this was the only model that 
correctly classified multiple students in the state0 category for those class variables. This is an 
important distinction because the empirical BN had a high accuracy percentage for DD1-DD4, 
but did not classify any students as state0. This example highlights the relative strengths and 
weaknesses of the different models. Further discussion of these models is presented in Chapter 5. 
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Summary of Phase III results. In order to answer RQ1, the results of this phase of 
analysis included the parameter or probability estimates for three IRT and three BN models, as 
well as measures of model fit and cross-validation. The actual and simulated datasets from Phase 
II were fit to all three of the IRT models (unidimensional Rasch, multidimensional IRT, and 
LLTM), treating the different pieces of evidence as items. The unidimensional Rasch model 
treated all of the evidence as measuring the same latent construct. The MIRT model treated 
evidence related to the DCIs and SPs as separate dimensions in the estimation of the item 
parameters. The LLTM model attributed and estimated item-level covariates for each of the 
pieces of evidence which provided additional information about the relative difficulty of the 
covariates (PEs, LPs, and state of matter). Comparing the estimated difficulty of the pieces of 
evidence across the models revealed some minor differences, but the estimates followed the 
same general pattern for the three models, as well as the actual and simulated models.  The 
global fit statistics allowed for comparisons among the IRT models and favored the MIRT 
model. The three BN models (expert-structured, empirically-structured, and DBN) represented 
the probabilistic relationships among the pieces of evidence using a graphical representation for 
the network. The expert-structured BN was created with the consultation from an expert to map 
out theoretically important relationships. The empirically-structured BN learned the structure of 
the network from the data itself, after accounting for background knowledge about the structure 
of the dataset. The DBN considered the data temporally by breaking student actions in the POM 
simulation into five sub-phases. All of the probabilities in the models were learned from the 
simulated dataset and cross-validated using the actual and simulated datasets to explore the 
predicted accuracy of the models. The expert- and empirically-structured BNs performed 
similarly in cross-validation in terms of the classification accuracy for the reflection response 
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class variables. The cross-validation results for the DBN were less favorable than for the other 
two models, however the DBN was able to correctly classify state0 (unobserved) responses for 
the drop-down questions that the other models were not. The comparison suggests that the DBN 
may have been able to identify additional temporal relationships that helped predict the drop-
down answers. Taken together, the comparisons of IRT and BN models did not suggest a single 
best model, but did highlight differences in the types of information the models could provide. 
Phase IV results: Comparing person estimates from models. The analysis in this 
phase was concerned with examining the practical implications of the different models fit in 
Phase III. Supplementing the model comparisons in the previous phase, this section aimed to 
answer RQ2 (“How do the specified models (IRT and BN) compare in terms of possible 
interpretations from the results and applicability to instructional and assessment outcomes?”) by 
looking at the information the models can offer beyond simple scoring. The analysis involved the 
simple scoring of reflection questions, followed by comparisons of student estimates from the 
different models, and comparisons of student groupings in terms of the distribution of student 
scores.  
 In order to obtain the simple scoring values for all of the students, the coded data from 
the reflection questions was summed. This includes the four drop-down responses (DD1-DD4) 
and the coded points for the reflection questions. The use of rubrics similar to those that were 
used to code the reflection data is a common practice in science classrooms to evaluate student 
answers (e.g., Lunsford & Melear, 2004). Student scores using the simple scoring method ranged 
from 1-10 with the average score being 5.06. Table 28 shows the average values for each of the 
student pairs in the actual dataset from simple scoring and the models in Phase III (see Appendix 
N for full table of values). The actual dataset, rather the simulated one, was used for the analysis 
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in this phase. The values for students from the IRT models was their theta (θ) value using MAP 
estimates derived from the ‘fscores’ function in the ‘MIRT’ package in R that estimates their 
ability levels. For the multidimensional IRT model, the student ability estimates for each of the 
dimensions (DCIs and SPs) was given. For the LLTM3 model, the estimates were obtained using 
the ‘randef’ function to get an estimate of the random effects (student ability). In contrast to IRT 
models where estimating student θ values is an established practice, the ranking of students on 
multiple variables using a BN is not as straightforward. For this analysis, the student results from 
cross-validation, where each pair was given a probability from the model as to whether the 
student pair should be coded for the class variable, were used to generate an average probability 
of students answering reflection questions correctly.  
Table 28 

















1 2 -0.44 -0.77 -0.30 -0.43 0.47 0.43 0.53 
2 8 -0.27 -0.77 0.14 -0.26 0.42 0.42 0.54 
3 5 -0.43 -0.46 -0.69 -0.42 0.45 0.44 0.49 
4 12 -0.15 -0.29 -0.05 -0.15 0.45 0.46 0.47 
5 15 -0.08 0.03 -0.25 -0.07 0.47 0.47 0.47 
6 19 0.07 0.21 -0.01 0.07 0.53 0.53 0.52 
7 10 0.33 0.51 0.37 0.32 0.53 0.57 0.55 
8 5 0.52 0.90 0.46 0.49 0.54 0.59 0.46 
10 1 1.38 1.89 1.85 1.34 0.66 0.76 0.62 
 
 In order to further explore the variations in scoring values among the models, the 
correlations of values between models were compared (see Table 29). The correlations among 
the IRT models were the strongest which makes sense because they are from the same family of 
models with the same underlying assumptions. The two estimates from the multidimensional 
     
    144  
IRT model were not highly correlated with each other which echoes the low correlation of the 
dimensions from Phase III. The Multi-SP estimate was also not highly correlated with the simple 
score. The LTTM model and unidimensional Rasch model results were very highly correlated to 
each other, suggesting that the patterns of the student θ values from these models were nearly the 
same. Another high correlation was between the simple scoring and empirically-structured BN 
results. The DBN had the lowest level of correlation with all of the models. Although this could 
be attributed to the lower level of accuracy of this model relative to the other BNs, this could 
also suggest that the inclusion of temporal information provided different information about 
students than the other models.  
Table 29 
Correlations of Scoring Values from Simple Scoring and Phase III Models 
 Simple Uni-Rasch Multi-DCI Multi-SP LLTM3 Exp. BN Emp. BN 
Uni-Rasch 0.51       
Multi-DCI 0.61 0.88      
Multi-SP 0.25 0.84 0.49     
LLTM3 0.53 0.97 0.86 0.84    
Exp. BN 0.62 0.35 0.37 0.23 0.33   
Emp. BN 0.83 0.58 0.61 0.38 0.56 0.69  
DBN 0.08 -0.01 -0.01 0.01 -0.02 0.33 0.23 
 
 The relationship between simple score and the scoring values of the Phase III models is 
depicted in Figure 23. The two graphs are separated by IRT and BN models with the score (theta 
or average probability) on the vertical axis and simple score on the x-axis. If the estimates of 
ability from the models were linearly related to the simple scores, it would be expected that the 
scatterplot of estimates would trend upward in a linear manner in the graphs. However, neither of 
these graphs demonstrate a straightforward linear relationship. These graphs also illustrate the 
spread of abilities that can be seen within simple score values. The wide spread of values, such 
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as the one in the IRT graph at simple score 5, suggests that these models may be providing 
information that further differentiates students in the middle scoring groups.  
 
 
Figure 23. Scatterplots of person estimates by simple score. 
 
 Comparing the estimates of different models within the graph, most of the models appear 
to have a similar spread and do not appear to have systematically higher or lower estimates 
across simple score levels. An exception is the DBN probabilities which appear to be higher than 
the other BN probabilities in simple scoring levels 1-3 and lower in levels 8-10.  The estimates 
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for the SP dimension of the multidimensional IRT model follow in line with much of the IRT 
scatterplot, but also have outliers in each of the simple scoring levels above or below the group 
of estimates. These outliers represent students whose estimate of SP ability does not align with 
the estimate of their ability from the other models.  
Another area of interest when considering the practical value of different models is 
considering potential student groupings suggested by the models. One way of exploring this was 
to examine the distribution of scores generated by the different models. Figure 24 provides 
histograms for each of the models that split the students into five quintiles defined by 
equipartitioning the range of values for each model. The distributions of scores for the Empirical 
BN, for instance, suggests that the majority of the students were grouped into the same three 




Figure 24. Comparisons of distributions of scores by model. 
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 Summary of Phase IV results. The fourth phase of analysis extended the comparisons 
among models by considering the value of the models from Phase III against information that 
could be obtained from a simple scoring of the reflection responses. The analysis focused on the 
values for the pairs (theta from the IRT models and probabilities from the BN models) from the 
actual dataset. A direct comparison of the values through examining the means, correlations, and 
spread on scatterplots suggested similarities and differences amongst the person estimates for the 
models and the simple scores. The empirically-structured BN had the highest correlation 
between the pairs’ probabilities and the simple score. The expert-structured BN and MIRT- DCI 
estimates were also strongly correlated with the simple score. By contrast, the DBN and MIRT-
SP estimates had the weakest correlations to the other models. The scatterplots of estimates, 
organized by simple score, echoed these results by illustrating the wide spread of points for the 
estimates of the DBN and MIRT-SP models. In order to explore possible groupings of students, 
the distributions of the student values, split into quintiles, were compared. These results help 
answer the second research question by exploring the possible added practical values of the 
models to provide information beyond what could be obtained by hand-scoring.  
Phase V: Applying methodology to a different simulation. The fifth and final phase of 
analysis applied the methods used in Phases I-IV to data from students using a different 
simulation on the rate of chemical reactions (CR). The results of this phase of analysis address 
RQ3 (“How do the approach, models and results from RQ1-RQ2 compare for the same pairs of 
students using an instructional simulation about a different topic (rate of chemical reactions)?”). 
The results are presented in subsections aligned with the different phases of analysis and display 
results in the same manner to allow for comparisons to the analysis from the POM simulation. 
Due to the similarity of the analyses, methodological comments were kept brief and the main 
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commentary in the chapter is related to aspects of the analysis that produced different results for 
the data from the CR simulation.  
 Defining PEs and LPs (Phase I). In order to define the PEs and LPs (see Table 30), the 
NGSS standards were examined with respect to the CR simulation.  
Table 30 
Disciplinary Core Ideas and Science Practices for the CR Simulation 











Chemical Reactions: Chemical processes, their rates, and 
whether or not energy is stored or released can be 
understood in terms of the collisions of molecules and the 
rearrangements of atoms into new molecules, with 
consequent changes in total binding energy (i.e., the sum of 
all bond energies in the set of molecules) that are matched by 
changes in kinetic energy. 
PS3.A 
Definitions of Energy: Matter at any temperature above 
absolute zero contains thermal energy. Thermal energy is the 
random motion of particles (whether vibrations in solid 
matter or molecules or free motion in a gas), this energy is 
distributed among all the particles in a system through 







Developing and Using Models: Develop and/or use a model 
to predict and/or describe phenomena.  
SP.4 
Analyzing and Interpreting Data: Analyze and interpret data 
to data to provide evidence for phenomena.  
SP.7 
Engaging in Arguments from Evidence: Construct, use and 
present...written arguments supported by empirical evidence 
and scientific reasoning to support or refute an explanation 
or a model for a phenomena 
 
Unlike the POM simulation, none of the middle school DCIs were directly aligned with 
the content of the CR simulation. The DCI standard related to chemical reactions (PS1.B) states 
that students should understand that substance react in predictable ways and that the atoms of 
reactants are rearranged. It does not, however, mention the rate of chemical reactions. The 
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narrative document of the NGSS (NRC, 2012) discussed rate of chemical reactions as at the 
boundaries of middle school and high school. This was identified as one of the two DCIs, along 
with the PS3.A (Definitions of Energy) which was also used for the POM simulation. The SPs 
were identical to those for the POM simulation. The identified standards were then used to define 
the PEs and LPs for the CR simulation (Table 31).  
Table 31 
Identified LPs and PEs for the POM Simulation 
Performance Expectation Learner Performance 
PE.CR.A: Students can use 
a model (simulation) to 
observe molecular changes 
during chemical reactions at 
different levels of thermal 
energy.  
LP.CR.A.1: Students manipulate the thermal energy to observe 
all four levels of thermal energy required by the simulation 
LP.CR.A.2: Students observe the molecular transformations (or 
lack thereof) that occurs at each of the four levels of thermal 
energy 
LP.CR.A.3: Students productively use the simulation maximize 
learning potential (i.e., viewing more than once, efficient learning 
patterns) 
PE.CR.B: Students can 
analyze and interpret data 
from a simulation about the 
role of energy in initiating a 
chemical reaction and 
changing the rate of 
reaction. 
LP.CR.B.1: Students collect correct, descriptive data from the 
molecular representation, including the speed of molecules at 
different energy levels and rearrangement of atoms 
LP.CR.B.2: Students collect and correctly interpret data from 
graphs 
LP.CR.B.3: Students make correct interpretations about the 
initiation and rate of chemical reactions at different levels of 
thermal energy 
PE.CR.C: Students can 
construct and use written 
arguments, supported by 
empirical evidence and 
scientific reasoning, to 
support their explanations 
about the role of different 
levels of energy and 
rearrangement of atoms in 




LP.CR.C.1: Students can identify and articulate correct concepts 
about energy and matter during chemical reaction 
 
LP.CR.C.2: Students can use identified evidence and scientific 
reasoning to support their explanations about the role of changes 
energy and matter on the macroscopic phenomena of a penny in a 
solution being cleaned faster at different levels of thermal energy 
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Following the structure of the PEs for the POM simulation, a single PE was defined for 
each of the phases of simulation use (interacting with the simulation, filling in the embedded 
table, and answering the reflection questions). Three LPs each were aligned to the first two PEs 
and two LPs were aligned with the third PE. This assignment mirrored the structure of the PEs 
and LPs for the POM simulation in order to aid in comparisons. The primary difference between 
the LPs for the two simulation was that the LPs for the CR simulation refer to the transformation 
of molecules at different levels of thermal energy rather than the molecular differences for the 
three phases of matter.  
Defining evidence and coding datasets (Phase II).  For this phase of analysis, the data 
from the CR simulation was coded using evidence that corresponded with the CR LPs. An initial 
set of evidence rules, influenced by the evidence in the POM simulation, was proposed for each 
of the LPs (Table 32). The established evidence from the POM simulation made the 
identification of initial evidence for the CR simulation easier. The initial evidence rules were 
applied to ten cases from the CR dataset using line-by-line coding. The line-by-line coding 
helped define the time thresholds for the pieces of evidence from the process data and identify 
new pieces of evidence that were not anticipated in the initial evidence rules (see Table 33 for 
examples and Appendix O for the full list). Notably, the line-by-line coding revealed the need to 
differentiate between students who clicked on the first point in the graph, which shows the time 
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Table 32 
Initial Evidence by LP for the CR Simulation 
LP List of Initial Evidence Proposed 
LP.CR.A.1 
Observe molecules at no/low/medium/high energy levels, observes 
molecules at all energy levels 
LP.CR.A.2 
Observes transformation at no/low/medium/high energy levels, observes 
full reactions at all levels 
LP.CR.A.3 
Pauses simulation during no/low/medium/high energy levels, interacts 
with graph at no/low/medium/high energy levels, replays energy levels 
more than once 
LP.CR.B.1 
Identifies speed of molecules at no/low/medium/high energy levels, 
identifies transformation pattern at no/low/medium/high energy levels 
LP.CR.B.2 
Correct percent of products at low/medium/high energy levels, correct 
reaction time at no/low/medium/high energy levels 
LP.CR.B.3 
Identifies change in speed among energy levels, identifies differences in 
reaction patterns among energy levels, identifies change in percent of 
products among energy levels, identifies differences in reaction time 
among energy levels 
LP.CR.C.1 
Correct answers to the drop-down questions, identify correct ideas about 
the micro-macro relationship, identify correct ideas about the role of 
energy in chemical reactions 
LP.CR.C2 
Identify evidence about micro-macro relationship/role of energy, use 
evidence to support claims about micro-macro relationship/role of 
energy 
 
 Additionally, the line-by-line coding suggested that students were not recording 
information about the differences between states in their embedded table for the percent of 
products and reaction time. This may have been due to students recording information directly 
from the graph, rather than having to fill in an open-ended response.  
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Table 33 
Revised Evidence Rules after Line-by-Line Coding 
Data Source New or Revised Evidence Brief description of evidence rule changes 
Process Data No/Low/Medium/High 
Energy 
Timing threshold set at 5+ seconds (enough to 
allow first reaction for all levels) 
Process Data Pause_No/Low/Medium/High Timing threshold set at 20+ seconds 
Process Data Blue1_Low/Medium/High Specifies students clicking on first point in 
graph 
Process Data Blue2_Low/Medium/High Specifies students clicking on last point in 
graph 
Process Data Replay_Full Viewing two or more levels more than once 
Table Percent_NL/LM/MH Not observed, excluded from evidence 
Table React_NL/LM/MH Not observed, excluded from evidence 
 
 The evidence rules were applied to the full data from the CR simulation. Table 34 shows 
the means and standard deviations of the different pieces of evidence from the actual dataset. 
Clear difference among the means from the POM simulation and the CR simulation include 
lower percentages of correct evidence for the reflection questions, including the drop-down 
answers, and lower percentages of students pausing the simulations. In comparison to the other 
three levels of energy (high, medium, low), the means suggest that less students viewed or 
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Table 34 
Mean and Standard Deviation of Evidence for the CR Actual Dataset 
Process Data  
Evidence 
Mean (SD) Embedded Table 
Evidence 
Mean (SD) Reflection 
Evidence 
Mean (SD) 
NoEnergy 0.46 (0.50) Speed_Low 0.44 (0.50) DD1 0.53 (0.50) 
LowEnergy 0.96 (0.20) Speed_Med 0.27 (0.45) DD2 0.97 (0.17) 
MedEnergy 0.91 (0.28) Speed_High 0.31 (0.46) DD3 0.38 (0.49) 
HighEnergy 0.93 (0.26) Speed_NL 0.25 (0.44) DD4 0.84 (0.36) 
AllLevs 0.38 (0.49) Speed_LM 0.37 (0.48) MM_Identify 0.44 (0.50) 
Pause_No 0.06 (0.23) Speed_MH 0.35 (0.48) MM_Evidence 0.34 (0.48) 
Pause_Low 0.22 (0.42) Trans_Low 0.61 (0.49) MM_Support 0.11 (0.32) 
Pause_Med 0.20 (0.40) Trans_Med 0.56 (0.50) E_Identify 0.55 (0.50) 
Pause_High 0.18 (0.39) Trans_High 0.58 (0.50) E_Evidence 0.45 (0.50) 
Full_No 0.28 (0.45) Trans_NL 0.28 (0.17) E_Support 0.15 (0.36) 
Full_Low 0.86 (0.35) Trans_LM 0.17 (0.38) Conserve_Matter 0.03 (0.17) 
Full_Med 0.86 (0.35) Trans_MH 0.17 (0.38)   
Full_High 0.83 (0.38) Percent_Low 0.46 (0.50)   
All_Full 0.17 (0.38) Percent_Med 0.56 (0.50)   
Blue2_No 0.07 (0.26) Percent_High 0.55 (0.50)   
Blue2_Low 0.46 (0.50) React_Low 0.72 (0.45)   
Blue2_Med 0.42 (0.50) React_Med 0.66 (0.48)   
Blue2_High 0.51 (0.50) React_High 0.73 (0.44)   
Blue1_Low 0.45 (0.50)     
Blue1_Med 0.52 (0.50)     
Blue1_High 0.56 (0.50)     
Replay_Full 0.17 (0.38)     
Efficient 0.21 (0.41)     
 
 As with the POM simulation, the simulated dataset was generated using a set of 
relationship rules for each of the pieces of evidence (see Appendix P). The means and standard 
deviations for the simulated dataset are presented in Table 35. There were only minimal 
differences between the means for the actual and simulated datasets. The average difference 
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between the means of the pieces of evidence was 0.04. Comparing the correlation coefficients 
from the correlation matrices of the actual and simulated datasets suggested that the structure of 
the data from the two datasets was similar.  
Table 35 
Mean and Standard Deviation of Evidence for the CR Simulated Dataset 
Process Data  
Evidence 
Mean (SD) Embedded Table 
Evidence 
Mean (SD) Reflection 
Evidence 
Mean (SD) 
NoEnergy 0.47 (0.50) Speed_Low 0.43 (0.50) DD1 0.55 (0.50) 
LowEnergy 0.96 (0.19) Speed_Med 0.26 (0.44) DD2 0.96 (0.20) 
MedEnergy 0.93 (0.26) Speed_High 0.30 (0.46) DD3 0.37 (0.48) 
HighEnergy 0.94 (0.24) Speed_NL 0.06 (0.24) DD4 0.86 (0.34) 
AllLevs 0.38 (0.48) Speed_LM 0.39 (0.49) MM_Identify 0.32 (0.47) 
Pause_No 0.05 (0.22) Speed_MH 0.31 (0.46) MM_Evidence 0.32 (0.47) 
Pause_Low 0.23 (0.42) Trans_Low 0.59 (0.49) MM_Support 0.09 (0.28) 
Pause_Med 0.18 (0.39) Trans_Med 0.56 (0.50) E_Identify 0.59 (0.49) 
Pause_High 0.19 (0.40) Trans_High 0.57 (0.49) E_Evidence 0.47 (0.50) 
Full_No 0.27 (0.44) Trans_NL 0.06 (0.24) E_Support 0.17 (0.37) 
Full_Low 0.86 (0.35) Trans_LM 0.14 (0.35) Conserve_Matter 0.01 (0.09) 
Full_Med 0.87 (0.33) Trans_MH 0.16 (0.37)   
Full_High 0.84 (0.37) Percent_Low 0.39 (0.49)   
All_Full 0.72 (0.45) Percent_Med 0.51 (0.50)   
Blue2_No 0.07 (0.25) Percent_High 0.45 (0.50)   
Blue2_Low 0.37 (0.48) React_Low 0.71 (0.45)   
Blue2_Med 0.38 (0.49) React_Med 0.60 (0.49)   
Blue2_High 0.46 (0.50) React_High 0.63 (0.48)   
Blue1_Low 0.36 (0.48)     
Blue1_Med 0.46 (0.50)     
Blue1_High 0.54 (0.50)     
Replay_Full 0.18 (0.39)     
Efficient 0.58 (0.49)     
 
 Fitting and comparing IRT and BN models (Phase III). The third phase of analysis for 
the CR simulation fit the same six models and used the same procedures as those for the POM 
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simulation. The models are presented in the subsections below along with discussion of any 
changes to procedures or notable differences from the models for the POM simulation.  
Unidimensional Rasch model. The actual and simulated datasets were first fit to the 
unidimensional Rasch model. The reliability estimates were 0.77 for the actual dataset and 0.65 
for the simulated dataset. The estimates of item difficulty for each piece of evidence are 
presented in Appendix Q for the actual dataset and Appendix R for the simulated dataset. The 
estimates for the simulated and actual dataset models were similar. The mean b estimate for the 
actual dataset was 0.27 and 0.26 for the simulated dataset. Table 36 presents the ten highest and 
lowest b estimates along with their associated outfit/infit statistics.  
Table 36 
CR Estimated Unidimensional Rasch Item Difficulty Parameters and Infit/Outfit Statistics 
 Actual dataset Simulated dataset 
Evidence b Outfit Infit B outfit infit 
Trans_NL 3.72 1.17 1.02 2.77 1.04 1.01 
Conserve_Matter 3.72 1.44 1.02 4.93 1.06 1.01 
Pause_No 2.98 1.28 1.02 2.98 1.06 1.01 
Blue2_No 2.74 1.25 1.01 2.74 1.06 1.01 
MM_Support 2.21 1.17 1.03 2.42 0.99 1.00 
E_Support 1.82 0.95 0.98 1.67 1.02 1.01 
All_Full 1.71 0.92 0.96 -1.00 0.89 0.92 
Replay_Full 1.71 1.20 1.05 1.57 1.14 1.05 
Trans_LM 1.71 1.06 0.98 1.88 1.07 1.02 
Trans_MH 1.71 1.10 1.02 1.70 1.15 1.05 
React_Low -1.01 0.86 0.91 -0.93 0.99 1.00 
React_High -1.09 0.77 0.87 -0.55 0.91 0.93 
Full_High -1.71 0.79 0.88 -1.73 0.87 0.94 
DD4 -1.82 1.03 1.03 -1.93 1.11 1.04 
Full_Low -1.94 1.05 0.99 -1.90 0.89 0.95 
Full_Med -1.94 0.79 0.91 -1.99 0.79 0.92 
MedEnergy -2.54 0.57 0.87 -2.63 0.68 0.92 
HighEnergy -2.74 0.49 0.88 -2.81 0.68 0.93 
LowEnergy -3.30 0.49 0.94 -3.30 0.63 0.95 
DD2 -3.72 1.46 1.02 -3.28 0.96 1.00 
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None of the outfit or infit statistics were above the threshold of 1.50 for either model. The 
one anomaly in the table was the piece of evidence for All_Full that was one of the more difficult 
pieces of evidence in the actual dataset and an easier one in the simulated dataset. The absolute 
RMSEA statistic was above 0.08 for both models and suggests a potential lack of fit. The relative 
fit statistics were recorded to compare to the MIRT models. 
Multidimensional IRT model. The MIRT models for the CR simulation required a change 
in procedure from the POM models. The identification of the pieces of evidence to the two 
dimensions were initially designed to mirror those for the POM simulation. The process data 
evidence was aligned to the SPs, the embedded table data was aligned to the DCIs, and the 
reflection response data were split exactly the same as for the POM simulation. The reliability 
estimates for this model was high for the actual (DCIs: 0.73 and SPs: 0.78) and simulated models 
(DCIs: 0.62 and SPs: 0.71). However, the correlations between the dimensions were very high 
(actual: 0.92 and simulated: 0.79) which suggested that the models were functioning as 
unidimensional. In order to allow for more productive comparisons to the unidimensional model, 
the embedded table evidence related to recording the percent of products and reaction time were 
re-aligned with the SPs instead of the DCIs (see Figure 25). This shift fits conceptually because 
students may have been engaged more in the practice of interpreting and collecting data for those 
pieces of evidence because it was directly involved with interacting with the graphs. 
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Figure 25. Final assignment of evidence to dimensions for CR multidimensional model 
 
 The second MIRT model fit with the reconfigured evidence had lower reliabilities than 
the first MIRT model for the actual dataset (DCIs: 0.61 and SPs: 0.75) and the simulated dataset 
(DCIs: 0.59 and SPs: 0.75). However, the correlations between dimensions were more favorable 
than for the initial model with a correlation of 0.71 for the actual dataset and 0.62 for the 
simulated dataset. Although the correlations between the two dimensions were not as low as 
those for POM simulation and the reliabilities were less than the desired level, this model was 
chosen to move forward because of the dimension differences in relation to the unidimensional 
model. The a discrimination parameters that provide the slope were constrained to as 0.27 for the 
DCIs and 1.04 for the SPs in the actual model. The discrimination estimates were 0.23 for the 
DCIs and 1.02 for the SPs in the simulated model. Table 37 presents the ten highest and lowest b 
parameter estimates for the actual and simulated models. The mean b estimate for the actual 
model was 0.30 for the actual model and 0.25 for the simulated model. The full list of estimated 
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parameters can be seen alongside the difficulty estimates for the unidimensional Rasch models in 
Appendices Q and R. The RMSEA for the MIRT model was lower than the unidimensional 
Rasch model for the actual and simulated datasets. The simulated RMSEA value was 0.09 
indicating it had close to an acceptable fit. The RMSEA value for the actual dataset was 0.11. 
Table 37 
Highest and Lowest Estimated Multidimensional Item Difficulty Parameters 
 Actual b Simulated b 
Trans_NL 3.57 2.69 
Conserve_Matter 3.57 4.83 
Pause_No 3.29 3.11 
Blue2_No 3.03 2.87 
MM_Support 2.47 2.55 
E_Support 2.07 1.76 
All_Full 1.95 -1.09 
Replay_Full 1.95 1.66 
Pause_High 1.84 1.57 
Pause_Med 1.74 1.65 
React_Low -1.04 -1.01 
React_High -1.13 -0.6 
DD4 -1.7 -1.87 
Full_High -1.82 -1.85 
Full_Low -2.07 -2.03 
Full_Med -2.07 -2.13 
MedEnergy -2.73 -2.8 
HighEnergy -2.95 -2.98 
LowEnergy -3.54 -3.49 
DD2 -3.55 -3.19 
  
LLTM model. The CR simulation data were next fit to three nested LLTM models using 
PEs, LPs, and Level of Energy as successive covariates for the models. The use of Level of 
Energy was designed to be analogous to the use of State of Matter as a covariate in the POM 
LLTM models. Table 38 delineates the pieces of evidence aligned to the different covariates in 
the models. The difference between “No” level of energy and “None” level of energy is that 
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“None” refers to no level of energy being specified, while “No” refers to the energy being at the 
off level in the simulation.  
Table 38 



















No Pause_No, Blue2_No 
Low Pause_Low, Blue2_Low, Blue1_Low 
Med Pause_Med, Blue2_Med, Blue1_Med 
High Pause_High, Blue2_High, Blue1_High 
None Replay, Efficient,  
PE.B 
LP.CR.B.1 
Low Speed_Low, Trans_Low 
Med Speed_Med, Trans_Med 
High Speed_High, Trans_High 
LP.CR.B.2 
Low Percent_Low, React_Low 
Med Percent_Med, React_Med 
High Percent_High, React_High 
LP.CR.B.3 Trans 





Trans DD1, DD2, DD3, DD4 
None MM_Identify, E_Identify 
LP.CR.C.2 None E_Evidence, E_Support, MM_Evidence, MM_Support 
 
 The first model (LLTM1) was fit using only PE as a covariate. The fixed effects 
estimates for this and the other two LLTM models are shown in Table 39. The fixed effects 
estimates for LLTM1 suggest that the second PE was more difficult that the other two PEs. The 
second LLTM model (LLTM2) used PEs and LPs as covariates. The LLTM2 results suggested 
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that LP.CR.B.3 was the most difficult. Looking at the CR simulation, this makes sense because 
comparing between levels of energy was not explicitly asked for in the table. Similar to the POM 
simulation, the estimates suggested that the pieces of evidence associated with controlling the 
simulation were more difficult than the other evidence from the process data. The third model 
(LLTM3) was fit using PE, LP and Level of Energy as covariates. As with the POM simulation, 
the covariates associated with comparing different levels (or states) and those not specifying a 
level of energy were the most difficult. Across all of the models, the covariate estimates 
appeared to differ more between the actual and simulated datasets than those for the models from 
the POM simulation. 
Table 39 
Estimates of Fixed Effects of LLTM Models for CR Actual and Simulated Datasets 
 Actual Simulated 
Covariate LLTM1 LLTM2 LLTM3 LLTM1 LLTM2 LLTM3 
PE.A -0.10 -0.06 -0.88 -0.09 -0.08 -1.17 
PE.B 0.18 0.15 0.66 0.44 0.32 0.61 
PE.C -0.01 0.19 -0.44 0.35 0.38 -0.14 
LP.A.2 ---- -0.58 0.47 ---- -1.04 0.03 
LP.A.3 ---- 0.87 2.10 ---- 0.84 2.09 
LP.B.1 ---- -0.15 0.37 ---- -0.14 0.14 
LP.B.2 ---- -0.80 -0.28 ---- -0.51 -0.23 
LP.B.3 ---- 1.10 0.58 ---- 0.97 0.70 
LP.C.1 ---- -0.52 -0.55 ---- -0.30 -0.31 
LP.C.2 ---- 0.71 0.11 ---- 0.69 0.17 
No Energy ---- ---- 0.73 ---- ---- 1.23 
Low Energy ---- ---- -1.29 ---- ---- -0.69 
Med Energy ---- ---- -1.11 ---- ---- -0.56 
High Energy ---- ---- -1.22 ---- ---- -0.64 
None ---- ---- 1.29 ---- ---- 1.14 
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  The comparison of global fit statistics (see Table 40) for the three LLTM models, suggest 
some differences between the LLTM1 and the other two models. For the actual models, the 
LLTM2 and LLTM3 have more favorable fit statistics than the LLTM1. The only deviation was 
for the AICc which adjusts for sample size and favored LLTM1. This could suggest that the 
model statistics are being influenced by the small sample size of the actual dataset. The 
simulated model comparisons suggest that the LLTM2 was the best fit across all of the fit 
statistics. Comparing the 𝑋2 test results for the actual dataset suggests that both the LLTM2 and 
LLTM3 were significantly different from the LLTM1 (p < 0.001), but not significantly different 
from each other. For the simulated dataset, the only significant difference was between the 
LLTM2 and LLTM1. This could suggest that the additional of the Level of Energy covariate did 
not improve the model significantly. However, the significant difference between models does 
highlight another difference in the results from the POM model where there were no significant. 
𝑋2 results. To complement the analysis for the POM simulation and because there were no clear 
indications of a favored model, the LLTM3 was used for comparisons with the other two IRT 
models. 
Table 40 
Comparison of LLTM global fit statistics for all CR LLTM models 
 Model AIC AICc SABIC BIC 
Actual 
LLTM1 4254.40 4710.40 4204.70 4381.11 
LLTM2 4201.04 5353.04 4145.12 4343.59 
LLTM3 4209.27 8901.29 4148.91 4363.13 
Simulated 
LLTM1 609.69.50 60976.27 61066.47 61244.33 
LLTM2 60897.10 60905.71 61006.19 61206.29 
LLTM3 61049.93 61060.01 61167.69 61383.66 
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Comparing IRT models. The three IRT models were compared in terms of model fit and 
estimated difficulty parameters to better understand the differences among the models. The IRT 
models were compared in terms of global fit statistics (see Table 41). As with the POM 
simulation, the MIRT model was generally favored over the other IRT models in all of the fit 
statistics, including the 𝛸2test. The only test that presented mixed results was the AICc for the 
actual dataset which was lower for the unidimensional model. This fit test corrects for smaller 
sample sizes, so the favoring of the unidimensional Rasch, although only slightly, does lend 
some credence to the relative fit of that model. As with the POM simulation, the fit statistics and 
𝛸2 test suggest that the LLTM3 was a significantly worse fit to the data than the other two 
models.  
Table 41 
Global fit Statistics for CR Unidimensional and Multidimensional IRT Models 
  AIC AICc SABIC BIC 
Actual 
Unidim 3916.08 4252.79 3869.04 4036.01 
Multi 3847.71 4258.38 3798.89 3972.16 
LLTM3 4209.27 8901.27 4148.91 4363.13 
 
Simulated 
Unidim 54869.95 54874.00 54959.73 55128.06 
Multi 54150.20 54156.73 54252.79 54420.13 
LLTM3 61049.93 61060.01 61167.69 61383.66 
 
 The b parameters for the pieces of evidence from all three models were also compared 
using scatterplots ordered by the unidimensional Rasch parameters (Figure 26). As illustrated in 
the scatterplots, there was a high degree of alignment among the b parameters for the three 
models. This alignment was also echoed in high correlations (over 0.99) for all of the models. 
The primary differences among the estimates appeared at the extremities of the difficulty scale. 
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As with the POM simulation the Conserve_Matter evidence was the most difficult and had the 
greatest differences among the models.  
 
Figure 26. Comparison of item difficulty across CR IRT models. 
 
Expert-structured BN model. The expert-structured BN model was generated using the 
same logic as the expert-structured POM model. The same logic about the structure of the nodes 
in the POM simulation apply to the CR simulation in terms of building a hierarchy starting with 
the methods of manipulating the simulation. The nodes at the top of the simulation (Figure 27) 
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relate to the different energy levels used in the simulation. This model also ensured that the 
nodes for the reflection responses were connected to process data and embedded table nodes. 
The parameters for the BN were learned using the EM algorithm. The log-likelihood of the 
model was -24755.12. The CPT tables for this model can be seen in Appendix S. Looking at the 
strength of influence values, the five strongest connections were: MedEnergy Full_Med, 
HighEnergy FullHigh, Low_Energy Full_Low, Blue2_Low Percent_Low, and 
Blue1_Med React_Med. All of these connections make logical sense based on how the 
simulation is used by students. The connections between the interactive graph (Blue1, Blue2) 
and the evidence from the table (Percent, React) indicate that those students are using the 
simulation appropriately to collect evidence. In order to aid in the comparison of models and 
understand the classification accuracy of the expert-structured BN, the k-fold cross-validation (k 
= 10) procedure was utilized with the actual and simulated datasets (see Table 42). The same 
nodes were used as class variables for the CR simulation as the POM simulation. In general, the 
accuracies for the CR simulation were lower than those for the POM simulation, although the 
majority of the class variables still had high levels of accuracy. The accuracies for the pieces of 
evidence related to the Drop-Down questions were noticeably lower than those for the POM 
simulation. This was most likely due to the higher percentage of students getting those questions 
incorrect.
     









Figure 27. Expert-structured BN for the CR simulation. 
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Table 42 
Cross-validation Results for CR Expert-Structured BN 
 Actual (n = 71) Simulated (n = 1000) 
Class Variable Accuracy Count (0) Count (1) Accuracy Count (0) Count (1) 
DD1 0.56 17 23 0.55 177 377 
DD2 0.91 0 65 0.96 0 959 
DD3 0.56 28 12 0.60 573 25 
DD4 0.82 0 58 0.86 0 865 
E_Identify 0.44 16 15 0.58 550 33 
E_Evidence 0.66 32 15 0.69 500 191 
E_Support 0.82 58 0 0.83 832 0 
MM_Identify 0.49 27 8 0.70 612 87 
MM_Evidence 0.80 46 11 0.74 640 96 
MM_Support 0.87 62 0 0.91 912 0 
 
 Stemming from the cross-validation analysis, ROC curves were also generated for the 
expert-structured BN models (Figures 28 & 29). The curves for the simulated dataset appeared to 
be slightly more favorable than the ones for the actual dataset. However, for the most part, all of 
the curves were closer to the diagonal and there were more diagrams with curves below the 
diagonal than those for the POM simulation. This difference could suggest that the expert-
structured BN model for the POM simulation was better able to capture the relationships in the 
data. Alternatively, it could also reflect inherent differences in the dataset that made it less well-
suited for probabilistic modeling.   
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Figure 28. ROC curves for CR expert-structured BN from actual dataset. 
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Figure 29. ROC curves for CR expert-structured BN from simulated dataset. 
Empirically-structured BN model. The structure of the relationships within the 
empirically-structured BN was learned from the simulated dataset (Figure 30) using the Bayesian 
Search algorithm with the same constraints as those for the POM simulation. Notably, the 
structure of this BN had a limited number of connections among the embedded table data and 
reflection responses and a high number of connections among the process data and embedded 
table nodes. Additionally, there were no arcs connecting the drop-down responses and the other 
reflection nodes, as well as no connections to the MM_Identify node. This could suggest that 
there was less of a relationship between the process and embedded table data nodes and the 
reflection response nodes. The relationships between the process and embedded table nodes, 



























As with the previous BN models, the parameters for this model were learned from the 
simulated dataset using the EM algorithm. The CPT tables can be seen in Appendix T. The five 
strongest connections according to the strength of influence values were: Blue2_Low 
Percent_Low, All_Full Efficient, Blue1_Med Blue2_Med, Pause_Med Pause_High, and 
Blue1_Med React_Med. Notably, three of the five strongest connections related to the use of 
the interactive graph, suggesting that this feature was important for establishing the probabilistic 
relationships in the model. Two of the connections (Blue2_Low Percent_Low and 
Blue1_Med React_Med) also directly connected using the interactive graph with the 
associated embedded table feature and mirrored the connections in the expert-structured model. 
This could be an indication that the model was capturing those anticipated relationships 
correctly. The cross-validation results for the empirically-structured BN (Table 43) suggested 
that the accuracy for this model was similar to that for the expert-structured BN.  
Table 43 
Cross-validation Results for CR Empirically-Structured BN 
 Actual (n = 71) Simulated (n = 1000) 
Class Variable Accuracy Count (0) Count (1) Accuracy Count (0) Count (1) 
DD1 0.53 10 28 0.54 38 498 
DD2 0.97 0 69 0.96 0 960 
DD3 0.58 41 0 0.63 629 0 
DD4 0.86 2 59 0.86 0 864 
E_Identify 0.48 13 21 0.59 36 554 
E_Evidence 0.70 39 11 0.70 530 167 
E_Support 0.84 60 0 0.83 832 0 
MM_Identify 0.56 40 0 0.68 679 0 
MM_Evidence 0.72 44 7 0.76 671 86 
MM_Support 0.86 60 1 0.91 911 1 
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Despite the high accuracies for many of the class variables for this model, there were four 
class variables in the actual and simulated datasets that did not have any correctly classified 
cases in either of the states.  
 The ROC curves for this model (Figures 31 and 32) appeared to be less favorable than the 
curves for the expert-structured BN model. For both the simulated and actual datasets, several of 
the curves were mostly or completely below the diagonal line suggesting high rates of false 
positives. The large number of segmented curves for the empirically-structured BN model 
echoes the discussion above about the large number of class variables where there were no 
correctly classified cases in one of the states. This also reflects the limited number of arcs 
connecting the process and table data to the reflection nodes. The lack of connections to the 
reflection nodes that were used as class variables may have made it more difficult to accurately 
classify student answers for those nodes. This could suggest that the empirically-structured BN 
for the CR simulation may be less useful for understanding how students answered the reflection 
questions.  
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Figure 31. ROC curves for CR empirically-structured BN from actual dataset. 
 
     
 173  
 
Figure 32. ROC curves for CR empirically-structured BN from simulated dataset. 
Dynamic Bayesian Network. The DBN model was the last model fit for the CR 
simulation. As with the POM simulation, the first step in fitting the DBN model was to re-code 
the process data temporally to break it into sub-phases (sub0, sub1, sub2). The sub-phases were 
defined by splitting each pairs’ total actions into thirds and coding the pieces of evidence within 
the sub-phases. The only pieces of process data evidence that were not coded in this manner 
were the ones related to aggregated data, such as the pieces of evidence for viewing all energy 
levels, using the simulation efficiently, and replaying the simulation. The simulated dataset for 
the DBN was generated using evidence rules associated with the different sub-phases (sub0-4) 
and percentages from the actual dataset (see Appendix S). The DBN structure for the first three 













 The full DBN model structure for the CR simulation is shown in Figure 34.  As with the 
DBN for the POM simulation, the temporal nodes from the process data (sub0-sub2) were 
connected to the non-temporal process data nodes (sub2), embedded table data nodes (sub3), and 
reflection nodes (sub4) using three arcs that indicate the relationships of the non-temporal nodes 
to the temporal nodes in the first three sub-phases. The temporal nodes were also connected to 
themselves, suggesting that the current state of a temporal node could be predicted in part by the 
state in its prior sub-phase. Similar to the expert-structured BN, the temporal nodes related to 
clicking on the first or second points on the graph were directly connected to the embedded table 
nodes for the percent and reaction times where students recorded their data from the interactive 
graph. The reflection nodes also contained direct connections from the process data nodes and 
embedded table nodes to ensure that the predictions for those nodes were based on both types of 
data.  The parameters were learned using the EM algorithm to define the probabilistic 
relationships among the nodes. As with the POM simulation, CPT tables of the reflection nodes 
and select embedded table and process data nodes are shown in Appendix U. The k-fold cross-
validation (k = 10) for the simulated dataset and the actual dataset was run to understand the 
classification accuracy for the class variables (see Table 44). The accuracies for the different 
class variables appeared to be relatively high compared to the accuracy percentages for the POM 
simulation’s DBN. Additionally, there were no class variables for the actual dataset and only 
three for the simulated dataset that had zero correctly classified cases for one of the states. The 
lowered amount of empty class variables relative to the expert- and empirically-structured BNs 











Figure 34. Full DBN model structure for the CR model.
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Table 44 
Cross-Validation Results for the DBN 
 Actual (n = 77) Simulated (n = 1000) 
Class Variable Accuracy Count (0) Count (1) Accuracy Count (0) Count (1) 
DD1 0.53 27 11 0.52 273 255 
DD2 0.90 2 62 0.96 0 959 
DD3 0.52 29 8 0.53 392 136 
DD4 0.68 1 47 0.87 0 871 
E_Identify 0.55 10 29 0.61 68 539 
E_Evidence 0.73 47 5 0.75 663 87 
E_Support 0.84 60 0 0.91 910 1 
MM_Identify 0.66 25 22 0.50 421 79 
MM_Evidence 0.62 28 16 0.69 513 179 
MM_Support 0.84 58 2 0.86 856 0 
 
The ROC curves for the actual and simulated datasets (Figures 35 & 36) echo the results 
in the table and the curves appear to be more favorable than the curves for the other CR 
simulation BN models. The curves for the class variables from the simulated dataset are 
particularly positive because all of the curves are either on or above the diagonal line. The 
smoother nature of the curves relative to the other BN models also reflects the finer grain of 
information that was used by the DBN.  
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Figure 35. ROC curves for CR DBN from actual dataset. 
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Figure 36. ROC curves for CR DBN from simulated dataset. 
Comparing BN models. The three BNs were compared in terms of their cross-validation 
results (see Table 45). All of the models appeared to perform similarly in terms of the accuracy 
percentages for the actual and simulated dataset. In contrast to the POM simulation, the DBN 
model had similar and sometimes higher accuracy percentages across the class variables. 
Another difference was that the drop-down variables, especially DD1 and DD3, had lower 
accuracy percentages. This may have been due to less students answering those questions 
correctly. The lowest overall accuracies were for the actual expert BN which were also much 
lower than the model’s simulated accuracies.  
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Table 45 
Comparison of Percentage of Correct Classifications by BN Model for CR Simulation 
 Expert BN Empirical BN DBN 
 Actual Simulated Actual Simulated Actual Simulated 
DD1 0.56 0.55 0.53 0.54 0.53 0.52 
DD2 0.91 0.96 0.97 0.96 0.90 0.96 
DD3 0.56 0.60 0.58 0.63 0.52 0.53 
DD4 0.82 0.86 0.86 0.86 0.68 0.87 
E_Identify 0.44 0.58 0.48 0.59 0.55 0.61 
E_Evidence 0.66 0.69 0.70 0.70 0.73 0.75 
E_Support 0.82 0.83 0.84 0.83 0.84 0.91 
MM_Identify 0.49 0.70 0.56 0.68 0.66 0.50 
MM_Evidence 0.80 0.74 0.72 0.76 0.62 0.69 
MM_Support 0.87 0.91 0.86 0.91 0.84 0.86 
 
Comparing information about students from models (Phase IV). The final phase of 
analysis for the CR simulation involved comparing the person estimates from the IRT and BN 
models to the information that could be obtained from a simple scoring of the reflection 
responses (see Appendix V). The CR simulation’s simple scores were the result of adding up the 
possible points from the reflection response data. As seen in Table 46, the simple scores ranged 
from a score of 0 to a score of 8 with a mean of 4.80. In general, the simple scores were lower 
than the scores for the POM simulation, but that was expected because the content was less 
familiar. The mean person estimates for the mean IRT and BN estimates appear to follow a 
general increasing trend as the simple scores increase. There are areas of disagreement among 
the estimates, such as the person estimates at the simple score value of 1, where the ability 
estimates and probabilities appear to be misaligned with their simple score. This could suggest 
that the models are picking up information that is different from the reflection questions.   
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Table 46 

















0 1 -0.92 -1.04 -0.75 -0.89 0.47 0.42 0.39 
1 2 -0.01 0.02 0.56 -0.01 0.39 0.51 0.44 
2 5 -0.08 -0.14 0.10 -0.15 0.42 0.45 0.42 
3 11 -0.22 -0.23 -0.28 -0.21 0.43 0.48 0.42 
4 10 -0.17 -0.17 -0.25 -0.16 0.45 0.46 0.47 
5 13 0.11 0.17 0.28 0.10 0.49 0.48 0.47 
6 16 0.06 0.12 0.10 0.06 0.51 0.51 0.48 
7 9 0.35 0.47 0.48 0.33 0.52 0.50 0.53 
8 4 0.12 0.18 -0.13 0.11 0.53 0.49 0.53 
 
 The correlations from the different model estimates to the simple scoring was lower than 
those for the POM simulation for all of the models except for the DBN model (Table 47). The 
correlations for the IRT models were especially low, suggesting a weak to moderate correlation. 
The IRT models were also highly correlated to each other. The high correlation between the 
multidimensional DCI and SP person estimates is another deviation from the POM simulation 
and echoes the high correlation estimates for the dimensions suggested in the Phase III results. 
The increased correlation estimates for the DBN model could suggest that the temporal 
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Table 47 
Correlations of Scoring Values from CR Simple Scoring and Phase III Models 
 Simple Uni-Rasch Multi-DCI Multi-SP LLTM3 Exp. BN Emp. BN 
Uni-Rasch 0.31       
Multi-DCI 0.31 1.00      
Multi-SP 0.14 0.96 0.96     
LLTM3 0.30 0.99 0.97 0.96    
Exp. BN 0.58 0.22 0.23 0.13 0.23   
Emp. BN 0.33 0.29 0.32 0.28 0.31 0.68  
DBN 0.45 0.54 0.56 0.49 0.57 0.45 0.36 
 
 The scatterplots of the person estimates by their simple score (Figure 37) reflect the lower 
correlations for this simulation. While the POM simulation scatterplots appeared to have a 
general increasing trend, the CR simulation scatterplots appear to be in more of a flat line with a 
wide spread across the different simple score points. The estimates for the science practices in 
the multidimensional IRT model still had the most spread of the estimates over the simple score 
scale indicating the students’ ability estimates did not align well with their reflection scores. The 
scatterplot for the BN estimates has less spread than the IRT estimates which suggests that the 
BN were functioning similarly to each other.    
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Figure 37. Scatterplots of CR person estimates by simple score. 
 The distributions of the student scores into quintiles also appeared to differ from the ones 
in the POM simulation (Figure 38). The distribution of simple scores was much flatter than its 
complementary POM distribution and appeared to be most similar to the DBN distribution. Apart 
from the multidimensional SP distribution, the IRT models’ distributions had a similar shape 
suggesting that they may be sorting students into quintiles in the same way. The expert- and 
empirically-structured BN distributions did appear to be similar to the POM distributions for 
those models with only a few students at the top of distribution. This could suggest that those 
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models could predict a few outliers with high probabilities of answering the final reflection 
questions correctly, while categorizing the majority of the students similarly.   
 
Figure 38. Comparisons of distributions of scores by CR model. 
 Summary of Phase V results. The results of this phase of analysis suggest how the 
analysis processes for the POM simulation compared to those for the CR simulation. In order to 
answer RQ3, the same phases of analysis from the preceding sections were run for the CR 
simulation. The results suggest that methods proposed in this study can be applied to a different 
context by showing some similar outcomes to the POM simulation and by highlighting the 
flexibility of the methods to adapt to differences. Examining the differences between the two 
analyses illustrates how comparisons such as this may illuminate the ways in which the features 
or content of simulations could impact how the information about students’ NGSS-aligned 
learning is translated into models. Although the comparison between the POM and CR 
simulations represents a unique case for testing generalizability because the models are so 
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similar, the results provide initial evidence that such comparisons can and should be made to 
understanding how to assess and understand NGSS-aligned science learning.
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CHAPTER 5: DISCUSSION AND CONCLUSIONS 
 
 This study explored the use of complex data from simulations to understand and assess 
students’ science learning related to the disciplinary core idea and science practice standards of 
the NGSS standards. This chapter provides a discussion of the results from the previous chapter, 
as well as study limitations, implications, and conclusions. The first three sections synthesize 
important results from Chapter Four and examine the conclusions about the assessment of 
students’ NGSS-aligned learning that can be derived from answering the focal research questions 
of this study. The following two sections discuss specific recommendations for the analysis of 
data from simulations, as well as for the design and use of simulations as assessments, that were 
suggested by this study. The next section of this chapter details specific limitations related to the 
study and possible directions for future research to address those limitations. The final section of 
this chapter summarizes the implications and conclusions related to this study. 
Discussion of RQ1 Results 
 The results for RQ1 (“How can multiple sources of data from student learning using 
simulations be best modeled using two promising approaches: Item Response Theory [IRT] and 
Bayesian Networks [BNs]?”) include information about the specifications and fit statistics 
related to six types of models for the actual and the simulated datasets. Fitting the data to the 
three IRT models (unidimensional Rasch, multidimensional, and LLTM) resulted in models that 
estimated students’ ability in terms of their response patterns to the different pieces of evidence. 
The three BN models (expert-structured, empirically-structured, and DBN) resulted in estimates 
of the probabilistic relationships among pieces of evidence, indicated in a graphical network and
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 conditional probability tables. Comparing across these six models, there was no single model or 
family of models that stood out as a best fit. The analysis results for this research question do, 
however, suggest relative strengths and weaknesses of the different models for this data in terms 
of reliability (IRT models)/accuracy (BN models), fit metrics, ability to handle small sample 
data, and the unique information about pieces of evidence that can be obtained from the models.  
Translating multiple data sources into models. One of the primary challenges 
associated with the use of simulations as tools to assess or understand science learning is that the 
complexity of the data does not readily lend itself to available psychometric or statistical models. 
This study used a method of breaking down the associated NGSS content and science practice 
standards into measurable learner performances within the student model of the ECD framework 
to create student learning expectations (e.g., DeBarger, Penuel, & Harris, 2013; Harris et al., 
2016; McElhaney et al., 2017). Those expectations were then used to guide the identification of 
evidence that was aligned with the NGSS and treated as items in the IRT models and nodes in 
the BN models. The estimated parameters, reliability, and fit of the six IRT and BN models 
suggest that the translated evidence was able to be modeled in ways that captured and provided 
information about relevant aspects of students’ science learning. In addition to providing positive 
evidence about how the structure of the data within the models recovered important scientific 
concepts, the fit statistics of specific pieces of evidence in the models demonstrate how the utility 
of that evidence can be evaluated and understood.    
 The combination of acceptable model fit and reliability levels for most of the models, as 
well as model estimates that mirror conceptually defensible understandings about science 
learning, suggest that the models were generally successful in capturing relevant information 
from the complex data of the POM simulation. The reliability estimates for the IRT models were 
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relatively high which indicates that the models were able to distinguish students’ abilities based 
on the data. The model fit statistics also suggested that the data was able to adequately fit to the 
models. The accuracies from the cross-validation results for the BN models similarly suggested 
that the models were able to accurately classify students’ scores on the pieces of evidence related 
to the reflection questions.  Although these measures of model fit, reliability, and accuracy 
provide some indication about the ability of the models to capture the information from the data, 
an examination into the estimated parameters of specific models provided additional insights into 
how the data is structured which can be compared to understandings about the NGSS and science 
learning.  
In this study, for instance, the fixed effects estimates for the item level covariates in the 
LLTM3 model (see Table 20) suggested that actions in the process data associated with 
productive use of the simulation (LP.A.3), such as pausing or replaying the states, were 
associated with a higher ability than actions simply related to observing the states of matter and 
transitions. This reflects research about students’ difficulties in productively using simulations 
(e.g., Harris & Rooks, 2010). The BN models in this study provided explicit representations of 
the relationships in the data that can be traced through the arcs and the learned conditional 
probabilities. Examining the paths in the empirically-structured BN, for instance, illustrated the 
probabilistic relationships that the model learned from the simulated dataset. One such path from 
that model (Trans_LG Gas  Pause_Gas Space_Gas Speed_Gas  E_Support) traces 
from the student actions of viewing the gas state and pausing at gas to table descriptions of the 
spacing and speed of molecules at the gas state to being about to support claims about the role of 
energy in phase change. Tracing paths such as this one that relates the different sources of 
evidence in predictable ways lends credence to the ability of the network to recover relevant 
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information about students’ learning. Being able to use models, such as the LLTMs or the BNs in 
this study, to understand how evidence of learning is structured within models may be of 
particular importance for simulation data that is complex and related to the NGSS. Examining 
the structure of the data suggested by the models offers opportunities to consider whether the 
models are generating conceptually viable estimates of NGSS-aligned learning, as well as 
discover possible relationships among the pieces of evidence that might not have been 
considered or easily observed.   
In addition to investigating the overall structure and reliability of the models, examining 
across the difficulty estimates from the IRT models and conditional probabilities from the BN 
models provides insights into how well individual pieces of evidence were able to translate into 
the models. One such piece of evidence from this analysis was whether students could correctly 
describe the conservation of matter in phase change (Conserve_matter). Although not explicitly 
asked for in the reflection questions, this evidence was added because it was seen in a student’s 
reflection response and contains an overarching idea that is critical for an understanding of 
chemistry. The lack of fit in the ICCs of the IRT models and lack of significant connections in 
the BNs, including the empirically-structured BN, however, suggests that this piece of evidence 
may not be conceptually related to the other pieces of evidence or a best fit for this dataset.  
Conversely, the Liquid evidence (i.e., observing the liquid state in the simulation for 30+ 
seconds) is an example of a piece of evidence that was better understood in relation to students’ 
learning after examining it across models. In the empirically-structured BN, the Liquid node had 
arcs connected to six pieces of evidence as child nodes with large influence values, including an 
arc to E_Support in the reflection. Because the structure in that model was learned from the 
dataset, this suggests that the dataset had multiple pieces of evidence conditioned on observing 
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the liquid state. The expert model also had liquid placed high in the hierarchy of variables and 
connected to multiple subsequent nodes. The b estimates for Liquid in the uni- and 
multidimensional IRT models suggested that observing and interacting with the liquid state was 
easier than the other two states. It is possible that the large number of BN connections to this 
piece of evidence and low difficulty estimate from the IRT models could suggest that observing 
or not observing the liquid state was a differentiator in student understanding of the reflection 
questions and ability.  
These two examples of examining estimates for pieces of evidence across the different 
models illustrates the value of considering the available information from multiple models to 
better understand whether the evidence is functioning in anticipated ways or needs to be 
reconsidered. Although the ECD framework provides an important framework for aligning 
expectations, evidence, and models, the translation of evidence from process data and 
simulations is not an exact science (e.g., DiCerbo, Behren, & Barber, 2014; Kerr & Chung, 
2012). The imprecise nature of evidence derived from process data and open-ended responses, 
such as those in simulations and inquiry learning, requires a closer examination to determine 
whether the evidence has been specified correctly. 
 Comparing multiple models. The comparisons of relative model fit made among the 
different models in this study suggested relative strengths and weaknesses of the models. This 
analysis highlights the importance of making purposeful comparisons amongst models to better 
understand how NGSS-aligned learning can be understood. Unlike domains that are well-defined 
and have established norms for modeling and analyzing assessment data, the integrated nature of 
the NGSS dimensions and complexity of the data from inquiry tasks, such as simulations, mean 
that less is known about how to appropriately model the data (Gorin & Mislevy, 2013). The 
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comparisons made in this study answer questions about the nature of the data from the 
simulations including the dimensionality of the data, the role of expert judgement/theory, and the 
temporal make-up of the evidence. The conclusions from these comparisons provide some 
evidence about specific models that may be useful for other simulations or complex NGSS-
aligned assessment tasks, but also, in a more global sense, demonstrate the importance of making 
such comparisons and continuing to explore ways of conceptualizing this type of data.    
A prime illustration of the utility of comparing models can be seen in the comparisons of 
the IRT models to investigate the observed dimensionality of the data. The unidimensional and 
multidimensional IRT models were directly comparable and offered contrasting information. The 
unidimensional Rasch model appeared more reliable, while the multidimensional model had 
universally better fit in terms of the global fit statistics. The comparison between the BIC values 
for the two models in terms of fit was especially telling because this fit statistic penalizes more 
complex models and yet still favored the multidimensional model. This finding was also echoed 
in the Χ2 difference test which was significant and suggested the multidimensional model was 
preferred. Yet another possible support for the multidimensional model can be seen in the ICCs 
of the unidimensional model which suggest that several items may have had a different slope 
than the rest of the data. The favoring of the multidimensional model and relative lack of fit for 
the unidimensional model provides some evidence that the data are, indeed, multidimensional. 
This aligns with the differentiation of the dimensions in the NGSS and mirrors the 
conceptualization of interrelated NGSS dimensions by putting both of the dimensions of the 
same scale. The lack of reliability for the MIRT modeled data may be due to the strict alignment 
of pieces of evidence to a single dimension, rather than allowing certain pieces of evidence to 
load on both dimensions as they would in a within-items multidimensional model. It is possible, 
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for instance, to consider that the evidence from the embedded table of the POM simulation could 
both be related to the DCI dimension because students are expressing their conceptual 
understanding and related to the SP dimension because students are engaged in the practice of 
analyzing data.  
 The comparisons among the cross-validation results for the three BN models also 
highlights the answers to important questions.  Comparing the cross-validation results for the 
expert- and empirically-structured BNs, for instance, helped explore whether integrating a 
theoretical understanding of the simulation and science content resulted in improved 
classification accuracy or if the empirically discovered relationships were more productive.  The 
two models appeared to perform similarly for the simulated dataset. However, when the models 
were tested with the actual dataset, the cross-validation results were more favorable for the 
expert-structured model, especially those related to the reflection nodes about the micro-macro 
relationships. The expert model had more parent nodes connected to the micro-macro reflection 
nodes based on the expert’s understanding of how the interactions with the simulation and table 
were designed to influence students’ conceptual development of micro-macro concepts. The 
higher cross-validation results suggest that there was an added value of having an expert create 
the structure with the overarching goals of the simulation in mind.  
The comparison of the cross-validation results from the DBN model to the other two BN 
models illustrates how the question about the value of including temporal information into the 
models can be explored. Although the DBN had the lowest overall accuracy percentages across 
the cross-validation results, the specific accuracy percentages for the class variables indicate that 
this model was able to correctly classify students into categories that had no observations in the 
other two BN models. For instance, the drop-down answers featured very high accuracies for the 
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expert- and empirically-structured models, despite categorizing the variables as observed for all 
cases, because the vast majority of students answered the drop-down questions correctly. The 
DBN, by contrast, had lower accuracy percentages, but was able to correctly identify students 
who did not get the drop-down questions correct. This suggests that the temporal nature of the 
conditional probabilities in the DBN may have helped make more fine-grained distinctions than 
the other two models.  
 Finally, although the IRT and BN models were not able to be empirically compared, 
investigating the applicability of the actual and simulated datasets to the IRT and BN models 
illustrated another useful comparison among the different models. The simulated dataset was 
generated to allow for complementary analyses to those for the actual data set, for which the 
sample size was below generally accepted levels for all of the models used in this analysis. It is, 
however, worthwhile considering how well these models functioned for the smaller actual 
dataset in relation to the simulated dataset because the smaller dataset is more similar to data that 
would be obtained from classrooms. The IRT b parameter difficulty estimates in Figure 12 for 
the actual and simulated datasets followed similar trends and the reliability and absolute model 
fits remained similar, suggesting that the sample size of the datasets did not have a major impact 
on the estimates from the IRT models.  The BN models were approached differently in terms of 
the two datasets because of the sample size requirements of BN models. The similarity of the 
cross-validation accuracies for the actual and simulated datasets, however, suggests some 
positive evidence of the actual datasets being applicable to the BNs. The high accuracies for the 
actual dataset in the empirically-structured model provided additional evidence about the match 
between the datasets because the structure of the network was derived from the simulated 
dataset. A larger implication from this comparison could be the suggestion that IRT models 
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should be favored over BN models for simulations when there is not enough data to learn the 
networks from the actual data and/or if it is unclear that simulated dataset can accurately mirror 
the complexities of the actual data.   
Beyond the ramifications for the POM and CR simulations, which are of less interest 
outside of this study, the examples of the types of answers about the data that can be inferred 
from model comparisons highlight the value and necessity of exploring multiple models. As 
different types of NGSS-aligned assessment tasks that can collect complex learning data are 
proposed, including simulations, modeling, and even game-based activities, model comparisons 
such as these can provide insights into how the data from these tasks are organized related to the 
different NGSS dimensions. The limited research base on the NGSS and complex assessment 
task data means that these comparisons are critical for testing assumptions about the models and 
the data, such as those about the suggested sample sizes for models and the temporal 
structure/dimensionality of the data. 
Final conclusions about RQ1. Although no one best model or family of models was 
identified as an answer to this research question, comparing across models highlights the utility 
of the ECD framework to identify evidence of NGSS-aligned science learning, as well as the 
benefits of using multiple model comparisons to identify the different possibilities and unique 
offerings of those models. This type of model comparison is especially useful for utilizing 
process data from simulations because there are no established guidelines on how this data 
should be analyzed (e.g., Peña-Ayala, 2014). Comparing models within this methodology allows 
for the testing of assumptions about NGSS-aligned learning, such as unidimensionality and the 
requirements for different models. The results from this analysis reflect two separate calls in the 
data mining and science assessment communities. Numerous studies have suggested that ECD 
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presents a promising framework for analyzing and making sense of process data (e.g., Rupp et 
al., 2012). Similarly, researchers exploring ways to assess the multiple dimensions of NGSS 
learning have posited the ECD framework as critical for clearly defining the evidence available 
from science tasks (e.g., Gobert et al., 2012; Harris et al., 2016). By proposing and testing a 
methodology that combines these two research directions, this study provides initial, positive 
evidence about this method as a path forward for modeling students’ NGSS-aligned science 
learning. 
Discussion of RQ2 Results 
 The results for RQ2 (“How do the specified models (IRT and BN) compare in terms of 
possible interpretations from the results and applicability to instructional and assessment 
outcomes?”) build on the findings from RQ1. These results explored how the student estimates 
from the different models compared to each other and to the information that could be obtained 
by a simple scoring of the reflection responses. The motivation of this analysis was to explore 
the practical implications of the different models by determining whether and how the models 
provided information about students beyond what could be obtained without the process data or 
statistical software. Educational technology offers the potential for more complex and efficient 
analysis of students’ performances, but it is important to find models that can be sensitive to the 
different types of information available from those technologies (Siemens, 2013). The simple 
scoring was used as a comparison in this analysis to get an approximation of the information 
available from traditional scoring methods. The estimates for the IRT models were derived from 
the person estimates of theta, which is a single estimate of students’ latent ability for the Rasch 
and LLTM models and one estimate each for the DCI and SP dimensions in the 
multidimensional IRT model. The choice of how to estimate the student scores for the BN 
models was less straightforward, but ultimately resulted in a mean probability of answering the 
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reflection questions based on the estimated probabilities for the reflection nodes in the models. 
This section discusses possible conclusions about the opportunities of specific models to offer 
information about NGSS-aligned science learning, as well as the implications of challenges 
presented by other specific models. 
Practical opportunities suggested by the MIRT model. The multidimensional IRT 
model offered some interesting results in this phase of analysis that merited further investigation. 
The dual estimates of θ from the MIRT model arguably produced the most additional 
information about students relative to the simple scoring. The DCI estimates provided 
information about students’ estimated abilities related to their conceptual understanding and the 
SP estimates provided information about students’ use of science practices within the simulation. 
This type of information could be very useful for teachers who do not know if their students are 
struggling more with science concepts or the activities. Indeed, that is one of the difficulties of 
inquiry instruction (e.g., Li, Gobert, & Dickler, 2017). This difficulty could be especially 
exacerbated in science practices with heavy language use, such as those related to argumentation, 
for students like English language learners who may struggle with using disciplinary vocabulary 
(e.g., Lee, Quinn, & Valdés, 2013).  
The scatterplot for the IRT estimates in Figure 23 illustrates the spread of estimated 
student SP abilities from the multidimensional model at different levels of the simple scoring. 
Looking at the simple score of 5 at the center of the scale, the student SP estimates span from a 
theta estimate of -2.5 to almost 1.5. This wide range suggests that students in that group, who 
had an average score on the reflections, also had the lowest and near the highest estimates of 
science practice ability. The students with low SP ability estimates may have been able to 
correctly express many of the concepts, but also struggled to effectively use practices. Teachers 
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would want to address these students differently than students who had a high ability related to 
the use of science practices and an average understanding of concepts. Another intriguing pattern 
from this scatterplot was the pairs at the bottom simple scoring levels that had higher estimates 
of SP ability and lower scores on the reflection. The estimates for DCI ability and SP ability are 
on opposite sides of the points at the bottom of the scale. This could indicate students who are 
operating the simulation in expected or desired ways, but not obtaining correct understandings. 
Students such as this may need more support to make sense of the simulation, either in terms of 
reading graphs or more structured supports for answering questions. Because one of the central 
aims of formative assessments is providing actionable, domain-specific feedback (Cizek, 
Bennett, & Andrade, in press), these results suggest that multidimensional IRT models may be 
an optimal way of obtaining formative information about students related to the NGSS 
dimensions.  
Practical challenges suggested by comparing person estimates. The models with 
person estimates that were either highly or weakly correlated to the simple scoring presented 
separate challenges related to how these models could be utilized. If the information from a 
model does not offer anything beyond the scores that could be obtained from a hand-scoring of 
the data, it could call into question why the model is even necessary. Conversely, if the 
information from the model diverges completely from the simple scoring it could suggest that the 
model is not offering information that would be relevant to teachers who want to ensure that their 
students have mastery of the content covered in the reflection questions. Although these 
challenges are not reasons to outright discount any of the models, the examples of results for 
specific models suggest the importance of clearly defining the purpose of using a model and 
imply situations in which the different models may be more appropriate.  
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The model with the highest correlation of person estimates to the simple scoring was the 
empirically-structured BN (0.81). Examining the mean probabilities of students at the different 
simple scoring levels shows a similarly predictable pattern of increasing probabilities with 
increasing simple scores. Although the predictability of the empirically-structured BN may 
indicate that little information is obtained beyond the simple scoring and calls into question its 
utility as an assessment metric, there are situations in which this degree of correlation may be 
desired. For instance, if the purpose of the BN was to generate specific, automated feedback to 
support students’ answering the reflection questions correctly, then the high degree of correlation 
would be a feature for tailoring feedback related to the reflection questions rather than a 
challenge. This is similar to the use of BN suggested by Williamson, Almond, Mislevy, and 
Levy (2006) who used scores derived from BN probabilities to provide directed feedback to 
students.  
In contrast to the expert-structured BN, the lack of correlation between the DBN person 
estimates and the simple scoring (0.01) may be concerning because it may be giving information 
too far from the expected scores for direct classroom use. The DBN also offered the lowest 
correlation to all of the other models and a different distribution of student scores, suggesting 
that it is offering unique information about students’ interactions with the model. The mismatch 
between the DBN estimates, the simple scoring, and other model estimates is most pronounced at 
the bottom and top of the simple score scale where the DBN is higher than the other estimates at 
the bottom and lower than the other estimates at the top. One explanation for this mismatch 
could be the lower accuracy for this model shown in the cross-validation, however, it is also 
possible that the temporal relationships could have re-ordered the students. Another explanation 
could be a lack of discrimination in this model where it is unable to pick up students at either end 
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of the scale in terms of reflection responses. The temporal nature of the DBN possibly does not 
lend itself as well to this type of multidimensional evaluation of students than it does to a 
diagnostic or decision system that depends of a single variable, such as a recommender for 
automated feedback based on inputs in a cognitive tutor. Bayesian Knowledge Tracing models 
are examples of DBNs that have been effectively used in cognitive tutors (e.g., Baker, Corbett, & 
Aleven, 2008), although these generally do not have a structure as complex as the DBN in this 
study. In order to preserve the complex temporal relationships that are needed to capture 
students’ learning with simulations, models that have latent nodes at the different sub-phases 
indicating students’ ability at each sub-phase, such as those in Bayesian Knowledge Tracing, 
could also be considered for the data from complex science assessment tasks.  
Final conclusions about RQ2. The analysis for this question reveals practical 
implications about the utility of the models in this study. Considering the POM simulation as an 
example of a technology-enhanced assessment task, it is important to understand what types of 
information about the student are available from the different models and question what they 
offer beyond what could be obtained without the measurement models (e.g., Scalise & Gifford, 
2006). All of the models offered information that was related to the simple scoring of the task to 
different degrees. Examining the opportunities and challenges relative to the person estimates 
from the different models highlights the importance of considering the possible purposes of the 
assessments.  
Discussion of RQ3 Results 
RQ3 (“How do the approach, models and results from RQ1-RQ2 compare for the same 
pairs of students using an instructional simulation about a different topic (rate of chemical 
reactions)?”) examined the implications of applying methods from Phases I-IV to a different 
simulation (CR) covering content about the impact of different levels of thermal energy on the 
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rate of chemical reactions. In comparison to the POM simulation, the CR simulation covers 
content of chemical reactions at the middle school level that has been shown to be more difficult 
for middle school students and ripe with misconceptions (e.g., Aydeniz & Kotowski, 2012; 
Nakleh, 1992). The CR simulation also had different features, such as an interactive rather than 
purely observable graph which allowed students to click on points in the graph to collect data for 
their table. The analysis for this section attempted to mirror the analysis for Phases I-IV in order 
to allow for comparisons about how the methodology functioned for this different simulation. 
This section highlights specific examples of areas of difference and their implications for the 
potential generalizability of the methodology. 
Generalizing analysis methods to different simulation tasks. The results of this phase 
of analysis suggest that there is not a direct translation of the methods and models from one 
complex task to another, however the flexibility of the methods within the ECD framework in 
terms of fitting evidence and comparing models does still apply. Additionally, the comparisons 
of unique simulation features illustrate a possible path by which generalizations about the design 
and types of NGSS-aligned assessment tasks can be made. Addressing generalizability is 
important because of the wide range of possible NGSS-aligned assessment tasks, including 
creating models, running experiments, presenting arguments, and using simulations. Inherent 
differences in these activities, including the types of data, specific NGSS content and science 
practices, and features of the task, introduce potential variations in terms of evidence 
identification and fitting applicable models. Methods for analyzing these tasks need to be able to 
not only account for these variations, but also provide information about the tasks themselves 
that can be used over time to establish norms.  
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The application of the methods from Phases I-IV to the replication task (CR simulation), 
suggested that even though the task was designed by the same research team, used by the same 
student sample within the same larger unit of instruction, the methodology was not a one-to-one 
fit. The ramifications of the differences between the two simulations can be traced across the 
entire methodology, illustrating the types of adaptations that were required for the new 
simulation. For instance, the content of the CR simulation was not explicitly addressed in the 
middle school NGSS standards, requiring a deeper read of the middle and high school standards 
to create the performance expectations from less prominent middle school content standards. The 
less familiar content was manifested in the difficulties of the reflection questions. The IRT 
difficulty estimates for the reflection questions and lack of connections to the reflection data 
nodes in the BNs suggest that the reflection questions for this simulation were more difficult and 
less well-connected to the use of the simulation. The challenging content may also have been 
reflected in the less favorable absolute model fit values (RMSEA) for the IRT models and 
lowered cross-validation accuracy percentages for the BNs. Despite these challenges for the CR 
simulation, though, there were instances where the methods were adapted to make models 
perform better for the CR simulation. For example, the multidimensional IRT model was initially 
fit using the same divisions of items to dimensions as in the POM simulation, however, the 
correlations of the dimensions in the multidimensional IRT model and comparisons of model fit 
to the unidimensional model suggested that the multidimensional CR simulation models were 
functioning unidimensionally. After certain pieces of evidence from the embedded table were re-
aligned to the practices dimension, the multidimensional model had improved fit and suggested 
less of a correlation between dimensions. If the methods in this study were applied to multiple 
tasks aligned to the NGSS that varied in terms of their interactivity, incorporation of the different 
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dimensions, or activity type, comparisons like the ones in the examples above could be used to 
start establishing norms for the analysis of NGSS-aligned assessment tasks.  
The comparisons between the results for the two simulation tasks also illustrated how 
unique features of a simulation can impact the analytical methods. The design features of 
simulations have been shown to impact how students use a simulation (e.g., Kim, Hannafin, & 
Bryan, 2007) and it is similarly important to understand how the features of simulations used as 
assessment tasks impact how students’ learning is understood (Quellmalz et al. 2016).  Looking 
at the interactive graph, one of the biggest design differences between the two simulations, 
suggests how features of an assessment task that support or detract from that assessment could be 
identified. In the empirically-structured model, the nodes related to interacting with the graph 
(Blue1, Blue2) had multiple child nodes suggested by the learned structure. The conditional 
probability tables from all of the BN models, as well as the strength of influence values, suggest 
that these nodes were particularly important in predicting the value of other process data and 
embedded table data nodes in the models. Although, interestingly, while there were many 
connections to and from the interactive graph nodes in the empirically-structured BN, none of 
the connections were directly connected to reflection question nodes and only one of the 
associated embedded table nodes connects to the reflection questions. This suggests that there 
may have been a division between students who can collect the correct information from the 
graphs and students who can use the information from the simulation to answer the reflection 
questions. Depending on the goals of an assessment, it is possible that having features that are 
able to provide a tangible method of a capturing a science practice, such as collecting data from a 
graph, would be beneficial for the understanding of students’ NGSS-aligned learning. For other 
purposes, it is also possible that a feature closely related to many other pieces of evidence, but 
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not the overall understanding, could obscure the impact of those other pieces of evidence. The 
comparisons of features across many different assessment tasks could provide insights into how 
assessment tasks should be designed to address specific assessment goals. 
Final conclusions about RQ3. Although the results of the analysis for this research 
question do not provide any definitive answers about generalizability because the comparison 
was only to a similar simulation, the results do provide evidence about the applicability of the 
methodology to a different simulation and to obtain information about the structure of the 
simulations themselves. In plausible situations where the NGSS-aligned assessment tasks within 
a single assessment vary greatly in terms of their design and content, having a methodology that 
can translate different types of data into evidence aligned with the standards and applicable to 
psychometric and statistical models could be a promising way of connecting the information 
from the tasks. This echoes the central premise of work on NGSS assessment tasks (e.g., Harris 
et al., 2016) and provides evidence that it also applies to process data from technology-enhanced 
activities. Further, the results of this analysis suggest that applying principled methods, such as 
the ones in this study, to multiple tasks may help make generalizable conclusions about features 
of the tasks and establish norms. As the NGSS become more widespread, these types of 
conclusions become necessary for defining the tasks and models that are best able to capture and 
assess students’ NGSS-aligned learning for a variety of purposes.  
Recommendations for Analyzing Data from Simulations 
 The results of this study suggest guidance for choosing statistical and psychometric 
models that can be used to make sense of students’ actions and understandings from the complex 
data in simulations. Although this study is exploratory in nature and much of the results focus on 
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the overall methodology, Table 48 provides a summary of some suggested uses and challenges 
for each of the six models based on the findings of this study.  
Table 48 
 Suggested Uses and Challenges of Models 




Assessments where obtaining 
an overall understanding of 
students’ ability is desired to 
make summative judgements 
about a whole performance 
Single ability estimate may not 
provide enough information 
about students’ performances 
without having a reference, 
could be difficult to interpret 
or too similar to a simple 
scoring of student responses 
Multidimensional 
Formative classroom 
assessment activities where 
information is needed about 
both students’ understanding 
and practices in order to 
support learning  
Dimensions need to be clearly 
defined for each piece of 
evidence which may be 
difficult if the evidence 
includes both dimensions 
LLTM 
Evaluations of the structure of 
the dataset and relative 
difficulties of the different 
aspects of the data 
Requires the aspects of the 
different pieces of evidence to 
be known which may be 
difficult for content or 






Automatic scoring and 
feedback generation in 
contexts where the structure 
and effective actions within the 
simulation are known 
Expert structure might not 
account for unexpected 
patterns or unfamiliar contexts; 
expert needs to be fluent in 




Automatic scoring and 
feedback generation in 
contexts that have a limited 
research base or where the 
optimal uses are not known 
Structure could include patters 
that do not make logical sense 
in terms of content or how the 
simulation is used; structure 
dependent on sample of 
students used for learning 
Dynamic BN 
Automated supports to help 
students use the simulation as 
desired 
Could require data to be 
recorded at a finer grain size to 
obtain evidence at desired 
time-points which may be 
difficult for real-time 
computations  
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 This table is not meant to be a comprehensive listing, but rather highlight one promising 
use and major challenge for each model that could be further explored.   The three suggested 
uses for IRT models represent different purposes of looking at the data from simulations. The 
unidimensional IRT model is best suited for summative assessment situations because it 
generates a relatively simple estimate of a student’s performance given all of the evidence about 
his/her science practices and understanding. Obtaining this estimate may be useful in large-scale 
assessment contexts where the goal is to get a measurement of a students’ overall ability to use 
and learn from a simulation. As illustrated by the results for the POM simulation, the 
multidimensional model may be most appropriate for formative assessment contexts where a 
more nuanced understanding the different aspects of students’ performances is desired. One of 
the biggest challenges of using this model is that the different pieces of evidence need to be 
explicitly aligned to the dimensions which could be difficult if the context or simulation is not 
well-known. The unidimensional model may be appropriate than the multidimensional model in 
situations, such as the CR simulation, where there are limited distinctions among the dimensions. 
The unique contribution of the LLTM appeared to be providing information about the structure 
of the dataset, rather than as a method for analyzing an assessment to generate feedback. Due to 
the LLTM being so highly correlated with the unidimensional Rasch model, the added benefits 
of using this model are minimal. However, given the lack of research on the data from science 
simulations, the LLTM could be an important way of getting information about the relative 
difficulty of different practices and understandings by examining the difficulty estimates of the 
items placed on the same scale as student abilities.  
 Unlike the IRT models which appear to suggest different purposes, the BN models 
represent different ways of conceptualizing the data. Both the expert- and the empirically- 
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structured BNs appeared to be more applicable for providing automated feedback, integrated into 
the simulation, rather than as an assessment. The conditional probabilities in the networks could 
be used to generate feedback at specific points in the simulation to better support students’ 
responses. For instance, based on their actions after students have used a simulation, the network 
could suggest which students were likely to answer the reflection responses incorrectly. 
Feedback could be sent automatically to teachers to let them know which students need help or 
come in the form of on-screen suggestions to the students. This type of feedback is important 
because how students use simulations has been shown to influence their conceptual 
understanding (Rutten, van Jooligen, & van der Veen, 2012). The primary difference between 
choosing to utilize the expert- or empirically-structured BNs for this purpose relates to how well 
the content and simulation are known and whether an expert could reasonably map out the pieces 
of evidence in a simulation. Due to its ability to account for temporal data and respond to student 
actions as they happen, the Dynamic BN is best situated to be fully integrated into a simulation, 
such as in a cognitive tutoring environment (e.g., Baker, Corbett, & Alevan, 2008; Pardos, 
Heffernan, Anderson, & Heffernan, 2010). Unlike the other two models, where the feedback can 
only be derived at specific points, the Dynamic BN would be able to provide support to students 
based on the order of their actions. In order for this model to be effective though, it is important 
that the structure of the data and design of the simulation support that type of analysis by 
collecting timestamped data from all interactions of interest. Similarly, knowing the strengths 
and challenges of all the models is critical for simulation designers in order to best leverage the 
models.         
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Recommendations for Designing and Using Simulations for Science Assessment 
 In addition to providing information about the different models, the results of this study 
also suggest guidance for the design and usage of simulations in science classrooms to better 
understand students’ learning. The two simulations used in this study were designed to support 
science instruction and therefore were not necessarily designed with the assessment process in 
mind. However, as simulations become more integrated into assessments, it is critical for 
simulation designers to consider how the structure of simulations and collection of process data 
can be best situated to collect the optimal data for chosen models. One such approach for this 
type of simulation design involves taking a features engineering perspective (e.g., Turner, 
Fuggetta, Lavazza, & Wolf, 1999). Features engineering has been used in a variety of contexts 
that utilize machine learning algorithms, especially in business and technology design, and it 
generally involves using expert knowledge about the content and data to create features in the 
technology that can support best support the algorithms. The methodology proposed in this study 
of identifying PEs/LPs and associated pieces of evidence could supplement a features 
engineering approach for simulation design. The process of identifying the desired PEs, LPs, and 
evidence of a simulation before the simulation is created can help ensure that the data collected is 
the best fit for the given model. The features that would be designed in this process could include 
both the interactive aspects of the simulation, such as allowing students to click specific points in 
a graph, as well as the design of the process data itself, such as collecting keystroke data. This 
approach to designing simulations is very consistent with the full ECD framework for 
assessment design (e.g., Mislevy & Haertel, 2006) that involves gaining an understanding of a 
domain before creating assessment tasks.  
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An example of an important feature that could be considered in the design of a simulation 
could be a feature that capitalizes on the influence of temporal data. The results from the DBN 
suggested that this model may be able to provide unique insights into student learning because 
the information it provided diverged from the other models. In order to better utilize this model, 
though, more features could be incorporated into a simulation that can track how the students are 
obtaining information. Interactive features to track this type of information could include a type 
of check-box or submission indicator in the data collection table that students could click to 
show that they have entered data into a cell. Alternatively, the process data could record 
keystrokes as students are typing or record table entry data at specific time intervals to 
automatically collect the information from the data table. A simulation designer would have to 
weigh the practical and educational implications of both of these options. For instance, an 
interactive check-box may be too difficult for students to remember to check or alter their 
simulation usage, whereas collecting keystroke data could make the process data file too large to 
be stored or efficiently parsed. If this information was able to be collected though, the Dynamic 
BN could add in the table data to the temporal plane, capturing the data collection patterns as 
students use the simulation. This data could be used to differentiate between different interaction 
patterns, such as students who run the simulation all the way through before collecting data or 
students who pause the simulation and collect data along the way. This example highlights one 
way in which the desired outcomes and data from the simulation could be used to drive the 
design of that simulation. In an assessment situation, the goals of the assessment and target 
information should be known and can be used to ensure that the different aspects of the 
simulation are working towards collecting assessment information that could be used by teachers 
or for automated feedback.  
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The results of this study have limited direct applicability for teachers due to the 
complexity of the data structures and the models themselves, however one possible way the 
results of this study might be used by teachers is through an automated dashboard that delivers 
the results to teachers. As discussed above, simulation designers can apply the desired models to 
the data collected from simulations and this information could be presented to teachers in the 
form of a dashboard that provides indicators of students’ ability estimates from IRT models or 
probabilities from the BN models. An important consideration for creating teacher dashboards is 
thinking about how the results can be presented in a way that allows teachers to both understand 
and act on the results (Verbert, Duval, Klerkx, Govaerts, & Santos, 2013). For the results from 
IRT models to be useful, a teacher dashboard would need to translate the ability estimates onto a 
scale that describes what different ranges of values mean or present student estimates together to 
allow for relative comparisons. The BN results could be presented as groupings of students based 
on their probability of success or alerts that direct teacher attention to students who are 
struggling and may need support to answer questions correctly.  
Another way that teachers could utilize the results of this study could be through the 
insights about the pieces of evidence from the different models. The IRT estimates of item 
difficulty indicate the relative difficulty of the pieces of evidence which teachers could use to 
plan instruction that addresses the most challenging aspects of the simulations. For instance, in 
this study the items related to using evidence in responses were the most difficult in terms of 
their estimates. Teachers could use information to plan activities to introduce how to use 
evidence before students use the simulation or before they revise their answers. Similarly, if 
teachers had access to the BN models and their conditional probabilities they could explore the 
possible paths to understand the relationships between different actions and understandings. 
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Teachers could then, for example, encourage students who are struggling to correctly fill in the 
table to do actions, such as pausing or replaying the simulation, which are more related to 
completing the table correctly. The significant probabilities could even be summarized for 
students to provide guidance about strategies related to higher probabilities of correctly 
answering the reflection questions. As can be seen from these recommendations, the use of 
simulations as assessments in classrooms has significant opportunities for impacting the way 
student learning is assessed and how teachers can support their students, as well as extensive 
areas for further research.       
Limitations and Future Directions 
 There are several limitations that should be considered in relation to this study. This 
study operates at the intersection of multiple areas of research (i.e., science education, 
assessment, and educational data mining) and thus attempts to combine the research traditions of 
these different disciplines. Many of the limitations of this study stem from the tensions that arise 
among these disciplines and could be addressed through more specific studies within a single 
disciplinary lens. The methodology in this study opens the way for these more specific studies by 
suggesting how assessments using this type of data could be structured and by providing 
preliminary results that could be further investigated. This section will detail seven specific 
limitations related to the study and provide recommendations for future research directions that 
could address those challenges. 
One of the primary limitations in this study is related to the context of the sample of the 
actual dataset. The dataset that was used in this study consisted of data from pairs of students 
rather than individuals and was relatively small (n = 77 for the POM simulation and n = 71 for 
the CR simulation). The use of paired data and inability to disentangle the actions and/or learning 
of the partners in the pair makes generalizing the results of pairs to individual students 
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impossible. This may not always be a limitation, as collaboration is a central part of science 
instruction (Bell, Urhahne, Schanze, & Ploetzner, 2010) and thus the results could generalize to 
formative assessments of collaborative science activities. However, simulations have been 
suggested for use in all types of science assessments (e.g., Quellmalz, Timms, Silberglitt, & 
Buckley, 2012), including summative and high-stakes assessment that are generally taken 
individually. This study was primarily concerned with implementing and testing a methodology 
for modeling and making sense of complex simulation data with paired data, but the general 
approach would not have changed if the data was based on individuals because the same types of 
data would still be collected. It is possible that the responses may have changed or different 
pieces of evidence would have been emphasized or de-emphasized. For instance, the act of 
pausing the simulation may be more important for pairs than individuals because it allows time 
for students to discuss their ideas with their partner and formulate their understandings (e.g., 
Land, 2000).  
For future studies, there are several ways in which the influence of paired data could be 
investigated depending on what aspect(s) of the paired data are of interest. One way of looking at 
differences in how individuals and pairs of students use simulations would be to compare the 
estimates of models using data from individuals and pairs. Another approach to the paired data 
would be to complete a more in-depth investigation of disentangling the actions and 
understanding of the individual students within a pair. Video and observation data, combined 
with individual pre-posttest data, could be used for qualitative studies that attempt to triangulate 
actions of individuals in a pair and their changes in understanding. Conversely, the technology 
could be augmented to better track individual actions, such as using two computers or multiple 
computer mouses, and reflecting those differences in the process data. A byproduct of both of 
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these approaches could be information about students’ collaboration processes (e.g., Anaya & 
Boticario, 2011; Gress, Fior, Hadwin, & Winne, 2010; Halpin, von Davier, Hao, & Liu, 2017) 
and how they relate to individual learning.  
The small sample size of the dataset in this study also presented limitations in terms of its 
application to the different models. The limited size of the actual datasets necessitated the use of 
a simulated dataset which has its own limitations. In this study, the small sample was particularly 
detrimental for the BN models which required the conditional probabilities to be learned from 
observed data that was sparse for some categories. The reliabilities for the IRT models were 
adequate for the actual dataset but were not greater for the simulated data suggesting that the 
small sample may not have been a major problem for those models. Future studies using this 
methodology should use larger actual datasets to draw conclusions about the fit of the data to 
models. However, the results of this study also suggest that preliminary conclusions could be 
drawn from the fit of small sample data to IRT models.  
The simulated datasets used in this study were created for the purpose of reflecting the 
complex nature of the data from multiple data sources within a science simulation. The method 
of simulating the data (i.e., creating a dataset based on the designed relationships of the different 
pieces of evidence from the simulations and probabilities from the actual dataset) is non-
standard, but was chosen as the best way to mirror the complexities within the actual dataset. 
Some of the challenges to this method of data simulation include choosing the most important 
relationships from the actual dataset to simulate, ensuring that the probabilities from actual 
dataset are representative, and capturing the full complexities of the relationships in the actual 
data. The simulated datasets in this study were necessary to fit the BN models and the results 
echoed those from the actual data, suggesting evidence that the simulated datasets were related to 
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the actual dataset in meaningful ways. Nonetheless, the reliabilities for the simulated datasets in 
the IRT models were lower than the actual data, suggesting some potential difficulties in the 
simulated dataset. Future research using this methodology should consider different simulated 
datasets designed to answer specific research questions. For instance, in order to explore the 
impact of sample size on specific models, simulation methods designed for those models should 
be utilized. The ‘MIRT’ package in R (Chalmers, 2012) offers a method of simulating response 
patterns from datasets using an IRT model and could be a way of obtaining data to test the IRT 
models. Similarly, the GeNie Modeler software (BayesFusion, LLC) offers a way of simulated 
data from a BN that can be used to test models with different sample sizes that echo the 
probability structure of a model. Other simulated datasets could examine how sensitive different 
models are to focal types of response patterns. Examples of these types of patterns could include 
students that interact with a simulation in desired ways or display misconceptions in their scored 
responses.  
  Another limitation for this study relates to the structure of the process data and design of 
the simulation. As this was a secondary dataset, this study had no control on how the data were 
collected and little control over what could be derived from the dataset beyond what was 
collected. One of the main challenges of the data used in this study that prevented full utilization 
of the process data was that the embedded table data and the reflection responses were only 
recorded when students pressed the save or submit button. This lack of record could have 
obscured potentially important patterns, such as differentiating between student pairs who filled 
in their table as they manipulated the simulation or pairs who filled the table in at the end of their 
simulation use. Methods that capture students’ data collection and responding patterns, such as 
recording keystrokes (e.g., Salmeron-Majadas, Santos, & Boticario, 2014), could better indicate 
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the full patterns of students as they complete the simulation. Another aspect of the simulations 
that may have impacted the results of this study was the open-ended nature of the tables and 
reflection questions. Although open-ended questions are a key aspect of inquiry science 
instruction and assessment (Ruiz-Primo & Furtak, 2006), there was significant variation in 
students’ responses that could be due to the lack of students’ conceptual understanding, as well 
as countless other factors. For instance, students may not have been able to express their 
understanding in words or may not have understood how to structure their answers to convey the 
desired concepts. If this type of simulation were to be used in a more standardized, summative 
context or if the data were to be used to automate feedback, the embedded table and reflection 
responses could be formatted as multiple choice, selected response, or drop-down answers to 
signal responses that indicate correct concepts, misconceptions, or scaffold answers. Future 
research could use studies such as this one that collect and analyze data from open-ended 
responses to better create standardized options for tables and reflection questions. These types of 
standardized options would be easier to record in process data and track the ways students use 
the simulations. Fitting this new, standardized data to the models could yield different results and 
should be considered for future studies.  
Related to the above limitation, another challenge of this study relates to the 
generalizability of the findings and methods to other simulations and different content. This 
limitation is a documented challenge in educational data mining (e.g., Baker & Inventado, 2014; 
Ocumpaugh, Baker, Gowda, Heffernan, & Heffernan, 2014) and reflects the diversity of 
technology designs and ways of collecting process data. This study attempts to address this 
limitation by comparing the results of the POM simulation to the CR simulation. The simulations 
cover different content (molecular phase changes vs. chemical reaction rates) and have some 
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differences in terms of simulation design (i.e., the CR simulation’s interactive graph). However, 
both of the simulations were designed by the same research team for connected units of 
instruction and covered content related to chemistry. Other simulations, such as those designed 
by PhET (phet.colorado.edu) or those designed for specific assessments, may have different 
methods of manipulating the visualization and may record process data differently. Additionally, 
simulations that differ in content or target different ages of students may yield alternative 
response patterns or different ways of conceptualizing data. The ECD approach delineated in this 
study’s methodology of identifying evidence based on the desired inferences about standards or 
learning goals should apply to these different contexts and types of simulations. Research on 
these other simulations could examine how the ECD approach needs to be adapted in relation to 
different simulation types.  
The next specific limitation for this study relates to the methodology and the models 
tested. It is possible that the data may have fit other models better than the six tested or that the 
six models from this study could have been further modified to better capture the student 
response processes. It is similarly possible that other methods of comparing models could be 
more appropriate for different desired purposes. For instance, a possible purpose of capturing 
and analyzing data from simulations could be to generate guidance for automated formative 
feedback that could support students as they use a simulation. In this case, the comparisons of 
models would also need to include considerations for how well the model can provide feedback 
at different points of learning. This could include empirical tests, such as cross-validation for the 
BNs, at different points of the assessments or more qualitative tests that simulate the feedback 
that could be given at different learning points. The broad purpose of this study was to explore 
how the complex data from simulations can be understood using statistical and psychometric 
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methods. Future research could explore alternative modeling methods or hybrids of methods that 
could be compared in a similar fashion to this study.  
Another path for future research would be digging deeper into individual models that are 
suggested as favorable from studies such as this one. Both IRT and BN models have been 
utilized extensively in a wide range of contexts and have had many variants of the models 
proposed and research. Once a desired model has been identified, it would be prudent to consider 
how to improve model fit within that modeling tradition. This type of investigation could include 
closely examining and removing item misfit or considering modifications to the model that could 
compensate for the non-traditional nature of the simulation’s data. Although this dissertation 
study did not consider modifications to models, it did set the stage for future research to explore 
modeling options and choose the model(s) to move forward with for subsequent work. 
Another example of a specific limitation related to the study’s methodology comes from 
the application of k-fold cross-validation to the empirically-defined BNs. The cross-validation 
was run on the learned parameters of these models; however, it was not run for the learned 
structure. This is a limitation because the structure was learned from the data and therefore 
should be cross-validated to gain an understanding of the generalizability of the network’s 
structure. It is possible that if the structure was learned on different subsets of the data, as in k-
fold cross-validation that it would be structured differently which would also impact the learned 
parameters. A full cross-validation for this type of Bayesian Network, then, should involve the 
validation of both the structure and the parameters. The decision to not run this type of cross-
validation was due to limitations of the GeNie software with regards to cross-validation of 
structure learning and the exploratory nature of the analysis. As suggested above, the full cross-
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validation analysis would be an appropriate next step for an analysis that is focused solely on 
testing and modifying Bayesian Network models of this data. 
The final specific limitation discussed in this section is the lack of explicit alignment with 
the third dimension of the NGSS. The cross-cutting concepts (CCCs) dimension was not 
included in this study for the primary reason that the content covered in the simulations was 
focused around specific DCIs and the CCCs could not be neatly separated out. There were no 
specific questions or actions asking students to connect their understanding of specific concepts 
across disciplines or make generalizations. The singular focus of the content in these simulations 
meant that the overlap of DCIs and CCCs would be extensive, posing significant challenges for 
the models that account for the different dimensions (MIRT, LLTM) because it forces the 
analysis to take positions that might not be known about the alignment of evidence to multiple 
dimensions (i.e., delineating when conceptual understanding is related to DCIs vs. CCCs vs. a 
combination of both). It could be argued, however, that the explicitly interrelated nature of the 
NGSS requires all assessments and instruction to be truly three-dimensional in how the 
dimensions are incorporated and analyzed together. This is an ambitious goal and may require a 
reconceptualization of science activities and assessment tasks in ways that explicitly draw on all 
three dimensions. The integration of two dimensions in science assessments is already a non-
standard practice (Wertheim et al., 2016), although some large-scale assessments, including the 
National Assessment of Educational Progress (NAEP) and Programme for International Student 
Assessment (PISA) tests, have included some form of science practices in their assessments. 
Given the relative recency of the NGSS and limited research on principled ways to include CCCs 
with the other two dimensions, this was beyond the reach of this study but represents a promising 
area for future research. The methodology of this study, grounded in ECD, would also be 
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applicable for assessments and tasks that incorporate all three dimensions. Delineating PEs and 
LPs could be useful way of mapping out the evidence related to the different dimensions, 
including CCCs.  
Summary of Main Findings and Implications 
In summary, this study had several main findings related to the learning and assessment 
of next-generation science standards in contexts that generate complex process and other forms 
of data.  By proposing and testing a methodology for making sense of data from NGSS-aligned 
science tasks, the findings from this study include: 
1) The value of utilizing the evidence centered design assessment framework to translate 
complex data into evidence that can be modeled by psychometric and statistical 
models to allow for an understanding of students’ NGSS-aligned learning; 
2) The importance of comparing multiple possible models to better understand and test 
assumptions about the data from NGSS-aligned assessment tasks; 
3) The opportunities of particular models to offer unique information about students’ 
NGSS understanding, as well as challenges that indicate some models may not be 
applicable for all assessment purposes; 
4) The flexibility of the proposed methodology to adapt to different types of tasks while 
also providing evidence about unique features of the task that may influence the use 
and understanding of student’ science practices and learning. 
These findings suggest a range of important implications related to the development and 
analysis of assessments of students’ NGSS-aligned learning. As technology becomes more 
integrated into classrooms with students having personal devices, virtual labs, and other 
innovations that allow them to interact with science content, it becomes possible to collect 
process data about an ever-expanding range of student activities. This becomes especially critical 
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with the advent of the NGSS and increased emphasis on the use of science practices in 
instruction and assessment.  
The results of this study not only provide evidence about how the process data from 
simulations can be collected and analyzed within classroom contexts, but also may apply to 
utilizing the process data from other technological tools. The ECD-grounded analysis process 
delineated in this study of creating LPs from the standards (e.g., Harris et al., 2016; McElhaney 
et al., 2017) and then determining best-fitting models for the data can be adapted for complex 
data from different tools, such as virtual labs where students design experiments and collect data 
or game-based environments where students are solving tasks. This analysis process could also 
be extended to data collected from non-traditional sources, such as motion detectors, eye 
tracking technology, or other emerging technologies. Although there are potential complications 
related to how the tools are used to collect data and how the data is cleaned and reported, the 
analysis methods in Phases I and II of identifying evidence rules can be adapted to any source of 
data as long as the evidence can be identified. One of the biggest calls in the field of educational 
data mining is to find ways to make connections between the statistical and psychometric 
techniques and research about how students learn (e.g., Baker & Inventado, 2014; Romero & 
Ventura, 2007; Siemens & Baker, 2012). This study operates at the intersection of learning 
sciences research and statistics/psychometrics and thus provides insights into how these fields 
can complement each other. Without the process of translating the different data sources into 
evidence that reflects current understandings about how students learn science and the 
conceptualization of the NGSS, the models in this study would have been less likely to yield 
productive results about students. The high accuracies of the expert-structured BNs provide 
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further evidence about how knowledge of a domain and assessment task can be integrated into 
empirical estimates about the construct(s) of interest.    
         The conclusions from the analysis in Phases III and IV provided an illustration of the 
relative strengths of different models for analyzing process data in science classrooms. The EDM 
and LA fields have put forth an almost overwhelming number of possible models for process 
data that range from simple to exceedingly complex. This has led to calls from the EDM 
community for comparisons of models in order to better understand the models available and 
contexts in which the models are most successful (e.g., Rupp et al., 2012). The findings 
regarding the models in this study are especially relevant given the limited use of IRT models for 
process data and of BN models for assessments, as well as the prevalence of simulations in 
science classrooms and assessments. For instance, the multidimensional IRT models for the 
POM and CR simulations were able to provide estimates of item difficulty and students’ abilities 
related the two dimensions (DCIs and SPs). The estimates from these models also differed from 
those in the other models and from scoring that could be obtained from solely considering 
students’ reflection responses. This is significant because IRT models have been used primarily 
with test data and there has been little evidence of the effectiveness of those models for process 
data.  In a similar manner, BNs have been used for process data in a range of contexts and have 
been explored in terms of traditional assessment data (e.g., Almond, Mislevy, Steinberg, Yan, & 
Williamson, 2015), but these models have not been widely explored as a tool for assessments 
that include process data. All three of the BNs were able to provide relevant information about 
students’ abilities to answer final reflection questions as a result of actions within the 
simulations. The DBN models had additional unique insights into how the sequential information 
of student learning patterns may have impacted their understandings gained from the simulation. 
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This work of testing and comparing models that utilize process data echoes the recent trend of 
research in EDM moving towards modeling (Romero & Ventura, 2007). In order to keep moving 
the EDM field forward and make further connections to educational practices, it is critical to find 
models that utilize process data in a way that supplements and provides added value to current 
practices, such as in assessment.      
This study has additional implications for the design of simulations because it suggests 
aspects of the simulations that yielded relevant information about student engagement as it 
relates to performance. For instance, the conditional probability tables of the BNs suggest that 
the evidence in the CR simulation related to interacting with the graph yielded influential 
information about students’ abilities to correctly fill in the table, which students appeared to 
struggle with in the POM simulation. The interactive graph in the CR simulation also allowed for 
the collection of direct evidence about how and if students are collecting specific data from the 
graph in the simulation. Designers of simulations that generate process data should consider 
integrating ways to collect information about students’ practices, such as these interactive 
graphs, in order to lead to productive analysis of these data through methods such as features 
engineering.  
This study also highlights the importance of considering how responses to questions are 
collected. One of the challenges for the analysis of this data was the lack of temporal information 
about how students manipulated the simulation with respect to completing and submitting the 
embedded table. If the learning and response patterns are of interest to stakeholders, designers of 
simulations should not only think about how the simulation is used, but also how the process 
data can be interpreted. Using the ECD framework to design simulations tasks for assessments 
would be one way to begin making these considerations about data. The full ECD framework 
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(Mislevy, Almond, & Lukas, 2004) provides a method for moving from concepts to design and 
through implementation. Simulations designed with this full framework in mind may be even 
better positioned for the type of analysis proposed in this study.  
         More broadly, the results of this study have implications for the use of assessment in 
science classrooms. The NGSS present significant challenges for teachers both in the 
implementation of instruction integrated with science practices and the assessment of NGSS-
aligned science learning that includes those practices (Gorin & Mislevy, 2013). If the process 
data from student interactions with technology can be analyzed in meaningful ways, then 
teachers may be able to better understand how their students are using science practices and be 
able to support engagement in those practices. The three different dimensions of the NGSS offer 
a formalized conceptualization of science learning and present areas that can be used to target 
students’ strengths and difficulties. For instance, the POM model results in this study suggest 
that some students were unable to express conceptually correct ideas, but were adept at using 
science practices to manipulate the simulation. NGSS-aligned assessments should be able to look 
at both the integrated use of DCIs in SPs and be able to disentangle their effects. Innovative 
assessments, such as those proposed by the Next Generation Science Assessment research 
collaboration (nextgenscienceassessment.org) and SimScientists (simscientists.org), have begun 
integrating simulations into their NGSS-aligned assessments. Considering both the possible 
formative and summative purposes of assessment, this study has implications about how the 
process data from those simulations can be modeled and combined with more traditional 
assessment data to yield interpretable results about student learning and science practices.  For 
instance, the multidimensional IRT model provided separate estimates of students’ ability related 
to science practices and conceptual understanding. The comparison of these estimates to a 
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measure of students’ understanding based solely on the reflection questions illustrated how 
students could be considered high ability in terms of their conceptual understanding and low 
ability in terms of their use of practices. This could be especially important when considering the 
diverse make-up of science classrooms with different experiences and home languages. By 
aligning evidence rules to the NGSS and exploring the ramifications of using this type of 
evidence in measurement models, this study could have additional implications for other subjects 
with next-generation standards, like the Common Core State Standards (National Governors 
Association Center for Best Practices, 2010) for mathematics and language arts.   
         Another set of possible implications from this study relates to the use of automated, 
formative feedback as a way of supporting student learning. Automated feedback, in which 
programmed supports are triggered by certain actions in learning environments, has been 
suggested as a powerful tool for student learning by providing immediate, responsive feedback 
as students learn (Aleven, Roll, McLaren, & Koedinger, 2010). One of the difficulties in 
designing automated feedback is determining when to provide automated feedback and what 
should be included in that feedback. The probabilistic nature of BN models could make them a 
natural fit for automated feedback because the models are structured around the probabilities 
associated with different combinations of actions and student responses. The temporal nature of 
the DBNs from this study illustrate a way that process data could be used to design and 
implement automated feedback for students while they interact with the simulation. By breaking 
down the actions of the simulation into different time categories and relating those time 
categories to abilities to answer reflection questions or complete other relevant actions in the 
simulation, this model could provide guidance to support students through their use of the 
simulation. For instance, in the POM simulation, viewing the liquid to gas transformation in the 
      
224 
first third of actions yielded a higher probability of students including correct answers supporting 
claims about the role of energy in phase transformations. Although IRT models have not been 
used for automated feedback extensively, student ability could also be predicted based on their 
learning patterns that could lead to automated supports for students. Further, the LLTMs 
provided estimates of the different covariates related to the different parts of the simulation task 
that could weight or order which aspects of the simulation needed to be supported. Taken 
together, the results of this study provide a basis for creating and exploring models that could 
capture and, through automated feedback, ultimately support students’ NGSS-aligned learning. 
Summary 
 This dissertation study explored the potential of utilizing complex data from middle 
school science simulations to inform the assessment and understanding of students’ science 
learning related to aspects of the NGSS. The data for this study came from 77 eighth-grade 
students using the simulations as part of a larger online science unit on chemistry. The data 
collected from the simulations included process data that logged students’ action while using the 
visualizations, embedded table data of students’ data collection, and closed- and open-ended 
responses to reflection questions. Using the ECD assessment framework as a guide, this study 
identified evidence related to specific learner expectations derived from the standards addressed 
by the simulation. These pieces of evidence were then modeled using a series of competing IRT 
and BN models for actual and simulated datasets. The different models were compared based on 
model fit, as well as implications for estimates of student ability. Finally, the analysis was run 
again with a different simulation to investigate how well the results generalize to different 
simulations.  
 The results of this study demonstrated the relative strengths and weaknesses of the 
different models for the data from simulations and offer insights into how the data may be 
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understood in relation to science learning. As the NGSS become more widely adopted, it 
becomes imperative to find ways to assess students’ NGSS-aligned learning by incorporating the 
dimensions of science practices and cross-cutting concepts into assessments that traditionally 
covered mostly conceptual knowledge. The shift in emphasis of science education brought on by 
the NGSS necessitates a change in how students are assessed to focus on the integration of 
science practices and conceptual understanding. By presenting a method of breaking down the 
standards, aligning to evidence from simulations, and testing the fit of the data to several 
promising statistical and psychometric models, this study offers an illustration of a critical first 
step towards making sense of this data and gaining a better understand of both how and what 
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APPENDIX A: INITIAL POM EVIDENCE RULES 
LP Initial Evidence Brief justification 
LP.POM.A.1 Observe solid/liquid/gas for 20+ 
seconds 
Students adequately observe the states 
of matter 
LP.POM.A.1 Observe all three states Students observe all states and can 
therefore make appropriate 
comparisons 
LP.POM.A.2 Observe solid-liquid, liquid-gas 
transitions 
Students observe the critical transitions 
between states of matter to recognize 
that transition is gradual 
LP.POM.A.2 Add/remove thermal energy Students manipulate the simulation to 
observe the impact of energy 
LP.POM.A.3 Efficient usage pattern Students demonstrate purposeful use 
of the simulation, stems from results in 
Toutkoushian & Ryoo (in press) 
LP.POM.A.3 Pausing simulation at 
solid/liquid/gas 
Students use the pause or stall the 
simulate to discuss and make 
observations 
LP.POM.A.3 Watching simulation multiple times Students use the simulation to verify 
their observations or observe different 
aspects of the visualization 
LP.POM.B.1 Describe the spacing of molecules 
in a solid/liquid/gas 
Students understand and correctly 
interpret the molecular representation 
LP.POM.B.1 Describe the speed of molecules in a 
solid/liquid/gas 
Students understand and correctly 
interpret the molecular representation 
LP.POM.B.2 Describe the amount of kinetic 
energy in a solid/liquid/gas 
Students understand and correctly 
interpret the kinetic energy graph 
LP.POM.B.2 Describe the amount of 
intermolecular bonds in a 
solid/liquid/gas 
Students understand and correctly 
interpret the intermolecular bonds 
graph 
LP.POM.B.3 Describe the change in molecule 
spacing from solid-liquid/liquid-gas 
Students understand and express how 
molecular density changes between 
states 
LP.POM.B.3 Describe the change molecule speed 
from solid-liquid/liquid-gas 
Students understand and express how 
molecular speed changes between 
states 
 
LP.POM.B.3 Describe the change in kinetic Students understand and express how 
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LP Initial Evidence Brief justification 
energy from solid-liquid/liquid-gas the level of kinetic energy changes 
between states 
LP.POM.B.3 Describe the change in 
intermolecular bonds from solid-
liquid/liquid-gas 
Students understand and express how 
the amount of intermolecular bonds 
changes between states 




Students identify conceptually accurate 
ideas about energy and matter to 
construct arguments 
LP.POM.C.1 Identify the relationship between 
micro-macro concepts related to the 
reflection questions 
Students articulate the relationship 
between micro and macro concepts  
LP.POM.C.1 Identify the role of energy in phase 
change 
Students articulate correct concepts 
related to the role of energy in phase 
change 
LP.POM.C.2 Identify evidence that can support 
claims about micro-macro 
relationship/role of energy in phase 
change 
Students identify evidence from 
simulation that can support their 
claims 
LP.POM.C.2 Use evidence to support answer 
about micro-macro relationship/role 
of energy in phase change 
Students use evidence from the 
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APPENDIX B: RELATIONSHIP RULES USED TO DEFINE SIMULATED DATASET 
 
Evidence Label Brief Description Relationships rules and probabilities 
Solid View solid for 35+ seconds p = 0.91 
Liquid View liquid for 35+ seconds If solid = 1, p = 0.94; If solid = 0, p = 0.76 
Gas View gas for 35+ seconds If solid = 1 & liquid = 1, p = 0.85; If solid = 1 & 
liquid = 0, p = 0.25; if solid = 0, p = 0.57 
Trans_SL View solid-liquid transition If all states = 1, p = 1.00; If all states = 0 & solid = 
1 & liquid = 1, p = 0.62; else 0.00 
Trans_LG View liquid-gas transition If all states = 1, p = 1.00; If all states = 0 & liquid = 
1 & gas = 1, p = 0.50; else 0.00 
Trans_SLG View solid-gas transition p = 0.36 
AllStates View all three states and transitions If solid = 1 & liquid = 1 & gas = 1, p = 0.53, else p 
= 0.00 
Add Add thermal energy for 20+ seconds If all states = 1, p = 0.98; if all states = 0 & Solid-
Liquid=1 OR Liquid-Gas = 1, p = 0.92; else p = 
0.30 
Remove Remove thermal energy for 20+ seconds If all states = 1, p = 0.62; if all states = 0 & Solid-
Liquid = 1 or Liquid-Gas = 1, p = 0.42; else p =0.30 
Efficient Follows efficient usage pattern (actions 
relative to total actions) If all states = 1, p = 0.34; else p = 0.00 
Pause_Solid Pause/no change in energy (solid) for 
20+ seconds 
If solid = 1 & efficient = 1, p = 0.77; if solid = 1 & 
efficient = 0, p = 0.81; if solid = 0, p = 0.14 
Pause_Liquid Pause/no change in energy (liquid) for 
20+ seconds 
If liquid = 1 & efficient = 1, p = 0.71; if liquid = 1 
& efficient = 0, p = 0.72; if liquid = 0, p = 0.05  
Pause_Gas Pause/no change in energy (gas) for 20+ 
seconds 
If gas = 1 & efficient = 1, p = 0.77; if gas = 1 & 
efficient = 0, p = 0.40 if gas = 0, p = 0.03 
Replay_Phase Replaying each phase more than once If all states = 1 & efficient = 1, p = 0.84; If all states 
= 1 & efficient = 0, p = 0.79; if all states = 0, p = 
0.23 
Replay Replaying simulation all the way 
through more than once 
If Efficient = 1, p = 0.21; if all states = 1 & efficient 
= 0, p = 0.05; if all states = 0, p = 0.12 
Space_Solid Correct description of spacing in solid 
(i.e., close together, touching) 
If solid = 1 & pause (solid) = 1, p = 0.27; if solid = 
1 & pause (solid) = 0, p = 0.07; if solid = 0, p = 
0.03 
Space_Liquid Correct description of spacing in liquid 
(i.e., close, but starting to move apart) 
If spacing (solid) = 0, p = 0.05; if spacing (solid) = 
1 & liquid =1 & pause (liquid) = 1, p = 0.30; if 
spacing (solid) = 1 & liquid = 1 & pause (liquid) = 




Space_Gas Correct description of spacing in gas If spacing (solid) = 0 & spacing (liquid) = 0, p = 
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(i.e., molecules far apart) 0.26; if spacing (solid) =1 & spacing (liquid) = 0, p 
= 0.54; if spacing (solid)=0 & spacing liquid=1, p = 
0.67; if spacing (solid) = 1 & spacing (liquid) = 1 & 
gas = 1 & gas (pause) = 1, p = 0.97; if spacing 
(solid) =1 & spacing (liquid) = 1 & gas = 1 & gas 
(pause) = 0, p = 0.95; if spacing (solid)=1 & 
spacing (liquid)=1 & gas=0, p = 0.90 
Space_SL Correct description of the change in 
spacing from solid to liquid (i.e., 
molecules begin to move away from 
each other) 
If spacing (solid) = 1 & spacing (liquid) = 1 & all 
states = 1, p = 0.05; else p = 0.18 
Space_LG Correct description of the change in 
spacing from liquid to gas (i.e., 
molecules begin to move further away 
from each other, are not touching 
anymore) 
If spacing (S-L) =1, p = 0.36; If Spacing (S-L) = 0 
& If spacing (liquid) = 1 & spacing (gas) = 1 & all 
states = 1, p = 0.05; else p = 0.14 
Speed_Solid Correct description of speed in a solid 
(i.e., molecules not moving very much, 
vibrating) 
If spacing (solid) = 1, p = 0.56; if spacing (solid) = 
0 & solid = 1 & pause (solid) = 1, p = 0.34; if 
spacing (solid) = 0 & solid = 1 & pause (solid) = 0, 
p = 0.15; if spacing (solid) = 0 & solid = 0, p = 0.14 
Speed_Liquid Correct description of speed in a liquid 
(i.e., molecules sliding over each other, 
moving slowly) 
If spacing (liquid) = 1, p = 0.50; if spacing (liquid) 
= 0 & liquid = 1 & pause (liquid) = 1, p = 0.21; if 
spacing (liquid) = 0 & liquid = 1 & pause (liquid) = 
0, p = 0.12; if spacing (liquid) = 0 & liquid = 0, p = 
0.02 
Speed_Gas Correct description of speed in a gas 
(i.e., molecules moving fast, bouncing 
everywhere) 
If spacing (gas) = 1, p = 0.54; if spacing (gas) = 0 & 
gas = 1 & pause (gas) = 1, p = 0.43; if spacing (gas) 
= 0 & gas = 1 & pause (gas) = 0, p = 0.09; if 
spacing (gas) = 0 & gas = 0, p = 0.33 
Speed_SL Correct description of change in speed 
from solid to liquid (i.e., molecules go 
from staying in place to slowly moving 
over each other) 
If speed (solid) = 1 & speed (liquid) = 1 & all states 
= 1, p = 0.40; else p = 0.50 
Speed_LG Correct description of change in speed 
from liquid to gas (i.e., molecules start 
moving much faster) 
If speed (liquid) = 1 & speed (gas) = 1 & all states = 
1, p = 0.08; else p = 0.33 
KE_Solid Correct level of kinetic energy for solid 
(very low-low) 
If solid = 1 & pause (solid) = 1, p = 0.29; if solid = 
1 & pause (solid) = 0, p = 0.07; if solid = 0, p = 
0.02 
KE_Liquid Correct level of kinetic energy for liquid 
(low-medium) 
If KE (solid) = 0, p = 0.05; if KE (solid) = 1 & 
liquid = 1 & pause (liquid) = 1, p = 0.38; if KE 
(solid) = 1 & liquid = 1 & pause (liquid) = 0, p = 
0.50; else p = 0.01 
KE_Gas Correct level of kinetic energy for gas 
(high-very high) 
If KE (solid) = 0 & KE (liquid) = 0, p = 0.10; if KE 
(solid) =1 OR KE (liquid) = 1, p = 0.38; if KE 
(solid) = 1 & KE (liquid) = 1 & gas = 1 & gas 
(pause) = 1, p = 0.95; if KE (solid) =1 & KE 
(liquid) = 1 & gas = 1 & gas (pause) = 0, p = 0.90; 
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else = 0.04 
KE_SL Correct description of change in kinetic 
energy from solid-liquid (i.e., the level 
increases) 
If KE (solid) = 1 & KE (liquid) = 1, p = 0.40; if KE 
(solid) = 0 OR KE (liquid) = 0, p = 0.61; if KE 
(solid) =0 & KE (liquid) = 0 & solid = 1 & liquid = 
1, p = 0.63; else p = 0.30 
KE_LG Correct description of change in kinetic 
energy from liquid-gas (i.e., the level 
increases) 
If KE (solid-liquid) = 1, p = 0.68; if KE (solid-
liquid) = 0 & KE (liquid) = 1 & KE (gas) = 1, p = 
0.10; if KE (solid-liquid) = 0 & KE (liquid) = 0 OR 
KE (gas) = 0, p = 0.15; if ... liquid = 1 & gas = 1, p 
= 0.06; else p = 0.19 
IB_Solid Correct amount of intermolecular bonds 
in a solid (very high-high) 
If solid = 1 & pause (solid) = 1, p = 0.30; if solid = 
1 & pause (solid) = 0, p = 0.07; if solid = 0, p = 
0.04 
IB_Liquid Correct amount of intermolecular bonds 
in a liquid (high-medium) 
If IB (solid) = 0, p = 0.05; if IB (solid) = 1 & liquid 
= 1 & pause (liquid) = 1, p = 0.67; if IB (solid) = 1 
& liquid = 1 & pause (liquid) = 0, p = 0.33; else p = 
0.03 
IB_Gas Correct amount of intermolecular bonds 
in a gas (low-no bonds) 
If IB (solid) = 0 & IB (liquid) = 0, p = 0.18; if IB 
(solid) = 1 OR IB (liquid) = 1, p = 0.45; if IB (solid) 
= 1 & IB (liquid) = 1 & gas = 1 & pause (gas) = 1, p 
= 0.98; if IB (solid) = 1 & IB (liquid) = 1 & gas = 1 
& pause (gas) = 0, p = 0.95; else p = 0.90 
IB_SL Correct description of change in 
intermolecular bonds from solid-liquid 
(i.e., number of bonds decrease) 
If IB (solid) = 1 & IB (liquid) = 1, p = 0.09; if IB 
(solid) = 0 OR IB (liquid) = 0, p = 0.45; if... solid = 
1 & liquid = 1, p = 0.54; else p = 0.37 
IB_LG Correct description of change in 
intermolecular bonds from liquid-gas 
(i.e., number of bonds decrease) 
If IB (solid-liquid) = 1, p = 0.60; if IB (solid-liquid) 
= 0 & IB (liquid) = 1 & IB (gas) = 1, p = 0.10; if IB 
(solid-liquid) = 0 & IB (liquid) = 0 OR IB (gas) = 0, 
p = 0.06; if ... liquid = 1 & gas = 1, p = 0.19; else p 
= 0.02 
DD1 Correct answer to drop-down #1 If Replay = 1 & Replay (phase) = 1, p = 0.99; If 
(Replay = 1 OR Replay (phase) =1), p = 0.97; else p 
= 0.87 
DD2 Correct answer to drop-down #2 If Replay = 1 & KE (Table)>=2, p = 0.84; If 
Replay=0 & KE (Table)>=2, p = 0.96; If KE 
(Table)< 2 & DD1=1, p = 0.85; If KE (Table) < 2 & 
DD1=0, p = 0.80 
DD3 Correct answer to drop-down #3 If All States = 1 & Speed (Table) >=2, p = 0.72; If 
all states = 1 & Speed (Table) < 2, p = 0.63; If all 
states = 0 & Speed (Table) >= 2, p = 0.69; If all 






DD4 Correct answer to drop-down #4 If DD3 = 1 & All states = 1 & Spacing (Table) > 
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=2, p = 0.95; If DD3 = 1 & All states =1 & spacing 
(Table) < 2, p = 0.82; if DD3 = 1 & All states = 0, p 
= 0.92; If DD3 = 0 & All states = 1 & Spacing 
(Table) >=2, p = 0.33; if DD3 = 0 & All states = 1 
& Spacing (Table) < 2, p = 0.90; else p = 0.73 
MM_Identify Identify correct ideas related to the 
micro-macro relationship (i.e., the 
balloon inflates because molecules are 
spreading out in a gas) 
If DropDown > 2 & Replay = 1, p = 0.38; If 
DropDown > 2 & Replay = 0, p = 0.35; If 
DropDown < 2 & Replay = 1, p = 0.15; If 
DropDown < 2 & Replay = 0, p = 0.25 
MM_Evidence Identify evidence of micro-macro 
relationship from the simulation (i.e., in 
the simulation when more thermal 
energy was added the molecules spread 
out) 
If MM (Identify) = 1 & DD3 = 1 & DD4 = 1, p = 
0.60; If MM (identify) = 1 & DD3 = 1 & DD4 = 0, 
p = 0.05; If MM (identify) = 1 & DD3 = 0 & DD4 = 
1, p = 0.50; If MM (identify) = 1 & DD3 = 0 & 
DD4 = 0, p = 0.02; If MM (identify) = 0, p = 0.09 
MM_Support Use evidence to support claims about 
micro-macro relationship (i.e., the 
change in the balloon happened because 
of the change in spacing of the 
molecules, just like in the simulation 
when thermal energy was added 
If MM (Evidence) = 1 & Efficient = 1, p = 0.97; If 
MM (Evidence) = 1 & Efficient = 0, p = 0.20; If 
MM (Evidence) = 0 & MM (Identify) = 1, p = 0.09; 
If MM (evidence) = 0 & MM (Identify) = 0, p = 
0.04 
E_Identify Identify the role of energy in phase 
change (i.e., adding thermal energy 
causes the molecules to change state of 
matter) 
If DD2 = 1 & KE (table) >= 2 & Replay = 1, p = 
0.69; If DD2 = 1 & KE (table) >= 2 & Replay = 0, p 
= 0.56; If DD2 = 1 & KE (Table) < 2, p = 0.48; If 
DD2 = 0 & KE (table) >= 2, p = 0.25; If DD2 = 0 & 
KE (table) < 2, p = 0.40 
E_Evidence Identify evidence of the role of energy in 
phase change (i.e., when energy was 
added in the simulation, molecules 
moved faster) 
If Energy (Identify) = 1 & KE (table) >= 2, p = 
0.54; If MM (Identify) = 1 & KE (table) < 2, p = 
0.43; If MM (identify) = 0, p = 0.19 
E_Support Use evidence to support claims about the 
role of energy in phase change (i.e., 
when I added thermal energy the state 
changes slowly because it makes the 
molecules go faster and spread out) 
If Energy (evidence) = 1 & Efficient = 1, p = 0.60; 
If Energy (evidence) = 1 & Efficient = 0, p = 0.25; 
If Energy (evidence) = 0, p = 0.02 
Conserve_Matter Identify correct concepts related to the 
conservation of matter in phase change 
(i.e., when matter changes phase the 
molecules don’t disappear, the just move 
faster) 
If Micro-Macro (support) = 1 & Energy (support) = 
1, p = 0.01; If (MM(support) OR Energy (support) 
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APPENDIX C: ESTIMATED POM UNIDIMENSIONAL RASCH ITEM DIFFICULTY 
PARAMETERS AND INFIT/OUTFIT STATISTICS 
 










Solid -2.46 0.74 0.95 -2.34 0.75 0.93 
Liquid -2.83 0.68 0.94 -2.63 0.70 0.94 
Gas -1.36 0.89 0.96 -1.34 0.88 0.93 
Trans_SL -0.86 0.97 0.96 -0.76 0.87 0.89 
Trans_LG 0.32 0.91 0.93 -0.33 0.90 0.91 
Trans_SLG 0.61 1.14 1.10 0.54 1.06 1.05 
AllStates 0.55 0.91 0.94 0.48 0.89 0.92 
Add -1.44 0.90 0.95 -1.38 0.88 0.93 
Remove 0.14 1.08 1.06 0.20 1.01 1.01 
Efficient 1.62 0.94 0.94 1.91 0.85 0.96 
Pause_Solid -1.13 1.03 1.02 -0.95 0.93 0.94 
Pause_Liquid -0.79 0.96 0.98 -0.64 1.03 1.02 
Pause_Gas 0.55 0.95 0.97 0.50 0.98 0.99 
Replay_Phase 0.37 0.94 0.96 0.29 1.06 1.05 
Replay 2.16 0.98 1.01 2.10 1.09 1.02 
Space_Solid 1.44 1.01 1.02 1.34 0.94 0.97 
Space_Liquid 2.30 1.11 1.00 2.01 0.98 0.99 
Space_Gas 0.61 1.03 1.04 0.68 1.00 1.00 
Space_SL 1.62 1.27 1.13 1.82 1.09 1.03 
Space_LG 1.71 1.18 1.11 1.65 1.13 1.05 
Speed_Solid 0.73 1.00 0.99 0.65 1.02 1.01 
Speed_Liquid 1.36 0.91 0.94 1.35 1.07 1.04 
Speed_Gas 0.67 0.94 0.96 0.61 1.04 1.03 
Speed_SL 0.03 1.16 1.13 -0.01 1.07 1.06 
Speed_LG 0.86 1.28 1.18 0.74 1.09 1.06 
KE_Solid 1.36 0.95 0.96 1.27 0.98 1.00 
KE_Liquid 2.04 0.75 0.91 2.02 0.97 1.00 
KE_Gas 1.28 0.85 0.93 1.35 0.99 0.99 
KE_SL -0.31 0.95 0.95 -0.33 1.02 1.01 
KE_LG 0.26 1.10 1.08 0.36 1.03 1.03 
IB_Solid 1.21 0.95 0.98 1.54 1.02 1.01 
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IB_Liquid 1.62 0.78 0.88 1.87 0.99 1.00 
IB_Gas 0.73 0.89 0.91 0.99 1.03 1.02 
IB_SL 0.26 1.00 1.00 0.06 1.04 1.04 
IB_LG 0.73 1.14 1.12 0.56 1.03 1.03 
DD1 -2.46 0.82 1.02 -2.73 1.07 1.01 
DD2 -2.17 1.02 1.06 -2.29 1.12 1.03 
DD3 -0.92 0.98 1.01 -0.72 1.05 1.04 
DD4 -2.04 0.99 1.04 -1.83 1.09 1.03 
MM_Identify 0.80 1.00 0.99 0.67 1.00 1.00 
MM_Evidence 1.21 0.91 0.96 1.21 1.03 1.01 
MM_Support 2.63 0.71 0.93 2.28 0.99 1.00 
E_Identify -0.14 1.05 1.06 -0.21 1.02 1.02 
E_Evidence 0.55 1.11 1.08 0.64 1.03 1.02 
E_Support 2.04 0.85 0.96 2.03 1.00 1.00 
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APPENDIX D: UNIDIMENSIONAL RASCH ITEM CHARACTERISTIC CURVES FOR 
POM ACTUAL AND SIMULATED MODELS 
 
Actual ICCs 
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APPENDIX E: ESTIMATED POM MULTIDIMENSIONAL IRT ITEM DIFFICULTY 
PARAMETERS 
Evidence Actual b Simulated b 
Solid -2.75 -2.56 
Liquid -3.16 -2.86 
Gas -1.53 -1.48 
Trans_SL -0.96 -0.84 
Trans_LG 0.36 -0.36 
Trans_SLG 0.69 0.60 
AllStates 0.63 0.53 
Add -1.62 -1.53 
Remove 0.17 0.22 
Efficient 1.81 2.08 
Pause_Solid -1.27 -1.05 
Pause_Liquid -0.88 -0.70 
Pause_Gas 0.63 0.55 
Replay_Phase 0.43 0.33 
Replay 2.39 2.29 
Space_Solid 1.46 1.32 
Space_Liquid 2.32 1.98 
Space_Gas 0.62 0.67 
Space_SL 1.64 1.80 
Space_LG 1.73 1.63 
Speed_Solid 0.75 0.64 
Speed_Liquid 1.38 1.33 
Speed_Gas 0.69 0.60 
Speed_SL 0.04 -0.01 
Speed_LG 0.88 0.73 
KE_Solid 1.38 1.25 
KE_Liquid 2.06 1.99 
KE_Gas 1.30 1.33 
KE_SL -0.30 -0.32 
KE_LG 0.27 0.36 
IB_Solid 1.23 1.51 
IB_Liquid 1.64 1.85 
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Evidence Actual b Simulated b 
IB_Gas 0.75 0.97 
IB_SL 0.27 0.06 
IB_LG 0.75 0.55 
DD1 -2.44 -2.69 
DD2 -2.15 -2.26 
DD3 -0.91 -0.71 
DD4 -2.02 -1.81 
MM_Identify 0.81 0.66 
MM_Evidence 1.36 1.33 
MM_Support 2.88 2.47 
E_Identify -0.13 -0.21 
E_Evidence 0.63 0.71 
E_Support 2.26 2.21 
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APPENDIX G: CONDITIONAL PROBABILITY TABLES FOR POM EXPERT BAYESIAN 
NETWORK 
 
Add  Remove  Trans_SLG 
State0 State1  State0 State1  Add Remove State0 State1 
0.21 0.79  0.55 0.45  0 0 0.59 0.41 
      0 1 0.54 0.46 
      1 0 0.65 0.35 
      1 1 0.63 0.37 
          
Replay_Phase  Replay  
Add Remove State0 State1  Remove Add State0 State1  
0 0 0.52 0.48  0 0 0.88 0.12  
0 1 0.52 0.48  0 1 0.87 0.13  
1 0 0.63 0.37  1 0 0.87 0.13  
1 1 0.53 0.47  1 1 0.89 0.11  
          
Efficient  Solid   
State0 State1  Add Remove State0 State1   
0.86 0.14  0 0 0.24 0.76   
   0 1 0.23 0.77   
   1 0 0.07 0.93   
   1 1 0.05 0.95   
         
Liquid  Gas 
Add Remove State0 State1  Add Remove State0 State1 
0 0 0.24 0.76  0 0 0.52 0.48 
0 1 0.22 0.78  0 1 0.46 0.54 
1 0 0.04 0.96  1 0 0.17 0.83 
1 1 0.02 0.98  1 1 0.11 0.89 
         
Allstates  Trans_LG 
Trans_ 
SLG Replay_Phase Replay State0 State1  
Trans_ 
SLG Replay_Phase Replay State0 State1 
0 0 0 0.61 0.39  0 0 0 0.41 0.59 
0 0 1 0.56 0.44  0 0 1 0.36 0.64 
0 1 0 0.63 0.37  0 1 0 0.39 0.61 
0 1 1 0.54 0.46  0 1 1 0.46 0.54 
1 0 0 0.63 0.38  1 0 0 0.43 0.57 
1 0 1 0.84 0.16  1 0 1 0.47 0.53 
1 1 0 0.60 0.40  1 1 0 0.45 0.55 
1 1 1 0.65 0.35  1 1 1 0.51 0.49 












SLG Replay_Phase Replay State0 State1 
0 0 0 0.33 0.67 
0 0 1 0.28 0.72 
0 1 0 0.32 0.68 
0 1 1 0.21 0.79 
1 0 0 0.30 0.70 
1 0 1 0.53 0.47 
1 1 0 0.34 0.66 
1 1 1 0.30 0.70 
     







SL State0 State1     
0 0 0 0 0.89 0.11     
0 0 1 0 0.97 0.03     
1 0 0 0 0.26 0.74     
1 0 0 1 0.22 0.78     
1 0 1 0 0.20 0.80     
1 0 1 1 0.22 0.78     
1 1 1 1 0.21 0.79     
          







SL State0 State1     
0 0 0 0 0.94 0.06     
1 0 0 0 0.29 0.71     
1 0 0 1 0.31 0.69     
1 0 1 0 0.31 0.69     
1 0 1 1 0.27 0.73     
1 1 1 1 0.32 0.68     
          







SL State0 State1     
0 0 0 0 0.96 0.04     
0 0 0 1 0.99 0.01     
1 0 0 0 0.58 0.42     
1 0 0 1 0.60 0.40     
1 0 1 0 0.49 0.51     
1 0 1 1 0.59 0.41     
1 1 1 1 0.46 0.54     
          
Space_Solid  Space_SL 
Solid 
All 
States State0 State1  Solid Liquid 
Trans_ 
SL State0 State1 
0 0 0.93 0.07  0 0 0 0.85 0.15 
1 0 0.76 0.24  0 1 0 0.84 0.16 
1 1 0.77 0.23  0 1 1 0.50 0.50 
     1 0 0 0.85 0.15 
     1 1 0 0.85 0.15 
     1 1 1 0.85 0.15 
          




Space_Liquid  Space_LG 
Liquid All States State0 State1  Liquid Gas 
Trans_ 
LG State0 State1 
0 0 0.91 0.09  0 0 0 0.78 0.22 
1 0 0.86 0.14  0 1 0 0.93 0.07 
1 1 0.88 0.12  0 1 1 0.50 0.50 
     1 0 0 0.83 0.17 
     1 1 0 0.81 0.19 
     1 1 1 0.83 0.17 
          
Space_Gas  Speed_Solid  
Gas All States State0 State1  Solid 
All 
States State0 State1  
0 0 0.68 0.32  0 0 0.72 0.28  
1 0 0.66 0.34  1 0 0.65 0.35  
1 1 0.64 0.36  1 1 0.63 0.37  
          
Speed_SL  Speed_Liquid 
Solid Liquid 
Trans_ 
SL State0 State1  Liquid 
All 
States State0 State1 
0 0 0 0.48 0.52  0 0 0.91 0.09 
0 1 0 0.43 0.57  1 0 0.76 0.24 
0 1 1 0.50 0.50  1 1 0.79 0.21 
1 0 0 0.62 0.38      
1 1 0 0.46 0.54      
1 1 1 0.51 0.49      
          
Speed_LG  Speed_Gas 
Liquid Gas 
Trans_ 
LG State0 State1  Gas AllStates State0 State1 
0 0 0 0.66 0.34  0 0 0.64 0.36 
0 1 0 0.76 0.24  1 0 0.67 0.33 
0 1 1 0.50 0.50  1 1 0.62 0.38 
1 0 0 0.64 0.36      
1 1 0 0.63 0.37      
1 1 1 0.69 0.31      
          
IB_Solid  IB_SL   
Pause_ 




Liquid State0 State1   
0 0.93 0.07  0 0 0.54 0.46   
1 0.77 0.23  0 1 0.51 0.49   
    1 0 0.49 0.51   
    1 1 0.52 0.48   
          
IB_Liquid        
Pause_ 
Liquid State0 State1        
0 0.91 0.09        
1 0.83 0.17        
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IB_LG  IB_Gas   
Pause_ 
Liquid Pause_Gas State0 State1  
Pause_ 
Liquid State0 State1   
0 0 0.62 0.38  0 0.79 0.21   
0 1 0.57 0.43  1 0.68 0.32   
1 0 0.65 0.35       
1 1 0.63 0.37       
          
KE_Solid  KE_SL 
Pause_ Solid 
All 







SL State0 State1 
0 0 0.95 0.05  0 0 0 0.65 0.35 
0 1 0.95 0.05  0 0 1 0.36 0.64 
1 0 0.69 0.31  0 1 0 0.64 0.36 
1 1 0.71 0.29  0 1 1 0.38 0.62 
     1 0 0 0.45 0.55 
     1 0 1 0.39 0.61 
     1 1 0 0.46 0.54 
     1 1 1 0.35 0.65 
          
KE_Liquid  KE_LG 
Pause_ Liquid 
All 




LG State0 State1 
0 0 0.84 0.16  0 0 0 0.59 0.41 
0 1 0.82 0.18  0 0 1 0.59 0.41 
1 0 0.90 0.10  0 1 0 0.72 0.28 
1 1 0.88 0.12  0 1 1 0.53 0.47 
     1 0 0 0.59 0.41 
     1 0 1 0.55 0.45 
     1 1 0 0.62 0.38 
     1 1 1 0.61 0.39 
          
KE_Gas   DD2  
Pause_Gas 
All 
States State0 State1   Trans_ LG State0 State1  
0 0 0.81 0.19   0 0.11 0.89  
0 1 0.71 0.29   1 0.09 0.91  
1 0 0.78 0.22       
1 1 0.78 0.22       
          
MM_Support  Conserve_Matter   
Replay_Phase Replay 
MM_ 
Evidence State0 State1  State0 State1   
0 0 0 0.95 0.05  1.00 0.00   
0 0 1 0.74 0.26      
0 1 0 0.93 0.07      
0 1 1 0.66 0.34      
1 0 0 0.96 0.04      
1 0 1 0.71 0.29      
1 1 0 0.96 0.04      
1 1 1 0.73 0.27      
          




States Liquid KE_Solid KE_SL 
KE_ 
Liquid KE_LG KE_Gas State0 State1 
0 0 0 0 0 0 0 0.08 0.92 
0 0 0 0 0 0 1 0.25 0.75 
0 0 0 0 0 1 0 0.04 0.96 
0 0 0 0 1 0 0 0.25 0.75 
0 0 0 1 0 0 0 0.05 0.95 
0 0 0 1 0 1 0 0.07 0.93 
0 0 0 1 0 1 1 0.17 0.83 
0 0 0 1 1 1 0 0.25 0.75 
0 0 1 0 0 0 1 0.25 0.75 
0 0 1 0 0 1 0 0.17 0.83 
0 0 1 1 0 0 0 0.10 0.90 
0 0 1 1 0 0 1 0.50 0.50 
0 0 1 1 0 1 0 0.25 0.75 
0 1 0 0 0 0 0 0.08 0.92 
0 1 0 0 0 0 1 0.08 0.92 
0 1 0 0 0 1 0 0.04 0.96 
0 1 0 0 0 1 1 0.17 0.83 
0 1 0 0 1 0 0 0.13 0.88 
0 1 0 0 1 0 1 0.25 0.75 
0 1 0 1 0 0 0 0.08 0.92 
0 1 0 1 0 0 1 0.15 0.85 
0 1 0 1 0 1 0 0.12 0.88 
0 1 0 1 0 1 1 0.10 0.90 
0 1 0 1 1 0 0 0.25 0.75 
0 1 0 1 1 0 1 0.25 0.75 
0 1 0 1 1 1 0 0.07 0.93 
0 1 0 1 1 1 1 0.17 0.83 
0 1 1 0 0 0 0 0.10 0.90 
0 1 1 0 0 0 1 0.05 0.95 
0 1 1 0 0 1 0 0.17 0.83 
0 1 1 0 0 1 1 0.25 0.75 
0 1 1 0 1 0 0 0.06 0.94 
0 1 1 0 1 0 1 0.03 0.97 
0 1 1 0 1 1 0 0.75 0.25 
0 1 1 0 1 1 1 0.17 0.83 
0 1 1 1 0 0 0 0.19 0.81 
0 1 1 1 0 0 1 0.08 0.92 
0 1 1 1 0 1 0 0.13 0.88 
0 1 1 1 0 1 1 0.17 0.83 
0 1 1 1 1 0 0 0.17 0.83 
0 1 1 1 1 0 1 0.06 0.94 
0 1 1 1 1 1 0 0.19 0.81 
0 1 1 1 1 1 1 0.03 0.97 
1 1 0 0 0 0 0 0.10 0.90 
1 1 0 0 0 0 1 0.06 0.94 
1 1 0 0 0 1 0 0.07 0.93 
1 1 0 0 0 1 1 0.13 0.88 
1 1 0 0 1 0 0 0.13 0.88 
1 1 0 0 1 1 1 0.25 0.75 
1 1 0 1 0 0 0 0.06 0.94 
1 1 0 1 0 0 1 0.17 0.83 
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DD1 
1 1 0 1 0 1 0 0.06 0.94 
1 1 0 1 0 1 1 0.14 0.86 
1 1 0 1 1 0 0 0.38 0.63 
1 1 0 1 1 0 1 0.13 0.88 
1 1 0 1 1 1 0 0.25 0.75 
1 1 0 1 1 1 1 0.17 0.83 
1 1 1 0 0 0 0 0.04 0.96 
1 1 1 0 0 0 1 0.08 0.92 
1 1 1 0 1 0 0 0.13 0.88 
1 1 1 0 1 0 1 0.10 0.90 
1 1 1 0 1 1 1 0.17 0.83 
1 1 1 1 0 0 0 0.07 0.93 
1 1 1 1 0 0 1 0.06 0.94 
1 1 1 1 0 1 0 0.03 0.97 
1 1 1 1 0 1 1 0.05 0.95 
1 1 1 1 1 0 1 0.07 0.93 
1 1 1 1 1 1 0 0.17 0.83 
1 1 1 1 1 1 1 0.12 0.88 
 
DD3 




LG Speed_Gas State0 State1 
0 0 0 0 0 0 0.34 0.66 
0 0 0 0 0 1 0.25 0.75 
0 0 0 0 1 0 0.17 0.83 
0 0 0 0 1 1 0.36 0.64 
0 0 0 1 0 0 0.17 0.83 
0 0 0 1 0 1 0.25 0.75 
0 0 0 1 1 1 0.25 0.75 
0 1 0 0 0 0 0.75 0.25 
0 1 0 0 0 1 0.70 0.30 
0 1 0 0 1 0 0.08 0.92 
1 0 0 0 0 0 0.40 0.60 
1 0 0 0 0 1 0.27 0.73 
1 0 0 0 1 0 0.28 0.72 
1 0 0 0 1 1 0.34 0.66 
1 0 0 1 0 0 0.38 0.63 
1 0 0 1 1 0 0.41 0.59 
1 0 0 1 1 1 0.36 0.64 
1 1 0 0 0 0 0.36 0.64 
1 1 0 0 0 1 0.30 0.70 
1 1 0 0 1 0 0.42 0.58 
1 1 0 0 1 1 0.27 0.73 
1 1 0 1 0 0 0.31 0.69 
1 1 0 1 0 1 0.61 0.39 
1 1 0 1 1 1 0.58 0.42 
1 1 1 0 0 0 0.34 0.66 
1 1 1 0 0 1 0.29 0.71 
1 1 1 0 1 0 0.36 0.64 
1 1 1 0 1 1 0.29 0.71 
1 1 1 1 0 0 0.24 0.76 
1 1 1 1 0 1 0.32 0.68 
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DD3 
1 1 1 1 1 0 0.48 0.53 
1 1 1 1 1 1 0.19 0.81 







States State0 State1 
0 0 0 0 0.13 0.87 
0 0 0 1 0.15 0.85 
0 0 1 0 0.13 0.87 
0 0 1 1 0.20 0.80 
0 1 0 0 0.18 0.82 
0 1 0 1 0.20 0.80 
0 1 1 0 0.09 0.91 
0 1 1 1 0.15 0.85 
1 0 0 0 0.17 0.83 
1 0 0 1 0.06 0.94 
1 0 1 0 0.12 0.88 
1 0 1 1 0.25 0.75 
1 1 0 0 0.17 0.83 
1 1 0 1 0.25 0.75 
1 1 1 0 0.17 0.83 
1 1 1 1 0.38 0.63 











Gas State0 State1 
0 0 0 0 0 0.67 0.33 
0 0 0 0 1 0.71 0.29 
0 0 0 1 0 0.74 0.26 
0 0 0 1 1 0.64 0.36 
0 0 1 0 0 0.61 0.39 
0 0 1 0 1 0.61 0.39 
0 0 1 1 0 0.83 0.17 
0 0 1 1 1 0.83 0.17 
0 1 0 0 0 0.72 0.28 
0 1 0 0 1 0.60 0.40 
0 1 0 1 0 0.75 0.25 
0 1 0 1 1 0.59 0.41 
0 1 1 0 0 0.75 0.25 
0 1 1 0 1 0.63 0.38 
1 0 0 0 0 0.60 0.40 
1 0 0 0 1 0.53 0.47 
1 0 0 1 0 0.61 0.39 
1 0 0 1 1 0.23 0.77 
1 0 1 0 0 0.44 0.56 
1 0 1 0 1 0.57 0.43 
1 0 1 1 0 0.75 0.25 
1 0 1 1 1 0.75 0.25 
1 1 0 0 0 0.59 0.41 
1 1 0 0 1 0.36 0.64 
1 1 0 1 0 0.63 0.38 
1 1 1 0 1 0.44 0.56 
1 1 1 1 1 0.70 0.30 
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MM_Evidence 




Identify State0 State1 
0 0 0 0 0 0.90 0.10 
0 0 0 0 1 0.46 0.54 
0 1 0 0 0 0.89 0.11 
0 1 0 0 1 0.40 0.60 
0 1 1 0 0 0.90 0.10 
0 1 1 0 1 0.63 0.37 
0 1 1 1 0 0.91 0.09 
0 1 1 1 1 0.47 0.53 
1 0 0 0 0 0.88 0.12 
1 0 0 0 1 0.15 0.85 
1 1 0 0 0 0.93 0.07 
1 1 0 0 1 0.45 0.55 
1 1 1 0 0 0.93 0.07 
1 1 1 0 1 0.56 0.44 
1 1 1 1 0 0.91 0.09 
1 1 1 1 1 0.48 0.52 









SL KE_LG State0 State1 
0 0 0 0 0 0 0 0.66 0.34 
0 0 0 0 0 0 1 0.29 0.71 
0 0 0 0 0 1 0 0.55 0.45 
0 0 0 0 0 1 1 0.44 0.56 
0 0 0 0 1 0 0 0.58 0.42 
0 0 0 0 1 0 1 0.45 0.55 
0 0 0 0 1 1 0 0.38 0.62 
0 0 0 0 1 1 1 0.49 0.51 
0 0 0 1 0 0 0 0.53 0.47 
0 0 0 1 0 0 1 0.44 0.56 
0 0 0 1 0 1 0 0.21 0.79 
0 0 0 1 1 0 0 0.63 0.38 
0 0 0 1 1 0 1 0.70 0.30 
0 0 0 1 1 1 0 0.41 0.59 
0 0 0 1 1 1 1 0.29 0.71 
0 0 1 0 0 0 0 0.55 0.45 
0 0 1 0 0 0 1 0.23 0.77 
0 0 1 0 0 1 0 0.70 0.30 
0 0 1 0 0 1 1 0.44 0.56 
0 0 1 0 1 0 0 0.07 0.93 
0 0 1 0 1 0 1 0.42 0.58 
0 0 1 0 1 1 0 0.54 0.46 
0 0 1 0 1 1 1 0.40 0.60 
0 0 1 1 0 0 1 0.44 0.56 
0 0 1 1 0 1 0 0.58 0.42 
0 0 1 1 0 1 1 0.38 0.63 
0 0 1 1 1 0 0 0.83 0.17 
0 0 1 1 1 0 1 0.25 0.75 
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E_Identify 
0 0 1 1 1 1 1 0.27 0.73 
0 1 0 0 0 0 0 0.46 0.54 
0 1 0 0 0 0 1 0.21 0.79 
0 1 0 0 0 1 1 0.25 0.75 
0 1 0 0 1 0 0 0.17 0.83 
0 1 0 0 1 0 1 0.25 0.75 
0 1 0 0 1 1 0 0.46 0.54 
0 1 0 0 1 1 1 0.37 0.63 
0 1 0 1 0 0 0 0.38 0.63 
0 1 0 1 0 0 1 0.50 0.50 
0 1 0 1 0 1 0 0.17 0.83 
0 1 0 1 0 1 1 0.38 0.63 
0 1 0 1 1 0 0 0.75 0.25 
0 1 0 1 1 0 1 0.50 0.50 
0 1 0 1 1 1 0 0.58 0.42 
0 1 0 1 1 1 1 0.25 0.75 
0 1 1 0 0 0 0 0.63 0.38 
0 1 1 0 0 0 1 0.25 0.75 
0 1 1 0 0 1 0 0.63 0.38 
0 1 1 0 0 1 1 0.13 0.88 
0 1 1 0 1 0 0 0.17 0.83 
0 1 1 0 1 0 1 0.50 0.50 
0 1 1 0 1 1 0 0.73 0.27 
0 1 1 0 1 1 1 0.38 0.63 
0 1 1 1 0 0 0 0.83 0.17 
0 1 1 1 0 0 1 0.25 0.75 
0 1 1 1 0 1 0 0.25 0.75 
0 1 1 1 1 1 0 0.06 0.94 
0 1 1 1 1 1 1 0.17 0.83 
1 0 0 0 0 0 0 0.56 0.44 
1 0 0 0 0 0 1 0.50 0.50 
1 0 0 0 0 1 0 0.30 0.70 
1 0 0 0 0 1 1 0.25 0.75 
1 0 0 0 1 0 0 0.50 0.50 
1 0 0 0 1 0 1 0.25 0.75 
1 0 0 0 1 1 0 0.65 0.35 
1 0 0 0 1 1 1 0.44 0.56 
1 0 0 1 0 0 0 0.50 0.50 
1 0 0 1 0 0 1 0.83 0.17 
1 0 0 1 0 1 0 0.50 0.50 
1 0 0 1 0 1 1 0.25 0.75 
1 0 0 1 1 0 0 0.50 0.50 
1 0 0 1 1 0 1 0.50 0.50 
1 0 0 1 1 1 0 0.63 0.38 
1 0 0 1 1 1 1 0.75 0.25 
1 0 1 0 0 0 0 0.70 0.30 
1 0 1 0 0 0 1 0.17 0.83 
1 0 1 0 0 1 0 0.75 0.25 
1 0 1 0 0 1 1 0.25 0.75 
1 0 1 0 1 0 0 0.50 0.50 
1 0 1 0 1 0 1 0.75 0.25 
1 0 1 0 1 1 0 0.50 0.50 
1 0 1 0 1 1 1 0.83 0.17 
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E_Identify 
1 0 1 1 0 0 0 0.75 0.25 
1 0 1 1 0 0 1 0.50 0.50 
1 0 1 1 0 1 0 0.75 0.25 
1 0 1 1 0 1 1 0.17 0.83 
1 0 1 1 1 0 0 0.75 0.25 
1 0 1 1 1 0 1 0.83 0.17 
1 0 1 1 1 1 0 0.50 0.50 
1 0 1 1 1 1 1 0.25 0.75 
1 1 0 0 0 0 0 0.59 0.41 
1 1 0 0 0 0 1 0.50 0.50 
1 1 0 0 0 1 0 0.43 0.57 
1 1 0 0 0 1 1 0.35 0.65 
1 1 0 0 1 0 0 0.50 0.50 
1 1 0 0 1 0 1 0.75 0.25 
1 1 0 0 1 1 0 0.48 0.52 
1 1 0 0 1 1 1 0.34 0.66 
1 1 0 1 0 0 0 0.50 0.50 
1 1 0 1 0 0 1 0.39 0.61 
1 1 0 1 0 1 0 0.61 0.39 
1 1 0 1 0 1 1 0.25 0.75 
1 1 0 1 1 0 0 0.50 0.50 
1 1 0 1 1 0 1 0.13 0.88 
1 1 0 1 1 1 0 0.44 0.56 
1 1 0 1 1 1 1 0.41 0.59 
1 1 1 0 0 0 0 0.54 0.46 
1 1 1 0 0 0 1 0.50 0.50 
1 1 1 0 0 1 0 0.25 0.75 
1 1 1 0 0 1 1 0.42 0.58 
1 1 1 0 1 0 0 0.75 0.25 
1 1 1 0 1 0 1 0.50 0.50 
1 1 1 0 1 1 0 0.44 0.56 
1 1 1 0 1 1 1 0.32 0.68 
1 1 1 1 0 0 0 0.44 0.56 
1 1 1 1 0 0 1 0.50 0.50 
1 1 1 1 0 1 0 0.83 0.17 
1 1 1 1 0 1 1 0.83 0.17 
1 1 1 1 1 0 0 0.63 0.38 
1 1 1 1 1 0 1 0.25 0.75 
1 1 1 1 1 1 0 0.28 0.72 





Identify Replay KE_Solid KE_SL 
KE_ 
Liquid KE_LG KE_Gas State0 State1 
0 0 0 0 0 0 0 0 0.78 0.22 
0 0 0 0 0 0 0 1 0.79 0.21 
0 0 0 0 0 0 1 0 0.93 0.07 
0 0 0 0 0 1 1 1 0.75 0.25 
0 0 0 0 1 0 0 0 0.81 0.19 
0 0 0 0 1 0 0 1 0.70 0.30 
0 0 0 0 1 0 1 0 0.84 0.16 
0 0 0 0 1 1 0 1 0.25 0.75 
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E_Evidence 
0 0 0 0 1 1 1 0 0.75 0.25 
0 0 0 0 1 1 1 1 0.75 0.25 
0 0 0 1 0 0 0 0 0.81 0.19 
0 0 0 1 0 0 0 1 0.75 0.25 
0 0 0 1 0 1 0 0 0.70 0.30 
0 0 0 1 0 1 0 1 0.70 0.30 
0 0 0 1 0 1 1 1 0.83 0.17 
0 0 0 1 1 0 0 0 0.75 0.25 
0 0 0 1 1 0 1 0 0.58 0.42 
0 0 0 1 1 0 1 1 0.75 0.25 
0 0 0 1 1 1 0 0 0.50 0.50 
0 0 0 1 1 1 0 1 0.88 0.13 
0 0 0 1 1 1 1 0 0.25 0.75 
0 0 0 1 1 1 1 1 0.75 0.25 
0 0 1 0 0 0 0 0 0.93 0.07 
0 0 1 0 0 0 0 1 0.75 0.25 
0 0 1 0 1 0 0 0 0.90 0.10 
0 0 1 0 1 0 0 1 0.83 0.17 
0 0 1 0 1 0 1 0 0.85 0.15 
0 0 1 0 1 0 1 1 0.75 0.25 
0 0 1 1 0 0 0 0 0.75 0.25 
0 0 1 1 0 0 0 1 0.25 0.75 
0 0 1 1 0 1 0 0 0.25 0.75 
0 0 1 1 0 1 0 1 0.83 0.17 
0 0 1 1 1 0 1 1 0.25 0.75 
0 1 0 0 0 0 0 0 0.57 0.43 
0 1 0 0 0 0 0 1 0.61 0.39 
0 1 0 0 1 0 0 0 0.63 0.38 
0 1 0 0 1 0 0 1 0.38 0.63 
0 1 0 0 1 0 1 0 0.56 0.44 
0 1 0 0 1 0 1 1 0.61 0.39 
0 1 0 0 1 1 0 0 0.25 0.75 
0 1 0 0 1 1 1 0 0.83 0.17 
0 1 0 1 0 0 0 0 0.58 0.42 
0 1 0 1 0 0 1 0 0.38 0.63 
0 1 0 1 0 1 0 1 0.31 0.69 
0 1 0 1 0 1 1 1 0.17 0.83 
0 1 0 1 1 0 0 0 0.75 0.25 
0 1 0 1 1 0 0 1 0.50 0.50 
0 1 0 1 1 0 1 0 0.43 0.57 
0 1 0 1 1 0 1 1 0.70 0.30 
0 1 0 1 1 1 0 0 0.75 0.25 
0 1 0 1 1 1 0 1 0.30 0.70 
0 1 0 1 1 1 1 0 0.13 0.88 
0 1 1 0 0 0 0 0 0.42 0.58 
0 1 1 0 0 0 0 1 0.75 0.25 
0 1 1 0 0 0 1 0 0.25 0.75 
0 1 1 0 1 0 0 0 0.63 0.38 
0 1 1 0 1 0 1 0 0.45 0.55 
0 1 1 0 1 1 0 0 0.25 0.75 
0 1 1 1 0 0 0 1 0.17 0.83 
0 1 1 1 0 1 0 1 0.38 0.63 
0 1 1 1 1 0 0 0 0.25 0.75 
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E_Evidence 
0 1 1 1 1 1 0 1 0.75 0.25 
1 0 0 0 0 0 0 0 0.73 0.27 
1 0 0 0 0 0 0 1 0.93 0.07 
1 0 0 0 0 0 1 0 0.75 0.25 
1 0 0 0 0 1 0 0 0.83 0.17 
1 0 0 0 1 0 0 0 0.79 0.21 
1 0 0 0 1 0 0 1 0.83 0.17 
1 0 0 0 1 0 1 0 0.77 0.23 
1 0 0 0 1 0 1 1 0.58 0.42 
1 0 0 0 1 1 0 0 0.75 0.25 
1 0 0 0 1 1 1 0 0.75 0.25 
1 0 0 1 0 0 0 0 0.88 0.13 
1 0 0 1 0 0 1 1 0.75 0.25 
1 0 0 1 0 1 0 1 0.75 0.25 
1 0 0 1 1 0 0 0 0.90 0.10 
1 0 0 1 1 0 0 1 0.90 0.10 
1 0 0 1 1 0 1 0 0.90 0.10 
1 0 0 1 1 1 0 0 0.25 0.75 
1 0 0 1 1 1 0 1 0.83 0.17 
1 0 0 1 1 1 1 0 0.75 0.25 
1 0 0 1 1 1 1 1 0.81 0.19 
1 0 1 0 0 0 0 0 0.83 0.17 
1 0 1 0 0 1 0 0 0.75 0.25 
1 0 1 0 1 0 1 0 0.58 0.42 
1 0 1 0 1 1 0 1 0.75 0.25 
1 0 1 1 0 0 0 0 0.25 0.75 
1 0 1 1 0 0 0 1 0.75 0.25 
1 0 1 1 1 0 0 1 0.25 0.75 
1 0 1 1 1 0 1 0 0.25 0.75 
1 0 1 1 1 0 1 1 0.75 0.25 
1 0 1 1 1 1 1 1 0.88 0.13 
1 1 0 0 0 0 0 0 0.45 0.55 
1 1 0 0 0 0 0 1 0.56 0.44 
1 1 0 0 0 0 1 0 0.83 0.17 
1 1 0 0 0 0 1 1 0.38 0.63 
1 1 0 0 0 1 0 0 0.17 0.83 
1 1 0 0 0 1 0 1 0.25 0.75 
1 1 0 0 1 0 0 0 0.57 0.43 
1 1 0 0 1 0 0 1 0.75 0.25 
1 1 0 0 1 0 1 0 0.55 0.45 
1 1 0 0 1 0 1 1 0.41 0.59 
1 1 0 0 1 1 0 0 0.75 0.25 
1 1 0 0 1 1 1 1 0.25 0.75 
1 1 0 1 0 0 0 0 0.56 0.44 
1 1 0 1 0 0 0 1 0.64 0.36 
1 1 0 1 0 0 1 0 0.75 0.25 
1 1 0 1 0 1 0 0 0.17 0.83 
1 1 0 1 0 1 0 1 0.63 0.38 
1 1 0 1 0 1 1 0 0.75 0.25 
1 1 0 1 1 0 0 0 0.63 0.38 
1 1 0 1 1 0 0 1 0.70 0.30 
1 1 0 1 1 0 1 0 0.36 0.64 
1 1 0 1 1 0 1 1 0.36 0.64 
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E_Evidence 
1 1 0 1 1 1 0 0 0.50 0.50 
1 1 0 1 1 1 0 1 0.38 0.63 
1 1 0 1 1 1 1 0 0.63 0.38 
1 1 0 1 1 1 1 1 0.38 0.63 
1 1 1 0 0 0 0 0 0.56 0.44 
1 1 1 0 0 0 0 1 0.25 0.75 
1 1 1 0 1 0 0 0 0.39 0.61 
1 1 1 0 1 0 0 1 0.25 0.75 
1 1 1 0 1 1 1 0 0.17 0.83 
1 1 1 0 1 1 1 1 0.50 0.50 
1 1 1 1 0 0 0 0 0.83 0.17 
1 1 1 1 0 1 0 0 0.75 0.25 
1 1 1 1 0 1 0 1 0.17 0.83 
1 1 1 1 1 0 1 0 0.83 0.17 






Evidence Gas State0 State1 
0 0 0 0 0.99 0.01 
0 0 0 1 0.99 0.01 
0 0 1 0 0.61 0.39 
0 0 1 1 0.72 0.28 
0 1 0 0 0.93 0.07 
0 1 0 1 0.99 0.01 
0 1 1 0 0.58 0.42 
0 1 1 1 0.60 0.40 
1 0 0 0 0.97 0.03 
1 0 0 1 0.98 0.02 
1 0 1 0 0.85 0.15 
1 0 1 1 0.60 0.40 
1 1 0 0 0.94 0.06 
1 1 0 1 0.98 0.02 
1 1 1 0 0.70 0.30 
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APPENDIX H: STRENGTH OF INFLUENCE VALUES FOR THE POM EXPERT 
STRUCTURED BAYESIAN NETWORK 
Parent Child Average Maximum Weighted 
Add Gas 0.35 0.35 0.35 
Add Liquid 0.20 0.20 0.20 
Add Solid 0.18 0.19 0.18 
Add Trans_SLG 0.07 0.09 0.07 
Add Replay_Phase 0.06 0.12 0.06 
Add Replay 0.02 0.02 0.02 
AllStates Speed_Liquid 0.22 0.41 0.22 
AllStates Space_Solid 0.22 0.43 0.22 
AllStates Space_Liquid 0.21 0.41 0.21 
AllStates Pause_Solid 0.21 0.47 0.21 
AllStates Pause_Gas 0.16 0.49 0.16 
AllStates MM_Evidence 0.15 0.43 0.15 
AllStates Pause_Liquid 0.13 0.44 0.13 
AllStates Speed_Solid 0.12 0.22 0.12 
AllStates DD1 0.11 0.46 0.11 
AllStates Space_Gas 0.10 0.18 0.10 
AllStates Speed_Gas 0.09 0.14 0.09 
AllStates DD4 0.08 0.21 0.08 
AllStates KE_Gas 0.06 0.11 0.06 
AllStates KE_Liquid 0.02 0.02 0.02 
AllStates KE_Solid 0.01 0.02 0.01 
E_Evidence E_Support 0.33 0.50 0.33 
E_Identify E_Evidence 0.17 0.67 0.17 
Gas DD3 0.13 0.45 0.13 
Gas Space_LG 0.13 0.33 0.13 
Gas Pause_Gas 0.11 0.40 0.11 
Gas E_Support 0.09 0.25 0.09 
Gas Space_Gas 0.08 0.14 0.08 
Gas Speed_Gas 0.07 0.12 0.07 
Gas Speed_LG 0.07 0.19 0.07 
KE_Gas E_Evidence 0.16 0.58 0.16 
KE_Gas DD1 0.10 0.58 0.10 
KE_LG E_Identify 0.23 0.58 0.23 
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Parent Child Average Maximum Weighted 
KE_LG E_Evidence 0.17 0.63 0.17 
KE_LG DD1 0.11 0.69 0.11 
KE_Liquid E_Evidence 0.16 0.65 0.16 
KE_Liquid DD1 0.13 0.58 0.13 
KE_SL E_Evidence 0.15 0.58 0.15 
KE_SL DD1 0.11 0.56 0.11 
KE_Solid E_Evidence 0.16 0.71 0.16 
KE_Solid DD1 0.08 0.43 0.08 
Liquid DD1 0.27 0.47 0.27 
Liquid Speed_Liquid 0.22 0.29 0.22 
Liquid Space_Liquid 0.21 0.38 0.21 
Liquid Pause_Liquid 0.18 0.64 0.18 
Liquid MM_Evidence 0.14 0.43 0.14 
Liquid DD3 0.13 0.40 0.13 
Liquid Space_LG 0.13 0.33 0.13 
Liquid Space_SL 0.09 0.35 0.09 
Liquid Speed_LG 0.08 0.19 0.08 
Liquid Speed_SL 0.05 0.15 0.05 
MM_Evidence MM_Support 0.24 0.28 0.24 
MM_Identify MM_Evidence 0.23 0.73 0.23 
Pause_Gas KE_LG 0.07 0.13 0.07 
Pause_Gas KE_Gas 0.06 0.08 0.06 
Pause_Gas IB_LG 0.03 0.04 0.03 
Pause_Liquid IB_Gas 0.11 0.11 0.11 
Pause_Liquid IB_Liquid 0.08 0.08 0.08 
Pause_Liquid KE_Liquid 0.06 0.06 0.06 
Pause_Liquid KE_LG 0.05 0.11 0.05 
Pause_Liquid IB_LG 0.04 0.05 0.04 
Pause_Liquid IB_SL 0.03 0.03 0.03 
Pause_Liquid KE_SL 0.02 0.03 0.02 
Pause_Solid KE_Solid 0.25 0.26 0.25 
Pause_Solid IB_Solid 0.16 0.16 0.16 
Pause_Solid KE_SL 0.11 0.21 0.11 
Pause_Solid IB_SL 0.03 0.05 0.03 
Remove Gas 0.06 0.06 0.06 
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Parent Child Average Maximum Weighted 
Remove Replay_Phase 0.06 0.11 0.06 
Remove Trans_SLG 0.04 0.05 0.04 
Remove Liquid 0.02 0.02 0.02 
Remove Replay 0.02 0.02 0.02 
Remove Solid 0.01 0.02 0.01 
Replay E_Evidence 0.17 0.65 0.17 
Replay Trans_SL 0.11 0.23 0.11 
Replay AllStates 0.10 0.22 0.10 
Replay E_Support 0.07 0.15 0.07 
Replay Trans_LG 0.05 0.07 0.05 
Replay MM_Support 0.03 0.09 0.03 
Replay_Phase E_Identify 0.19 0.67 0.19 
Replay_Phase E_Evidence 0.16 0.50 0.16 
Replay_Phase Trans_SL 0.09 0.23 0.09 
Replay_Phase E_Support 0.08 0.25 0.08 
Replay_Phase AllStates 0.06 0.19 0.06 
Replay_Phase Trans_LG 0.04 0.10 0.04 
Replay_Phase MM_Support 0.04 0.07 0.04 
Replay_Phase MM_Evidence 0.03 0.31 0.03 
Solid Pause_Solid 0.28 0.77 0.28 
Solid Space_Solid 0.22 0.27 0.22 
Solid Speed_Solid 0.10 0.13 0.10 
Solid Space_SL 0.09 0.35 0.09 
Solid Speed_SL 0.04 0.14 0.04 
Space_Gas MM_Identify 0.11 0.38 0.11 
Space_Gas DD4 0.07 0.19 0.07 
Space_LG MM_Identify 0.14 0.31 0.14 
Space_LG DD4 0.07 0.19 0.07 
Space_Liquid MM_Identify 0.14 0.52 0.14 
Space_Liquid DD4 0.07 0.23 0.07 
Space_SL MM_Identify 0.12 0.33 0.12 
Space_Solid MM_Identify 0.15 0.42 0.15 
Speed_Gas E_Identify 0.20 0.76 0.20 
Speed_Gas DD3 0.08 0.42 0.08 
Speed_LG E_Identify 0.18 0.58 0.18 
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Parent Child Average Maximum Weighted 
Speed_LG DD3 0.08 0.67 0.08 
Speed_Liquid DD3 0.09 0.42 0.09 
Trans_LG Space_LG 0.27 0.43 0.27 
Trans_LG E_Identify 0.20 0.58 0.20 
Trans_LG Speed_LG 0.15 0.26 0.15 
Trans_LG MM_Evidence 0.15 0.41 0.15 
Trans_LG DD3 0.14 0.42 0.14 
Trans_LG Pause_Gas 0.14 0.49 0.14 
Trans_LG Pause_Liquid 0.08 0.44 0.08 
Trans_LG KE_LG 0.06 0.19 0.06 
Trans_LG Pause_Solid 0.05 0.29 0.05 
Trans_LG DD2 0.02 0.02 0.02 
Trans_SL Space_SL 0.26 0.35 0.26 
Trans_SL E_Identify 0.21 0.58 0.21 
Trans_SL KE_SL 0.18 0.29 0.18 
Trans_SL Pause_Solid 0.15 0.47 0.15 
Trans_SL Pause_Liquid 0.08 0.44 0.08 
Trans_SL Speed_SL 0.06 0.12 0.06 
Trans_SL Pause_Gas 0.02 0.10 0.02 
Trans_SLG E_Identify 0.22 0.58 0.22 
Trans_SLG AllStates 0.11 0.28 0.11 
Trans_SLG Trans_SL 0.10 0.25 0.10 
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APPENDIX I: CONDITIONAL PROBABILITY TABLES FOR POM EMPIRICALLY 
STRUCTURED BAYESIAN NETWORK 
 
Liquid  Efficient  AllStates 
State0 State1  State0 State1  Liquid Efficient State0 State1 
0.071 0.929  0.81 0.19  0 0 0.92 0.08 
      1 0 0.67 0.33 
      1 1 0.30 0.70 
          
Trans_SL  Solid   
Liquid AllStates State0 State1  Trans_SL State0 State1   
0 0 0.92 0.08  0 0.18 0.82   
1 0 0.40 0.60  1 0.06 0.94   
1 1 0.08 0.92       
 
Add  Replay_Phase  
Trans_SL Efficient State0 State1  Add State0 State1  
0 0 0.63 0.37  0 0.62 0.38  
0 1 0.17 0.83  1 0.57 0.43  
1 0 0.06 0.94      
1 1 0.04 0.96      
         
Trans_SLG  Trans_LG 
Replay_Phase State0 State1  AllStates 
Trans_ 
SLG Add State0 State1 
0 0.64 0.36  0 0 0 0.97 0.03 
1 0.62 0.38  0 0 1 0.69 0.31 
    0 1 1 0.97 0.03 
    1 0 0 0.83 0.17 
    1 0 1 0.04 0.96 
    1 1 1 0.03 0.97 
         
Gas  Remove  Pause_Solid 
Trans_ 
LG State0 State1  Gas State0 State1  Solid State0 State1 
0 0.34 0.66  0 0.81 0.19  0 0.81 0.19 
1 0.07 0.93  1 0.45 0.55  1 0.20 0.80 
           
Pause_Gas  Pause_Liquid 
Gas Add Efficient State0 State1  Liquid 
Pause_ 
Gas Replay_Phase State0 State1 
0 0 0 0.94 0.06  0 0 0 0.90 0.10 
0 1 0 0.95 0.05  0 1 0 0.75 0.25 
0 1 1 0.75 0.25  1 0 0 0.47 0.53 
1 0 0 0.15 0.85  1 0 1 0.37 0.63 
1 1 0 0.71 0.29  1 1 0 0.14 0.86 
1 1 1 0.25 0.75  1 1 1 0.03 0.97 
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Replay  Speed_Solid  KE_LG 
Add Efficient State0 State1  State0 State1  State0 State1 
0 0 0.97 0.03  0.66 0.34  0.56 0.44 
1 0 0.86 0.14       
1 1 0.77 0.23       
          





Solid State0 State1  Add KE_LG State0 State1 
0 0 0 0.52 0.48  0 0 0.86 0.14 
0 0 1 0.68 0.32  0 1 0.21 0.79 
0 1 0 0.83 0.17  1 0 0.60 0.40 
0 1 1 0.92 0.08  1 1 0.12 0.88 
1 0 0 0.72 0.28      
1 0 1 0.42 0.58      
1 1 0 0.77 0.23      
1 1 1 0.79 0.21      
          
Space_Gas  Space_Liquid 
Liquid AllStates Replay_Phase 
Speed_ 
LG KE_SL State0 State1  
Space_ 
Gas State0 State1 
0 0 0 0 1 0.75 0.25  0 0.97 0.03 
1 0 0 0 0 0.45 0.55  1 0.74 0.26 
1 0 0 0 1 0.75 0.25     
1 0 0 1 0 0.83 0.17     
1 0 0 1 1 0.64 0.36     
1 0 1 0 1 0.25 0.75     
1 1 0 0 1 0.70 0.30     
1 1 0 1 1 0.90 0.10     
1 1 1 0 1 0.55 0.45     
1 1 1 1 1 0.90 0.10     
           




Solid State0 State1  AllStates 
Space_ 
Liquid KE_Solid State0 State1 
0 0 0.97 0.03  0 0 0 0.85 0.15 
0 1 0.63 0.38  0 0 1 0.58 0.42 
1 0 0.79 0.21  0 1 0 0.38 0.63 
1 1 0.60 0.40  0 1 1 0.38 0.63 
     1 0 0 0.91 0.09 
     1 0 1 0.75 0.25 
     1 1 0 0.75 0.25 
     1 1 1 0.25 0.75 
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Space_SL  Space_LG  KE_Liquid 
Trans_ 





0 0 0.87 0.13  0.83 0.17  0 0.94 0.06 
0 1 0.94 0.06     1 0.58 0.42 
1 0 0.67 0.33        
1 1 0.64 0.36        
           
Speed_Liquid  Speed_Gas 
Trans_ 











0 0 0 0.66 0.34  0 0 0 0.80 0.20 
0 0 1 0.88 0.12  0 0 1 0.64 0.36 
0 1 0 0.30 0.70  0 1 1 0.46 0.54 
0 1 1 0.25 0.75  1 0 0 0.82 0.18 
1 0 0 0.88 0.12  1 0 1 0.31 0.69 
1 0 1 0.96 0.04  1 1 0 0.70 0.30 
1 1 0 0.63 0.38       
           




Liquid State0 State1  Add State0 State1  
0 0 0.55 0.45  0 0.68 0.32  
1 0 0.47 0.53  1 0.77 0.23  
1 1 0.59 0.41      
         
KE_Gas  IB_Liquid 









0 0 0.88 0.12  0 0 0 0.94 0.06 
0 1 0.75 0.25  0 0 1 0.65 0.35 
1 0 0.38 0.63  0 1 0 0.63 0.38 
1 1 0.37 0.63  0 1 1 0.06 0.94 
     1 0 0 0.96 0.04 















0 0 0 0 0 0 0.92 0.08 
0 0 0 1 0 0 0.75 0.25 
0 1 1 0 0 0 0.75 0.25 
1 0 0 0 0 0 0.74 0.26 
1 0 0 0 0 1 0.17 0.83 
1 0 0 0 1 1 0.25 0.75 
1 0 0 1 0 0 0.85 0.15 
1 0 0 1 0 1 0.17 0.83 
1 0 0 1 1 0 0.50 0.50 
1 0 0 1 1 1 0.13 0.88 
1 0 1 0 0 0 0.75 0.25 
1 1 0 0 0 0 0.82 0.18 
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IB_Gas 
1 1 0 0 1 0 0.75 0.25 
1 1 0 0 1 1 0.25 0.75 
1 1 0 1 0 0 0.90 0.10 
1 1 0 1 1 1 0.25 0.75 
1 1 1 0 0 0 0.88 0.13 
1 1 1 0 0 1 0.25 0.75 
1 1 1 0 1 0 0.25 0.75 
1 1 1 1 0 0 0.30 0.70 
1 1 1 1 0 1 0.25 0.75 
1 1 1 1 1 1 0.17 0.83 
        
 
IB_LG  IB_SL 
Efficient KE_LG State0 State1  
Trans_ 
LG IB_LG State0 State1 
0 0 0.88 0.12  0 0 0.83 0.17 
0 1 0.34 0.66  0 1 0.27 0.73 
1 0 0.94 0.06  1 0 0.58 0.43 
1 1 0.44 0.56  1 1 0.17 0.83 
         
DD1  DD2  
Liquid IB_Solid State0 State1  
Speed_ 
LG State0 State1  
0 0 0.30 0.70  0 0.16 0.84  
0 1 0.25 0.75  1 0.06 0.94  
1 0 0.10 0.90      
1 1 0.08 0.92      
         
DD3  DD4 
Trans_ 
SLG State0 State1  
Trans_ 
LG KE_Solid KE_LG 
IB_ 
Liquid State0 State1 
0 0.29 0.71  0 0 0 0 0.22 0.78 
1 0.33 0.67  0 0 0 1 0.17 0.83 
    0 0 1 0 0.03 0.97 
Conserve_Matter  0 1 0 0 0.25 0.75 
Efficient State0 State1  0 1 0 1 0.25 0.75 
0 0.98 0.02  0 1 1 0 0.17 0.83 
1 0.97 0.03  0 1 1 1 0.25 0.75 
    1 0 0 0 0.13 0.88 
    1 0 0 1 0.17 0.83 
    1 0 1 0 0.28 0.72 
    1 0 1 1 0.25 0.75 
    1 1 0 0 0.25 0.75 
    1 1 0 1 0.17 0.83 
    1 1 1 1 0.25 0.75 
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E_Support  E_Evidence 




Support State0 State1 
0 0 0 0 0.92 0.08  0 0 0.77 0.23 
1 0 0 0 0.88 0.13  0 1 0.08 0.92 
1 0 0 1 0.94 0.06  1 0 0.54 0.46 
1 0 1 0 0.85 0.15  1 1 0.25 0.75 
1 0 1 1 0.72 0.28      
1 1 0 0 0.83 0.18      
1 1 1 0 0.83 0.17      
           




Evidence State0 State1  IB_Solid DD1 
E_ 
Identify State0 State1 
0 0 0.61 0.39  0 0 0 0.92 0.08 
0 1 0.24 0.76  0 0 1 0.75 0.25 
1 0 0.56 0.44  0 1 0 0.65 0.35 
1 1 0.38 0.63  0 1 1 0.85 0.15 
     1 0 1 0.75 0.25 
     1 1 1 0.68 0.32 
          




Evidence State0 State1  Efficient 
MM_ 
Evidence State0 State1  
0 0 0.82 0.18  0 0 0.97 0.03  
0 1 0.32 0.68  0 1 0.78 0.22  
1 0 0.69 0.31  1 0 0.95 0.05  
1 1 0.13 0.88       
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APPENDIX J: STRENGTH OF INFLUENCE VALUES FOR THE POM EMPIRICALLY 
STRUCTURED BAYESIAN NETWORK 
Parent Child Mean Maximum Weighted 
Add Trans_LG 0.50 0.80 0.50 
Add Pause_Gas 0.27 0.56 0.27 
Add Replay 0.19 0.27 0.19 
Add KE_SL 0.18 0.26 0.18 
Add IB_Solid 0.09 0.09 0.09 
Add Replay_Phase 0.05 0.05 0.05 
AllStates Trans_LG 0.43 0.93 0.43 
AllStates Trans_SL 0.37 0.42 0.37 
AllStates Space_Solid 0.18 0.38 0.18 
AllStates Speed_LG 0.16 0.27 0.16 
AllStates E_Support 0.14 0.44 0.14 
AllStates Space_Gas 0.10 0.40 0.10 
DD1 MM_Evidence 0.11 0.27 0.11 
E_Evidence E_Identify 0.28 0.37 0.28 
E_Identify MM_Evidence 0.20 0.25 0.20 
E_Support E_Evidence 0.49 0.69 0.49 
Efficient AllStates 0.39 0.42 0.39 
Efficient Pause_Gas 0.36 0.46 0.36 
Efficient Replay 0.28 0.47 0.28 
Efficient Add 0.24 0.46 0.24 
Efficient MM_Support 0.15 0.28 0.15 
Efficient IB_Gas 0.14 0.60 0.14 
Efficient IB_LG 0.08 0.10 0.08 
Efficient Space_SL 0.05 0.08 0.05 
Efficient Conserve_Matter 0.01 0.01 0.01 
Gas Pause_Gas 0.38 0.79 0.38 
Gas Remove 0.35 0.35 0.35 
IB_LG IB_SL 0.49 0.56 0.49 
IB_Liquid IB_Gas 0.18 0.68 0.18 
IB_Liquid DD4 0.13 0.47 0.13 
IB_Solid IB_Liquid 0.33 0.56 0.33 
IB_Solid MM_Evidence 0.18 0.42 0.18 
IB_Solid KE_Gas 0.07 0.13 0.07 
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Parent Child Mean Maximum Weighted 
IB_Solid DD1 0.04 0.05 0.04 
KE_LG KE_SL 0.57 0.65 0.57 
KE_LG IB_LG 0.52 0.54 0.52 
KE_LG DD4 0.15 0.33 0.15 
KE_LG Speed_Liquid 0.12 0.22 0.12 
KE_Liquid Speed_Liquid 0.43 0.63 0.43 
KE_Liquid IB_Liquid 0.34 0.59 0.34 
KE_Liquid MM_Identify 0.16 0.20 0.16 
KE_Liquid IB_Gas 0.13 0.63 0.13 
KE_Liquid E_Identify 0.09 0.13 0.09 
KE_Liquid Speed_SL 0.08 0.12 0.08 
KE_SL Space_Gas 0.13 0.40 0.13 
KE_Solid KE_Gas 0.45 0.51 0.45 
KE_Solid KE_Liquid 0.36 0.36 0.36 
KE_Solid Space_Solid 0.23 0.50 0.23 
KE_Solid E_Support 0.16 0.42 0.16 
KE_Solid DD4 0.11 0.25 0.11 
Liquid Trans_SL 0.47 0.52 0.47 
Liquid Pause_Liquid 0.41 0.61 0.41 
Liquid AllStates 0.22 0.25 0.22 
Liquid E_Support 0.21 0.44 0.21 
Liquid DD1 0.19 0.20 0.19 
Liquid Space_Gas 0.11 0.40 0.11 
MM_Evidence MM_Identify 0.53 0.56 0.53 
MM_Evidence MM_Support 0.32 0.45 0.32 
Pause_Gas Speed_LG 0.24 0.37 0.24 
Pause_Gas Pause_Liquid 0.21 0.34 0.21 
Pause_Gas Speed_Gas 0.20 0.30 0.20 
Pause_Solid KE_Solid 0.10 0.19 0.10 
Pause_Solid Speed_SL 0.08 0.09 0.08 
Replay_Phase Pause_Liquid 0.22 0.40 0.22 
Replay_Phase Space_Gas 0.09 0.50 0.09 
Replay_Phase Trans_SLG 0.02 0.02 0.02 
Solid Pause_Solid 0.61 0.61 0.61 
Solid IB_Gas 0.15 0.40 0.15 
       
268 
Parent Child Mean Maximum Weighted 
Space_Gas Space_Liquid 0.23 0.23 0.23 
Space_Gas Speed_Gas 0.23 0.51 0.23 
Space_LG IB_Liquid 0.18 0.44 0.18 
Space_Liquid Space_Solid 0.33 0.50 0.33 
Speed_Gas E_Evidence 0.20 0.23 0.20 
Speed_Gas E_Support 0.08 0.42 0.08 
Speed_Gas IB_Gas 0.07 0.58 0.07 
Speed_LG DD2 0.10 0.10 0.10 
Speed_LG Space_Gas 0.10 0.38 0.10 
Speed_Solid KE_Solid 0.26 0.35 0.26 
Speed_Solid Speed_LG 0.14 0.31 0.14 
Trans_LG Gas 0.27 0.27 0.27 
Trans_LG IB_SL 0.18 0.26 0.18 
Trans_LG DD4 0.13 0.33 0.13 
Trans_LG IB_Gas 0.11 0.42 0.11 
Trans_SL Add 0.35 0.57 0.35 
Trans_SL Solid 0.12 0.12 0.12 
Trans_SLG Trans_LG 0.27 0.47 0.27 
Trans_SLG Space_SL 0.25 0.30 0.25 
Trans_SLG Speed_Liquid 0.22 0.33 0.22 
Trans_SLG Speed_Gas 0.15 0.33 0.15 











       
269 
APPENDIX K: TRANSFORMED EVIDENCE RULES FOR THE POM DYNAMIC 
BAYESIAN NETWORK 
Evidence Actual Average (SD) Simulation Rules 
Solid 0.87 (0.34) p = 0.87 
Solid_1 0.78 (0.42) If Solid = 1, p = 0.81 ; If Solid = 0, p = 0.60 
Solid_2 
0.67 (0.47) 
If Solid = 1 & Solid_1 = 1, p = 0.76; If Solid =1 & Solid_1 = 0, 
p = 0.38; If Solid = 0 & Solid_1 = 1, p = 0.67;If Solid = 0 & 
Solid_1 = 0, p = 0.50 
Liquid 0.67 (0.47) If Solid = 1, p = 0.72 ; If Solid = 0, p = 0.40 
Liquid_1 0.78 (0.42) If Liquid = 1, p = 0.85; If Liquid = 0, p = 0.64 
Liquid_2 
0.83 (0.38) 
If Liquid = 1 & Liquid_1 = 1, p = 0.91; If Liquid =1 & 
Liquid_1 = 0, p = 0.50; If Liquid = 0 & Liquid_1 = 1, p = 
0.94;If Liquid = 0 & Liquid_1 = 0, p = 0.56 
Gas 
0.44 (0.50) 
If Solid & Liquid = 1, p = 0.60; If Solid = 1 & Liquid = 0, p = 
0.16; If Solid = 0 & Liquid = 1, p = 0.50; If Solid = 0 & Liquid 
= 0, p = 0.00 
Gas_1 0.47 (0.50) If Gas = 1, p = 0.59 ; If Gas = 0, p = 0.37 
Gas_2 
0.73 (0.45) 
If Gas = 1 & Gas_1 = 1, p = 0.90; If Gas =1 & Gas_1 = 0, p = 
0.50; If Gas = 0 & Gas_1 = 1, p = 0.75;If Gas = 0 & Gas_1 = 0, 
p = 0.70 
Add 
0.69 (0.47) 
If Trans_SL = 1, p = 1.00; If Trans_SL = 0 & Trans_LG = 1, p 
= 0.00; If Trans_SL = 0 & Trans_LG = 0 & Trans_SLG = 1, p 




If Trans_SL_1 = 1, p = 1.00; If Trans_SL_1 = 0 & 
Trans_LG_1 = 1, p = 0.75; If Trans_SL_1 = 0 & Trans_LG_1 
= 0 & Trans_SLG_1 = 1, p = 0.67; If Trans_SL_1 = 0 & 
Trans_LG_1= 0 & Trans_SLG_1 = 0, p = 0.29 
Add_2 
0.70 (0.46) 
If Trans_SL_2 = 1, p = 0.96 ; If Trans_SL_2 = 0 & 
Trans_LG_2 = 1, p = 1.00; If Trans_SL_2 = 0 & Trans_LG_2 
= 0 & Trans_SLG_2 = 1, p = 0.67 ; If Trans_SL_2 = 0 & 
Trans_LG_2= 0 & Trans_SLG_2 = 0, p = 0.36 
Remove 
0.56 (0.50) 
If Trans_SL = 1, p = 0.69; If Trans_SL = 0 & Trans_LG = 1, p 
= 1.00; If Trans_SL = 0 & Trans_LG = 0 & Trans_SLG = 1, p 




If Trans_SL_1 = 1, p = 0.54 ; If Trans_SL_1 = 0 & 
Trans_LG_1 = 1, p = 0.87 ; If Trans_SL_1 = 0 & Trans_LG_1 
= 0 & Trans_SLG_1 = 1, p = 0.33 ; If Trans_SL_1 = 0 & 
Trans_LG_1= 0 & Trans_SLG_1 = 0, p = 0.21 
Remove_2 
0.38 (0.49) 
If Trans_SL_2 = 1, p = 0.50 ; If Trans_SL_2 = 0 & 
Trans_LG_2 = 1, p = 0.54 ; If Trans_SL_2 = 0 & Trans_LG_2 
= 0 & Trans_SLG_2 = 1, p = 0.67 ; If Trans_SL_2 = 0 & 
Trans_LG_2= 0 & Trans_SLG_2 = 0, p = 0.18 
Trans_SL 0.38 (0.49) If Solid & Liquid = 1, p = 0.60 ; Otherwise, p = 0  
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Evidence Actual Average (SD) Simulation Rules 
Trans_SL_1 0.36 (0.48) If Solid_1 & Liquid_1 = 1, p = 0.53 ; Otherwise, p = 0  
Trans_SL_2 0.36 (0.48) If Solid_2 & Liquid_2 = 1, p = 0.57; Otherwise, p = 0.  
Trans_LG 0.05 (0.22) If Liquid & Gas = 1, p = 0.13; Otherwise, p = 0 
Trans_LG_1 0.15 (0.36) If Liquid_1 & Gas_1 = 1, p = 0.36 ; Otherwise, p = 0 
Trans_LG_2 0.27 (0.45) If Liquid_2 & Gas_2 = 1, p = 0.40; Otherwise, p = 0 
Trans_SLG 0.15 (0.36) If Solid, Liquid, & Gas = 1, p = 0.41 ; Otherwise, p = 0 
Trans_SLG_1 0.10 (0.31) If Solid_1, Liquid_1, & Gas_1 = 1, p = 0.20 ; Otherwise, p = 0 
Trans_SLG_2 0.16 (0.36) If Solid_2, Liquid_2, & Gas_2 = 1, p = 0.29; Otherwise, p = 0 
Pause_Solid 0.45 (0.50) If Solid = 1, p = 0.52 ; If Solid = 0, p = 0 
Pause_Solid_1 0.34 (0.48) If Solid_1 = 1, p = 0.43 ; If Solid_1 = 0, p = 0 
Pause_Solid_2 0.32 (0.47) If Solid_2 = 1, p = 0.48 ; If Solid_2 = 0, p = 0 
Pause_Liquid 0.18 (0.39) If Liquid = 1, p = 0.27; If Liquid = 0, p = 0 
Pause_Liquid_1 0.47 (0.50) If Liquid_1 = 1, p = 0.60; If Liquid_1 = 0, p = 0 
Pause_Liquid_2 0.49 (0.50) If Liquid_2 = 1, p = 0.58; If Liquid_2 = 0, p = 0 
Pause_Gas 0.12 (0.32) If Gas = 1, p = 0.26 ; If Gas = 0, p = 0 
Pause_Gas_1 0.13 (0.34) If Gas_1 = 1, p = 0.28 ; If Gas_1 = 0, p = 0 
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APPENDIX L: SELECTED CONDITIONAL PROBABILITY TABLES FOR THE POM 
DYNAMIC BAYESIAN NETWORK 
 
Solid_2  Add_2  
Solid_1 Solid State0 State1  Solid_2 Add_1 Add State0 State1  
0 0 0.40 0.60  0 0 0 0.67 0.33  
0 1 0.58 0.42  0 0 1 0.53 0.47  
1 0 0.26 0.74  0 1 0 0.65 0.35  
1 1 0.25 0.75  0 1 1 0.55 0.45  
     1 0 0 0.35 0.65  
     1 0 1 0.29 0.71  
     1 1 0 0.25 0.75  
     1 1 1 0.30 0.70  
           
Remove_2  Liquid_2 
Solid_2 Remove_1 Remove State0 State1  Solid_2 Liquid_1 Liquid State0 State1 
0 0 0 0.75 0.25  0 0 0 0.46 0.54 
0 0 1 0.73 0.27  0 0 1 0.62 0.38 
0 1 0 0.76 0.24  0 1 0 0.08 0.92 
0 1 1 0.65 0.35  0 1 1 0.09 0.91 
1 0 0 0.59 0.41  1 0 0 0.43 0.57 
1 0 1 0.61 0.39  1 0 1 0.51 0.49 
1 1 0 0.56 0.44  1 1 0 0.12 0.88 
1 1 1 0.60 0.40  1 1 1 0.07 0.93 
           
Gas_2   
Solid_2 Gas_1 Gas State0 State1   
0 0 0 0.33 0.67   
0 0 1 0.40 0.60   
0 1 0 0.30 0.70   
0 1 1 0.21 0.79   
1 0 0 0.26 0.74   
1 0 1 0.52 0.48   
1 1 0 0.25 0.75   
1 1 1 0.11 0.89   
       
Trans_LG_2 
Add_2 Remove_2 Liquid_2 Gas_2 Trans_LG_1 State0 State1 
0 0 0 0 0 1.00 0.00 
0 0 1 1 0 0.96 0.04 
0 1 1 1 0 0.78 0.22 
1 0 0 1 1 1.00 0.00 
1 0 1 1 0 0.62 0.38 
1 0 1 1 1 0.63 0.37 
1 1 0 1 1 1.00 0.00 
1 1 1 1 0 0.48 0.52 
1 1 1 1 1 0.34 0.66 





       
272 










Solid State0 State1 
0 0 0 0.81 0.19  0 0 0 1.00 0.00 
0 0 1 0.88 0.12  1 0 0 0.52 0.48 
0 1 0 0.77 0.23  1 0 1 0.51 0.49 
0 1 1 0.69 0.31  1 1 0 0.55 0.45 
1 0 0 0.73 0.27  1 1 1 0.45 0.55 
1 0 1 0.82 0.18       
1 1 0 0.61 0.39       
1 1 1 1.00 0.00       
           





Liquid State0 State1  Gas_2 Pause_Gas_1 Pause_Gas State0 State1 
0 0 0 1.00 0.00  0 0 0 1.00 0.00 
1 0 0 0.45 0.55  1 0 0 0.41 0.59 
1 0 1 0.43 0.57  1 0 1 0.46 0.54 
1 1 0 0.43 0.57  1 1 0 0.48 0.52 
1 1 1 0.39 0.61  1 1 1 0.53 0.47 
           
Replay_Phase_2  Space_Solid_3 
AllStates_2 State0 State1  Solid_2 Solid_1 Solid State0 State1 
0 0.91 0.09  0 0 0 1.00 0.00 
1 0.19 0.81  0 0 1 0.93 0.07 
    0 1 0 0.89 0.11 
    0 1 1 0.71 0.29 
    1 0 0 0.97 0.03 
    1 0 1 0.77 0.23 
    1 1 0 0.76 0.24 
    1 1 1 0.73 0.27 
         
Space_SL_3 
Replay_3 Solid_2 Liquid_2 Solid_1 Liquid_1 Liquid Solid State0 State1 
0 0 0 0 1 0 0 1.00 0.00 
0 0 0 0 1 1 1 0.67 0.33 
0 0 0 1 0 1 0 0.67 0.33 
0 0 0 1 0 1 1 0.80 0.20 
0 0 0 1 1 0 0 0.75 0.25 
0 0 0 1 1 1 0 0.75 0.25 
0 0 0 1 1 1 1 0.85 0.15 
0 0 1 0 1 0 0 0.59 0.41 
0 0 1 0 1 0 1 0.85 0.15 
0 0 1 0 1 1 1 0.76 0.24 
0 0 1 1 0 1 0 0.52 0.48 
0 0 1 1 0 1 1 0.64 0.36 
0 0 1 1 1 0 0 0.83 0.17 
0 0 1 1 1 0 1 0.95 0.05 
0 0 1 1 1 1 1 0.91 0.09 
0 1 0 0 0 1 1 0.33 0.67 
0 1 0 0 1 1 0 0.95 0.05 
0 1 0 1 0 0 1 0.75 0.25 
0 1 0 1 0 1 0 0.83 0.17 
0 1 0 1 1 0 1 0.80 0.20 
0 1 1 0 0 0 1 0.95 0.05 
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Space_SL_3 
0 1 1 0 1 0 0 0.69 0.31 
0 1 1 0 1 0 1 0.90 0.10 
0 1 1 0 1 1 0 0.76 0.24 
0 1 1 0 1 1 1 0.90 0.10 
0 1 1 1 1 0 0 0.75 0.25 
0 1 1 1 1 0 1 0.84 0.16 
0 1 1 1 1 1 0 0.82 0.18 
0 1 1 1 1 1 1 0.86 0.14 
1 0 0 0 0 0 0 0.84 0.16 
1 0 0 0 1 0 0 0.83 0.17 
1 0 0 0 1 0 1 0.83 0.17 
1 0 0 0 1 1 0 0.83 0.17 
1 0 0 1 0 1 0 0.99 0.01 
1 0 0 1 1 0 0 0.83 0.17 
1 0 0 1 1 1 0 0.83 0.17 
1 0 1 0 0 0 0 0.83 0.17 
1 0 1 0 0 1 0 0.96 0.04 
1 0 1 0 1 0 1 0.41 0.59 
1 0 1 0 1 1 1 0.83 0.17 
1 0 1 1 0 0 0 0.83 0.17 
1 0 1 1 0 0 1 0.49 0.51 
1 0 1 1 0 1 0 0.83 0.17 
1 0 1 1 1 0 0 0.90 0.10 
1 0 1 1 1 0 1 0.87 0.13 
1 0 1 1 1 1 0 0.11 0.89 
1 0 1 1 1 1 1 0.74 0.26 
1 1 0 0 0 0 0 0.67 0.33 
1 1 0 0 0 1 1 0.91 0.09 
1 1 0 0 1 0 0 0.84 0.16 
1 1 0 1 0 1 0 0.83 0.17 
1 1 0 1 0 1 1 0.55 0.45 
1 1 0 1 1 1 0 0.50 0.50 
1 1 0 1 1 1 1 0.18 0.82 
1 1 1 0 0 0 1 0.83 0.17 
1 1 1 0 0 1 0 0.83 0.17 
1 1 1 0 1 0 1 0.67 0.33 
1 1 1 0 1 1 1 0.60 0.40 
1 1 1 1 0 0 1 0.35 0.65 
1 1 1 1 0 1 0 0.83 0.17 
1 1 1 1 0 1 1 0.53 0.47 
1 1 1 1 1 0 1 0.94 0.06 
1 1 1 1 1 1 0 0.86 0.14 







1 Trans_SL State0 State1 
0 0 0 0 0.26 0.74 
0 0 0 1 0.21 0.79 
0 0 1 0 0.26 0.74 
0 0 1 1 0.24 0.76 
0 1 0 0 0.32 0.68 
0 1 0 1 0.21 0.79 
0 1 1 0 0.10 0.90 
0 1 1 1 0.16 0.84 
1 0 0 0 0.86 0.14 
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IB_SL_3 
1 0 0 1 0.85 0.15 
1 0 1 0 0.88 0.12 
1 0 1 1 0.83 0.17 
1 1 0 0 0.78 0.22 
1 1 0 1 0.83 0.17 
1 1 1 0 1.00 0.00 
1 1 1 1 0.98 0.02 
      









Solid Solid State0 State1 
0 0 0 0 0 1 0.94 0.06 
0 0 0 0 1 0 1.00 0.00 
0 0 0 0 1 1 0.65 0.35 
0 0 0 1 0 0 0.93 0.07 
0 0 0 1 0 1 0.93 0.07 
0 0 0 1 1 0 0.93 0.07 
0 0 0 1 1 1 0.93 0.07 
0 0 1 0 0 1 0.91 0.09 
0 0 1 0 1 0 0.94 0.06 
0 0 1 0 1 1 0.68 0.32 
0 0 1 1 0 0 0.75 0.25 
0 0 1 1 0 1 0.68 0.32 
0 0 1 1 1 0 0.65 0.35 
0 0 1 1 1 1 0.69 0.31 
0 1 0 0 0 0 0.93 0.07 
0 1 0 0 0 1 0.93 0.07 
0 1 0 0 1 0 0.93 0.07 
0 1 0 0 1 1 0.93 0.07 
0 1 0 1 0 0 0.93 0.07 
0 1 0 1 0 1 0.93 0.07 
0 1 0 1 1 0 0.93 0.07 
0 1 0 1 1 1 0.93 0.07 
0 1 1 0 0 0 0.93 0.07 
0 1 1 0 0 1 0.93 0.07 
0 1 1 0 1 0 0.93 0.07 
0 1 1 0 1 1 0.93 0.07 
0 1 1 1 0 0 0.93 0.07 
0 1 1 1 0 1 0.93 0.07 
0 1 1 1 1 0 0.93 0.07 
0 1 1 1 1 1 0.93 0.07 
1 0 0 0 0 0 0.89 0.11 
1 0 0 0 0 1 0.88 0.13 
1 0 0 0 1 0 1.00 0.00 
1 0 0 0 1 1 0.71 0.29 
1 0 0 1 0 0 0.93 0.07 
1 0 0 1 0 1 0.93 0.07 
1 0 0 1 1 0 0.93 0.07 
1 0 0 1 1 1 0.93 0.07 
1 0 1 0 0 0 0.88 0.12 
1 0 1 0 0 1 0.96 0.04 
1 0 1 0 1 0 0.91 0.09 
1 0 1 0 1 1 0.66 0.34 
1 0 1 1 0 0 0.75 0.25 
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KE_Solid_3 
1 0 1 1 0 1 0.76 0.24 
1 0 1 1 1 0 0.68 0.32 
1 0 1 1 1 1 0.71 0.29 
1 1 0 0 0 0 0.81 0.19 
1 1 0 0 0 1 0.78 0.22 
1 1 0 0 1 0 0.75 0.25 
1 1 0 0 1 1 0.71 0.29 
1 1 0 1 0 0 0.93 0.07 
1 1 0 1 0 1 0.93 0.07 
1 1 0 1 1 0 0.93 0.07 
1 1 0 1 1 1 0.93 0.07 
1 1 1 0 0 0 0.73 0.27 
1 1 1 0 0 1 0.80 0.20 
1 1 1 0 1 0 0.68 0.32 
1 1 1 0 1 1 0.72 0.28 
1 1 1 1 0 0 0.67 0.33 
1 1 1 1 0 1 0.76 0.24 
1 1 1 1 1 0 0.69 0.31 






Liquid_3 KE_LG_3 KE_Gas_3 Remove_2 AllStates_2 Remove_1 AllStates_1 KE_Gas AllStates State0 State1 
0 0 0 0 0 0 1 0 0 0.99 0.01 
0 0 0 0 0 0 1 0 1 0.98 0.02 
0 0 0 0 0 0 1 1 0 0.99 0.01 
0 0 0 0 0 0 1 1 1 0.98 0.02 
0 0 0 0 0 1 0 0 0 0.11 0.89 
0 0 0 0 0 1 0 0 1 0.08 0.92 
0 0 0 0 0 1 0 1 0 0.11 0.89 
0 0 0 0 0 1 0 1 1 0.08 0.92 
0 0 0 0 1 0 0 0 0 0.03 0.97 
0 0 0 0 1 0 0 0 1 0.03 0.97 
0 0 0 0 1 0 0 1 0 0.03 0.97 
0 0 0 0 1 0 0 1 1 0.03 0.97 
0 0 0 0 1 1 0 0 0 0.05 0.95 
0 0 0 0 1 1 0 0 1 0.06 0.94 
0 0 0 0 1 1 0 1 0 0.05 0.95 
0 0 0 0 1 1 0 1 1 0.06 0.94 
0 0 0 0 1 1 1 0 0 0.02 0.98 
0 0 0 0 1 1 1 0 1 0.02 0.98 
. . . . . . . . . . . 
1 0 0 0 1 0 0 0 0 0.36 0.64 
1 0 0 0 1 0 0 0 1 0.38 0.62 
1 0 0 0 1 0 0 1 0 0.36 0.64 
1 0 0 0 1 0 0 1 1 0.38 0.62 
1 0 0 0 1 1 0 0 0 0.49 0.51 
1 0 0 0 1 1 0 0 1 0.49 0.51 
1 0 0 0 1 1 0 1 0 0.49 0.51 
1 0 0 0 1 1 0 1 1 0.49 0.51 
1 0 0 0 1 1 1 0 0 0.13 0.87 
1 0 0 0 1 1 1 0 1 0.13 0.87 
1 0 0 0 1 1 1 1 0 0.13 0.87 
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DD1_4 
1 0 0 0 1 1 1 1 1 0.13 0.87 
1 0 0 1 0 0 0 0 0 0.33 0.67 
1 0 0 1 0 0 0 0 1 0.34 0.66 
1 0 0 1 0 0 0 1 0 0.33 0.67 
1 0 0 1 0 0 0 1 1 0.34 0.66 
1 0 0 1 0 0 1 0 0 0.13 0.87 
1 0 0 1 0 0 1 0 1 0.13 0.87 
1 0 0 1 0 0 1 1 0 0.13 0.87 
1 0 0 1 0 0 1 1 1 0.13 0.87 
. . . . . . . . . . . 
1 1 1 1 0 0 1 0 1 0.01 0.99 
1 1 1 1 0 0 1 1 0 0.01 0.99 
1 1 1 1 0 0 1 1 1 0.01 0.99 
1 1 1 1 0 1 1 0 0 0.02 0.98 
1 1 1 1 0 1 1 0 1 0.02 0.98 
1 1 1 1 0 1 1 1 0 0.02 0.98 
1 1 1 1 0 1 1 1 1 0.02 0.98 
1 1 1 1 1 0 1 0 0 0.01 0.99 
1 1 1 1 1 0 1 0 1 0.01 0.99 
1 1 1 1 1 0 1 1 0 0.01 0.99 
1 1 1 1 1 0 1 1 1 0.01 0.99 
1 1 1 1 1 1 0 0 0 0.25 0.75 
1 1 1 1 1 1 0 0 1 0.25 0.75 
1 1 1 1 1 1 0 1 0 0.25 0.75 
1 1 1 1 1 1 0 1 1 0.25 0.75 
1 1 1 1 1 1 1 0 0 0.01 0.99 
1 1 1 1 1 1 1 0 1 0.01 0.99 
1 1 1 1 1 1 1 1 0 0.01 0.99 





Speed_Liquid_3 Speed_LG_3 Speed_Gas_3 KE_SL_3 KE_Liquid_3 KE_Gas_3 Replay_Phase_2 State0 State1 
0 0 0 0 0 0 0 0.10 0.90 
0 0 0 0 0 0 1 0.11 0.89 
0 0 0 0 0 1 1 0.09 0.91 
0 0 0 0 1 0 0 0.11 0.89 
0 0 0 1 0 0 0 0.10 0.90 
0 0 0 1 0 0 1 0.13 0.87 
0 0 0 1 1 0 1 0.11 0.89 
0 0 0 1 1 1 1 0.14 0.86 
0 0 1 0 0 0 0 0.18 0.82 
0 0 1 0 0 0 1 0.23 0.77 
0 0 1 0 0 1 1 0.25 0.75 
0 0 1 0 1 0 0 0.11 0.89 
0 0 1 0 1 1 1 0.17 0.83 
0 0 1 1 0 0 0 0.11 0.89 
0 0 1 1 0 0 1 0.18 0.82 
0 0 1 1 1 0 0 0.11 0.89 
0 1 0 0 0 0 0 0.08 0.92 
0 1 0 0 0 0 1 0.17 0.83 
0 1 0 0 0 1 1 0.33 0.67 
0 1 0 0 1 0 0 0.11 0.89 
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DD2_4 
0 1 0 0 1 0 1 0.11 0.89 
0 1 0 0 1 1 0 0.33 0.67 
0 1 0 0 1 1 1 0.17 0.83 
0 1 0 1 0 0 0 0.10 0.90 
0 1 0 1 0 0 1 0.08 0.92 
0 1 0 1 0 1 0 0.33 0.67 
0 1 0 1 0 1 1 0.18 0.82 
0 1 0 1 1 0 0 0.11 0.89 
0 1 1 0 0 0 0 0.08 0.92 
0 1 1 0 0 1 1 0.33 0.67 
0 1 1 0 1 0 1 0.11 0.89 
0 1 1 0 1 1 0 0.11 0.89 
0 1 1 0 1 1 1 0.00 1.00 
0 1 1 1 0 0 0 0.14 0.86 
0 1 1 1 0 0 1 0.09 0.91 
0 1 1 1 0 1 0 0.25 0.75 
0 1 1 1 0 1 1 0.00 1.00 
0 1 1 1 1 0 0 0.00 1.00 
0 1 1 1 1 0 1 0.11 0.89 
0 1 1 1 1 1 0 0.00 1.00 
0 1 1 1 1 1 1 0.00 1.00 
1 0 0 0 0 0 0 0.08 0.92 
1 0 0 0 0 0 1 0.07 0.93 
1 0 1 0 0 0 0 0.08 0.92 
1 0 1 0 0 0 1 0.22 0.78 
1 0 1 0 0 1 0 1.00 0.00 
1 0 1 0 0 1 1 0.00 1.00 
1 0 1 0 1 0 0 0.00 1.00 
1 0 1 0 1 0 1 0.11 0.89 
1 0 1 0 1 1 0 0.00 1.00 
1 0 1 0 1 1 1 0.00 1.00 
1 0 1 1 0 0 0 0.13 0.87 
1 0 1 1 1 0 1 0.11 0.89 
1 1 0 0 1 1 1 0.11 0.89 
1 1 0 1 0 0 1 0.10 0.90 
1 1 0 1 0 1 1 0.20 0.80 
1 1 0 1 1 1 0 0.11 0.89 
1 1 0 1 1 1 1 0.11 0.89 
1 1 1 0 0 1 1 0.11 0.89 
1 1 1 0 1 0 0 0.11 0.89 
1 1 1 0 1 0 1 0.11 0.89 
1 1 1 0 1 1 0 0.11 0.89 
1 1 1 1 0 0 1 0.25 0.75 
1 1 1 1 1 0 0 0.11 0.89 
1 1 1 1 1 0 1 0.11 0.89 
1 1 1 1 1 1 0 0.67 0.33 




IB_LG_3 Space_LG_3 Trans_LG_2 Trans_LG_1 Trans_LG State0 State1 
0 0 0 0 0 0.36 0.64 
0 0 0 0 1 0.41 0.59 
0 0 0 1 0 0.38 0.63 
0 0 1 0 0 0.33 0.67 
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DD3_4 
0 0 1 0 1 0.00 1.00 
0 0 1 1 0 0.22 0.78 
0 0 1 1 1 0.34 0.66 
0 1 0 0 0 0.31 0.69 
0 1 0 0 1 0.50 0.50 
0 1 0 1 0 0.40 0.60 
0 1 0 1 1 0.34 0.66 
0 1 1 0 0 0.32 0.68 
0 1 1 0 1 0.34 0.66 
0 1 1 1 1 0.34 0.66 
1 0 0 0 0 0.28 0.72 
1 0 0 0 1 0.22 0.78 
1 0 0 1 0 0.46 0.54 
1 0 0 1 1 0.34 0.66 
1 0 1 0 0 0.27 0.73 
1 0 1 0 1 0.00 1.00 
1 0 1 1 0 0.38 0.62 
1 1 0 1 1 0.34 0.66 
1 1 1 0 0 0.56 0.44 
1 1 1 0 1 0.34 0.66 




IB_Liquid_3 IB_Gas_3 Trans_LG_2 Trans_LG_1 Trans_LG State0 State1 
0 0 0 0 0 0.17 0.83 
0 0 0 0 1 0.24 0.76 
0 0 0 1 0 0.15 0.85 
0 0 1 0 0 0.18 0.82 
0 0 1 0 1 0.33 0.67 
0 0 1 1 0 0.13 0.87 
0 1 0 0 0 0.20 0.80 
0 1 0 0 1 0.60 0.40 
0 1 0 1 0 0.11 0.89 
0 1 0 1 1 0.18 0.82 
0 1 1 0 0 0.14 0.86 
0 1 1 1 1 0.18 0.82 
1 0 0 0 0 0.17 0.83 
1 0 0 1 1 0.18 0.82 
1 0 1 0 1 0.18 0.82 
1 0 1 1 1 0.18 0.82 
1 1 0 0 0 0.15 0.85 
1 1 0 0 1 0.20 0.80 
1 1 0 1 0 0.08 0.92 
1 1 0 1 1 0.18 0.82 
1 1 1 0 0 0.12 0.88 
1 1 1 0 1 0.18 0.82 
1 1 1 1 1 0.18 0.82 
 
MM_Identify_4 
Speed_Solid_3 Speed_SL_3 Speed_Liquid_3 Speed_LG_3 Speed_Gas_3 State0 State1 
0 0 0 0 0 0.62 0.38 
0 0 0 0 1 0.66 0.34 
0 0 0 1 0 0.70 0.30 
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MM_Identify_4 
0 0 0 1 1 0.66 0.34 
0 0 1 0 0 0.74 0.26 
0 0 1 0 1 0.67 0.33 
0 0 1 1 0 0.29 0.71 
0 0 1 1 1 1.00 0.00 
0 1 0 0 0 0.62 0.38 
0 1 0 0 1 0.64 0.36 
0 1 0 1 0 0.70 0.30 
0 1 0 1 1 0.78 0.22 
0 1 1 0 0 0.64 0.36 
0 1 1 0 1 0.71 0.29 
0 1 1 1 0 0.73 0.27 
0 1 1 1 1 0.50 0.50 
1 0 0 0 0 0.74 0.26 
1 0 0 0 1 0.68 0.32 
1 0 0 1 1 0.65 0.35 
1 0 1 0 0 0.65 0.35 
1 0 1 0 1 0.56 0.44 
1 0 1 1 0 0.56 0.44 
1 0 1 1 1 0.00 1.00 
1 1 0 0 0 0.62 0.38 
1 1 0 0 1 0.69 0.31 
1 1 0 1 0 0.78 0.22 
1 1 0 1 1 0.52 0.48 
1 1 1 0 0 0.67 0.33 
1 1 1 1 0 0.83 0.17 











Phase_2 DD2_2 State0 State1 
0 0 0 0 0 0 0 0 0.94 0.06 
0 0 0 0 0 0 0 1 0.94 0.06 
0 0 0 0 0 0 1 0 0.91 0.09 
0 0 0 0 0 0 1 1 0.91 0.09 
0 0 0 0 0 1 0 0 0.97 0.03 
0 0 0 0 0 1 0 1 0.98 0.02 
0 0 0 0 0 1 1 0 0.88 0.12 
0 0 0 0 0 1 1 1 0.87 0.13 
0 0 0 0 1 0 0 0 0.78 0.22 
0 0 0 0 1 0 0 1 0.78 0.22 
0 0 0 0 1 0 1 0 0.95 0.05 
0 0 0 0 1 0 1 1 0.95 0.05 
0 0 0 0 1 1 1 0 0.99 0.01 
0 0 0 1 0 1 0 0 0.67 0.33 
0 0 0 1 0 1 0 1 0.67 0.33 
0 0 0 1 1 0 0 0 0.75 0.25 
0 0 0 1 1 0 0 1 0.75 0.25 
0 0 0 1 1 0 1 0 0.75 0.25 
0 0 0 1 1 0 1 1 0.75 0.25 
0 0 1 0 0 0 0 0 0.95 0.05 
0 0 1 0 0 0 0 1 0.95 0.05 
0 0 1 0 1 1 0 0 0.61 0.39 
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MM_Evidence_4 
0 0 1 0 1 1 0 1 0.60 0.40 
0 0 1 0 1 1 1 0 0.75 0.25 
0 0 1 0 1 1 1 1 0.75 0.25 
. . . . . . . . . . 
1 0 0 0 0 0 0 0 0.46 0.54 
1 0 0 0 0 0 0 1 0.45 0.55 
1 0 0 0 0 0 1 0 0.46 0.54 
1 0 0 0 0 0 1 1 0.46 0.54 
1 0 0 0 0 1 0 0 0.48 0.52 
1 0 0 0 0 1 0 1 0.47 0.53 
1 0 0 0 0 1 1 0 0.39 0.61 
1 0 0 0 0 1 1 1 0.39 0.61 
1 0 0 0 1 0 0 0 0.45 0.55 
1 0 0 0 1 0 0 1 0.45 0.55 
1 0 0 0 1 0 1 0 0.50 0.50 
1 0 0 0 1 0 1 1 0.50 0.50 
1 0 0 0 1 1 0 0 0.75 0.25 
1 0 0 0 1 1 0 1 0.75 0.25 
1 0 0 0 1 1 1 0 0.60 0.40 
1 0 0 0 1 1 1 1 0.60 0.40 
1 0 0 1 0 0 0 0 0.75 0.25 
1 0 0 1 0 0 0 1 0.75 0.25 
1 0 0 1 0 0 1 0 0.12 0.88 
1 0 0 1 0 0 1 1 0.01 0.99 
1 0 0 1 0 1 0 0 0.67 0.33 
1 0 0 1 0 1 0 1 0.67 0.33 
1 0 0 1 0 1 1 0 0.18 0.82 
1 0 0 1 0 1 1 1 0.17 0.83 
1 0 0 1 1 0 0 0 0.75 0.25 
. . . . . . . . . . 
1 1 1 0 0 1 1 0 0.75 0.25 
1 1 1 0 0 1 1 1 0.75 0.25 
1 1 1 0 1 0 0 0 0.75 0.25 
1 1 1 0 1 0 0 1 0.75 0.25 
1 1 1 0 1 0 1 0 0.96 0.04 
1 1 1 0 1 1 0 0 0.12 0.88 
1 1 1 0 1 1 0 1 0.01 0.99 
1 1 1 0 1 1 1 0 0.75 0.25 
1 1 1 0 1 1 1 1 0.75 0.25 
1 1 1 1 0 0 0 0 0.75 0.25 
1 1 1 1 0 0 0 1 0.75 0.25 
1 1 1 1 0 0 1 0 0.75 0.25 
1 1 1 1 0 0 1 1 0.75 0.25 
1 1 1 1 0 1 0 0 0.99 0.01 
1 1 1 1 0 1 0 1 1.00 0.00 
1 1 1 1 0 1 1 0 0.75 0.25 
1 1 1 1 0 1 1 1 0.75 0.25 
1 1 1 1 1 0 0 0 0.75 0.25 
1 1 1 1 1 0 0 1 0.75 0.25 
1 1 1 1 1 0 1 0 0.75 0.25 
1 1 1 1 1 0 1 1 0.75 0.25 
1 1 1 1 1 1 0 0 0.75 0.25 
1 1 1 1 1 1 0 1 0.75 0.25 
1 1 1 1 1 1 1 0 0.96 0.04 
1 1 1 1 1 1 1 1 1.00 0.00 
          




MM_Evidence_4 DD1_4 Speed_LG_3 Space_LG_3 Efficient_2 Trans_SLG_2 Trans_SLG_1 DD1 State0 State1 
0 0 0 0 0 0 0 0 0.91 0.09 
0 0 0 0 0 0 0 1 0.91 0.09 
0 0 0 0 0 0 1 0 0.96 0.04 
0 0 0 0 0 0 1 1 0.96 0.04 
0 0 0 0 0 1 1 0 0.99 0.01 
0 0 0 0 0 1 1 1 0.99 0.01 
0 0 0 0 1 0 0 0 0.99 0.01 
0 0 0 0 1 0 0 1 0.99 0.01 
0 0 0 0 1 0 1 0 0.99 0.01 
0 0 0 0 1 0 1 1 0.99 0.01 
0 0 0 0 1 1 1 0 0.95 0.05 
0 0 0 0 1 1 1 1 0.95 0.05 
0 0 0 1 0 0 1 0 0.99 0.01 
0 0 0 1 0 0 1 1 0.99 0.01 
0 0 0 1 0 1 0 0 0.13 0.87 
0 0 0 1 0 1 0 1 0.13 0.87 
0 0 0 1 0 1 1 0 0.97 0.03 
0 0 0 1 0 1 1 1 0.97 0.03 
0 0 0 1 1 0 0 0 0.98 0.02 
0 0 0 1 1 0 0 1 0.98 0.02 
0 0 0 1 1 0 1 0 0.98 0.02 
0 0 0 1 1 0 1 1 0.98 0.02 
0 0 0 1 1 1 0 0 0.97 0.03 
0 0 0 1 1 1 0 1 0.97 0.03 
0 0 0 1 1 1 1 0 0.95 0.05 
. . . . . . . . . . 
1 0 0 0 0 1 0 0 0.79 0.21 
1 0 0 0 0 1 0 1 0.79 0.21 
1 0 0 0 0 1 1 0 0.57 0.43 
1 0 0 0 0 1 1 1 0.57 0.43 
1 0 0 0 1 0 0 0 0.01 0.99 
1 0 0 0 1 0 0 1 0.01 0.99 
1 0 0 0 1 0 1 0 0.79 0.21 
1 0 0 0 1 0 1 1 0.79 0.21 
1 0 0 0 1 1 0 0 0.86 0.14 
1 0 0 0 1 1 0 1 0.86 0.14 
1 0 0 0 1 1 1 0 0.86 0.14 
1 0 0 0 1 1 1 1 0.86 0.14 
1 0 0 1 0 0 0 0 0.87 0.13 
1 0 0 1 0 0 0 1 0.87 0.13 
1 0 0 1 0 0 1 0 0.14 0.86 
1 0 0 1 0 0 1 1 0.14 0.86 
1 0 0 1 0 1 0 0 0.36 0.64 
1 0 0 1 0 1 0 1 0.36 0.64 
1 0 0 1 0 1 1 0 0.71 0.29 
1 0 0 1 0 1 1 1 0.71 0.29 
1 0 0 1 1 0 0 0 0.24 0.76 
1 0 0 1 1 0 0 1 0.24 0.76 
1 0 0 1 1 0 1 0 0.36 0.64 
1 0 0 1 1 0 1 1 0.36 0.64 
1 0 0 1 1 1 0 0 0.71 0.29 
. . . . . . . . . . 
1 1 1 0 0 1 1 1 0.09 0.91 
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MM_Support_4 
1 1 1 0 1 0 0 0 0.00 1.00 
1 1 1 0 1 0 0 1 0.00 1.00 
1 1 1 0 1 0 1 0 0.09 0.91 
1 1 1 0 1 0 1 1 0.09 0.91 
1 1 1 0 1 1 0 0 0.71 0.29 
1 1 1 0 1 1 0 1 0.71 0.29 
1 1 1 0 1 1 1 0 0.71 0.29 
1 1 1 0 1 1 1 1 0.71 0.29 
1 1 1 1 0 0 0 0 0.83 0.17 
1 1 1 1 0 0 0 1 0.83 0.17 
1 1 1 1 0 0 1 0 0.71 0.29 
1 1 1 1 0 0 1 1 0.71 0.29 
1 1 1 1 0 1 0 0 0.71 0.29 
1 1 1 1 0 1 0 1 0.71 0.29 
1 1 1 1 0 1 1 0 0.71 0.29 
1 1 1 1 0 1 1 1 0.71 0.29 
1 1 1 1 1 0 0 0 0.09 0.91 
1 1 1 1 1 0 0 1 0.09 0.91 
1 1 1 1 1 0 1 0 0.71 0.29 
1 1 1 1 1 0 1 1 0.71 0.29 
1 1 1 1 1 1 0 0 0.71 0.29 
1 1 1 1 1 1 0 1 0.71 0.29 
1 1 1 1 1 1 1 0 0.71 0.29 




DD2_4 DD3_4 AllStates_2 State0 State1 
0 0 1 0.74 0.26 
0 1 0 0.74 0.26 
0 1 1 0.69 0.31 
1 0 0 0.51 0.49 
1 0 1 0.39 0.61 
1 1 0 0.47 0.53 
1 1 1 0.44 0.56 
     
E_Evidence_4 
E_Identify_4 Trans_LG_2 Trans_SL_2 Trans_LG_1 Trans_SL_1 Trans_LG Trans_SL State0 State1 
0 0 0 0 0 0 0 0.74 0.26 
0 0 0 0 0 0 1 0.84 0.16 
0 0 0 0 1 0 0 0.71 0.29 
0 0 0 0 1 0 1 0.69 0.31 
0 0 0 0 1 1 0 0.99 0.01 
0 0 0 0 1 1 1 0.77 0.23 
0 0 0 1 0 0 1 0.67 0.33 
0 0 0 1 0 1 0 0.77 0.23 
0 0 0 1 0 1 1 0.97 0.03 
0 0 0 1 1 0 0 0.57 0.43 
0 0 0 1 1 0 1 0.99 0.01 
0 0 0 1 1 1 0 0.77 0.23 
0 0 0 1 1 1 1 0.77 0.23 
0 0 1 0 0 0 0 0.82 0.18 
0 0 1 0 0 0 1 0.82 0.18 
0 0 1 0 0 1 0 0.99 0.01 
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E_Evidence_4 
0 0 1 0 0 1 1 0.75 0.25 
0 0 1 0 1 0 0 0.73 0.27 
0 0 1 0 1 0 1 0.86 0.14 
0 0 1 0 1 1 0 0.77 0.23 
0 0 1 0 1 1 1 0.77 0.23 
0 0 1 1 0 0 1 0.51 0.49 
0 0 1 1 0 1 0 0.77 0.23 
0 0 1 1 0 1 1 0.77 0.23 
0 0 1 1 1 0 0 0.67 0.33 
0 0 1 1 1 0 1 0.97 0.03 
0 0 1 1 1 1 0 0.77 0.23 
0 0 1 1 1 1 1 0.77 0.23 
0 1 0 0 0 0 0 0.76 0.24 
0 1 0 0 0 0 1 0.63 0.37 
0 1 0 0 0 1 0 0.97 0.03 
0 1 0 0 0 1 1 0.77 0.23 
0 1 0 0 1 0 0 0.80 0.20 
0 1 0 0 1 1 0 0.77 0.23 
0 1 0 0 1 1 1 0.77 0.23 
0 1 0 1 0 0 1 0.99 0.01 
0 1 0 1 0 1 0 0.97 0.03 
0 1 0 1 0 1 1 0.77 0.23 
0 1 0 1 1 0 0 0.97 0.03 
0 1 0 1 1 0 1 0.10 0.90 
0 1 0 1 1 1 0 0.77 0.23 
0 1 0 1 1 1 1 0.77 0.23 
0 1 1 0 0 0 0 0.77 0.23 
0 1 1 0 0 1 0 0.97 0.03 
0 1 1 0 0 1 1 0.77 0.23 
0 1 1 0 1 0 1 0.71 0.29 
0 1 1 0 1 1 0 0.77 0.23 
0 1 1 0 1 1 1 0.10 0.90 
0 1 1 1 0 0 1 0.67 0.33 
0 1 1 1 0 1 0 0.77 0.23 
0 1 1 1 0 1 1 0.77 0.23 
0 1 1 1 1 0 1 0.77 0.23 
0 1 1 1 1 1 0 0.77 0.23 
0 1 1 1 1 1 1 0.77 0.23 
1 0 0 0 0 0 0 0.53 0.47 
1 0 0 0 0 0 1 0.40 0.60 
1 0 0 0 0 1 1 0.66 0.34 
1 0 0 0 1 0 0 0.47 0.53 
1 0 0 0 1 0 1 0.48 0.52 
1 0 0 0 1 1 0 0.50 0.50 
1 0 0 0 1 1 1 0.40 0.60 
1 0 0 1 0 0 0 0.44 0.56 
1 0 0 1 0 0 1 0.20 0.80 
1 0 0 1 1 0 0 0.20 0.80 
1 0 0 1 1 0 1 0.42 0.58 
1 0 1 0 0 0 0 0.45 0.55 
1 0 1 0 0 0 1 0.45 0.55 
1 0 1 0 0 1 0 0.94 0.06 
1 0 1 0 1 0 0 0.78 0.22 
1 0 1 0 1 0 1 0.57 0.43 
1 0 1 0 1 1 0 0.50 0.50 
1 0 1 0 1 1 1 0.66 0.34 
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E_Evidence_4 
1 0 1 1 0 0 0 0.99 0.01 
1 0 1 1 1 0 1 0.99 0.01 
1 1 0 0 0 0 0 0.55 0.45 
1 1 0 0 0 1 0 0.06 0.94 
1 1 0 0 1 0 0 0.46 0.54 
1 1 0 0 1 0 1 0.25 0.75 
1 1 0 1 0 0 0 0.66 0.34 
1 1 0 1 0 0 1 0.66 0.34 
1 1 0 1 1 0 0 0.94 0.06 
1 1 0 1 1 0 1 0.66 0.34 
1 1 1 0 0 0 0 0.44 0.56 
1 1 1 0 0 0 1 0.20 0.80 
1 1 1 0 1 0 0 0.64 0.36 
1 1 1 0 1 0 1 0.34 0.66 
1 1 1 1 0 0 0 0.38 0.62 
1 1 1 1 0 0 1 0.99 0.01 
1 1 1 1 1 0 0 0.75 0.25 
1 1 1 1 1 0 1 0.99 0.01 
         
E_Support_4 
E_Evidence_4 DD4_4 KE_LG_3 KE_SL_3 Speed_LG_3 Efficient_2 State0 State1 
0 0 0 0 0 1 0.99 0.01 
0 0 0 1 0 1 0.99 0.01 
0 0 0 1 1 1 0.99 0.01 
0 0 1 0 0 0 0.97 0.03 
0 0 1 0 0 1 0.97 0.03 
0 0 1 0 1 0 0.99 0.01 
0 0 1 0 1 1 0.97 0.03 
0 1 0 0 0 0 0.98 0.02 
0 1 0 0 0 1 0.96 0.04 
0 1 0 1 0 0 0.98 0.02 
0 1 1 0 0 0 0.95 0.05 
0 1 1 0 0 1 0.99 0.01 
0 1 1 0 1 0 0.99 0.01 
0 1 1 0 1 1 0.97 0.03 
0 1 1 1 0 0 0.97 0.03 
1 0 0 0 0 0 0.78 0.22 
1 0 0 0 0 1 0.41 0.59 
1 0 0 0 1 0 0.51 0.49 
1 0 0 0 1 1 0.97 0.03 
1 0 0 1 0 0 0.99 0.01 
1 0 0 1 0 1 0.92 0.08 
1 0 0 1 1 0 0.99 0.01 
1 0 0 1 1 1 0.17 0.83 
1 0 1 0 0 0 0.98 0.02 
1 0 1 0 0 1 0.70 0.30 
1 0 1 0 1 0 0.70 0.30 
1 0 1 0 1 1 0.70 0.30 
1 0 1 1 0 0 0.57 0.43 
1 0 1 1 0 1 0.27 0.73 
1 0 1 1 1 0 0.78 0.22 
1 0 1 1 1 1 0.60 0.40 
1 1 0 0 0 0 0.79 0.21 
1 1 0 0 0 1 0.52 0.48 
1 1 0 0 1 0 0.74 0.26 
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E_Support_4 
1 1 0 0 1 1 0.02 0.98 
1 1 0 1 0 0 0.87 0.13 
1 1 0 1 0 1 0.41 0.59 
1 1 0 1 1 0 0.89 0.11 
1 1 0 1 1 1 0.04 0.96 
1 1 1 0 0 0 0.42 0.58 
1 1 1 0 0 1 0.70 0.30 
1 1 1 0 1 0 0.98 0.02 
1 1 1 0 1 1 0.70 0.30 
1 1 1 1 0 0 0.77 0.23 
1 1 1 1 0 1 0.39 0.61 
1 1 1 1 1 0 0.85 0.15 





Phase_2 Replay_2 State0 State1 
0 0 0 0.31 0.69 
0 0 1 0.98 0.02 
0 1 0 0.99 0.01 
0 1 1 0.97 0.03 
1 0 0 0.90 0.10 
1 0 1 0.01 0.99 
1 1 0 0.99 0.01 
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Ac10 1 -0.39 -0.85 -0.08 -0.38 0.48 0.46 0.53 
Ac66 1 -0.49 -0.70 -0.53 -0.48 0.46 0.40 0.54 
Ac8 2 -1.15 -1.57 -1.38 -1.11 0.42 0.42 0.57 
Ac17 2 -0.59 -0.93 -0.55 -0.58 0.48 0.39 0.57 
Ac28 2 -0.09 -0.55 0.40 -0.09 0.41 0.38 0.54 
Ac37 2 -0.39 -1.05 0.13 -0.38 0.36 0.40 0.51 
Ac46 2 -0.09 -0.73 0.61 -0.09 0.37 0.42 0.58 
Ac48 2 0.10 -0.11 0.44 0.09 0.50 0.48 0.53 
Ac58 2 0.10 -0.47 0.86 0.09 0.38 0.44 0.49 
Ac67 2 -0.09 -0.73 0.61 -0.09 0.42 0.44 0.54 
Ac16 3 -1.65 -2.01 -2.35 -1.59 0.43 0.39 0.43 
Ac20 3 0.10 0.41 -0.18 0.09 0.54 0.49 0.55 
Ac33 3 -0.70 -0.25 -1.79 -0.68 0.42 0.41 0.51 
Ac52 3 -0.19 -0.58 0.17 -0.19 0.46 0.49 0.51 
Ac73 3 0.28 0.14 0.69 0.27 0.38 0.43 0.47 
Ac2 4 -0.70 -0.79 -1.03 -0.68 0.44 0.47 0.49 
Ac5 4 0.47 0.21 1.16 0.45 0.32 0.42 0.49 
Ac9 4 -0.19 -0.22 -0.25 -0.19 0.53 0.48 0.50 
Ac27 4 0.00 0.38 -0.42 0.00 0.50 0.47 0.41 
Ac34 4 -0.39 -1.25 0.33 -0.38 0.47 0.48 0.43 
Ac49 4 -0.59 -0.74 -0.78 -0.58 0.45 0.43 0.44 
Ac53 4 0.19 0.28 0.26 0.18 0.40 0.46 0.44 
Ac55 4 -0.49 -0.70 -0.53 -0.48 0.45 0.50 0.46 
Ac56 4 -0.19 -0.04 -0.46 -0.19 0.46 0.45 0.58 
Ac63 4 -0.29 -1.01 0.36 -0.28 0.42 0.48 0.56 
Ac65 4 0.28 0.48 0.28 0.27 0.46 0.41 0.42 
Ac74 4 0.10 -0.11 0.44 0.09 0.45 0.46 0.47 













Ac6 5 0.00 0.03 0.01 0.00 0.49 0.51 0.54 
Ac11 5 -0.81 -0.14 -2.41 -0.78 0.42 0.43 0.48 
Ac22 5 -0.70 -0.98 -0.80 -0.68 0.50 0.43 0.45 
Ac26 5 0.92 1.22 1.27 0.89 0.41 0.50 0.36 
Ac29 5 0.28 0.82 -0.14 0.27 0.51 0.44 0.49 
Ac31 5 0.10 0.41 -0.18 0.09 0.44 0.45 0.49 
Ac32 5 -0.49 -0.89 -0.31 -0.48 0.52 0.44 0.44 
Ac40 5 0.47 1.05 0.11 0.45 0.50 0.51 0.45 
Ac42 5 -0.59 -0.38 -1.24 -0.58 0.42 0.44 0.52 
Ac43 5 0.10 0.07 0.24 0.09 0.52 0.53 0.50 
Ac68 5 0.74 0.66 1.45 0.71 0.46 0.44 0.44 
Ac69 5 -0.70 -1.17 -0.58 -0.68 0.53 0.50 0.53 
Ac70 5 -0.81 -0.47 -1.82 -0.78 0.34 0.46 0.49 
Ac72 5 0.47 0.38 0.95 0.45 0.49 0.48 0.46 
Ac77 5 -0.19 -0.22 -0.25 -0.19 0.46 0.48 0.48 
Ac1 6 0.38 0.52 0.50 0.36 0.49 0.46 0.59 
Ac7 6 -0.29 0.10 -0.93 -0.28 0.51 0.53 0.55 
Ac12 6 0.19 0.45 0.05 0.18 0.50 0.55 0.54 
Ac21 6 0.10 0.07 0.24 0.09 0.66 0.51 0.59 
Ac23 6 0.10 -0.29 0.65 0.09 0.51 0.56 0.48 
Ac24 6 0.19 0.78 -0.38 0.18 0.62 0.57 0.64 
Ac25 6 -0.29 -0.62 -0.06 -0.28 0.59 0.57 0.56 
Ac35 6 0.38 0.35 0.71 0.36 0.52 0.56 0.60 
Ac36 6 0.38 0.35 0.71 0.36 0.55 0.52 0.54 
Ac38 6 0.00 0.55 -0.64 0.00 0.47 0.53 0.49 
Ac39 6 0.19 0.28 0.26 0.18 0.54 0.59 0.47 
Ac44 6 0.38 0.52 0.50 0.36 0.53 0.50 0.48 
Ac45 6 -0.19 -0.22 -0.25 -0.19 0.48 0.51 0.42 
Ac47 6 1.01 2.07 0.43 0.98 0.48 0.53 0.49 













Ac51 6 -0.39 -0.47 -0.51 -0.38 0.53 0.51 0.53 
Ac54 6 0.10 0.24 0.03 0.09 0.63 0.50 0.51 
Ac57 6 -0.70 -0.79 -1.03 -0.68 0.50 0.51 0.54 
Ac62 6 0.65 1.12 0.56 0.62 0.56 0.61 0.49 
Ac75 6 -0.81 -1.02 -1.06 -0.78 0.50 0.53 0.48 
Ac13 7 0.28 -0.21 1.12 0.27 0.51 0.56 0.59 
Ac14 7 0.56 0.42 1.18 0.54 0.61 0.62 0.61 
Ac18 7 0.28 0.31 0.48 0.27 0.62 0.57 0.65 
Ac41 7 0.28 0.98 -0.36 0.27 0.46 0.56 0.60 
Ac50 7 0.28 0.65 0.07 0.27 0.55 0.55 0.55 
Ac59 7 0.47 0.38 0.95 0.45 0.49 0.57 0.43 
Ac60 7 0.65 0.79 0.99 0.62 0.55 0.58 0.53 
Ac61 7 -0.19 0.30 -0.91 -0.19 0.45 0.55 0.57 
Ac64 7 0.00 -0.14 0.22 0.00 0.54 0.51 0.51 
Ac71 7 0.65 1.61 -0.06 0.62 0.55 0.59 0.49 
Ac3 8 0.28 0.98 -0.36 0.27 0.54 0.60 0.47 
Ac4 8 0.56 0.25 1.41 0.54 0.56 0.57 0.44 
Ac15 8 1.20 1.65 1.56 1.16 0.53 0.59 0.43 
Ac19 8 0.74 1.32 0.58 0.71 0.50 0.60 0.44 
Ac30 8 -0.19 0.30 -0.91 -0.19 0.57 0.57 0.53 
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APPENDIX O: FULL CR SIMULATION EVIDENCE LIST 
 
Evidence Brief Description 
NoEnergy Viewing no energy level for 20+ seconds 
LowEnergy Viewing low energy level for 20+ seconds 
MedEnergy Viewing medium energy level for 20+ seconds 
HighEnergy Viewing high energy level for 20+ seconds 
AllLevs Observes all levels for 20+ seconds 
Pause_No Pause at no energy level for 30+ seconds 
Pause_Low Pause at low energy level for 30+ seconds 
Pause_Med Pause at medium energy level for 30+ seconds 
Pause_High Pause at high energy level for 30+ seconds 
Full_No Observes a full reaction at the no energy level 
Full_Low Observes a full reaction at the low energy level 
Full_Med Observes a full reaction at the medium energy level 
Full_High Observes a full reaction at the high energy level 
All_Full Observes all full reactions 
Blue2_No Interacts with the graph (final point) at the no energy level 
Blue2_Low Interacts with the graph (final point) at the low energy level 
Blue2_Med Interacts with the graph (final point) at the medium energy level 
Blue2_High Interacts with the graph (final point) at the high energy level 
Blue1_Low Interacts with the graph (first point) at the low energy level 
Blue1_Med Interacts with the graph (first point) at the medium energy level 
Blue1_High Interacts with the graph (first point) at the high energy level 
Replay_Full Replaying simulation at levels more than once 
Efficient Follows an efficient pattern of actions 
Speed_Low Correct low energy speed 
Speed_Med Correct medium energy speed 
Speed_High Correct high energy speed 
Trans_Low Correct description of transformation at low energy 
Trans_Med Correct description of transformation at medium energy 
Trans_High Correct description of transformation at high energy 
Speed_NL Correct description of change in speed from no to low energy 
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Evidence Brief Description 
Speed_LM Correct description of change in speed from low to medium energy 
Speed_MH Correct description of change in speed from medium to high energy 
Trans_NL Correct description of change in transformations from no to low energy 
Trans_LM Correct description of change in transformations from low to medium energy 
Trans_MH Correct description of change in transformations from medium to high energy 
Percent_Low Correct % of products at low energy 
Percent_Med Correct % of products at medium energy 
Percent_High Correct % of products at high energy 
React_Low Correct time until reaction for low energy 
React_Med Correct time until reaction for medium energy 
React_High Correct time until reaction for high energy 
DD1 Correct answer on Drop-Down #1 
DD2 Correct answer on Drop-Down #2 
DD3 Correct answer on Drop-Down #3 
DD4 Correct answer on Drop-Down #4 
MM_Identify Identify the relationship between micro and macro concepts (any of open-ended responses) 
MM_Evidence 
Identify evidence that can support claims about the relationship between micro and macro 
concepts 
MM_Support Use evidence to support answer about the relationship between micro and macro concepts 
E_Identify Identify the role of energy in initiating and changing the rate of chemical reactions 
E_Evidence 
Identify evidence from graphs in simulation about the role of energy in initiating and changing 
the rate of chemical reactions 
E_Support 
Use identified evidence from graphs in simulation to support answer about the role of energy in 
initiating and changing the rate of chemical reactions 
Conserve_Matter Identify conservation of matter 
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APPENDIX P: SIMULATED DATASET RULES FOR THE CR SIMULATION 
 
Evidence Simulation rules 
NoEnergy p = 0.46 
LowEnergy p = 0.96 
MedEnergy If LowEnergy = 1, p = 0.94 ; If LowEnergy = 0, p = 0.33 
HighEnergy 
If LowEnergy & MedEnergy= 1, p = 0.98 ; If LowEnergy = 0 & MedEnergy = 1, p = 0.97; 
If LowEnergy= 1 & MedEnergy= 0, p = 0.50; If LowEnergy & MedEnergy = 0, p = 0.02 
AllLevs If LowEnergy & MedEnergy & HighEnergy=1, p = 0.42 ; Else p = 0.00 
Pause_No If NoEnergy = 1, p = 0.12 ; If NoEnergy = 0, p = 0.00 
Pause_Low If LowEnergy = 1, p = 0.23 ; If LowEnergy = 0, p = 0.00 
Pause_Med 
If MedEnergy = 1 & Pause_Low = 1, p = 0.44; If MedEnergy = 1 & Pause_Low = 0, p = 
0.14; If MedEnergy = 0 , p =0.00  
Pause_High 
If HighEnergy = 1 & Pause_Low = 1 & Pause_Med= 1, p = 0.43; If HighEnergy = 1 & 
Pause_Low =1 & Pause_Med = 0, p = 0.22; If HighEnergy = 1 & Pause_Low = 0 & 
Pause_Med = 1, p = 0.71; If HighEnergy = 1 & Pause_Low = 0 & Pause_Med = 0, p = 
0.07; If HighEnergy = 0 , p = 0.00 
Full_No If NoEnergy = 1, p = 0.61 ; If NoEnergy = 0, p = 0.00 
Full_Low If LowEnergy = 1, p = 0.90; If LowEnergy= 0, p =  
Full_Med 
If MedEnergy = 1 & Full_Low = 1, p = 0.97; If MedEnergy = 1 & Full_Low = 0, p = 0.67 ; 
If MedEnergy = 0, p = 0.00 
Full_High 
If HighEnergy = 1 & Full_Low = 1 & Full_Med= 1, p = 0.93; If HighEnergy = 1 & 
Full_Low OR Full_Med = 0, p = 0.71 ; If HighEnergy= 0 , p =  
All_Full If Full_Low = 1 & Full_Med = 1 & Full_High = 1, p = 1; else 0 
Blue2_No 
If Full_No = 1 & Pause_No = 1, p = 0.05; If Full_No = 1 & Pause_No = 0, p = 0.26; If 
Full_No = 0, p = 0 
Blue2_Low 
If Full_Low = 1 & Pause_Low = 1, p = 0.05 ; If Full_Low = 1 & Pause_Low = 0, p = 0.48; 
If Full_Low = 0, p = 0.40 
Blue2_Med 
If Full_Med = 1 & Pause_Med = 1 & Blue2_Low = 1, p = 0.80; If Full_Med = 1 & 
Pause_Med = 1 & Blue2_Low = 0, p = 0.05; If Full_Med = 1 & Pause_Med = 0 & 
Blue2_Low = 1, p = 0.83; If Full_Med = 1 & Pause_Med = 0 & Blue2_Low = 0, p = 0.19 ; 
If Full_Med = 0, p = 0.10 
Blue2_High 
If Full_High = 1 & Pause_High = 1 & & Blue2_Med = 1, p = 0.98 ; If Full_High = 1 & 
Pause_High = 1 & Blue2_Med = 0, p = 0.02; If Full_High = 1 & Pause_High = 0, p = 0.58; 
If Full_High = 0, p = 0.17 
Blue1_Low 
If LowEnergy = 1 & Blue2_Low = 1, p = 0.76 ; If LowEnergy = 1 & Blue2_Low = 0, p = 
0.20; If LowEnergy = 0, p = 0.02 
Blue1_Med 
If MedEnergy = 1 & Blue2_Med = 1 & Blue1_Low = 1, p = 0.98 ; If MedEnergy = 1 & 
Blue2_Med = 1 & Blue1_Low = 0, p = 0.80; If MedEnergy = 1 & Blue2_Med = 0 & 
Blue1_Low = 1, p = 0.60 ; If MedEnergy = 1 & Blue2_Med = 0 & Blue1_Low = 0, p = 
0.12 ; If MedEnergy = 0, p = 0.01 
Blue1_High 
If HighEnergy = 1 & Blue2_High = 1 & Blue1_Med = 1, p = 0.97; If HighEnergy = 1 & 
Blue2_High = 1 & Blue1_Med = 0, p = 0.50; If HighEnergy = 1 & Blue2_High = 0 & 
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Evidence Simulation rules 
Blue1_Med = 1, p = 0.86 ; If HighEnergy = 1 & Blue2_High = 0 & Blue1_Med = 0, p = 
0.09; If HighEnergy = 0, p = 0.01 
Replay_Full 
If Full_Low = 1 & Full_Med = 1 & Full_High = 1, p = 0.19 ; If Full_Low = 1 OR 
Full_Med = 1 OR Full_High = 1, p = 0.15 ; If Full_Low & Full_Med & Full_High = 0, p = 
0.00 
Efficient 
If All_Full = 1, p = 0.75; If All_Full = 0 & Replay_Full = 1, p = 0.05 ; If All_Full = 0 & 
Replay_Full = 0, p = 0.12 
Speed_Low 
If LowEnergy = 1 & Full_Low = 1, p = 0.44; If LowEnergy = 1 & Full_Low = 0, p = 0.40 ; 
If LowEnergy = 0, p = 0.33 
Speed_Med 
If Full_Med = 1, p = 0.26; If MedEnergy = 1 & Full_Med = 0, p = 0.50; If MedEnergy = 0, 
p = 0.17 
Speed_High 
If Full_High = 1, p = 0.32; If HighEnergy = 1 & Full_High = 0, p = 0.43 ; If HighEnergy = 
0, p = 0.02 
Trans_Low 
If Full_Low = 1, p = 0.64 ; If LowEnergy = 1 & Full_Low = 0, p = 0.57 ; If LowEnergy = 
0, p = 0.02 
Trans_Med 
If Full_Med = 1, p = 0.59; If MedEnergy = 1 & Full_Med = 0, p = 0.50 ; If MedEnergy = 0, 
p = 0.33 
Trans_High 
If Full_High = 1, p = 0.56; If HighEnergy = 1 & Full_High = 0, p = 0.86 ; If HighEnergy = 
0, p = 0.40 
Speed_NL 
If NoEnergy = 1 & LowEnergy = 1, p = 0.23 ; If NoEnergy = 0 OR LowEnergy = 0, p = 
0.26; If NoEnergy & LowEnergy = 0, p =0.00  
Speed_LM 
If LowEnergy = 1 & MedEnergy = 1, p = 0.36; If LowEnergy = 0 OR MedEnergy = 0, p = 
0.40 ; If LowEnergy & MedEnergy = 0, p = 0.50 
Speed_MH 
If MedEnergy = 1 & HighEnergy = 1, p = 0.34 ; If MedEnergy = 0 OR HighEnergy = 0, p 
= 0.67 ; If MedEnergy & HighEnergy = 0, p = 0.25  
Trans_NL 
If Full_No = 1 & Full_Low = 1, p = 0.05; If Full_No = 1 & Full_Low = 0, p = 0.05; If 
Full_No = 0 & Full_Low = 1, p = 0.08; If Full_No = 0 & Full_Low = 0, p = 0.01 
Trans_LM 
If Full_Low = 1 & Full_Med = 1, p = 0.17; If Full_Low = 1 & Full_Med = 0, p = 0.34; If 
Full_Low = 0 & Full_Med = 1, p = 0.05; If Full_Low = 0 & Full_Med = 0, p = 0.01 
Trans_MH 
If Full_Med = 1 & Full_High = 1, p = 0.14; If Full_Med = 1 & Full_High = 0, p = 0.40; If 
Full_Med = 0 & Full_High = 1, p = 0.33; If Full_Med = 0 & Full_High = 0, p = 0.14 
Percent_Low If Blue2_Low = 1, p = 0.85; If Blue2_Low = 0, p = 0.13 
Percent_Med 
If Blue2_Med = 1 & Percent_Low = 1, p = 0.96; If Blue2_Med = 1 & Percent_Low = 0, p 
= 0.40; If Blue2_Med = 0, p = 0.34 
Percent_High 
If Blue2_High = 1 & Percent_Low & Percent_Med = 1, p = 0.96; If Blue2_High = 1 & 
(Percent_Low OR Percent_Med = 0), p = 0.75 ; If Blue2_High = 1 & Percent_Low = 0 & 
Percent_Med = 0, p = 0.28 ; If Blue2_High = 0, p = 0.28 
React_Low 
If Blue1_Low = 1 & Full_Low = 1, p = 0.93; If Blue1_Low = 1 & Full_Low = 0, p = 0.50; 
If Blue1_Low = 0 & Full_Low = 1, p = 0.61; If Blue1_Low = 0 & Full_Low = 0, p = 0.50 
React_Med 
If Blue1_Med = 1 & React_Low = 1, p = 0.98; If Blue1_Med = 1 & React_Low = 0, p = 
0.71; If Blue1_Med = 0 & Full_Med = 1, p = 0.38; If Blue1_Med = 0 & Full_Med = 0, p = 
0.25 
React_High 
If Blue1_High = 1 & React_Med = 1, p = 0.98; If Blue1_High = 1 & React_Med = 0, p = 
0.50; If Blue1_High = 0 & Full_High = 1, p = 0.48; If Blue1_High = 0 & Full_High = 0, p 
= 0.30 
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Evidence Simulation rules 
DD1 
If Replay_Full = 1 & Trans_Count>1, p = 0.62; If Replay_Full = 1 & Trans_Count<2 = 0, 
p = 0.02; If Replay_Full = 0 & Trans_Count>1, p = 0.58 ; If Replay_Full = 0 & 
Trans_Count<2 0, p = 0.50 
DD2 
If Replay_Full = 1 & Trans_Count>1, p = 0.98; If Replay_Full = 1 & Trans_Count<2 = 0, 
p = 0.75; If Replay_Full = 0 & Trans_Count>1, p = 0.97 ; If Replay_Full = 0 & 
Trans_Count<2 0, p = 0.98 
DD3 
If Replay_Full = 1 & Trans_Count>1, p = 0.37 ; If Replay_Full = 1 & Trans_Count<2 = 0, 
p = 0.02; If Replay_Full = 0 & Trans_Count>1, p = 0.39 ; If Replay_Full = 0 & 
Trans_Count<2 0, p = 0.44 
DD4 
If Percent_Count>1 & All_Full = 1, p = 0.87; If Percent_Count>1 & All_Full = 0, p = 0.83; 
If Percent_Count<2 & All_Full = 1, p = 0.83 ; If Percent_Count<2 & All_Full = 0, p = 0.98 
MM_Identify 
If DD_Count>2 & All_Full =1, p = 0.17 ; If DD_Count>2 & All_Full = 0, p = 0.57 ; If 
DD_Count<3 & All_Full = 1, p = 0.33 ; If DD_Count<3 & All_Full = 0, p = 0.32 
MM_Evidence 
If DD_Count>2 & Trans_Count>1 & Percent_Count>1, p = 0.47; If DD_Count>2 & 
Trans_Count>1 & Percent_Count<2, p = 0.37 ; If DD_Count>2 & Trans_Count<2 & 
Percent_Count>1, p = 0.44 ; If DD_Count>2 & Trans_Count<2 & Percent_Count<2, p = 
0.54; If DD_Count< 3, p = 0.14 
MM_Support 
If MM_Evidence = 1 & Efficient = 1, p = 0.40; If MM_Evidence = 0 & Efficient = 1, p = 
0.01; If MM_Evidence & Efficient = 0, p = 0.001  
E_Identify 
If DD_Count>2 & React_Count>1, p = 0.53; If DD_Count >2 & React_Count<2, p = 0.73; 
If DD_Count<3 & React_Count>1, p = 0.44; If DD_Count<3 & React_Count<2, p = 0.67 
E_Evidence 
If DD_Count>2 & React_Count>1, p = 0.56; If DD_Count >2 & React_Count<2, p = 0.54 ; 
If DD_Count<3 & React_Count>1, p = 0.22; If DD_Count<3 & React_Count<2, p = 0.44 
E_Support If E_Evidence = 1, p = 0.34; If E_Evidence= 0, p = 0.001 
Conserve_Matter 
If All_Full = 1 & Efficient = 1, p = 0.01 ; If All_Full = 1 & Efficient = 0, p = 0.01; If 
All_Full = 0, p = 0.00  
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APPENDIX Q: IRT ITEM DIFFICULTY ESTIMATES FOR ACTUAL DATASET CR 
MODELS  
 
 Uni Multi LLTM3   Uni Multi LLTM3 
DD2 -3.72 -3.55 -2.74  Pause_Low 1.34 1.54 1.27 
LowEnergy -3.30 -3.54 -3.05  Efficient 1.42 1.64 1.31 
HighEnergy -2.74 -2.95 -2.69  Pause_Med 1.52 1.74 1.55 
MedEnergy -2.54 -2.73 -2.50  Pause_High 1.61 1.84 1.50 
Full_Low -1.94 -2.07 -1.85  All_Full 1.71 1.95 1.61 
Full_Med -1.94 -2.07 -1.82  Replay_Full 1.71 1.95 1.61 
DD4 -1.82 -1.70 -1.68  Trans_LM 1.71 1.61 1.65 
Full_High -1.71 -1.82 -1.66  Trans_MH 1.71 1.61 1.65 
React_High -1.09 -1.13 -1.00  E_Support 1.82 2.07 1.70 
React_Low -1.01 -1.04 -0.94  MM_Support 2.21 2.47 1.99 
React_Med -0.73 -0.73 -0.69  Blue2_No 2.74 3.03 2.78 
Trans_Low -0.46 -0.43 -0.40  Pause_No 2.98 3.29 2.95 
Trans_High -0.34 -0.31 -0.28  Trans_NL 3.72 3.57 2.85 
Blue1_High -0.28 -0.22 -0.21  Conserve_Matter 3.72 3.57 2.72 
Trans_Med -0.28 -0.25 -0.21      
Percent_Med -0.28 -0.22 -0.29      
Percent_High -0.21 -0.15 -0.24      
E_Identify -0.21 -0.19 -0.09      
DD1 -0.15 -0.14 -0.24      
Blue1_Med -0.09 -0.02 -0.03      
Blue2_High -0.03 0.05 0.01      
NoEnergy 0.16 0.25 0.14      
Blue2_Low 0.16 0.25 0.17      
Percent_Low 0.16 0.25 0.09      
Blue1_Low 0.22 0.32 0.22      
E_Evidence 0.22 0.32 0.31      
Speed_Low 0.28 0.26 0.26      
MM_Identify 0.28 0.26 0.35      
Blue2_Med 0.34 0.46 0.35      
AllLevs 0.53 0.67 0.48      
DD3 0.53 0.50 0.36      
Speed_LM 0.60 0.56 0.68      
Speed_MH 0.67 0.62 0.74      
MM_Evidence 0.73 0.89 0.77      
Speed_High 0.87 0.82 0.78      
Full_No 1.02 1.20 1.01      
Speed_Med 1.09 1.02 0.98      
Speed_NL 1.17 1.10 1.19      
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APPENDIX R: IRT ITEM DIFFICULTY ESTIMATES FOR SIMULATED DATASET CR 
MODELS 
 
 Uni Multi LLTM3   Uni Multi LLTM3 
LowEnergy -3.30 -3.49 -3.25  Speed_NL 1.06 1.01 1.04 
DD2 -3.28 -3.19 -3.22  Speed_Med 1.08 1.03 1.06 
HighEnergy -2.81 -2.98 -2.77  Pause_Low 1.28 1.36 1.26 
MedEnergy -2.63 -2.80 -2.59  Pause_High 1.48 1.57 1.45 
Full_Med -1.99 -2.13 -1.95  Pause_Med 1.56 1.65 1.53 
DD4 -1.93 -1.87 -1.89  Replay_Full 1.57 1.66 1.53 
Full_Low -1.90 -2.03 -1.87  E_Support 1.67 1.76 1.64 
Full_High -1.73 -1.85 -1.70  Trans_MH 1.70 1.63 1.67 
All_Full -1.00 -1.09 -0.98  Trans_LM 1.88 1.81 1.85 
React_Low -0.93 -1.01 -0.91  MM_Support 2.42 2.55 2.38 
React_High -0.55 -0.60 -0.54  Blue2_No 2.74 2.87 2.71 
React_Med -0.41 -0.45 -0.40  Trans_NL 2.77 2.69 2.72 
E_Identify -0.39 -0.38 -0.37  Pause_No 2.98 3.11 2.94 
Trans_Low -0.38 -0.37 -0.37  Conserve_Matter 4.93 4.83 4.55 
Efficient -0.35 -0.38 -0.33      
Trans_High -0.32 -0.31 -0.31      
Trans_Med -0.25 -0.24 -0.24      
DD1 -0.23 -0.23 -0.21      
Blue1_High -0.16 -0.18 -0.15      
Percent_Med -0.03 -0.04 -0.03      
E_Evidence 0.13 0.13 0.13      
NoEnergy 0.14 0.14 0.13      
Blue2_High 0.15 0.15 0.15      
Blue1_Med 0.16 0.16 0.16      
Percent_High 0.23 0.24 0.22      
Speed_Low 0.28 0.26 0.27      
Percent_Low 0.48 0.51 0.47      
Speed_LM 0.49 0.46 0.48      
Blue2_Med 0.50 0.53 0.49      
AllLevs 0.53 0.56 0.52      
DD3 0.56 0.53 0.55      
Blue2_Low 0.56 0.59 0.55      
Blue1_Low 0.60 0.63 0.58      
MM_Identify 0.79 0.75 0.78      
MM_Evidence 0.79 0.84 0.78      
Speed_MH 0.83 0.79 0.81      
Speed_High 0.86 0.82 0.85      
Full_No 1.03 1.09 1.01      
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APPENDIX S: CONDITIONAL PROBABILITY TABLES FOR THE CR EXPERT 
STRUCTURED BAYESIAN NETWORK 
 
NoEnergy  LowEnergy  MedEnergy  HighEnergy 
State0 State1  State0 State1  State0 State1  State0 State1 
0.53 0.47  0.04 0.96  0.07 0.93  0.06 0.94 
           
Pause_No  Pause_Low  Pause_Med 
No 
Energy State0 State1  
Low 
Energy State0 State1  
Med 
Energy State0 State1 
0 0.94 0.06  0 0.99 0.01  0 0.99 0.01 
1 0.95 0.05  1 0.76 0.24  1 0.80 0.20 
           
Full_High  Pause_High  Full_No 
High 
Energy State0 State1  
Full_ 
High State0 State1  
No 
Energy State0 State1 
0 0.99 0.01  0 0.89 0.11  0 1.00 0.00 
1 0.10 0.90  1 0.79 0.21  1 0.42 0.58 
           
 








Energy State0 State1  
Low 
Energy State0 State1 
0 0 0 0 0.96 0.04  0 0.99 0.01 
0 0 0 1 0.96 0.04  1 0.10 0.90 
0 0 1 0 0.96 0.04     
0 0 1 1 0.96 0.04  Full_Med 
0 1 1 0 0.96 0.04  
Med 
Energy State0 State1 
0 1 1 1 0.92 0.08  0 0.99 0.01 
1 0 1 0 0.97 0.03  1 0.06 0.94 
1 0 1 1 0.95 0.05     
1 1 0 0 0.95 0.05     
1 1 0 1 0.93 0.07     
1 1 1 0 0.58 0.42     
1 1 1 1 0.57 0.43     
          
 






Low Full_No State0 State1  All_Full State0 State1 
0 0 0 0 0.98 0.02  0 0.83 0.17 
0 0 0 1 0.96 0.04  1 0.81 0.19 
0 0 1 0 0.98 0.02     
0 0 1 1 0.95 0.05  Efficient  
0 1 0 0 0.98 0.02  State0 State1  
0 1 0 1 0.93 0.07  0.42 0.58  
0 1 1 0 0.99 0.01     
0 1 1 1 0.96 0.04     
1 0 0 0 0.97 0.03     
1 0 0 1 0.92 0.08     
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All_Full     
1 0 1 0 0.98 0.02     
1 0 1 1 0.93 0.07     
1 1 0 0 0.99 0.01     
1 1 0 1 0.95 0.05     
1 1 1 0 0.00 1.00     
1 1 1 1 0.00 1.00     
 




Energy All_Full State0 State1  Pause_Med 
Med 
Energy All_Full State0 State1 
0 0 0 0.57 0.43  0 0 0 0.94 0.06 
0 0 1 0.57 0.43  0 1 0 0.56 0.44 
0 1 0 0.69 0.31  0 1 1 0.45 0.55 
0 1 1 0.57 0.43  1 1 0 0.59 0.41 
1 0 0 0.88 0.13  1 1 1 0.62 0.38 
1 0 1 0.80 0.20       
1 1 0 0.75 0.25       
1 1 1 0.81 0.19       
           
Blue1_High  Blue2_Low  
Pause_High 
High 
Energy All_Full State0 State1  Full_ Low Replay_Full State0 State1  
0 0 0 0.99 0.01  0 0 0.57 0.43  
0 1 0 0.53 0.47  0 1 0.60 0.40  
0 1 1 0.37 0.63  1 0 0.64 0.36  
1 1 0 0.56 0.44  1 1 0.62 0.38  
 
Blue2_No  Blue2_Med    
Full_No AllLevs State0 State1  
Full_ 
Med Replay_Full State0 State1    
0 0 1.00 0.00  0 0 0.89 0.11    
0 1 1.00 0.00  0 1 0.83 0.17    
1 0 0.76 0.24  1 0 0.57 0.43    
1 1 0.75 0.25  1 1 0.61 0.39    
            
Blue2_High  Speed_NL  Speed_Low 
Full_ 
High Replay_Full State0 State1  
No 
Energy State0 State1  
Low 
Energy State0 State1 
0 0 0.80 0.20  0 0.74 0.26  0 0.66 0.34 
0 1 0.76 0.24  1 0.72 0.28  1 0.56 0.44 
1 0 0.48 0.52         
1 1 0.51 0.49         
            
Speed_LM  Speed_Med     
Low 
Energy Full_ Med State0 State1  
Med 
Energy State0 State1     
0 0 0.43 0.57  0 0.79 0.21     
0 1 0.88 0.13  1 0.73 0.27     
1 0 0.64 0.36         
1 1 0.61 0.39         
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Energy State0 State1  
High 
Energy State0 State1     
0 0 0.82 0.18  0 0.98 0.02     
0 1 0.38 0.63  1 0.68 0.32     
1 0 0.26 0.74         
1 1 0.70 0.30         
            
Trans_NL  Trans_Low  Trans_Med 
Full_No 
Full_ 
Low State0 State1  
Full_ 
Low State0 State1  
Full_ 
Med State0 State1 
0 0 0.99 0.01  0 0.61 0.39  0 0.60 0.40 
0 1 0.91 0.09  1 0.38 0.62  1 0.42 0.58 
1 0 0.93 0.07         
1 1 0.96 0.04         
            




Med State0 State1  
Full_ 
High Full_ Med State0 State1    
0 0 0.97 0.03  0 0 0.82 0.18    
0 1 0.95 0.05  0 1 0.64 0.36    
1 0 0.74 0.26  1 0 0.70 0.30    
1 1 0.85 0.15  1 1 0.87 0.13    
            
Trans_High  Percent_Low    
Full_ 




Low Replay_Full State0 State1    
0 0.34 0.66  0 0 0 0.87 0.13    
1 0.44 0.56  0 0 1 0.97 0.03    
    0 1 0 0.86 0.14    
    0 1 1 0.90 0.10    
    1 0 0 0.17 0.83    
    1 0 1 0.29 0.71    
    1 1 0 0.16 0.84    
    1 1 1 0.23 0.78    
 
React_Low  React_Med  
AllLevs 
Blue1_ 
Low State0 State1  AllLevs Blue1_Med State0 State1  
0 0 0.40 0.60  0 0 0.69 0.31  
0 1 0.12 0.88  0 1 0.07 0.93  
1 0 0.38 0.62  1 0 0.69 0.31  
1 1 0.10 0.90  1 1 0.09 0.91  
          
React_High       
AllLevs 
Blue1_ 
High State0 State1       
0 0 0.67 0.33       
0 1 0.16 0.84       
1 0 0.60 0.40       
1 1 0.11 0.89       
 




Percent_Med  Percent_High 
Blue2_Med 
Full_ 




High Replay_Full State0 State1 
0 0 0 0.64 0.36  0 0 0 0.73 0.27 
0 0 1 0.66 0.34  0 0 1 0.69 0.31 
0 1 0 0.64 0.36  0 1 0 0.76 0.24 
0 1 1 0.74 0.26  0 1 1 0.72 0.28 
1 0 0 0.54 0.46  1 0 0 0.30 0.70 
1 1 0 0.21 0.79  1 0 1 0.58 0.42 
1 1 1 0.27 0.73  1 1 0 0.32 0.68 




















Energy State0 State1 
0 0 0 0 0 0 0 0 0 0.70 0.30 
0 0 0 0 0 0 0 1 1 0.75 0.25 
0 0 0 0 0 0 1 0 0 0.25 0.75 
0 0 0 0 0 0 1 0 1 0.75 0.25 
0 0 0 0 0 1 0 0 0 0.75 0.25 
0 0 0 0 0 1 1 0 0 0.75 0.25 
0 0 0 0 0 1 1 1 1 0.52 0.48 
0 0 0 0 1 0 0 0 0 0.70 0.30 
0 0 0 0 1 0 0 1 1 0.75 0.25 
0 0 0 0 1 0 1 0 1 0.25 0.75 
0 0 0 0 1 0 1 1 1 0.58 0.42 
0 0 0 0 1 1 0 0 0 0.17 0.83 
0 0 0 0 1 1 0 1 1 0.83 0.17 
0 0 0 0 1 1 1 0 1 0.75 0.25 
0 0 0 0 1 1 1 1 1 0.56 0.44 
0 0 0 1 0 0 0 0 0 0.25 0.75 
0 0 0 1 0 1 0 1 1 0.75 0.25 
0 0 0 1 0 1 1 1 1 0.75 0.25 
0 0 0 1 1 0 1 1 1 0.39 0.61 
0 0 0 1 1 1 0 0 0 0.25 0.75 
0 0 0 1 1 1 1 1 1 0.42 0.58 
0 0 1 0 0 0 0 0 0 0.25 0.75 
0 0 1 0 0 0 0 1 1 0.75 0.25 
0 0 1 0 0 0 1 1 1 0.63 0.37 
0 0 1 0 0 1 1 1 1 0.67 0.33 
0 0 1 0 1 0 0 1 1 0.13 0.88 
0 0 1 0 1 0 1 0 0 0.75 0.25 
0 0 1 0 1 0 1 0 1 0.75 0.25 
0 0 1 0 1 0 1 1 0 0.50 0.50 
0 0 1 0 1 0 1 1 1 0.39 0.61 
0 0 1 0 1 1 0 0 0 0.75 0.25 
0 0 1 0 1 1 0 0 1 0.50 0.50 
0 0 1 0 1 1 0 1 0 0.50 0.50 
0 0 1 0 1 1 0 1 1 0.25 0.75 
0 0 1 0 1 1 1 0 0 0.75 0.25 
0 0 1 0 1 1 1 0 1 0.17 0.83 
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DD1 
0 0 1 0 1 1 1 1 0 0.75 0.25 
0 0 1 0 1 1 1 1 1 0.29 0.71 
0 0 1 1 0 0 0 1 1 0.75 0.25 
0 0 1 1 0 0 1 1 0 0.75 0.25 
0 0 1 1 0 0 1 1 1 0.21 0.79 
0 0 1 1 0 1 1 1 1 0.44 0.56 
0 0 1 1 1 0 1 1 1 0.39 0.61 
0 0 1 1 1 1 0 0 0 0.25 0.75 
0 0 1 1 1 1 0 1 1 0.25 0.75 
0 0 1 1 1 1 1 1 1 0.39 0.61 
0 1 0 0 0 0 0 1 1 0.75 0.25 
0 1 0 0 0 0 1 0 1 0.75 0.25 
0 1 0 0 0 0 1 1 1 0.75 0.25 
0 1 0 0 0 1 1 1 1 0.38 0.63 
0 1 0 0 1 0 1 0 1 0.75 0.25 
0 1 0 0 1 0 1 1 1 0.21 0.79 
0 1 0 0 1 1 1 0 0 0.25 0.75 
0 1 0 0 1 1 1 1 1 0.63 0.38 
0 1 0 1 1 0 1 1 1 0.75 0.25 
0 1 0 1 1 1 1 1 1 0.25 0.75 
0 1 1 0 0 0 1 1 1 0.35 0.65 
0 1 1 0 1 0 1 1 1 0.41 0.59 
0 1 1 0 1 1 1 1 1 0.63 0.38 
0 1 1 1 0 0 1 0 0 0.75 0.25 
0 1 1 1 1 0 1 1 1 0.38 0.63 
0 1 1 1 1 1 1 1 1 0.25 0.75 
1 0 0 0 0 0 1 0 1 0.88 0.13 
1 0 0 0 0 0 1 1 0 0.25 0.75 
1 0 0 0 0 0 1 1 1 0.49 0.51 
1 0 0 0 0 1 1 0 0 0.75 0.25 
1 0 0 0 0 1 1 0 1 0.83 0.17 
1 0 0 0 0 1 1 1 1 0.56 0.44 
1 0 0 0 1 0 1 0 0 0.25 0.75 
1 0 0 0 1 0 1 1 1 0.35 0.65 
1 0 0 0 1 1 1 0 0 0.17 0.83 
1 0 0 0 1 1 1 0 1 0.75 0.25 
1 0 0 0 1 1 1 1 1 0.30 0.70 
1 0 0 1 0 0 1 0 0 0.25 0.75 
1 0 0 1 0 0 1 0 1 0.25 0.75 
1 0 0 1 0 0 1 1 0 0.75 0.25 
1 0 0 1 0 1 1 0 1 0.25 0.75 
1 0 0 1 0 1 1 1 1 0.31 0.69 
1 0 0 1 1 0 1 0 0 0.75 0.25 
1 0 0 1 1 0 1 0 1 0.75 0.25 
1 0 0 1 1 0 1 1 1 0.39 0.61 
1 0 0 1 1 1 1 0 0 0.25 0.75 
1 0 0 1 1 1 1 0 1 0.25 0.75 
1 0 0 1 1 1 1 1 0 0.50 0.50 
1 0 1 0 0 0 1 0 0 0.75 0.25 
1 0 1 0 0 0 1 0 1 0.50 0.50 
1 0 1 0 0 0 1 1 0 0.83 0.17 
1 0 1 0 0 0 1 1 1 0.53 0.47 
1 0 1 0 0 1 1 1 1 0.36 0.64 
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DD1 
1 0 1 0 1 0 1 0 1 0.75 0.25 
1 0 1 0 1 0 1 1 0 0.17 0.83 
1 0 1 0 1 0 1 1 1 0.39 0.61 
1 0 1 0 1 1 1 1 0 0.25 0.75 
1 0 1 0 1 1 1 1 1 0.45 0.55 
1 0 1 1 0 0 1 1 0 0.25 0.75 
1 0 1 1 0 1 1 1 1 0.44 0.56 
1 0 1 1 1 0 1 0 1 0.25 0.75 
1 0 1 1 1 0 1 1 0 0.50 0.50 
1 0 1 1 1 0 1 1 1 0.39 0.61 
1 0 1 1 1 1 1 1 1 0.46 0.54 
1 1 0 0 0 0 0 1 1 0.25 0.75 
1 1 0 0 0 1 1 0 0 0.75 0.25 
1 1 0 0 0 1 1 1 1 0.58 0.42 
0 1 0 0 1 0 1 1 0 0.50 0.50 
0 1 0 0 1 0 1 1 1 0.17 0.83 
 












NL State0 State1 
0 0 0 0 0.09 0.91  0 0 0 0.14 0.86 
0 0 0 1 0.05 0.95  0 0 1 0.10 0.90 
0 0 1 0 0.03 0.98  0 1 0 0.14 0.86 
0 0 1 1 0.04 0.96  0 1 1 0.14 0.86 
0 1 0 0 0.23 0.77  1 0 0 0.13 0.87 
0 1 0 1 0.07 0.93  1 0 1 0.31 0.69 
0 1 1 0 0.05 0.95  1 1 0 0.14 0.86 
0 1 1 1 0.07 0.93  1 1 1 0.17 0.83 
1 0 0 0 0.04 0.96       
1 0 0 1 0.06 0.94       
1 0 1 0 0.02 0.98       
1 0 1 1 0.08 0.92       
1 1 0 0 0.05 0.95       
1 1 0 1 0.07 0.93       
1 1 1 0 0.05 0.95       
1 1 1 1 0.02 0.98       
            
 
DD3 
Percent_Low Percent_Med Percent_High All_Full State0 State1 
0 0 0 0 0.63 0.37 
0 0 0 1 0.64 0.36 
0 0 1 0 0.74 0.26 
0 0 1 1 0.56 0.44 
0 1 0 0 0.51 0.49 
0 1 0 1 0.68 0.32 
0 1 1 0 0.70 0.30 
0 1 1 1 0.57 0.43 
1 0 0 0 0.63 0.38 
1 0 0 1 0.73 0.27 
1 0 1 0 0.77 0.23 
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DD3 
1 0 1 1 0.52 0.48 
1 1 0 0 0.57 0.43 
1 1 0 1 0.65 0.35 
1 1 1 0 0.59 0.41 









High DD1 State0 State1 
0 0 0 0 0 0.54 0.46 
0 0 0 0 1 0.32 0.68 
0 0 0 1 0 0.55 0.45 
0 0 0 1 1 0.28 0.72 
0 0 1 0 0 0.44 0.56 
0 0 1 0 1 0.68 0.32 
0 0 1 1 0 0.67 0.33 
0 0 1 1 1 0.40 0.60 
0 1 0 0 0 0.55 0.45 
0 1 0 0 1 0.38 0.62 
0 1 0 1 0 0.44 0.56 
0 1 0 1 1 0.44 0.56 
0 1 1 0 0 0.66 0.34 
0 1 1 0 1 0.38 0.63 
0 1 1 1 0 0.69 0.31 
0 1 1 1 1 0.80 0.20 
1 0 0 0 0 0.70 0.30 
1 0 0 0 1 0.35 0.65 
1 0 0 1 0 0.38 0.63 
1 0 0 1 1 0.50 0.50 
1 0 1 0 0 0.17 0.83 
1 0 1 0 1 0.50 0.50 
1 0 1 1 0 0.56 0.44 
1 0 1 1 1 0.63 0.38 
1 1 0 0 0 0.50 0.50 
1 1 0 0 1 0.30 0.70 
1 1 0 1 0 0.63 0.38 
1 1 0 1 1 0.13 0.88 
1 1 1 0 0 0.58 0.42 
1 1 1 0 1 0.31 0.69 
1 1 1 1 0 0.69 0.31 














High State0 State1 
0 0 0 0 0 0 0 0 0.75 0.25 
0 0 0 0 0 0 0 1 0.75 0.25 
0 0 0 0 0 1 0 0 0.25 0.75 
0 0 0 1 0 0 0 0 0.63 0.38 
0 0 0 1 0 0 0 1 0.56 0.44 
0 0 0 1 0 0 1 0 0.88 0.13 
0 0 0 1 0 0 1 1 0.64 0.36 
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MM_Evidence 
0 0 0 1 0 1 0 0 0.56 0.44 
0 0 0 1 0 1 0 1 0.70 0.30 
0 0 0 1 0 1 1 0 0.88 0.13 
0 0 0 1 1 0 0 0 0.75 0.25 
0 0 0 1 1 0 0 1 0.17 0.83 
0 0 0 1 1 1 1 1 0.75 0.25 
0 0 1 0 0 0 0 0 0.75 0.25 
0 0 1 1 0 0 0 0 0.69 0.31 
0 0 1 1 0 0 0 1 0.90 0.10 
0 0 1 1 0 0 1 1 0.17 0.83 
0 0 1 1 0 1 0 0 0.83 0.17 
0 0 1 1 0 1 0 1 0.50 0.50 
0 0 1 1 0 1 1 0 0.42 0.58 
0 0 1 1 0 1 1 1 0.69 0.31 
0 0 1 1 1 0 0 0 0.17 0.83 
0 1 0 0 0 0 0 1 0.17 0.83 
0 1 0 1 0 0 0 0 0.42 0.58 
0 1 0 1 0 0 0 1 0.79 0.21 
0 1 0 1 0 0 1 0 0.75 0.25 
0 1 0 1 0 1 0 0 0.83 0.17 
0 1 0 1 0 1 1 0 0.83 0.17 
0 1 0 1 1 0 0 0 0.38 0.63 
0 1 1 0 0 0 0 0 0.75 0.25 
0 1 1 0 0 0 1 0 0.83 0.17 
0 1 1 0 0 1 0 0 0.75 0.25 
0 1 1 0 0 1 1 0 0.75 0.25 
0 1 1 1 0 0 0 0 0.75 0.25 
0 1 1 1 0 0 0 1 0.68 0.32 
0 1 1 1 0 0 1 1 0.69 0.31 
0 1 1 1 0 1 0 0 0.63 0.38 
0 1 1 1 0 1 0 1 0.63 0.38 
0 1 1 1 0 1 1 0 0.75 0.25 
0 1 1 1 0 1 1 1 0.74 0.26 
0 1 1 1 1 0 1 0 0.83 0.17 
0 1 1 1 1 1 1 0 0.75 0.25 
1 0 0 0 0 0 0 0 0.83 0.17 
1 0 0 0 0 0 0 1 0.83 0.17 
1 0 0 0 0 0 1 0 0.75 0.25 
1 0 0 0 0 1 0 0 0.75 0.25 
1 0 0 0 1 0 0 1 0.75 0.25 
1 0 0 1 0 0 0 0 0.76 0.24 
1 0 0 1 0 0 0 1 0.63 0.37 
1 0 0 1 0 0 1 0 0.42 0.58 
1 0 0 1 0 0 1 1 0.63 0.38 
1 0 0 1 0 1 0 0 0.75 0.25 
1 0 0 1 0 1 1 0 0.90 0.10 
1 0 0 1 0 1 1 1 0.88 0.13 
1 0 0 1 1 0 0 0 0.90 0.10 
1 0 0 1 1 0 0 1 0.83 0.17 
1 0 0 1 1 0 1 0 0.75 0.25 
1 0 0 1 1 1 0 0 0.25 0.75 
1 0 1 0 0 0 0 0 0.83 0.17 
1 0 1 0 0 0 0 1 0.75 0.25 
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MM_Evidence 
1 0 1 0 1 0 1 1 0.75 0.25 
1 0 1 1 0 0 0 0 0.74 0.26 
1 0 1 1 0 0 0 1 0.74 0.26 
1 0 1 1 0 0 1 0 0.83 0.17 
1 0 1 1 0 0 1 1 0.25 0.75 
1 0 1 1 0 1 0 0 0.75 0.25 
1 0 1 1 0 1 0 1 0.70 0.30 
1 0 1 1 0 1 1 0 0.17 0.83 
1 0 1 1 1 0 0 1 0.75 0.25 
1 0 1 1 1 0 1 1 0.25 0.75 
1 1 0 0 0 1 1 1 0.83 0.17 
1 1 0 0 1 0 0 1 0.75 0.25 
1 1 0 1 0 0 0 0 0.64 0.36 
1 1 0 1 0 0 0 1 0.88 0.13 
1 1 0 1 0 0 1 1 0.75 0.25 
1 1 0 1 0 1 0 0 0.50 0.50 
1 1 0 1 0 1 0 1 0.83 0.17 
1 1 0 1 0 1 1 0 0.81 0.19 
1 1 0 1 0 1 1 1 0.75 0.25 
1 1 0 1 1 0 0 1 0.75 0.25 
1 1 0 1 1 1 1 1 0.25 0.75 
1 1 1 0 0 0 0 0 0.75 0.25 
1 1 1 0 0 0 0 1 0.83 0.17 
1 1 1 0 0 0 1 0 0.25 0.75 
1 1 1 0 0 0 1 1 0.75 0.25 
1 1 1 0 0 1 0 1 0.75 0.25 
1 1 1 0 0 1 1 1 0.83 0.17 
1 1 1 1 0 0 0 0 0.61 0.39 
1 1 1 1 0 0 0 1 0.67 0.33 
1 1 1 1 0 0 1 0 0.77 0.23 
1 1 1 1 0 0 1 1 0.60 0.40 
1 1 1 1 0 1 0 0 0.72 0.28 
1 1 1 1 0 1 0 1 0.57 0.43 
1 1 1 1 0 1 1 0 0.66 0.34 
1 1 1 1 0 1 1 1 0.63 0.37 
1 1 1 1 1 0 0 1 0.90 0.10 
1 1 1 1 1 0 1 0 0.90 0.10 
1 1 1 1 1 0 1 1 0.25 0.75 
1 1 1 1 1 1 0 1 0.75 0.25 
1 1 1 1 1 1 1 0 0.64 0.36 
1 1 1 1 1 1 1 1 0.79 0.21 
 
MM_Support  E_Identify 






Med State0 State1 
0 0 0.99 0.01  0 0 0 0 0.20 0.80 
0 1 1.00 0.00  0 0 0 1 0.26 0.74 
1 0 0.84 0.16  0 0 1 0 0.42 0.58 
1 1 0.69 0.31  0 0 1 1 0.53 0.47 
     0 1 0 0 0.48 0.52 
     0 1 0 1 0.44 0.56 
     0 1 1 0 0.35 0.65 
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     E_Identify 
     0 1 1 1 0.40 0.60 
     1 0 0 0 0.32 0.68 
     1 0 0 1 0.36 0.64 
     1 0 1 0 0.58 0.42 
     1 0 1 1 0.41 0.59 
     1 1 0 0 0.50 0.50 
     1 1 0 1 0.42 0.58 
     1 1 1 0 0.36 0.64 
     1 1 1 1 0.44 0.56 
 





High State0 State1  
E_ 
Evidence All_Full State0 State1 
0 0 0 0 0 0.56 0.44  0 0 1.00 0.00 
0 0 0 0 1 0.83 0.17  0 1 1.00 0.00 
0 0 0 1 0 0.75 0.25  1 0 0.66 0.34 
0 0 0 1 1 0.58 0.42  1 1 0.64 0.36 
0 0 1 1 1 0.82 0.18      
0 1 0 0 0 0.70 0.30  Conserve_Matter   
0 1 0 0 1 0.38 0.63  State0 State1   
0 1 0 1 1 0.55 0.45  0.99 0.01   
0 1 1 0 0 0.88 0.13      
0 1 1 1 0 0.75 0.25      
0 1 1 1 1 0.54 0.46      
1 0 0 0 0 0.53 0.47      
1 0 0 0 1 0.51 0.49      
1 0 0 1 0 0.65 0.35      
1 0 0 1 1 0.55 0.45      
1 0 1 0 0 0.47 0.53      
1 0 1 0 1 0.25 0.75      
1 0 1 1 0 0.53 0.47      
1 0 1 1 1 0.62 0.38      
1 1 0 0 0 0.43 0.57      
1 1 0 0 1 0.56 0.44      
1 1 0 1 0 0.42 0.58      
1 1 0 1 1 0.38 0.62      
1 1 1 0 0 0.55 0.45      
1 1 1 0 1 0.21 0.79      
1 1 1 1 0 0.41 0.59      
1 1 1 1 1 0.46 0.54      
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APPENDIX T: CONDITIONAL PROBABILITY TABLES FOR CR EMPIRICALLY 
STRUCUTRED BAYESIAN NETWORK 
 
LowEnergy  MedEnergy  Blue1_Med  Full_Med 
State0 State1  
Low 
Energy State0 State1  State0 State1  
Med 
Energy State0 State1 
0.04 0.96  0 0.59 0.41  0.54 0.46  0 0.99 0.01 
   1 0.05 0.95     1 0.06 0.94 
 
Blue1_Low  HighEnergy  Blue2_Med 
Blue1_Med State0 State1  
Full_ 
High State0 State1  Blue1_Med State0 State1 
0 0.86 0.14  0 0.39 0.61  0 0.90 0.10 
1 0.38 0.62  1 0.00 1.00  1 0.28 0.72 
 






Low Blue1_Med State0 State1  All_Full Blue1_Med State0 State1 
0 0 0 0 0.98 0.02  0 0 0.57 0.43 
0 0 0 1 0.88 0.13  0 1 0.60 0.40 
0 0 1 0 0.83 0.17  1 0 0.00 1.00 
0 0 1 1 0.50 0.50  1 1 0.00 1.00 
0 1 0 0 0.94 0.06      
0 1 0 1 0.90 0.10      
1 0 0 0 0.99 0.01      
1 0 0 1 0.90 0.10      
1 0 1 0 0.98 0.02      
1 0 1 1 0.96 0.04      
1 1 0 0 0.16 0.84      
1 1 0 1 0.16 0.84      
1 1 1 0 0.18 0.82      
1 1 1 1 0.16 0.84      
 






Low State0 State1  All_Full 
Blue2_ 
Low State0 State1 
0 0 0 0 0.70 0.30  0 0 0.71 0.29 
0 0 0 1 0.41 0.59  0 1 0.94 0.06 
0 0 1 0 0.75 0.25  1 0 0.64 0.36 
0 0 1 1 0.19 0.81  1 1 0.97 0.03 
1 0 0 0 0.94 0.06      
1 0 1 0 0.37 0.63  Pause_No   
1 0 1 1 0.08 0.92  State0 State1   
1 1 0 0 0.95 0.05  0.95 0.05   
1 1 0 1 0.63 0.37      
1 1 1 0 0.51 0.49      
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Low State0 State1  Pause_Low Blue1_High State0 State1 
0 0 0 0.84 0.16  0 0 0.56 0.44 
0 0 1 0.65 0.35  0 1 0.49 0.51 
0 1 0 0.55 0.45  1 0 0.58 0.42 
0 1 1 0.20 0.80  1 1 0.58 0.42 
1 0 0 0.69 0.31      
1 0 1 0.83 0.17      
1 1 0 0.35 0.65      
1 1 1 0.13 0.87      
 
Full_Low  AllLevs 
All_Full Blue1_Med State0 State1  
Low 
Energy Full_ Low State0 State1 
0 0 0.49 0.51  0 0 0.99 0.01 
0 1 0.53 0.47  0 1 0.50 0.50 
1 0 0.00 1.00  1 0 0.60 0.40 
1 1 0.00 1.00  1 1 0.61 0.39 
         
Pause_Med  Pause_High 
AllLevs Full_Med Blue1_High State0 State1  Pause_Med State0 State1 
0 0 0 0.92 0.08  0 0.91 0.09 
0 0 1 0.73 0.28  1 0.35 0.65 
0 1 0 0.81 0.19     
0 1 1 0.84 0.16     
1 0 0 0.97 0.03     
1 0 1 0.85 0.15     
1 1 0 0.68 0.32     
1 1 1 0.83 0.17     
 
Full_No  Blue2_No 
NoEnergy Pause_No State0 State1  LowEnergy Pause_No Full_No State0 State1 
0 0 1.00 0.00  0 0 0 0.98 0.02 
0 1 0.98 0.02  0 0 1 0.68 0.32 
1 0 0.41 0.59  0 1 0 0.88 0.13 
1 1 0.50 0.50  0 1 1 0.75 0.25 
     1 0 0 1.00 0.00 
     1 0 1 0.75 0.25 
     1 1 0 0.99 0.01 
     1 1 1 0.88 0.13 
 
Trans_Med  Speed_NL  Trans_Low 
Blue1_Med State0 State1  Blue1_Med Trans_Med State0 State1  Pause_Med State0 State1 
0 0.47 0.53  0 0 0.71 0.29  0 0.41 0.59 
1 0.41 0.59  0 1 0.74 0.26  1 0.40 0.60 
    1 0 0.74 0.26     
    1 1 0.74 0.26     
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Med Blue2_No Blue1_Med State0 State1  State0 State1  All_Full State0 State1 
0 0 0 0 0.70 0.30  0.82 0.18  0 0.88 0.12 
0 0 0 1 0.59 0.41     1 0.24 0.76 
0 0 1 0 0.55 0.45        
0 1 0 1 0.44 0.56  Speed_Low    
0 1 1 0 0.36 0.64  AllLevs State0 State1    
0 1 1 1 0.60 0.40  0 0.57 0.43    
1 0 0 0 0.83 0.17  1 0.55 0.45    
1 0 0 1 0.88 0.13        
1 0 1 0 0.75 0.25        
1 1 0 0 0.96 0.04        
1 1 0 1 0.28 0.72        
1 1 1 0 0.93 0.07        
1 1 1 1 0.17 0.83        
 










NL State0 State1  Blue2_Med State0 State1 
0 0 0 0 0 0 0.89 0.11  0 0.71 0.29 
0 0 0 0 0 1 0.83 0.17  1 0.67 0.33 
0 0 0 0 1 0 0.79 0.21     
0 0 0 0 1 1 0.90 0.10  React_Low  
0 0 0 1 0 0 0.81 0.19  State0 State1  
0 0 0 1 1 0 0.38 0.63  0.29 0.71  
0 0 1 1 1 0 0.25 0.75     
0 1 0 0 0 0 0.72 0.28     
0 1 0 0 0 1 0.60 0.40     
0 1 0 0 1 0 0.68 0.32     
0 1 0 0 1 1 0.81 0.19     
0 1 0 1 0 0 0.80 0.20     
0 1 0 1 0 1 0.72 0.28     
0 1 0 1 1 0 0.85 0.15     
0 1 0 1 1 1 0.78 0.22     
0 1 1 0 0 0 0.63 0.38     
0 1 1 0 0 1 0.83 0.17     
0 1 1 0 1 0 0.61 0.39     
0 1 1 0 1 1 0.25 0.75     
0 1 1 1 0 0 0.81 0.19     
0 1 1 1 0 1 0.70 0.30     
0 1 1 1 1 0 0.83 0.17     
0 1 1 1 1 1 0.75 0.25     
1 0 0 0 0 0 0.65 0.35     
1 0 0 0 0 1 0.88 0.13     
1 0 0 0 1 0 0.90 0.10     
1 0 0 1 0 0 0.83 0.17     
1 0 0 1 1 0 0.63 0.38     
1 0 1 1 0 0 0.75 0.25     
1 0 1 1 0 1 0.75 0.25     
1 1 0 0 0 0 0.74 0.26     
1 1 0 0 0 1 0.63 0.37     
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Speed_Med     
1 1 0 0 1 0 0.73 0.28     
1 1 0 0 1 1 0.65 0.35     
1 1 0 1 0 0 0.72 0.28     
1 1 0 1 0 1 0.61 0.39     
1 1 0 1 1 0 0.69 0.31     
1 1 0 1 1 1 0.84 0.16     
1 1 1 0 0 0 0.75 0.25     
1 1 1 0 1 0 0.38 0.63     
1 1 1 0 1 1 0.75 0.25     
1 1 1 1 0 0 0.81 0.19     
1 1 1 1 0 1 0.83 0.17     
1 1 1 1 1 0 0.25 0.75     
1 1 1 1 1 1 0.75 0.25     
 













1    
0 0 0.86 0.14  0 0 0.67 0.33    
0 1 0.20 0.80  0 1 0.62 0.38    
1 0 0.88 0.12  1 0 0.57 0.43    
1 1 0.14 0.86  1 1 0.04 0.96    
            

























0 0 0 0.71 0.29  0 0 0 0 0.71 0.29 
0 0 1 0.68 0.32  0 0 0 1 0.73 0.28 
0 1 0 0.77 0.23  0 0 1 0 0.67 0.33 
0 1 1 0.63 0.37  0 0 1 1 0.54 0.46 
1 0 0 0.22 0.78  0 1 0 0 0.70 0.30 
1 0 1 0.05 0.95  0 1 0 1 0.57 0.43 
1 1 0 0.30 0.70  0 1 1 0 0.71 0.29 
1 1 1 0.02 0.98  0 1 1 1 0.49 0.51 
      1 0 0 0 0.38 0.62 
      1 0 0 1 0.08 0.92 
      1 0 1 0 0.64 0.36 
      1 0 1 1 0.02 0.98 
      1 1 0 0 0.63 0.38 
      1 1 0 1 0.01 0.99 
      1 1 1 0 0.54 0.46 
      1 1 1 1 0.04 0.96 








       
311 
Trans_High  Speed_LM 
Full_ 
Med Blue2_High Speed_Low React_High State0 State1  
Full_ 
High React_Med State0 State1 
0 0 0 0 0.41 0.59  0 0 0.56 0.44 
0 0 0 1 0.31 0.69  0 1 0.64 0.36 
0 0 1 0 0.42 0.58  1 0 0.64 0.36 
0 0 1 1 0.56 0.44  1 1 0.60 0.40 
0 1 0 0 0.57 0.43      
0 1 0 1 0.65 0.35      
0 1 1 0 0.10 0.90      
0 1 1 1 0.38 0.63      
1 0 0 0 0.45 0.55      
1 0 0 1 0.39 0.61      
1 0 1 0 0.41 0.59      
1 0 1 1 0.44 0.56      
1 1 0 0 0.40 0.60      
1 1 0 1 0.43 0.57      
1 1 1 0 0.46 0.54      




Energy AllLevs Blue1_Med Speed_High 
Trans_ 
Low State0 State1 
0 0 0 0 0 0.96 0.04 
0 0 0 0 1 0.82 0.18 
0 0 0 1 1 0.75 0.25 
0 0 1 0 0 0.92 0.08 
0 0 1 0 1 0.86 0.14 
1 0 0 0 0 0.96 0.04 
1 0 0 0 1 0.91 0.09 
1 0 0 1 0 0.93 0.07 
1 0 0 1 1 0.92 0.08 
1 0 1 0 0 0.96 0.04 
1 0 1 0 1 0.90 0.10 
1 0 1 1 0 0.87 0.13 
1 0 1 1 1 0.97 0.03 
1 1 0 0 0 0.88 0.12 
1 1 0 0 1 0.93 0.07 
1 1 0 1 0 0.95 0.05 
1 1 0 1 1 0.95 0.05 
1 1 1 0 0 0.89 0.11 
1 1 1 0 1 0.96 0.04 
1 1 1 1 0 0.97 0.03 








       
312 
Speed_MH  Trans_MH 
No 




High State0 State1  Trans_Med State0 State1 
0 0 0 0 0 0.62 0.38  0 0.83 0.17 
0 0 0 0 1 0.67 0.33  1 0.84 0.16 
0 0 0 1 0 0.54 0.46     
0 0 0 1 1 0.72 0.28  Trans_LM 
0 0 1 0 0 0.72 0.28  AllLevs State0 State1 
0 0 1 0 1 0.62 0.38  0 0.86 0.14 
0 1 0 0 0 0.81 0.19  1 0.86 0.14 
0 1 0 0 1 0.78 0.22     
0 1 0 1 1 0.79 0.21  Conserve_Matter  
0 1 1 0 0 0.85 0.15  State0 State1  
0 1 1 0 1 0.73 0.27  0.99 0.01  
0 1 1 1 1 0.63 0.38     
1 0 0 0 0 0.64 0.36     
1 0 0 0 1 0.71 0.29     
1 0 0 1 0 0.39 0.61     
1 0 0 1 1 0.41 0.59     
1 0 1 0 0 0.60 0.40     
1 0 1 0 1 0.70 0.30     
1 1 0 0 1 0.72 0.28     
1 1 0 1 0 0.58 0.42     
1 1 0 1 1 0.17 0.83     
1 1 1 0 0 0.75 0.25     
1 1 1 0 1 0.72 0.28     
1 1 1 1 0 0.83 0.17     
1 1 1 1 1 0.75 0.25     
 
Percent_High  DD1 
Blue2_High Percent_Med State0 State1  AllLevs Pause_Med 
Conserv 
e_  
Matter State0 State1 
0 0 0.74 0.26  0 0 0 0.43 0.57 
0 1 0.74 0.26  0 0 1 0.30 0.70 
1 0 0.62 0.38  0 1 0 0.43 0.57 
1 1 0.11 0.89  0 1 1 0.50 0.50 
     1 0 0 0.50 0.50 
     1 0 1 0.50 0.50 
     1 1 0 0.37 0.63 
     1 1 1 0.50 0.50 
 
DD2  DD3  DD4 






Med State0 State1 
0 0.05 0.95  0 0.62 0.38  0 0 0 0.01 0.99 
1 0.03 0.97  1 0.64 0.36  0 0 1 0.10 0.90 
        0 1 0 0.25 0.75 
MM_Identify       0 1 1 0.50 0.50 
State0 State1       1 0 0 0.15 0.85 
0.68 0.32       1 0 1 0.15 0.85 
        1 1 0 0.11 0.89 
        1 1 1 0.15 0.85 
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Matter State0 State1 
0 0 0 0 0.90 0.10  0 0 0 0 0.34 0.66 
0 0 0 1 0.93 0.07  0 0 0 1 0.25 0.75 
0 0 1 0 0.98 0.02  0 0 1 0 0.44 0.56 
0 0 1 1 0.85 0.15  0 0 1 1 0.25 0.75 
0 1 0 0 0.89 0.11  0 1 0 0 0.44 0.56 
0 1 0 1 0.91 0.09  0 1 1 0 0.44 0.56 
0 1 1 0 0.92 0.08  1 0 0 0 0.26 0.74 
0 1 1 1 0.86 0.15  1 0 1 0 0.42 0.58 
1 0 0 0 0.89 0.11  1 1 0 0 0.43 0.57 
1 0 0 1 0.96 0.04  1 1 1 0 0.75 0.25 
1 0 1 0 0.81 0.19        
1 0 1 1 0.95 0.05        
1 1 0 0 0.90 0.10        
1 1 0 1 0.89 0.11        
1 1 1 0 0.97 0.03        
1 1 1 1 0.90 0.10        
MM_Evidence  E_Evidence 
Pause_Med Efficient Speed_High MM_Support E_Identify State0 State1  Trans_Med State0 State1 
0 0 0 0 0 0.70 0.30  0 0.56 0.44 
0 0 0 0 1 0.65 0.35  1 0.51 0.49 
0 0 0 1 0 0.13 0.88     
0 0 0 1 1 0.13 0.88  E_Support 
0 0 1 0 0 0.83 0.17  E_Evidence State0 State1 
0 0 1 0 1 0.69 0.31  0 1.00 0.00 
0 0 1 1 0 0.17 0.83  1 0.64 0.36 
0 0 1 1 1 0.10 0.90     
0 1 0 0 0 0.83 0.17     
0 1 0 0 1 0.78 0.22     
0 1 0 1 0 0.03 0.97     
0 1 0 1 1 0.02 0.98     
0 1 1 0 0 0.73 0.27     
0 1 1 0 1 0.81 0.19     
0 1 1 1 0 0.05 0.95     
0 1 1 1 1 0.07 0.93     
1 0 0 0 0 0.53 0.48     
1 0 0 0 1 0.58 0.42     
1 0 0 1 1 0.25 0.75     
1 0 1 0 0 0.86 0.14     
1 0 1 0 1 0.45 0.55     
1 1 0 0 0 0.85 0.15     
1 1 0 0 1 0.77 0.23     
1 1 0 1 0 0.06 0.94     
1 1 0 1 1 0.13 0.88     
1 1 1 0 0 0.64 0.36     
1 1 1 0 1 0.69 0.31     
1 1 1 1 0 0.10 0.90     
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APPENDIX U: SELECTED CONDITIONAL PROBABILITY TABLES FOR THE CR 
DYNAMIC BAYESIAN NETWORK 
 
NoEnergy_2  LowEnergy_2 
No 




Energy State0 State1 
0 0 0.99 0.01  0 0 0.92 0.08 
0 1 1.00 0.00  0 1 0.92 0.08 
1 0 0.98 0.02  1 0 0.94 0.06 
1 1 1.00 0.00  1 1 0.88 0.12 
         




No_1 Pause_No State0 State1     
1 0 0 0.67 0.33     
1 0 1 0.99 0.01     
1 1 0 0.42 0.58     
1 1 1 0.42 0.58     
 












Med State0 State1 
0 0 0 0.85 0.15  0 0 0 1.00 0.00 
0 0 1 0.83 0.17  1 0 0 0.64 0.36 
0 1 0 0.93 0.07  1 0 1 0.58 0.42 
0 1 1 0.91 0.09  1 1 0 0.53 0.47 
1 0 0 0.77 0.23  1 1 1 0.00 1.00 
1 0 1 0.65 0.35       
1 1 0 0.57 0.43       








Med_1 Full_Med State0 State1 
0 0 0 0 0.47 0.53 
0 0 0 1 0.41 0.59 
0 0 1 0 0.45 0.55 
0 0 1 1 0.41 0.59 
0 1 0 0 0.41 0.59 
0 1 0 1 0.03 0.97 
0 1 1 0 0.45 0.55 
0 1 1 1 0.98 0.02 
1 0 0 0 0.53 0.47 
1 0 0 1 0.64 0.36 
1 0 1 1 0.64 0.36 
1 1 0 0 0.33 0.67 
1 1 0 1 0.66 0.34 
1 1 1 0 0.60 0.40 
1 1 1 1 0.66 0.34 
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Low State0 State1 
0 0 0 0 0.94 0.06 
0 0 0 1 0.99 0.01 
0 0 1 0 0.95 0.05 
0 0 1 1 0.96 0.04 
0 1 0 0 0.87 0.13 
0 1 0 1 0.87 0.13 
0 1 1 0 0.87 0.13 
0 1 1 1 0.87 0.13 
1 0 0 0 0.67 0.33 
1 0 0 1 0.67 0.33 
1 0 1 0 0.69 0.31 
1 0 1 1 0.86 0.14 
1 1 0 0 0.70 0.30 
1 1 0 1 0.70 0.30 
1 1 1 0 0.70 0.30 












High State0 State1 
0 0 0 0 0 0.92 0.08 
0 0 0 0 1 0.99 0.01 
0 0 0 1 0 0.99 0.01 
0 0 0 1 1 0.99 0.01 
0 0 1 0 0 1.00 0.00 
0 0 1 0 1 0.99 0.01 
0 0 1 1 0 1.00 0.00 
0 0 1 1 1 0.99 0.01 
0 1 0 0 1 1.00 0.00 
0 1 0 1 0 1.00 0.00 
0 1 0 1 1 1.00 0.00 
0 1 1 0 0 1.00 0.00 
0 1 1 0 1 1.00 0.00 
0 1 1 1 0 1.00 0.00 
0 1 1 1 1 1.00 0.00 
1 0 0 0 0 0.65 0.35 
1 0 0 0 1 0.99 0.01 
1 0 0 1 0 0.99 0.01 
1 0 0 1 1 0.68 0.32 
1 0 1 0 0 0.87 0.13 
1 0 1 0 1 0.68 0.32 
1 0 1 1 0 0.76 0.24 
1 0 1 1 1 0.68 0.32 
1 1 0 0 0 0.15 0.85 
1 1 0 0 1 0.19 0.81 
1 1 0 1 0 0.19 0.81 
1 1 0 1 1 0.19 0.81 
1 1 1 0 0 0.09 0.91 
1 1 1 0 1 0.19 0.81 
1 1 1 1 0 0.27 0.73 
1 1 1 1 1 0.19 0.81 
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Efficient_2    
All_Full_2 AllLevs_2 State0 State1    
0 0 0.89 0.11    
0 1 0.82 0.18    
1 0 0.25 0.75    
1 1 0.32 0.68    











Med State0 State1 
0 0 0 0 0 0.59 0.41 
0 0 0 0 1 0.43 0.57 
0 0 0 1 0 0.62 0.38 
0 0 0 1 1 0.89 0.11 
0 0 1 0 0 0.61 0.39 
0 0 1 0 1 0.93 0.07 
0 0 1 1 0 0.63 0.37 
0 1 0 0 0 0.57 0.43 
0 1 0 0 1 0.67 0.33 
0 1 0 1 0 0.56 0.44 
0 1 0 1 1 0.99 0.01 
0 1 1 0 0 0.64 0.36 
0 1 1 1 0 0.67 0.33 
1 0 0 0 0 0.99 0.01 
1 1 0 0 0 0.53 0.47 
1 1 0 1 0 0.75 0.25 
1 1 1 0 0 0.80 0.20 
 








Energy_1 LowEnergy State0 State1 
0 0 0 0.86 0.14  0 0 0 0.68 0.32 
0 0 1 0.72 0.28  0 0 1 0.56 0.44 
0 1 0 0.67 0.33  0 1 0 0.58 0.42 
0 1 1 0.65 0.35  0 1 1 0.57 0.43 
1 0 0 0.80 0.20  1 0 0 0.52 0.48 
1 0 1 0.98 0.02  1 0 1 0.70 0.30 
1 1 0 0.98 0.02  1 1 0 0.40 0.60 
1 1 1 0.80 0.20  1 1 1 0.46 0.54 
           
Trans_Med_3  Trans_MH_3 




Med_1 Full_Med State0 State1 
0 0 0 0.63 0.37  0 0 0 0.72 0.28 
0 0 1 0.56 0.44  0 0 1 0.89 0.11 
0 1 0 0.54 0.46  0 1 0 0.77 0.23 
0 1 1 0.38 0.62  0 1 1 0.87 0.13 
1 0 0 0.61 0.39  1 0 0 0.88 0.12 
1 0 1 0.29 0.71  1 0 1 0.71 0.29 
1 1 0 0.59 0.41  1 1 0 0.89 0.11 















Med All_Full State0 State1 
0 0 0 0 0 0 0.87 0.13 
0 0 0 0 0 1 0.65 0.35 
0 0 0 0 1 0 0.38 0.62 
0 0 0 0 1 1 0.38 0.62 
0 0 0 1 0 0 0.55 0.45 
0 0 0 1 0 1 0.64 0.36 
0 0 0 1 1 0 0.38 0.62 
0 0 0 1 1 1 0.38 0.62 
0 0 1 0 0 0 0.76 0.24 
0 0 1 0 0 1 0.76 0.24 
0 0 1 0 1 0 0.54 0.46 
0 0 1 0 1 1 0.54 0.46 
0 0 1 1 0 0 0.18 0.82 
0 0 1 1 0 1 0.03 0.97 
0 0 1 1 1 0 0.54 0.46 
0 0 1 1 1 1 0.54 0.46 
0 1 0 0 0 0 0.82 0.18 
0 1 0 0 0 1 0.55 0.45 
0 1 0 0 1 0 0.15 0.85 
0 1 0 0 1 1 0.12 0.88 
0 1 0 1 0 1 0.48 0.52 
0 1 0 1 1 0 0.47 0.53 
0 1 0 1 1 1 0.59 0.41 
0 1 1 0 0 0 0.13 0.87 
0 1 1 0 0 1 0.09 0.91 
0 1 1 0 1 0 0.54 0.46 
0 1 1 0 1 1 0.54 0.46 
0 1 1 1 0 0 0.86 0.14 
0 1 1 1 0 1 0.90 0.10 
0 1 1 1 1 0 0.54 0.46 
0 1 1 1 1 1 0.54 0.46 
1 0 0 0 0 0 0.90 0.10 
1 0 0 0 0 1 0.25 0.75 
1 0 0 0 1 0 0.54 0.46 
1 0 0 0 1 1 0.54 0.46 
1 0 0 1 0 0 0.01 0.99 
1 0 0 1 0 1 0.01 0.99 
1 0 0 1 1 0 0.54 0.46 
1 0 0 1 1 1 0.54 0.46 
1 0 1 0 0 0 0.05 0.95 
1 0 1 0 0 1 0.05 0.95 
1 0 1 0 1 0 0.54 0.46 
1 0 1 0 1 1 0.54 0.46 
1 0 1 1 0 0 0.07 0.93 
1 0 1 1 0 1 0.54 0.46 
1 0 1 1 1 0 0.54 0.46 
1 0 1 1 1 1 0.54 0.46 
1 1 0 0 0 0 0.06 0.94 
1 1 0 0 0 1 0.00 1.00 
1 1 0 0 1 0 0.54 0.46 
1 1 0 0 1 1 0.54 0.46 
1 1 0 1 0 0 0.89 0.11 
1 1 0 1 0 1 0.42 0.58 
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Percent_Med_3 
1 1 0 1 1 0 0.54 0.46 
1 1 0 1 1 1 0.54 0.46 
1 1 1 0 0 0 0.28 0.72 
1 1 1 0 0 1 0.02 0.98 
1 1 1 0 1 0 0.54 0.46 
1 1 1 0 1 1 0.54 0.46 
1 1 1 1 0 0 0.91 0.09 
1 1 1 1 0 1 0.69 0.31 
1 1 1 1 1 0 0.54 0.46 








High Efficient State0 State1 
0 0 0 0 0 0 0.54 0.46 
0 0 0 0 0 1 0.61 0.39 
0 0 0 0 1 0 0.01 0.99 
0 0 0 0 1 1 0.02 0.98 
0 0 0 1 0 0 0.81 0.19 
0 0 0 1 0 1 0.54 0.46 
0 0 0 1 1 0 0.27 0.73 
0 0 0 1 1 1 0.77 0.23 
0 0 1 0 0 0 0.02 0.98 
0 0 1 0 0 1 0.18 0.82 
0 0 1 0 1 0 0.11 0.89 
0 0 1 0 1 1 0.17 0.83 
0 0 1 1 0 0 0.34 0.66 
0 0 1 1 0 1 0.91 0.09 
0 0 1 1 1 0 0.24 0.76 
0 0 1 1 1 1 0.29 0.71 
0 1 0 0 0 0 0.58 0.42 
0 1 0 0 0 1 0.56 0.44 
0 1 0 0 1 0 0.01 0.99 
0 1 0 0 1 1 0.15 0.85 
0 1 0 1 0 0 0.63 0.37 
0 1 0 1 0 1 0.72 0.28 
0 1 0 1 1 0 0.05 0.95 
0 1 0 1 1 1 0.91 0.09 
0 1 1 0 0 0 0.21 0.79 
0 1 1 0 0 1 0.27 0.73 
0 1 1 0 1 0 0.13 0.87 
0 1 1 0 1 1 0.25 0.75 
0 1 1 1 0 0 0.23 0.77 
0 1 1 1 0 1 0.56 0.44 
0 1 1 1 1 0 0.15 0.85 
0 1 1 1 1 1 0.30 0.70 
1 0 0 0 0 0 0.00 1.00 
1 0 0 0 0 1 0.04 0.96 
1 0 0 0 1 0 0.20 0.80 
1 0 0 0 1 1 0.03 0.97 
1 0 0 1 0 0 0.28 0.72 
1 0 0 1 0 1 0.73 0.27 
1 0 0 1 1 0 0.25 0.75 
1 0 0 1 1 1 0.11 0.89 
1 0 1 0 0 0 0.04 0.96 
1 0 1 0 0 1 0.05 0.95 
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React_High_3 
1 0 1 0 1 0 0.37 0.63 
1 0 1 0 1 1 0.37 0.63 
1 0 1 1 0 0 0.08 0.92 
1 0 1 1 0 1 0.67 0.33 
1 0 1 1 1 0 0.37 0.63 
1 0 1 1 1 1 0.37 0.63 
1 1 0 0 0 0 0.00 1.00 
1 1 0 0 0 1 0.12 0.88 
1 1 0 0 1 0 0.01 0.99 
1 1 0 0 1 1 0.29 0.71 
1 1 0 1 0 0 0.06 0.94 
1 1 0 1 0 1 0.63 0.37 
1 1 0 1 1 0 0.01 0.99 
1 1 0 1 1 1 0.02 0.98 
1 1 1 0 0 0 0.01 0.99 
1 1 1 0 0 1 0.17 0.83 
1 1 1 0 1 0 0.37 0.63 
1 1 1 0 1 1 0.37 0.63 
1 1 1 1 0 0 0.08 0.92 
1 1 1 1 0 1 0.16 0.84 
1 1 1 1 1 0 0.37 0.63 


















High_3 State0 State1 
0 0 0 0 0 0 0 0 0.53 0.47 
0 0 0 0 0 0 0 1 0.58 0.42 
0 0 0 0 0 0 1 0 0.50 0.50 
0 0 0 0 0 0 1 1 0.43 0.57 
0 0 0 0 0 1 0 0 0.37 0.63 
0 0 0 0 0 1 0 1 0.27 0.73 
0 0 0 0 0 1 1 0 0.54 0.46 
0 0 0 0 0 1 1 1 0.31 0.69 
0 0 0 0 1 0 0 0 0.44 0.56 
0 0 0 0 1 0 0 1 0.72 0.28 
0 0 0 0 1 0 1 0 0.29 0.71 
0 0 0 0 1 0 1 1 0.76 0.24 
0 0 0 0 1 1 0 0 0.72 0.28 
0 0 0 0 1 1 0 1 0.32 0.68 
0 0 0 0 1 1 1 0 0.11 0.89 
0 0 0 0 1 1 1 1 0.43 0.57 
0 0 0 1 0 0 0 0 0.64 0.36 
0 0 0 1 0 0 0 1 0.67 0.33 
0 0 0 1 0 0 1 0 0.43 0.57 
0 0 0 1 0 0 1 1 0.21 0.79 
0 0 0 1 0 1 0 0 0.65 0.35 
0 0 0 1 0 1 0 1 0.51 0.49 
0 0 0 1 0 1 1 0 0.05 0.95 
0 0 0 1 0 1 1 1 0.20 0.80 
0 0 0 1 1 0 0 0 0.79 0.21 
. . . . . . . . . . 
0 1 1 0 0 0 0 1 0.32 0.68 
0 1 1 0 0 0 1 0 0.60 0.40 
0 1 1 0 0 0 1 1 0.37 0.63 
0 1 1 0 0 1 0 0 0.59 0.41 
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DD1_4 
0 1 1 0 0 1 0 1 0.07 0.93 
0 1 1 0 0 1 1 0 0.26 0.74 
0 1 1 0 0 1 1 1 0.15 0.85 
0 1 1 0 1 0 0 0 0.24 0.76 
0 1 1 0 1 0 0 1 0.71 0.29 
0 1 1 0 1 0 1 0 0.10 0.90 
0 1 1 0 1 0 1 1 0.43 0.57 
0 1 1 0 1 1 1 0 0.50 0.50 
0 1 1 0 1 1 1 1 0.50 0.50 
0 1 1 1 0 0 0 0 0.77 0.23 
0 1 1 1 0 0 0 1 0.53 0.47 
0 1 1 1 0 0 1 0 0.89 0.11 
0 1 1 1 0 0 1 1 0.57 0.43 
0 1 1 1 0 1 0 0 0.11 0.89 
0 1 1 1 0 1 0 1 0.11 0.89 
0 1 1 1 1 0 0 0 0.12 0.88 
0 1 1 1 1 0 0 1 0.25 0.75 
0 1 1 1 1 0 1 0 0.67 0.33 
0 1 1 1 1 0 1 1 0.83 0.17 
0 1 1 1 1 1 1 0 0.30 0.70 
0 1 1 1 1 1 1 1 0.15 0.85 
. . . . . . . . . . 
1 0 1 1 1 0 1 1 0.85 0.15 
1 1 0 0 0 0 0 0 0.15 0.85 
1 1 0 0 0 0 0 1 0.60 0.40 
1 1 0 0 0 0 1 0 0.47 0.53 
1 1 0 0 0 0 1 1 0.19 0.81 
1 1 0 0 0 1 0 0 0.77 0.23 
1 1 0 0 0 1 0 1 0.28 0.72 
1 1 0 0 1 0 0 0 0.88 0.12 
1 1 0 0 1 0 0 1 0.88 0.12 
1 1 0 0 1 0 1 0 0.70 0.30 
1 1 0 0 1 0 1 1 0.85 0.15 
1 1 0 0 1 1 0 0 0.44 0.56 
1 1 0 1 0 0 0 0 0.30 0.70 
1 1 0 1 0 0 0 1 0.15 0.85 
1 1 0 1 0 0 1 0 0.85 0.15 
1 1 0 1 0 0 1 1 0.70 0.30 
1 1 0 1 0 1 0 0 0.70 0.30 
1 1 0 1 1 0 0 0 0.70 0.30 
1 1 0 1 1 0 0 1 0.85 0.15 
1 1 1 0 1 0 0 0 0.15 0.85 
1 1 1 0 1 0 0 1 0.30 0.70 
1 1 1 1 0 0 1 0 0.89 0.11 
1 1 1 1 0 0 1 1 0.89 0.11 
1 1 1 1 1 0 1 0 0.30 0.70 














High_2 State0 State1 
0 0 0 0 0 0 0.00 1.00 
0 0 0 0 0 1 0.04 0.97 
0 0 0 0 1 0 0.09 0.91 
0 0 0 0 1 1 0.00 1.00 
0 0 0 1 0 0 0.07 0.93 
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DD2_4 
0 0 0 1 0 1 0.05 0.95 
0 0 0 1 1 0 0.04 0.96 
0 0 0 1 1 1 0.05 0.95 
0 0 1 0 0 0 0.00 1.00 
0 0 1 0 0 1 0.00 1.00 
0 0 1 0 1 0 0.00 1.00 
0 0 1 0 1 1 0.00 1.00 
0 0 1 1 0 0 0.05 0.95 
0 0 1 1 0 1 0.00 1.00 
0 0 1 1 1 0 0.04 0.96 
0 0 1 1 1 1 0.02 0.98 
0 1 0 0 0 0 0.11 0.89 
0 1 0 0 0 1 0.00 1.00 
0 1 0 0 1 0 0.02 0.98 
0 1 0 0 1 1 0.00 1.00 
0 1 0 1 0 0 0.11 0.89 
0 1 0 1 0 1 0.05 0.95 
0 1 0 1 1 0 0.02 0.98 
0 1 0 1 1 1 0.06 0.94 
0 1 1 0 0 0 0.00 1.00 
0 1 1 0 0 1 0.01 0.99 
0 1 1 0 1 0 0.04 0.96 
0 1 1 0 1 1 0.01 1.00 
0 1 1 1 0 0 0.00 1.00 
0 1 1 1 0 1 0.05 0.95 
0 1 1 1 1 0 0.03 0.97 
0 1 1 1 1 1 0.07 0.93 
1 0 0 0 0 0 0.06 0.94 
1 0 0 0 0 1 0.13 0.88 
1 0 0 0 1 0 0.13 0.87 
1 0 0 0 1 1 0.13 0.88 
1 0 0 1 0 0 0.03 0.97 
1 0 0 1 0 1 0.02 0.98 
1 0 0 1 1 0 0.02 0.98 
1 0 0 1 1 1 0.01 0.99 
1 0 1 0 0 1 0.06 0.94 
1 0 1 0 1 0 0.13 0.87 
1 0 1 0 1 1 0.50 0.50 
1 0 1 1 0 0 0.03 0.97 
1 0 1 1 0 1 0.13 0.88 
1 0 1 1 1 0 0.02 0.98 
1 0 1 1 1 1 0.02 0.98 
1 1 0 0 0 1 0.13 0.88 
1 1 0 0 1 0 0.06 0.94 
1 1 0 0 1 1 0.13 0.88 
1 1 0 1 0 0 0.02 0.98 
1 1 0 1 0 1 0.13 0.88 
1 1 0 1 1 0 0.02 0.98 
1 1 0 1 1 1 0.06 0.94 
1 1 1 0 0 1 0.13 0.88 
1 1 1 0 1 0 0.13 0.87 
1 1 1 1 0 1 0.06 0.94 
1 1 1 1 1 0 0.03 0.97 
1 1 1 1 1 1 0.03 0.97 
 















Low_3 State0 State1 
0 0 0 0 0 0 0.63 0.37 
0 0 0 0 0 1 0.51 0.49 
0 0 0 0 1 0 0.63 0.37 
0 0 0 0 1 1 0.58 0.42 
0 0 0 1 0 0 0.56 0.44 
0 0 0 1 0 1 0.53 0.47 
0 0 0 1 1 0 0.60 0.40 
0 0 0 1 1 1 0.60 0.40 
0 0 1 0 0 0 0.43 0.57 
0 0 1 0 0 1 0.43 0.57 
0 0 1 0 1 1 0.59 0.41 
0 0 1 1 0 0 0.58 0.42 
0 0 1 1 0 1 0.46 0.54 
0 0 1 1 1 0 0.70 0.30 
0 0 1 1 1 1 0.90 0.10 
0 1 0 0 0 0 0.57 0.43 
0 1 0 0 1 0 0.67 0.33 
0 1 0 0 1 1 0.60 0.40 
0 1 0 1 0 0 0.64 0.36 
0 1 0 1 0 1 0.70 0.30 
0 1 0 1 1 0 0.63 0.37 
0 1 0 1 1 1 0.60 0.40 
0 1 1 0 0 0 0.52 0.48 
0 1 1 0 0 1 0.64 0.36 
0 1 1 0 1 0 0.39 0.61 
0 1 1 0 1 1 0.38 0.62 
0 1 1 1 0 0 0.55 0.45 
0 1 1 1 0 1 0.64 0.36 
0 1 1 1 1 1 0.70 0.30 
1 0 0 0 0 0 0.43 0.57 
1 0 0 0 0 1 0.55 0.45 
1 0 0 0 1 0 0.46 0.54 
1 0 0 1 1 1 0.43 0.57 
1 0 1 0 0 0 0.64 0.36 
1 0 1 0 1 0 0.61 0.39 
1 0 1 0 1 1 0.71 0.29 
1 0 1 1 0 0 0.65 0.35 
1 0 1 1 0 1 0.60 0.40 
1 0 1 1 1 0 0.54 0.46 
1 0 1 1 1 1 0.60 0.40 
1 1 0 0 0 0 0.69 0.31 
1 1 0 0 1 0 0.70 0.30 
1 1 0 0 1 1 0.62 0.38 
1 1 0 1 0 0 0.46 0.54 
1 1 0 1 0 1 0.39 0.61 
1 1 0 1 1 1 0.43 0.57 
1 1 1 0 0 0 0.56 0.44 
1 1 1 0 0 1 0.65 0.35 
1 1 1 0 1 0 0.41 0.59 
1 1 1 0 1 1 0.39 0.61 
1 1 1 1 0 0 0.59 0.41 
1 1 1 1 0 1 0.57 0.43 
1 1 1 1 1 0 0.72 0.28 
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Low_3 State0 State1 
0 0 0 0 0 0 0.05 0.95 
0 0 0 0 0 1 0.17 0.83 
0 0 0 0 1 0 0.01 0.99 
0 0 0 0 1 1 0.03 0.97 
0 0 0 1 0 0 0.12 0.88 
0 0 0 1 0 1 0.10 0.90 
0 0 0 1 1 0 0.04 0.96 
0 0 0 1 1 1 0.12 0.88 
0 0 1 0 0 0 0.05 0.95 
0 0 1 0 0 1 0.19 0.81 
0 0 1 1 0 1 0.12 0.88 
0 0 1 1 1 0 0.07 0.93 
0 0 1 1 1 1 0.06 0.94 
0 1 0 0 0 0 0.00 1.00 
0 1 0 0 0 1 0.16 0.84 
0 1 0 0 1 0 0.06 0.94 
0 1 0 0 1 1 0.05 0.95 
0 1 0 1 0 0 0.02 0.98 
0 1 0 1 0 1 0.10 0.90 
0 1 0 1 1 0 0.00 1.00 
0 1 0 1 1 1 0.04 0.96 
0 1 1 0 0 0 0.23 0.77 
0 1 1 0 0 1 0.20 0.80 
0 1 1 0 1 0 0.02 0.98 
0 1 1 0 1 1 0.27 0.73 
0 1 1 1 0 0 0.13 0.87 
0 1 1 1 0 1 0.04 0.96 
0 1 1 1 1 0 0.31 0.69 
1 0 0 0 0 0 0.10 0.90 
1 0 0 0 0 1 0.31 0.69 
1 0 0 0 1 0 0.11 0.89 
1 0 0 0 1 1 0.15 0.85 
1 0 0 1 0 0 0.01 0.99 
1 0 0 1 0 1 0.11 0.89 
1 0 0 1 1 0 0.05 0.95 
1 0 0 1 1 1 0.06 0.94 
1 0 1 0 0 0 0.04 0.96 
1 0 1 1 1 0 0.15 0.85 
1 0 1 1 1 1 0.20 0.80 
1 1 0 0 0 0 0.13 0.87 
1 1 0 0 0 1 0.10 0.90 
1 1 0 0 1 0 0.18 0.82 
1 1 0 1 0 1 0.13 0.87 
1 1 0 1 1 0 0.02 0.98 
1 1 1 0 0 0 0.20 0.80 
1 1 1 0 0 1 0.36 0.64 
1 1 1 0 1 0 0.03 0.97 
1 1 1 0 1 1 0.14 0.86 
1 1 1 1 0 0 0.17 0.83 
1 1 1 1 0 1 0.33 0.67 
1 1 1 1 1 0 0.24 0.76 
1 1 1 1 1 1 0.15 0.85 













Low_1 Full_Low State0 State1 
0 0 0 0 0 0 0.54 0.46 
0 0 0 0 0 1 0.62 0.38 
0 0 0 0 1 0 0.55 0.45 
0 0 0 0 1 1 0.55 0.45 
0 0 0 1 0 0 0.77 0.23 
0 0 0 1 0 1 0.62 0.38 
0 0 0 1 1 0 0.70 0.30 
0 0 0 1 1 1 0.66 0.34 
0 0 1 1 1 0 0.85 0.15 
0 0 1 1 1 1 0.60 0.40 
0 1 0 0 0 0 0.44 0.56 
0 1 0 0 0 1 0.63 0.37 
0 1 0 0 1 0 0.64 0.36 
0 1 0 0 1 1 0.83 0.17 
0 1 0 1 0 0 0.76 0.24 
0 1 0 1 0 1 0.42 0.58 
0 1 0 1 1 0 0.52 0.48 
0 1 0 1 1 1 0.54 0.46 
0 1 1 0 0 0 0.44 0.56 
0 1 1 0 0 1 0.79 0.21 
0 1 1 0 1 0 0.72 0.28 
0 1 1 0 1 1 0.70 0.30 
0 1 1 1 0 1 0.44 0.56 
0 1 1 1 1 0 0.62 0.38 
0 1 1 1 1 1 0.77 0.23 
1 0 0 0 0 0 0.44 0.56 
1 0 0 0 0 1 0.68 0.32 
1 0 0 0 1 0 0.71 0.29 
1 0 0 0 1 1 0.77 0.23 
1 0 0 1 0 0 0.66 0.34 
1 0 0 1 0 1 0.45 0.55 
1 0 0 1 1 0 0.52 0.48 
1 0 0 1 1 1 0.77 0.23 
1 0 1 0 0 0 0.50 0.50 
1 0 1 0 0 1 0.70 0.30 
1 0 1 0 1 0 0.63 0.37 
1 0 1 0 1 1 0.73 0.27 
1 0 1 1 0 0 0.76 0.24 
1 0 1 1 0 1 0.77 0.23 
1 0 1 1 1 0 0.33 0.67 
1 1 0 0 1 1 0.51 0.49 
1 1 0 1 0 0 0.58 0.42 
1 1 0 1 0 1 0.33 0.67 
1 1 0 1 1 0 0.60 0.40 
1 1 0 1 1 1 0.44 0.56 
1 1 1 0 0 0 0.45 0.55 
1 1 1 0 0 1 0.66 0.34 
1 1 1 0 1 0 0.79 0.21 
1 1 1 0 1 1 0.69 0.31 
1 1 1 1 0 0 0.83 0.17 
1 1 1 1 0 1 0.66 0.34 
1 1 1 1 1 0 0.94 0.06 
1 1 1 1 1 1 0.70 0.30 
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High_3 State0 State1  DD2_4 
Replay_ 
Full_2 State0 State1 
0 0 0 0 0.34 0.66  0 0 0.93 0.07 
0 0 0 1 0.28 0.72  0 1 0.97 0.03 
0 0 1 0 0.57 0.43  1 0 0.64 0.36 
0 0 1 1 0.47 0.53  1 1 0.75 0.25 
0 1 0 0 0.30 0.70      
0 1 0 1 0.50 0.50      
0 1 1 0 0.35 0.65      
0 1 1 1 0.51 0.49      
1 0 0 0 0.48 0.52      
1 0 0 1 0.45 0.55      
1 0 1 0 0.43 0.57      
1 0 1 1 0.46 0.54      
1 1 0 0 0.47 0.53      
1 1 0 1 0.50 0.50      
1 1 1 0 0.54 0.46      











NL_3 All_Full_2 State0 State1 
0 0 0 0 0 1.00 0.00 
0 0 0 0 1 1.00 0.00 
0 0 0 1 0 0.99 0.01 
0 0 0 1 1 1.00 0.00 
0 0 1 0 0 1.00 0.00 
0 0 1 0 1 1.00 0.00 
0 0 1 1 0 0.99 0.01 
0 0 1 1 1 0.99 0.01 
0 1 0 0 0 1.00 0.00 
0 1 0 0 1 1.00 0.00 
0 1 0 1 0 0.99 0.01 
0 1 0 1 1 0.99 0.01 
0 1 1 0 0 1.00 0.00 
0 1 1 0 1 1.00 0.00 
0 1 1 1 0 0.99 0.01 
0 1 1 1 1 0.99 0.01 
1 0 0 0 0 0.83 0.17 
1 0 0 0 1 0.64 0.36 
1 0 0 1 0 0.63 0.37 
1 0 0 1 1 0.89 0.11 
1 0 1 0 0 0.95 0.05 
1 0 1 0 1 0.73 0.27 
1 0 1 1 0 0.99 0.01 
1 0 1 1 1 0.64 0.36 
1 1 0 0 0 0.82 0.18 
1 1 0 0 1 0.66 0.34 
1 1 0 1 0 0.99 0.01 
1 1 0 1 1 0.82 0.18 
1 1 1 0 0 0.76 0.24 
1 1 1 0 1 0.63 0.37 
1 1 1 1 0 0.74 0.26 
1 1 1 1 1 0.49 0.51 
 















High State0 State1 
0 0 0 0 0 0 0 0.58 0.42 
0 0 0 0 0 0 1 0.56 0.44 
0 0 0 0 0 1 0 0.64 0.36 
0 0 0 0 0 1 1 0.56 0.44 
0 0 0 0 1 0 0 0.60 0.40 
0 0 0 0 1 0 1 0.56 0.44 
0 0 0 0 1 1 0 0.78 0.22 
0 0 0 0 1 1 1 0.56 0.44 
0 0 0 1 0 0 0 0.57 0.43 
0 0 0 1 0 0 1 0.56 0.44 
0 0 0 1 0 1 0 0.56 0.44 
0 0 0 1 0 1 1 0.56 0.44 
0 0 0 1 1 0 0 0.52 0.48 
0 0 0 1 1 0 1 0.56 0.44 
0 0 0 1 1 1 0 0.56 0.44 
0 0 0 1 1 1 1 0.56 0.44 
0 0 1 0 0 0 0 0.63 0.37 
0 0 1 0 0 0 1 0.56 0.44 
0 0 1 0 0 1 0 0.85 0.15 
0 0 1 0 0 1 1 0.56 0.44 
0 0 1 0 1 0 0 0.52 0.48 
0 0 1 0 1 0 1 0.56 0.44 
0 0 1 0 1 1 0 0.56 0.44 
0 0 1 0 1 1 1 0.56 0.44 
0 0 1 1 0 0 0 0.73 0.27 
. . . . . . . . . 
0 1 1 0 1 1 1 0.56 0.44 
0 1 1 1 0 0 0 0.67 0.33 
0 1 1 1 0 0 1 0.56 0.44 
0 1 1 1 0 1 0 0.56 0.44 
0 1 1 1 0 1 1 0.56 0.44 
0 1 1 1 1 0 0 0.85 0.15 
0 1 1 1 1 0 1 0.56 0.44 
0 1 1 1 1 1 0 0.56 0.44 
0 1 1 1 1 1 1 0.56 0.44 
1 0 0 0 0 0 0 0.47 0.53 
1 0 0 0 0 0 1 0.28 0.72 
1 0 0 0 0 1 0 0.56 0.44 
1 0 0 0 0 1 1 0.56 0.44 
1 0 0 0 1 0 0 0.71 0.29 
1 0 0 0 1 0 1 0.56 0.44 
1 0 0 0 1 1 0 0.56 0.44 
1 0 0 0 1 1 1 0.56 0.44 
1 0 0 1 0 0 0 0.39 0.61 
1 0 0 1 0 0 1 0.56 0.44 
1 0 0 1 0 1 0 0.19 0.81 
1 0 0 1 0 1 1 0.56 0.44 
1 0 0 1 1 0 0 0.64 0.36 
1 0 0 1 1 0 1 0.56 0.44 
1 0 0 1 1 1 0 0.56 0.44 
1 0 0 1 1 1 1 0.56 0.44 
. . . . . . . . . 
1 1 0 0 1 1 1 0.56 0.44 
1 1 0 1 0 0 0 0.61 0.39 
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E_Evidence_4 
1 1 0 1 0 0 1 0.56 0.44 
1 1 0 1 0 1 0 0.56 0.44 
1 1 0 1 0 1 1 0.56 0.44 
1 1 0 1 1 0 0 0.56 0.44 
1 1 0 1 1 0 1 0.56 0.44 
1 1 0 1 1 1 0 0.56 0.44 
1 1 0 1 1 1 1 0.56 0.44 
1 1 1 0 0 0 0 0.48 0.52 
1 1 1 0 0 0 1 0.56 0.44 
1 1 1 0 0 1 0 0.56 0.44 
1 1 1 0 0 1 1 0.56 0.44 
1 1 1 0 1 0 0 0.64 0.36 
1 1 1 0 1 0 1 0.56 0.44 
1 1 1 0 1 1 0 0.28 0.72 
1 1 1 0 1 1 1 0.56 0.44 
1 1 1 1 0 0 0 0.46 0.54 
1 1 1 1 0 0 1 0.56 0.44 
1 1 1 1 0 1 0 0.56 0.44 
1 1 1 1 0 1 1 0.56 0.44 
1 1 1 1 1 0 0 0.56 0.44 
1 1 1 1 1 0 1 0.56 0.44 
1 1 1 1 1 1 0 0.56 0.44 










NL_3 All_Full_2 State0 State1 
0 0 0 0 0 1.00 0.00 
0 0 0 0 1 1.00 0.00 
0 0 0 1 0 0.98 0.02 
0 0 0 1 1 0.99 0.01 
0 0 1 0 0 0.99 0.01 
0 0 1 0 1 1.00 0.00 
0 0 1 1 0 0.96 0.04 
0 0 1 1 1 0.97 0.03 
0 1 0 0 0 1.00 0.00 
0 1 0 0 1 1.00 0.00 
0 1 0 1 0 0.98 0.02 
0 1 0 1 1 0.93 0.07 
0 1 1 0 0 0.99 0.01 
0 1 1 0 1 0.96 0.04 
0 1 1 1 0 0.95 0.05 
0 1 1 1 1 0.86 0.14 
1 0 0 0 0 0.63 0.37 
1 0 0 0 1 0.64 0.36 
1 0 0 1 0 0.59 0.41 
1 0 0 1 1 0.63 0.37 
1 0 1 0 0 0.74 0.26 
1 0 1 0 1 0.81 0.19 
1 0 1 1 0 0.93 0.07 
1 0 1 1 1 0.77 0.23 
1 1 0 0 0 0.80 0.20 
1 1 0 0 1 0.70 0.30 
1 1 0 1 0 0.43 0.57 
1 1 0 1 1 0.62 0.38 
1 1 1 0 0 0.86 0.14 
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E_Support_4 
1 1 1 0 1 0.87 0.13 
1 1 1 1 0 0.86 0.14 






Full_2 State0 State1 
0 0 1.00 0.00 
0 1 1.00 0.00 
1 0 1.00 0.00 
1 1 0.97 0.03 
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APPENDIX V: COMPARISON OF SIMPLE SCORE VALUES AND PERSON ESTIMATES 
FROM THE SIX CR MODELS 
 











CR2 0 -0.92 -1.04 -0.75 -0.89 0.47 0.42 0.39 
CR4 1 -0.10 -0.08 0.40 -0.09 0.38 0.46 0.44 
CR70 1 0.08 0.12 0.71 0.07 0.41 0.56 0.44 
CR1 2 0.00 -0.39 -0.06 -0.35 0.38 0.45 0.45 
CR11 2 -0.36 -0.39 -0.19 -0.35 0.38 0.43 0.28 
CR13 2 -0.54 -0.61 -0.66 -0.52 0.44 0.44 0.35 
CR36 2 0.67 0.86 1.54 0.65 0.46 0.45 0.52 
CR50 2 -0.18 -0.18 -0.15 -0.18 0.45 0.46 0.47 
CR15 3 -0.10 -0.07 -0.13 -0.09 0.47 0.47 0.37 
CR18 3 0.08 0.12 0.58 0.07 0.40 0.50 0.39 
CR19 3 -0.54 -0.61 -0.66 -0.52 0.39 0.48 0.38 
CR20 3 -0.10 -0.07 -0.13 -0.09 0.50 0.60 0.47 
CR23 3 -0.01 0.03 0.29 -0.01 0.38 0.46 0.46 
CR26 3 0.08 0.14 0.18 0.07 0.41 0.46 0.42 
CR29 3 -0.63 -0.72 -0.83 -0.61 0.43 0.43 0.35 
CR3 3 0.33 0.45 0.51 0.32 0.38 0.44 0.46 
CR32 3 -1.02 -1.33 -2.17 -0.99 0.45 0.45 0.55 
CR35 3 -0.63 -0.74 -1.14 -0.61 0.49 0.50 0.30 
CR61 3 0.16 0.23 0.47 0.15 0.43 0.46 0.44 
CR12 4 0.50 0.65 0.81 0.48 0.37 0.40 0.47 
CR33 4 -1.12 -1.41 -2.00 -1.09 0.37 0.44 0.44 
CR5 4 0.08 0.15 -0.22 0.07 0.46 0.45 0.49 
CR51 4 0.33 0.44 0.77 0.32 0.40 0.45 0.55 
CR53 4 -0.01 0.04 -0.11 -0.01 0.45 0.49 0.42 
CR56 4 -0.01 0.03 0.16 -0.01 0.44 0.45 0.44 
CR58 4 -0.18 -0.18 -0.15 -0.18 0.55 0.52 0.51 
CR6 4 -0.36 -0.39 -0.47 -0.35 0.53 0.49 0.47 
CR62 4 -0.36 -0.39 -0.33 -0.35 0.48 0.46 0.45 
CR71 4 -0.54 -0.62 -0.96 -0.52 0.44 0.44 0.46 
CR10 5 0.08 0.14 0.18 0.07 0.40 0.45 0.36 
CR14 5 -0.18 -0.18 -0.01 -0.18 0.39 0.46 0.35 
CR28 5 0.67 0.85 1.40 0.65 0.48 0.48 0.55 
CR31 5 -0.01 0.04 0.03 -0.01 0.50 0.49 0.57 
CR37 5 0.50 0.65 0.94 0.48 0.51 0.51 0.51 
CR39 5 0.58 0.76 0.83 0.56 0.52 0.51 0.42 
CR42 5 0.84 1.07 1.59 0.81 0.50 0.50 0.53 
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CR43 5 -0.63 -0.72 -0.83 -0.61 0.46 0.48 0.39 
CR46 5 0.84 1.08 1.73 0.81 0.53 0.51 0.58 
CR55 5 -0.36 -0.39 -0.33 -0.35 0.49 0.48 0.49 
CR59 5 0.41 0.55 0.66 0.40 0.58 0.54 0.48 
CR7 5 -0.01 0.04 -0.25 -0.01 0.42 0.40 0.40 
CR9 5 -1.33 -1.68 -2.27 -1.29 0.50 0.44 0.47 
CR16 6 -0.18 -0.18 -0.15 -0.18 0.52 0.48 0.48 
CR17 6 0.08 0.14 0.05 0.07 0.53 0.48 0.41 
CR21 6 -0.54 -0.62 -0.96 -0.52 0.58 0.56 0.51 
CR27 6 -0.10 -0.07 -0.27 -0.09 0.56 0.54 0.47 
CR40 6 -0.45 -0.51 -0.94 -0.44 0.42 0.44 0.38 
CR47 6 -0.72 -0.92 -1.69 -0.70 0.46 0.50 0.36 
CR48 6 0.33 0.44 0.77 0.32 0.55 0.54 0.58 
CR49 6 0.67 0.86 0.85 0.65 0.50 0.50 0.52 
CR52 6 0.33 0.45 0.51 0.32 0.53 0.50 0.47 
CR54 6 -0.45 -0.50 -0.49 -0.44 0.53 0.53 0.44 
CR57 6 0.58 0.76 0.83 0.56 0.55 0.56 0.47 
CR65 6 0.92 1.17 1.32 0.89 0.50 0.49 0.56 
CR67 6 -0.36 -0.39 -0.61 -0.35 0.50 0.47 0.53 
CR68 6 0.41 0.54 0.79 0.40 0.47 0.47 0.52 
CR69 6 0.92 1.19 1.76 0.89 0.49 0.49 0.60 
CR8 6 -0.45 -0.50 -0.21 -0.44 0.50 0.53 0.40 
CR22 7 -0.18 -0.17 -0.43 -0.18 0.49 0.54 0.57 
CR24 7 -0.18 -0.17 -0.29 -0.18 0.44 0.46 0.37 
CR25 7 0.75 0.97 0.87 0.73 0.51 0.49 0.56 
CR38 7 0.16 0.23 0.47 0.15 0.54 0.53 0.61 
CR41 7 0.50 0.65 0.68 0.48 0.64 0.57 0.62 
CR45 7 -0.10 -0.07 -0.13 -0.09 0.57 0.48 0.37 
CR60 7 0.58 0.75 0.97 0.56 0.47 0.48 0.55 
CR64 7 0.50 0.66 0.55 0.48 0.54 0.49 0.57 
CR66 7 1.10 1.39 1.65 1.06 0.44 0.48 0.56 
CR30 8 0.33 0.46 0.11 0.32 0.53 0.48 0.60 
CR34 8 0.25 0.36 -0.05 0.24 0.60 0.57 0.51 
CR44 8 -1.02 -1.26 -1.77 -0.99 0.47 0.39 0.42 
CR63 8 0.92 1.18 1.18 0.89 0.51 0.52 0.61 
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