In this paper we consider the following form of the so-called Mean field equation arising from the statistical mechanics description of two dimensional turbulence
Introduction
Many problems in physics can be formulated in terms of nonlinear elliptic equations with exponential nolinearities. A typical example is the so called mean field equation on a given closed Riemannian surface (Σ, g) with volume 1.
( where ∆ g is the Laplace-Beltrami, ρ a real parameter) which arises in the study of limit of point vortices of Euler flows, spherical Onsager vortex theory and condensates in some Chern-Simons-Higgs models, see for example the papers [3] , [4] , [8] , [9] , [10] , [11] , [14] , [25] , [40] and the references therein.
An other example is what we refer as mean field equation with turbulence on a closed orientable Riemannian surface (Σ, g)
1 E-mail addresses: ndiaye@sissa (where ∆ g is the Laplace-Beltrami, |Σ| the volume of Σ and ρ 1 and ρ 2 are two positive real parameters) arising from the statistical mechanics description of two-dimensional turbulence see Joyce and Montgomery [24] and Pointin and Lundgren [35] .
The mean field equation (2) has received much attention in the last two decades. To mention some related non-trivial results, we cite the one of Ding-Jost-Li-Wang which asserts that if the underlying surface Σ has positive genus then the problem has a solution provided ρ ∈]8π, 16π[, see [14] . Latter, using degree theory argument, Chen and Lin improve Ding-Jost-Li-Wang result by showing that if still the genus is positive then the problem is solvable for every ρ = k8π where k is an arbitrary positive integer, see [13] . Recently, Zindine Djadli refines Chen and Lin result by removing the constraint on the genus, see [15] . In the critical case, namely when ρ = 8π, Ding-Jost-Li-Wang have given sufficient conditions for the solvability.
From this panorama on the mean field equation, we see that the answer to the question of existence of solutions is quite satisfactory. However for the mean field equation with turbulence (3), little is known. To the best of our knowledge, the only available result in the literature is the one of Ohtsuka-Suzuki [34] and Ricciardi [36] . In fact Ohtsuka-Suzuki obtained existence of solutions for ρ i ∈ [0, 8π[ via minimization and Ricciardi prove recently existence of Mountain-pass solutions under the assumptions that (Σ, g) is a closed Riemannian surface such that the first non-zero eigenvalue µ 1 (Σ) of −∆ g verifies 8π < µ 1 (Σ)|Σ| < 16π and for ρ 1 and ρ 2 such that ρ 1 + ρ 2 < µ 1 (Σ)|Σ| and max i=1,2 (ρ i ) > 8π.
In this paper we will consider the following version of the mean field equation with turbulence
where Σ has volume 1 and the parameters ρ i are arbitrary real numbers (we recall that the relevant case for physics is when both are non-negative). Prolem (4) is variational. Indeed critical points of the following functional
(where ρ = (ρ 1 , ρ 2 )) are weak solutions, hence due to standard elliptic regularity are also classical solutions.
Our main goal is to give a more general existence result of the type of Zindine Djadli for the mean field equation.
We have indeed the following theorem.
We are going to describe the main ideas in the proof of Theorem 1.1. From Theorem 2.1 below, if one of the ρ i 's is bigger the 8π, then the functional II ρ is not bounded from below, hence extremals have to be found amongs saddle points. To do so we will use a min-max scheme introduced by Djadli and Malchiodi in their study of the existence of constant Q-curvature metrics on four manifolds, see [17] . By classical arguments in critical point theory, such a scheme yields existence of Palais-smale sequences, namely sequences (u l ), such that
Since the functional II ρ (·) is invariant under translation by constant, then we can always assume that the sequence (u l ) satisfies the normalization
If one proves that such sequences are bounded or that a similar compactness criterion holds, then the existence of solutions to problem (4) follows automatically.
To do so, we apply Struwe monotonicity method, see [38] . This consits in performing a min-max argument for for different values of ρ of the form ρ = (tρ 1 , tρ 2 ) t ∼ 1, and then to prove that there exists bounded Palais-Smale sequences for II ρ for ρ = (t l ρ 1 , t l ρ 2 ) with t l → 1. This yields existence of solutions to the problems.
Hence an application of Proposition 2.5, gives the existence of solutions to problem (4) . From the discussion above, we have that the core of the analysis consist in finding Palais-Smale sequences. This will be done by characterizing the topology of low sublevels of the functional II ρ . From considerations coming from an improvement of the Moser-Trudinger type inequality (Theorem 2.1), it follows that if II ρ (u) attains large negative values then e u has to concentrate near at most k points of Σ. This means that, if we normalize u so that Σ e u dV g = 1, then naively
Such a family of convex combination of Dirac deltas are called formal barycenters of Σ of order k, see Section 2, and will be denoted by Σ k . With a further analysis (see Subsection 3.3 ), it is possible to show that the sublevel {II ρ < −L} for large L has the same homology as Σ k . Using the non-contractibility of Σ k , we perform a min-max scheme, and get the Palais-Smale sequences. 
Notation and preliminaries
In this section we collect some useful preliminary facts. For x, y ∈ Σ we denote by d(x, y) the metric distance between x and y on Σ. In the same way, we denote by d(S 1 , S 2 ) the distance between two sets
Recalling that we are assuming V ol g (Σ) := Σ 1dV g = 1, given a function u ∈ L 1 (Σ), we denote its average (or integral) as
Below, by C we denote large constants which are allowed to vary among different formulas or even within lines. When we want to stress the dependence of the constants on some parameter (or parameters), we add subscripts to C, as C δ , etc.. Also constants with subscripts are allowed to vary.
We now recall some Moser-Trudinger type inequalities and compactness results. The Euler-Langrange functional under study is the following
which for large values of ρ 1 and ρ 2 will be in general unbounded from below. In fact, there is a precise criterion for II ρ to be bounded from below, which has been proved by Ohtsuka and Suzuki. 
As a consequence we have
Next we give a compactness result due to Ohtsuka and Suzuki.
Theorem 2.3 ( [34] ) Let ρ 1,n and ρ 2,n be sequences of non-negative real numbers satisfying
and u n be a sequence of solutions to (4) corresponding to (ρ i,n , ρ 2,n ), with u n = 0. let also µ i,n be the following Radon measures
Moreover let w i,n be as follows
where G is the Green function of −∆ g such that Σ G(·, y)dV g (y) = 0, and we assume also without loss of generality that µ i,n ⇀ µ i weakly* Let S 1 and S 2 denotes the following sets
and
Then the following alternatives hold:
We have that S 1 ∪ S 2 = ∅ and there exists u ∈ H 1 (Σ), u = 0 and (up to subsequence)
and u is a solution of (4) for ρ 1 and ρ 2 .
(2) ( one-sided concentration) There exists i ∈ {1, 2} such that S i = ∅ and S j = ∅ for j ∈ {1, 2} \ {i}. Moreover, it holds that
for every ω ⊂⊂ Σ \ S i . On the other hand, there exists w j ∈ H 1 (Σ) with w j = 0 such that up to a subsequence
and w j is solution to
for every p ∈ [0, +∞[ and every ω ⊂⊂ Σ \ S i . Finally the following fact hold:
moreover, if S i ⊂ S j and there exists x 0 ∈ S i satisfying
then we have r i = 0.
Now we recall a Theorem due to Yanyan Li, which will be used to derive a compactness result adapted to our purposes.
Theorem 2.4 ([26]) Let (u n ) n be a sequence of solutions of the equations
and where
Next we give a compactness result which describe all the possibles cases of Theorem 1.1. (i+1)) and K 2 be a compact set of (−∞, 4π). Let ρ 1,n be a sequence in K 1 and ρ 2,n be a sequence in K 2 . Moreover let u n be a sequence of solutions to (4) correspnding to ρ 1,n and ρ 2,n withū n = 0. Then we have u n is bounded in C m (Σ) for every positive integer m.
Proof. We first claim that for every p > 1 there existsρ (depending on K 1 , K 2 and p )such that
To prove the Claim we use the Green representation formula for −u n , an argument of Brezis and Merle, see [7] and thhe fact that ρ 1,n > 0. Indeed we have that
where G(x, y) is the Green's function of −∆ g on Σ. Next using Jensen's inequality we find
Now using the asymptotics of the Green function (G(x, y) ≃ y) ) and also the Fubini theorem we get
Thus it is sufficient to take ρ = π 2p in order to obtain the claim. Now suppose ρ 2,n ≥ρ . Using Theorem 2.3 we have that three alternatives can occur. On the other hand since ρ i,n ∈ K 1 and ρ 2,n , then it is trivially seen that the one-sided concentration and the concentration alternatives can not occur. Hence we have compactness and using standard elliptic regularity theory, we have boundedness in C m (Σ) for every m. Now supose ρ 2,n ≤ρ. Then from the Claim, we have e −un uniformly bounded in L p . Hence v n defined as follows
satisfies v n is uniformly bounded in W 2,p (thanks to standard elliptic regularity). Thus taking p so large we have by Sobolev-Embedding theorem v n is bounded in C 1,α . Now defining w n by w n = u n − v n , we have that w n sove the folowing PDE
e vn e un dV g − 1 ,w n = 0 So using Theorem 2.4, we get w n is uniformly bounded in L ∞ (Σ). Thus we get u n is uniformly bounded in L ∞ (Σ). Hence, by standard elliptic regularity theory we get u n is bounded in C m (Σ) for every positive integer m. Hence the proposition is proved.
Proof of Theorem 1.1
This section deals with the proof of Theorem 1.1. It is divided into four subsections. The first one is concerned with the definition of the formal barycenters of Σ, and some related results. The second one is about the derivation of an improvemment of the Moser-Trudinger type inequality given by Theorem 2.1 and corollaries. The third one deals with the construction of a continuous map from large negative sublevels of II ρ into Σ k (for the definition see Subsection 1) and an other one from Σ k into suitable negative sublevels of II ρ . The last one describes the topological argument.
Barycenters and Properties
As said in the introduction of the Section, we start by recalling the definition of the so called formal barycenters of Σ. For k ∈ N, we let Σ k denote the family of formal sums
of cells of different dimensions. The maximal dimension is 3k − 1, when all the points x i are distinct and all the t i 's belong to the open interval (0, 1).
After introducing the set of formal barycenters, we give the following well-know result (see [17] ) which is necessary for the topological argument below.
Lemma 3.1 (well-known) For any k ≥ 1 one has H 3k−1 (Σ k ; Z 2 ) = 0. As a consequence Σ k is noncontractible.
Next we introduce a distance on Σ k . If ϕ ∈ C 1 (Σ) and if σ ∈ Σ k , we denote the action of σ on ϕ as
Moreover, if f is a non-negative L 1 function on Σ with Σ f dV g = 1, we can define a distance of f from Σ k in the following way
We also let
From a straightforward adaptation of the arguments of Proposition 3.1 in [17] , we obtain the following result. 
Improved Moser-Trudinger inequality and applications
In this subsection we analyze the Moser-Trudinger type inequality given by Theorem 2.1. We prove that depending on the amount of concentration of e u it get an improvement. From this we charcterizes low sublevels of II ρ in terms of the concentration of e u .
Proposition 3.3 Let δ 0 > 0, ℓ ∈ N, and let S 1 , . . . , S ℓ be subsets of
provided the function u satisfies the relations
Before making the proof we recall the following Lemma whose proof is a trivial adaptation of Lemma 3.2 in [31] . 
Proof of Proposition 3.3. We use the argument in [17] adapted to our purpose. . Firts of all let S 1 , . . . ,S ℓ be given by Lemma 3.4. Moreover without loss of generality we assume that u = 0. We have there exist ℓ functions g 1 , . . . , g ℓ satisfying the properties
where Cδ 0 is a positive constant depending only onδ 0 . Next we decompose the function u in Fourier mode (to be choosen later) as follows (15) u =û +ũ;û ∈ L ∞ (Σ). Now using Lemma 3.4, for any b ∈ 2, . . . , ℓ we can write that
Using the fact thatû belong to L ∞ (Σ), wearrive to
Thus we get
Now apply Theorem 2.1 with parameters (8π, 8π) to the couple (g 1ũ , −g 1ũ ), and the standard MoserTrudinger inequality (7) to g bũ we obtain log Σ e g1ũ dV g + log
Putting together (16)- (17) we get
Next, by interpolation, for any ε > 0 there exists C ε,δ0 (depending only on ε andδ 0 ) such that
Σũ 2 dV g .
Hence inserting this inequality into (17) we get
Now for b = 2, . . . , ℓ, we choose b ∈ {2, . . . , ℓ} such that
On the other hand since the g ′ i s have disjoint supports, see (14) , then last formula yields
Next, by elementary estimates we find
Now comes the choice ofû, see (15) . We chooseC ε,δ0,ℓ to be so large that the following property holds
where V ε,δ0,ℓ denotes the span of the eigenfunctions of the Laplacian on Σ corresponding to eigenvalues bigger thanC ε,δ0,ℓ . Then we setũ
where P V ε,δ 0 ,ℓ (resp. P V ⊥ ε,δ 0 ,ℓ ) stands for the orthogonal projection onto V ε,δ0,ℓ (resp. V are equivalent (with a proportionality factor which depends on ε,δ 0 and ℓ), hence by our choice of u there holds
Hence the last formulas imply
This concludes the proof.
In the remaining of this subsection we will apply the above Proposition to understand the structure of the sublevels of II ρ . Before this we state a Lemma which gives sufficient conditions for the improvement to hold. Its proof can be found in [17] .
We also fix an integer ℓ and suppose that the following property holds true. There exist ε > 0 and r > 0 such that
Then there exist ε > 0 and r > 0, depending only on ε, r, ℓ and Σ (and not on f ), and ℓ + 1 points p 1 , . . . , p ℓ+1 ∈ Σ (which depend on f ) satisfying
f dV g > ε, . . . ,
Proposition 3.6 Suppose ρ 1 ∈ (8πk, 8π(k + 1)) and that ρ 2 < 8π. Then for any ε > 0 and any r > 0 there exists a large positive L = L(ε, r) such that for every u ∈ H 1 (Σ) with II ρ (u) ≤ −L and with
Proof. To prove the proposition. we willl argue by contradiction. So suppose it does not holds, then aplying Lemma 3.5 with l = k and f = e u , we have that there exists δ 0 , γ 0 and set
Next from Jensen's inequality and the fact that Σ e u dV g = 1 we get (20)ū ≤ 0 and log
Now since ρ 1 < 8π(k + 1) and ρ 2 < 4π then there exits a smallǫ > 0 such that
On the other hand from the definition of II ρ we have that
Hence using (20) , the normalizatiuon Σ e u dV g = 1 and (21), we get
Next using (3.3) we obtain
Hence the proposition is proved.
The next result is a direct corollary of Proposition 3.6. It gives the distance of e u from Σ k for u belonging to low sublels of II ρ and Σ e u dV g = 1 Corollary 3.7 Let ε be a (small) arbitrary positive number and k be given as in Theorem 1.
Proof. Let ǫ > 0, r > 0 (to be fixed later) and let L be the corresponding constant given by Proposition 3.6. We let p 1 , · · · , p k be the points given by Proposition 3.6 and we define σ ∈ Σ k as follows
By construction we have A r,i are disjoint and ∪
. Now let ϕ ∈ C 1 (Σ) be such that ||ϕ|| C 1 (Σ) = 1, we have that by triangle inequality
Ar,i
Thus by using Mean value formula and (18) we get
So by choosing ǫ and r so small that C Σ r +C Σ rǫ <ǭ, and recalling that d is the metric given by C 1 (Σ) * , we obtain (28) d(e u , Σ k ) <ǭ;
hence we are done.
Construction of the projections Ψ and Φ
In this Subsection we construct two global continuous non-trivial projections in order to show that large negative sublevels of II ρ have the same homology as Σ k , see Proposition 3.9 below. Proof. We fix ε k so small that Proposition 3.2 applies . Then we apply Corollary 3.7 with ε = ε k . We let L be the corresponding large number, so that if
Hence for these ranges of u , since the map u → e u is continuous from
where Π k is given by Proposition 3.2), we have Ψ(·) is continuous. The non-triviality of this map is a consequence of Proposition 3.9 (ii).
Next, we show that one can map Σ k into very large negative sublevels of II ρ . To do this we start by introducing some notations.. Given σ = k i=1 t i δ xi ∈ Σ k and l a positive real number, we set (29) ϕ σ,l (y) = log
where d i (y) = d(y, x i ). We remark that, since the distance function is lipschitz, then ϕ σ,l is, hence due to Sobolev embedding is an element of H 1 (Σ). We have the following Proposition about ϕ σ,l . Proposition 3.9 Supposs k, ρ 1 and ρ 2 as in Theorem 1.1. For l > 0 and σ ∈ Σ k we define
where ϕ σ,l is as in (29) . Then for L suficciently the existl > 0 such that
(ii) Ψ • Φ l is homotopic to the identity on Σ k for l large..
Proof.
To prove (i),we first claim that as l → +∞ the following estimate holds
log Σ e ϕ σ,l dV g = O(1) and log
Proof of Claim
Proof of (30) Let δ ∈ (0, diam(Σ)) be small. We have that
and (34) 2 log
Now rewritting (??) we obtain
Thus combining all, get
Hence letting δ tends to zero we get the desired conclusion.
Proof of (31) The proof of (ii) comes from direct calculations. .
Proof of (32)
The proof of this inequality relies on showing the following two pointwise estimates on the gradient of ϕ l,σ (36) |∇ϕ l,σ (y)| ≤ Cl; for every y ∈ Σ, where C is a constant independent of σ and l, and
where
For proving (36) we notice that the following inequality holds
where C is a fixed constant (independent of l and x i ). Moreover we have
Using the fact that |∇ y (d 2 i (y))| ≤ 2d i (y) and inserting (38) into (40) we obtain immediately (36) . Similarly we find
, which is (37). From we infer that
for some constant depending only on Σ. Now for every i = 1, · · · , k we set
and we have
From this and (40) we deduce (32) .
Hence the proof of Claim is complete. Next using the Claim and the definition of II ρ we get
Thus using the fact that 8kπ < ρ 1 we get that
Hence the proof of (i) is completed. Now let us show (ii). Firts of all we remark for every given x, the trivial convergence holds
in the weak sens of measure. Hence using the definition of ϕ σ,l one check easily that
Onb the other hand from (i) we have that the following composition for large l
is well defined. Moreover from (46) and the continuity of Ψ we infer that forl large T l is an homotopy beetween Ψ • Φl and identity on Σ k . Thus the proof of (ii) is complete. Hence the proof of the proposition is concluded.
Topological argument
In this Subsetion we perform the topological argument in order to produce solutions. We will employ a min-max scheme based on the topological cone C k (for precise definition see below) over Σ k . As anticipated in the introduction, we then define a modified functional II tρ1,tρ2 for which we can prove existence of solutions in a dense set of the values of t. Following an idea of Struwe, this is done proving the a.e. differentiability of the map t → α tρ , where α tρ is the minimax value for the functional II tρ1,tρ2 given by the scheme. Let C k be the topological cone over C k , see. First, let L be so large that Proposition 3.8 applies with L 4 , and choose then Φ such that Proposition 3.9 applies for L. Fixing L and Φ, we define the class of maps (48) Π Φl = π : C k → H 1 (Σ) : π is continuous and π| Σ k (=∂K k ) = Φl .
Then we have the following properties.
Lemma 3.10
The set Π Φ is non-empty and moreover, letting
Proof. To prove that Π Φl = ∅, we just notice that the following map would be an homotopy in Σ k between Ψ • Φl and a constant map. But this is impossible since Σ k is noncontractible (see Lemma 3.1) and since Ψ • Φl is homotopic to the identity, by Proposition 3.9. Therefore we deduce Π Φl > − L 2 . Proof of Theorem 1.1 We introduce a variant of the above minimax scheme, following [38] and [14] . For t close to 1, we consider the functional II tρ1,tρ2 (u) = 1 2 Σ |∇ g u| 2 dV g − tρ 1 log Σ e u−ū dV g − tρ 2 log Σ e −u+ū dV g .
Repeating the estimates of the previous sections, one easily checks that the above minimax scheme applies uniformly for t ∈ [1 − t 0 , 1 + t 0 ] with t 0 sufficiently small. More precisely, given L > 0 as before, for t 0 sufficiently small we have 
where Π Φl is defined in (48).
Next we notice that for t ′ ≥ t there holds
Therefore it follows easily that also α tρ t − α t ′ ρ t ′ ≥ 0, namely the function t → αtρ t is non-increasing, and hence is almost everywhere differentiable. Using Struwe's monotonicity argument, see for example [14] , one van see that at the points where αtρ t is differentiable II tρ1,tρ2 admits a bounded Palais-Smale sequence at level α tρ , which converges to a critical point of II tρ1,tρ2 . Therefore, since the points with differentiability fill densely the interval [1 − t 0 , 1 + t 0 ], there exists t n → 1 and u n ∈ H 1 (Σ) such that (51) − ∆ g u n = t n ρ 1 e un Σ e un dV g − 1 − t n ρ 2 e −un Σ e −un dV g − 1 .
At this stage , it is sufficient to apply Proposition 2.5 to get a limit wich is a solution of (4). This conclude the proof.
