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We prove that at least an infinite subsequence of [l/2] Pad& approximanta 
converge to f(z) if f(z) is holomorphic. We speculate that convergence of the 
[L - m/p + m] approximants to c(z) is associated with convergence of [L/p] 
approximants to h(z) where c(z) is meromorphic with p poles and u(z) is the 
polynomial of degree p which renders g(z) = u(.z)c(z) and h(z) = o(z)g(z) 
holomorphic. We formulate this conjecture precisely and prove it for (i) 
m = 1 and (ii) m = 2 and h(a) a holomorphic function of order less than 1. 
1. INTRODUCTION 
Pade approximants [l] are known to be useful in practice for the construc- 
tion of functions from their series expansions [2]. Such functions are usually 
analytic in a region, and may be meromorphic or even holomorphic. However, 
convergence of an entire row of approximants in the PadC table can only be 
expected when the coefficients cj are smooth functions of i [3, 41. Thus a 
natural problem is the proof of an existence of an infinite subsequence of 
convergent approximants. Bad approximants may be detected by their 
peripatetic poles and small residues and may, in practice, be ignored. In the 
spirit of the Pad& conjecture [5], we conjecture a theorem that at least an 
infinite subsequence of [L/M] app roximants from the (M + 1)th row of the 
Pad& table converges within the largest circle centered on the origin which 
contains not more than M poles of a given function and within which the 
function is meromorphic. Some progress towards the proof of this conjecture 
has already been made. For the first row of the Padi: table, the conjecture is no 
more than Taylor’s theorem and so the conjecture is valid. Beardon [6] 
has shown it to be true for the second row. Baker [4] has shown it to be true 
for the third row for holomorphic functions of order strictly less than one. 
In Section 2 that restriction is lifted. Generalization of the proof of Section 2 
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to an arbitrary row of the Pad6 table is not immediate. Of course, there are 
other theorems which support the conjecture for the general row, but which 
apply to special classes of meromorphic functions, such as de Montessus’ 
theorem [7] and the theorems of Section 3. In Section 3 we make a further 
conjecture on how convergence of the (m + p)th row of a function with m 
poles is linked to the convergence of the pth row of a holomorphic function. 
We give a nonrigorous justification of the conjecture, and prove the con- 
jecture in two cases. 
2. CONVERGENCE OF [L/2] APPROXIMANTS 
We will prove that at least an infinite subsequence of the third row of the 
Pad6 table of a holomorphic function converges to the function. The proof is 
conceptually quite simple. Following a variation of Baker’s technique [4], 
we locate an [L/2] approximant which is, prima facie, a good one. “Good” 
is used in the sense that the roots of the denominator are arbitrarily far 
from the origin. Our refinement of this approach is the observation that in 
only one circumstance can the chosen [L/2] fail to be good, in which case the 
[L-1/2] is also, on the face of it, a good candidate. Eventually, by backward 
recursion, either a good approximant is found or else the coefficients of the 
series, when compared with a geometric series, show the function to be 
nonholomorphic. The latter possibility contradicts the hypothesis, and so a 
good approximant exists. In the proof a variety of constants in the range 
(0, 1) are needed. These have been given specific values for conciseness. 
THEOREM. At least an in$nite subsequence of [Z/2] Pad& approximan2s 
converge to f(z) ;f  f (z) is holomorphic. 
Proof. Write f(z) = Cj”=0f3~i. Th en only the case where infinitely 
many ci are nonzero need be considered; for otherwise, f(z) is a polynomial 
of degree Z,, and [Z/2], = f (z) f or all 1 > Z, . Define vectors vi = (fi , f&. 
Let 
v’i = I vi I = (Ifi I2 + Ifi-cl 12Y- 
and 
xi = vi/vi+l . 
Define determinants 
det(vivj) = 1i+l 2+, 1 .
Define 
det(vL-l , VL+J Wvz , v~+d 
N2 = det(vzel , VJ ’ pz=&qiQJy). 
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Then the denominator of the [Z/2] Pad6 approximant equals 1 + OL~Z + /$z2. 
If 01~ -+ 0 and ,k$ -+ 0 for an infinite set of values of I, then the [Z/2] approxi- 
mants converge to f(z). 
LEMMA. Given any A’ > 0 and i,, > 0, we may always find an i for which 
Xi > X and i > i, . 
Proof. Suppose Xi < X for all i > iO. Then X” >, z~~Jv~,+,,  hence 
i?r&(~~,+,J~~~ >, l/X and lim 1 c, 1 w 3 l/X. Thus f(z) is not analytic, 
contrary to hypothesis. Therefore an i exists such that i > i0 and X < Xi 
and the lemma is proved. 1 
Next, a sequence of integers Lj which form good approximants will be 
found. Suppose that R, is given, and R, > 1. A lower bound on R, is impli- 
citly assumed later in the proof. The lemma implies that Z1 exists such that 
Xtl = R, > R, . To define the sequence {Rj} recursively, suppose that 
Xrj = Rj . Unless Xr, = co, Zj+I exists such that Xr 
Rj+l E R = Xl 
!+I > XF . Define 
1+1 , which completes the definition. A ratro X, rniy only be 
infinite if cl+1 and c~+~ both vanish. In this case, find the lowest integer 
I’ < 1 for which cy’ # 0, and note that 01~’ = fize = 0. Then the [Z’/2] appro- 
ximant exists, and is precisely E’ terms of the Maclaurin series. If the set 
(1: X, = co> is infinite, this defines an infinite sequence of convergent 
approximants. Otherwise, Zr is defined to exceed the greatest value of I such 
that X, = co. In short, the possibility that X, = 00 causes no difficulty and is 
ignored. Thus a sequence of ratios (R,} and corresponding indices {Zi} has 
been shown to exist with the properties: 
R< = X,, and Ri2 < R,+l fori > 1. 
Next, an index Lj will be found such that lj < Lj < Zj+r , and condition 
(2.1) holds for Z = Lj; 
1 01~ 1 < R-O.l and I ,5, I < R-O.l (24 
Let L = Zj+,; from the definitions of 01~ , pi it follows that 
I EL I = (vL+&L'L)I W+L-Ij +L+l)/W+L--l, GL)l 
IBL I = (fl~+&~-d detFL, i',+Jdet(+L-l, CL)1 
where we define Cl = Cz/vz . Since vJv~+~ > R, it follows from the defini- 
tions of oi that 
Therefore 
lft/f..+l I > R(1 + @R-l)). (24 
vL+l ~ = VLil VL 
VL-1 
__ G < R-V + O(R-I)). 
VL 
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From Hadamard’s inequality it follows that ar. , /IL obey condition (2.1) 
unless 
j det(GLi-r , CL)1 < R-0.8g. (2.3) 
From this result we may deduce that 1 fLel/fL 1 > P.*‘. To prove this 
conclusion suppose that 
I fL-l/YL I G R”.s7* (2.4’) 
From (2.3), 
IfL--lfL+l -fL” I ==I R-“.8s[l fL-1 I2 + IfL /211’2 [IfL I2 + IfL+I 12P2. 
Hence 
fL-I fL+1 - - _ 1 < ~-0.01. 
fL fL 
This is contradicted by (2.4’) and (2.2) and so (2.4’) is false. Thus 
I fL--l/FL I > =*‘> 
and it follows immediately that 
v~/v~-~ < R-o.ss. 
(2.4) 
(2.5) 
Bounds on OL~-~ and flL-r are obtained from the results 
I aL-l I = I vL/vLel I I det(GL-, , +L)/det(+L-2 , *L-J , 
I PLel I = I vL/vL-2 I I det(+L-, , +L)/det(%-2 , *L-JI , 
and the identity 
w2 - v2 _ a1 Cl b2% - a24 
zy2 - Clb2 - q + lq b,c, - b,c, . 
To obtain the bounds one must identify a = CL , b = CL-r, c = GL.+ . From 
(2.4), I b, j > +, and because a, b, and c are unit vectors, I a, j , I b, I , / cr 1 , 
1 up 1 , / b, I , I c2 I < 1. Hence, combining the above information, we can 
form the bound 
I aLel I < 2 I vL/vL-1 I U + I det(ir,-, , .i7,)ldet(+L-2p +L-AO, 
from (2.3) 
and 
I OIL-1 I < 2 I+& / (1 + R-o.*g/l det(irLe2 , GL-Jl), 
I BL-1 I < 1 E 1 R-o.8g/1 det(irL-., , GL-Jl . 
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From (2.2), (2.4), and (2.5) we see that condition (2.1) is satisfied for 
Z=Z-1 unless 
I det(&, , 6L-l )I < R-.** / V&L, I . (2.6) 
In conclusion, either (2.1) is satisfied for I = L or I = L - 1 or else (2.2), 
(2.4), (2.5), and (2.6) hold good. 
We may also deduce from (2.6) that (f&#-r ( > R.85, as follows. Sup- 
pose the opposite, namely jfL-a/fL-r 1 < R.*5, then 
(from 2.6) 
< R-*“lf~ I I VL-~ I (from 2.2) 
= Z-P-.*' IfL. I IfL...-l I [I & 1' + 1]1'2 
G R-.Ollfr I 1f~v-l I 
fL-1 fL 1 < R-.O’ 
which by (2.4) contradicts our assumption. Therefore 
We will now prove that either 1 Q+ 1 < R-O.l and 1 bLB,_, 1 < R-O.1 for some 
s = 0, 1, 2 ,..., I or else 
(2.7a) 




- > RO.84, 
f 
S=1,2 a** r + 1. (2.7~) 
GSfl 
The proof proceeds by induction. Let us suppose that 
and 
1 det(Cl-+ ,+,,,)I < R-.73(7-1'e)~r+21~~r+l 
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Note that we have already established (2.8) for the case r = 2 from (2.2), 
(2.4), and (2.6). Following the previous method, we bound q-r and bLer: 
From (2.8) it follows that either 1 q-,. j < R-a.1 and / /&-r 1 < R-O.1 or else 
1 det(GL-,--l , GL.+.)I < R-.73r % (2.9) 
which establishes (2.7a). To prove (2.7b), we suppose that 
if21 < if& I(1 - R-0.72’r-1’). 




< R-,73r 1 wL--r-+l 1 1 'L+T-1 1 
IfL-r I IfL-r+1 I . 
Using (2.8b) and (2.7b’), we obtain 
and so 
This contradicts (2.7b’) and so (2.7b) is established. 
Note that the previous argument is also valid for Y = 2 if one uses (2.2), 
(2.4), and (2.6). S ince I fL-a/fL-r I > R0.85, we may use these results to bound, 
fL--T--l/fL--T . If R is sufficiently large so that 
then 
1 - R-.72 > exp(-2RL.72), 
1 - p.72~ > exp(-2~-.72r) forallr > 1. 
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Hence 
> R”.*j JJ exp( -2R-.72S) 




-- Ro.s5 exp[-2/(1 - R-.72)] 
> RO.84 
for R sufficiently large. This argument establishes (2.7~) and the inductive 
hypothesis. It follows that if (2.1) does not hold for any j in the 
range I, >, j > L - Y, then 
I f&Jj&-+ I 5 x,-,-, > Ip.84. 
Consider now that if Y becomes so large that L - Y = Zi+l - r = Zi + 1, 
then the hypothesis that X,, < Ra.5 is violated; hence there exists an Lj for 
which lj <L, < lj+r and condition (2.1) holds with I= L, . Further, the 
denominators of the [L,/2] app roximants tend uniformly to unity in any 
compact region of the z-plane, which establishes the existence of an infinite 
subsequence of [Lj/2] app roximants which converge tof(z) on that compact 
region. 1 
3. THE ROLE OF THE POLES IN CONVERGENCE 
The type of theorem proved in Section 2 and the general conjecture of 
Section 1 about convergence of subsequences of rows of the Pad6 table of 
analytic functions naturally prompt questions about convergence of the 
(m + p)th row of the Pad6 table for functions with p poles. Does conver- 
gence of the (m + p)th row imitate convergence of the mth row for some 
holomorphic function ? The answer is expected to be yes, since Pad6 appro- 
ximants are useful because they reproduce the poles of meromorphic functions 
and the m “spare” poles might be expected to recede to infinity. To formulate 
these ideas, we make a conjecture similar to the conjecture of Section 1 but 
explicitly relating the functions for which the convergence properties of the 
Pad6 approximants are expected to be linked. We give a nonrigorous justifiea- 
tion of the conjecture, and prove the conjecture in two cases. 
Conjecture. Suppose that a function c(x) is given, which is meromorphic 
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in a circle rR of radius R and has m poles, counting multiplicity, within r, . 
Let u(z) be the manic polynomial of degree m for which g(z) = u(z) c(z) and 
h(z) = u(z) g(z) are analytic in r, . Suppose that a sequence S = {L, , L, ,...} 
is given such that [LJplL converges to h(z) in I’, as i-t co. Then we con- 
jecture that [& - m/p + mlc converges to c(z) for some infinite subsequence 
S’ = {L1’, L2’,...) C S as i -+ 00 on any compact set 9 satisfying 
~3 C {z: u(z) # 0, 1 z 1 < R). 
JustiJcation. We analyze the conjecture and make some plausible 
remarks to justify the conjecture. The analysis is the basis of the proofs of the 
conjecture in the two special cases. Let c(z) have m poles at z = zi , 
i = 1, 2,..., m and let 1 zr 1 < / za 1 < ... < ( z, 1 . Then 
u(z) = fi (z - Zf) = f p-ju 3 . 
61 j=O 
(3.1) 
We define p, p’ by the requirement that 
z,<p<p’<R (3.2) 
and also that the circle 1 z 1 = p be a subset of 9. 
We wish to show that the Pad6 approximants ~[~-~~~+~l(z)~QCL-mlrr+tnl(Z) 
of c(z) converge to c(z) as L ---f 00 through the sequence S’ and for z E 9. 
The burden of the proof consists of showing that the zeroes of QtL-“/“+“l(z) 
lie outside 9 for sufficiently large L E S’. More precisely, in the two cases 
for which we prove the conjecture, we show that 
Q(‘-m~JJ+ml(z) = K(“[U(Z) + e’“‘(z)] (3.3) 
where KtL) is a nonzero constant independent of z and E(‘)(Z) is a polynomial 
of degree (m + p) which tends uniformly to zero on 9 as L -+ co, L E s’. 
If this is established, we may write 
pww~+4(,) 
dz) - Q[L-“/“+??z](z) = I I 
g(4 [44 + w41L+Pfl . 
u(z) b(z) + ~‘“‘(41 (3.4) 
For convenience, we are not using normalized approximants (i.e. Q(0) is not 
necessarily equal to one) and we use Nuttall’s notation [S] that {+(z)},,r 
denotes the function +(z) minus the first T terms of its Maclaurin series. The 
choice of 9 and (3.3) guarantees that there exists 17 > 0 such that 1 u(z)1 > 7 
for z E 9 and I u(z) + E(L)(Z)\ > q/2 for z E 9 and L sufficiently large, 
L E S’. The numerator of the right-hand side of (3.4) is 
{&> 44>‘,,,1 + M4 ~(‘)(z)~‘+u+1 . 
CONVERGENCE OF PAD& APPROXIMANTS 331 




E!L) = L 3 27ri I 
E(~)(Z) z-j-l dx 
where the integral is taken over a fixed contour enclosing z = 0. It follows 
that each coefficient of &J(X) tends to zero as L + CO, and hence also that 
bm •(LY4~L+u+1 -+ 07 ZEQ. 
Thus, provided property 3.3 is established, it follows that the appropriate 
Pad6 approximants of C(Z) converge to C(Z) uniformly on 9, because the right 
hand side of (3.4) tends to zero as L + co, L E s’. 
The Pad6 denominator for the [L - m/m + ~1 approximants to C(Z) is 
given by 
pn+Ll . . . 1 
Q[L-“/“+u](~) = det ‘L-+‘+l ‘-’ ‘Lym+l . 
CL-m -*- CLtu 
Recall that g(z) = C(Z) U(Z) and h(z) = u(x)g(z), so that 
and 
gj  = 2 Ci+k-muk 
k=O 
4 = f gj+k--mule > 
k=O 
where c, and g, are defined to be zero for n < 0. 
Making the elementary row and column operations indicated by these 
equations, we find that 
Z”c+) *.. 44 
L-u+1 ... hL+l 
,.&y-l . . . 1 
gL-w-2 .” .cL,l 
QIL-“l”+ul(z) = det 
gL--m+P+l *‘* gL+u 
.i?L-n&+1 **- gL-m+,+l CL+u--2m+2 “. CL+u-m-t1 
. . . 
gL ‘.’ gL+u * CLfu--m+1 .** cL+U 
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We use the identity for block matrices [9] 
det A B 
I I D C 
:= det C det(A - BC-lD) (3.6) 
where (C)ii = ~~+-a~,.~+~ , i, j = 1, 2 ,..., m, and the consequent identifica- 
tion of A, B and D. 
The conjecture amounts to the hypothesis that QtL-“I”+@l(z) is dominated 
by det C det A as L -+ co through an infinite set of values of L for which 
[L/plh is a convergent sequence of approximants to h(x). This hypothesis is 
justified by observation of the structure of the determinantal form for 
QtL-“/“+uJ(z) in (3.5) and (3.6). As L + co, the power series coefficients of 
the analytic functions h(z) and g(z) become small compared with those of the 
meromorphic function C(Z). Since C(Z) has m poles, the m rows and columns 
of the C matrix are sufficiently independent to constitute the dominant part of 
(3.5) unless these entries are multiplied by unduly small quantities. Since 
g(s) and h(z) are analytic functions of the same order, there is no reason to 
expect the latter possibility. The hypothesis that [L/pJh be a convergent 
sequence of approximants to h(z) for L E S and x E g is expected to guarantee 
that the multiplier of det C is not small. Further, we expect the terms of (3.5) 
which contain a gj rather than a cj to be relatively small and do not usually 
conspire to dominate (3.5). We may prove the hypothesis and conjecture for 
two cases, and show that the previous remarks are valid in these cases. The 
first is the case p = 1 and the second the case p = 2 but with the restriction 
that h(z) be a holomorphic function of order less than one. For case 1, the 
proof follows from Lemma 1. 
LEMMA 1. Let h(z) be analytic in 1 z ) < R. For all h, # 0, we define the 
sequence 
Then l&,+, sup SLm < R-l. 
[By definition, h,,, sup SLm = lim,,, inf supJ SLm, [lo].] 
Proof. The proof follows the lines of Baker’s proof [4]. Suppose the 
proposition untrue, so that 
lim+tup SLDo > R-l + E > R-l. 
Then there exists an L, for which, for all L > L, , 
sup SLm > R-l + 42. 
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However, 
E ( h,,, lliJ < R-l (3.7) -a 
and this implies that for some finite J = J(L), the Jth element of Stm is the 
maximum element. Let 
max SLm > R-l + 42. 
Therefore we may find an infinite sequence (jr , j, ,..., ji ,...} with partial 
sums ki = C”,=, j, for which ki --t co as i--f 00 and 
where we use the maximum property of the sequence SLb with L = L, + k, . 
By multiplying these inequalities, we obtain 
lh L,,+ki+l I P- I AL,, I (R-l + 42)ki+’ 
contradicting (3.7). Hence hL+, sup SLm ,< R-r. 1 
The proof for Case 1, p = 1 
44 44 .p+l . . . 
hL. A,+, go-m+2 **. 
QILc-mlm+*l(z) = det gL--n,+l gL-m+2 cL-2m+3 “* 
gL . i?L+l . CL-m+2 ..* 
= det C det 









Since z E 9, we may find v < 0 for which I u(z)1 > 7. Using Lemma 1, we 
construct an infinite sequence of values of L for which / hL+JhL / < R-l. 
This sequence is the subsequence S’ in the statement of the conjecture: 
it is a subsequence of the sequence S of values of L for which [L/l], converge 
to h(z) as z + co. 
We may find an 77’ > 0 for which, for z E 9 
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This implies that the roots of the PadC denominator are outside 9. Then 
observations show that, for a suitable subsequence s’ = {&‘,Ls’,...}, a 
positive value of 17’ may be found for which 
We wish to show that 
‘(‘) = det I 
44 - ell 44 - e12 
hL - e21 h~+~ - e22 
is dominated by -U(Z) h, for L E S and z E 9. 
Let 
ell = ~44 e12 = 5244 
e21 = cZlhL e22 = cZ2hL . 
Then 
(3.11) 
Provided we show that (err., cl2 , es1 , e22) --f 0 as L --+ CO for L E S’ and 
x E 9, it follows that T(z) is dominated by -U(Z) h, . Thus we are led from 
(3.10) and (3.11) to consider 
By the previous definitions (3.6), Dkj = gL--m+lc+j--l is the (k, j) element of 
and m x 2 matrix and C is a m x m matrix whose magnitude is controlled 
by the pole of c(z) at z = ,a, which is furthest from the origin. It follows (we 
refer to Baker [2] or Chisholm and Graves-Morris [l l] for the proof) that 
for some integer L, and constant K, 
KC-Wij I -=c K I G/P IL (3.12) 
for all L > Lo, i = 1, 2 ,..., m and j = 1,2. 
Hence (or , l a) + (0, 0) as L + co for z E 9. Also from (3.10) and (3.11) 
we are led to consider 
cc21 1 ~4 = (l/h.) k--m+2 >..-, g,,,) C-ID. 
CONVERGENCE OF PADk APPROXIMANTS 335 
Since 
A4 = Wb(4 
= h(x) z-m/fi (1 - ZJZ) 
i=l 
= z-"h(z) f spz-k, 
k=O 
it follows from Laurent’s theorem (101 that 
/ Sk 1 = o(fk)* (3.13) 
We bound g,-,+I+5 for j = 1,2,... by 
I gL-m+l+j / = / f. hL+l+&kSk / 
Ih L+l+j+kbL I 1 sk 1. 
k=O 
From the lemma, and for L E s’, 





and so from (3.13) and the choice p < p’, there exists a K’ for which, for 
j = I, 2,..., 
I gL-Tn+i+~ I GlhlK’. 
From (3.12), we see that (Q , E& -+ (0,O) as L -+ co, L E 8’. Thus we 
establish that (G 11 , c12 , <aI , ~a) tend to zero as L -+ cc, L E s’ and that T(z) 
is dominated by -u(z) h, . This completes the proof of the hypothesis and 
conjecture for Case 1. Before proceeding to Case 2, we prove Lemma 2. 
LEMMA 2. Let h(z) be an analytic function of order strictly less than one. 
Then we may Jind 5 > 1 and an infinite sequence s’ = {L1’, Li,...) for which 
and 
[L’SUP]lff$q, (J$q1’2 ,..., 1Jfjyy )... /],=,,,_, >Ei. 
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Pro& The proof follows the lines of Baker’s lemmas [4] closely. Since 
/l(a) has order less than one, (see Dienes [lo]) we may find t > 1 such that 
/ hj 1 < (K/j)j/f (3.14) 
for some constant K and all j sufficiently large. Choose 5 such that 
1 < 5 < e-l. Then we wil1 show that 
To prove this, we suppose the contrary. This assumption would imply that a 
positive E and an integer L, may be found for which 
sup /l%l, i21”‘,.../ >cL-~ forallL >L,,. 
However, since 1 ibj lr/i < (k/#-l and 5 < f-l, the sequence 
must have a maximum element. Let this be the jth element, where j = j(L), 
.j < co, and then 
1 hL+j 1 > 1 hL / dL-[j 
Thus we may find an infinite sequence {ki: k, = xi=ojD} for which ki ---f cc 
as i-t 00 and 
which contradicts (3.14). Th us an infinite sequence (L; , Li ,...> may be found 
for which 
decreases monotonically to zero as i + a. We choose ~5~’ to be the largest 
integer less than or equal to L4 for which 
Because the ET form a decreasing sequence, it follows that Li’ >, Lip,; because 
E: ---t 0 as i + co, it follows that E$ -+ 0 as i -+ co and the lemma is proved. 
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Case 2. p = 2, h(z) Holomorphic of Order less than One. 
The proof of the conjecture for this case follows the lines of case 1. We 
examine the denominator of the [L - m/m + 21 approximant to c(x): 
z%(z) 4-4 44 p-1 . . . I 
AL--1 hL &+I gL--nltP . . . gr+1 
hL. hLt1 AL+, ‘YL-m+3 *.. gL+2 
gL-mfl l?L-mt2 gL-m+B CL-2m+4 “’ CL-m+3 
XL gL+l XL,2 CL-m+3 “. CL+2 
(3.15) 
z2u(z) m(z) u(z) 
= det C det hL_, hL hLtl - BC-lD 
h, hLt1 hL+, i i 
where 
We will show that, for L belonging to a suitable subsequence s’, that 
QIL--mIm+al(~) is dominated by det C det A, if det A is the denominator of a 
suitable sequence of [L/2] app roximants which converge to h(z). 
As in Case 1, we may find 7 > 0 such that 1 U(Z)\ > 7 for x E $8. In Baker’s 
notation [2], the Pad6 denominator of the [L/2] approximant of h(z) is 
QL(Z) = 1 + OIL% + pLz2 
where 
LyL = 
hLt,b - hL+,hL 
hL+lhL--I - hL2 
and 
PL = 
h,+&, - A:+, 
h,+,b - hL2 * 
Using Lemma 2 in conjunction with Baker’s method [4], we find that both 
01~ --+ 0 and rS, -+ 0 as L -+ 00 for L E s’. This gives a convergent subsequence 
of approximants in the third row of the Pad6 table for h(z), with the zeros of 
the denominator outside any given bounded region. We must establish that 
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the [L - m/m + 21 approximants to c(a) form a convergent sequence if 
L -+ co, L E S’. Imitating Case 1, we define eij , i, j = 1, 2, 3, by 
(3.16) 
Q[L-mlm+21(~) = det hL-, - hLe2t 
! 
z2 - El1 z - 612 1 - El3 
hL(l - car) h~+r - E~&L u(z) det C. 
ALU - %1) hL+l - E32hL &+2 - E33hL 
(3.17) 
From Lemma 2, 
Therefore 
I AL-1 I < I AL I (L - 1Y, 
IAL+ < lhLIL-g7 
I AL+2 I < I hL I P2’. 
I h, I2 - I AL-lh,,, I > I k2 I 5/L* 
Thus, by inspection of (3.17), provided we show that eijL’+l+ 0, i, j = 1, 2,3 
as L --f co, L E S’, it will follow that 
To bound 6ij , we follow the methods of Case 1. As before 
l(c-l%, I < K 1 F IL 
for some integer L, and constant K, all L > L, , p = 1,2 ,..., m and q = 1,2,3. 
Since h(z) is chosen to be analytic, p may be as large as we please. Thus, if 
ZEB, 
(e** , El2 ) E13) L‘+l = -& (BC-W),, L’+l- 0 
as L + CO, L E S’. Again, the methods of Case 1 together with Lemma 2 
suffice to show, for some constants K’, L,,‘, that for j = 1,2,...; L E s’ and 
L >L, 
Hence 
I gL--m+l+j I < IhLlK’. 
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for p = 2, 3, q = 1,2,3, L --t 00, L E s’. This establishes that (L%ij: 
;,i = 1,2, 3) + 0 as L -+ co for L E 5” and z E 9. By inspection of (3.17), 
we now see that (3.18) holds and so the conjecture and hypothesis are proved 
for Case 2. 
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