Abstract-Factor graphs are important models for succinctly representing probability distributions in machine learning, coding theory, and statistical physics. Several computational problems, such as computing marginals and partition functions, arise naturally when working with factor graphs. Belief propagation is a widely deployed iterative method for solving these problems. However, despite its significant empirical success, several questions regarding the correctness and efficiency of belief propagation remain open. The Bethe approximation is an optimization-based method for approximating the partition functions. While it is known that the stationary points of the Bethe approximation coincide with the fixed points of belief propagation, in general, the relation between the Bethe approximation and the partition function is not well understood. It has been observed that for a few classes of factor graphs, the Bethe approximation gives a lower bound to the partition function, which distinguishes them from the general case, where neither a lower bound nor an upper bound holds universally. This has been rigorously proved for permanents and for attractive graphical models. Here, we consider bipartite factor graphs over binary alphabet and show that if the local constraints satisfy a certain analytic property, the Bethe approximation is a lower bound to the partition function, generalizing an analogous inequality between the permanent and the Bethe permanent of a matrix with non-negative entries. We arrive at this result by viewing the factor graphs through the lens of polynomials, which allows us to reformulate the Bethe approximation as an optimization problem involving polynomials. The sufficient condition for our lower bound property to hold is inspired by the recent developments in the theory of real stable polynomials. We believe that this way of viewing factor graphs and its connection to real stability might lead to a better understanding of belief propagation and factor graphs in general.
marginal probabilities of certain variables and the problem of estimating the partition function of such a factor graph. In computer vision one applies such inference primitives to learn about objects in a stage being captured by several cameras [20] . They are also essential components for decoding algorithms for low-density parity check codes [21] , [42] . In statistical physics, factor graphs are used to model physical systems, for instance a set of particles -in such a setting the energy of a configuration is inversely proportional to the probability at which it occurs, thus intuitively, inference problems on such factor graphs correspond to learning "typical configurations" of a given system (see the book [32] ).
Due to the practical relevance and broad applicability of such inference primitives, over more than a century [23] numerous approximate and heuristic methods have been developed to compute these quantities. Among them, the most widely deployed is the belief propagation method [21] , [35] , which is an iterative message passing algorithm (or equivalently a discrete-time dynamical system) for computing marginals and partition functions. It is known that belief propagation provides exact answers when the considered factor graph is a tree [35] and gives decent approximations on locally tree-like graphs [17] . However, a general theory explaining the empirical success of the belief propagation method is lacking.
Another, seemingly unrelated approach, with its roots in physics, is the Bethe approximation [5] , [22] , [28] . It is based on computing the optimal value of a certain continuous optimization problem -called the Bethe partition function -and using it as an estimate of the true partition function. There is a basic connection between belief propagation and Bethe approximation -the fixed points of the former arrive exactly as the stationary points of the optimization problem underlying the latter [52] . Thus, by establishing bounds on the Bethe partition function, one can deduce facts about the behavior of the belief propagation algorithm.
Even though for real-world examples of factor graphs, the Bethe partition function seems to provide a decent estimate to the partition function, there are known examples for which the approximation is arbitrarily bad [48] , [51] . This is not a surprise, as the inference problems related to factor graphs can encode NP-hard problems and even #P-hard problems (such as counting independent sets in a graph) can be seen as computing certain partition functions. Another difficulty, which rules out several proof techniques for dealing with such relaxations is the fact that the underlying optimization problem is not necessarily convex. For this reason, it is hard to expect a characterization of factor graphs for which the Bethe approximation can be related to the true partition function. Instead, there are efforts to describe viable sufficient conditions under which some relation can be established. For factor graphs representing permanents, it has been proved that the Bethe approximation is a lower bound to the true partition function [25] , [26] , [46] . A similar phenomenon was observed and conjectured to hold for log-supermodular factor graphs [41] and proved by [37] .
We propose a new way to study factor graphs -through the lens of polynomials. Specifically, we introduce a natural way of encoding local functions as polynomials, so that the Bethe approximation can be restated as an optimization problem involving these polynomials. This allows us to relate properties of the underlying polynomials to the behavior of the Bethe approximation. We state a natural analytic condition under which the Bethe partition function lower-bounds the true partition function. The condition is inspired by recent developments in the theory of real stable polynomials [6] , [7] , [9] and in particular by recent polynomial approaches to partition functions [4] , [40] (see Remark 5.7 for a comparison) based on ideas from [24] . In its simplest form, it requires all the polynomials underlying the factor graph to be "stable"; the roots of none of the polynomials can lie in the upper complex half plane. Interestingly, such factor graphs are necessarily log-submodular, a regime complementary to the one studied by [37] -log-supermodular models. We believe that this framework based on polynomials might be used to establish similar bounds for different classes of factor graphs and more generally to answer different questions about the Bethe approximation and the belief propagation algorithm.
II. FACTOR GRAPHS AND BETHE APPROXIMATION

A. Factor Graphs
We work with probability distributions represented by Forney-style Factor Graphs (FFGs) [18] . In an FFG G = (F, E, {g a } a∈F ), there is a set of factors (or nodes) F and a set of variables (or edges) E. Every edge e ∈ E connects exactly two factors. The set of edges incident to a factor a ∈ F is denoted by ∂a ⊆ E. The last component of G is a collection of local functions {g a } a∈F . Every such function g a takes as input a binary string of length |∂a| and outputs a non-negative number, in other words g a : {0, 1} ∂a → R ≥0 . For a given vector σ ∈ {0, 1} E and any set of edges S ⊆ E we let g(σ ) := a∈F g a (σ ∂a ) and denote by σ S the sub-vector of σ of length |S| indexed by edges in S. Edges are to be thought of as variables that can take one of two possible values: 0 or 1. Then the set of all possible configurations of G is {0, 1} E . Consider the probability distribution p on {0, 1} E by setting
If Z (G) = 0 then p is a well defined probability distribution over configurations. The focus here is on the problem of estimating Z (G) for a given factor graph G.
Note that in a related model of factor graphs, variables are represented by variable nodes, whereas in the model considered here they are represented by edges. However, a simple reduction shows that these two models are equivalent [2] , [19] . We choose to work with Forney-style factor graphs to allow a cleaner statement of results. Finally, we note that in our main result we will restrict ourselves to the class of bipartite FFGs, i.e., ones for which the underlying undirected graph (with factors being vertices and variables being edges) is bipartite.
B. Bethe Approximation
The Bethe approximation is a popular heuristic called for computing Z (G) [23] , [52] . It is based on computing a quantity Z B (G) -called the Bethe partition function of G -as a solution to a continuous optimization problem defined with respect to G. To derive the Bethe approximation, one begins with the following convex program
It is not hard to prove that the above program has an optimal solution q = p (with p as in (1)), and the optimal value is log Z (G). Thus, the problem of computing the partition function is reduced to solving the program (2). This reduction, however, does not seem to make the problem any easier, as the number of variables in (2) is exponential. Thus, various heuristics have been proposed on how to reduce the number of variables in (2) so as to make this approach of estimating log Z (G) feasible. The Bethe approximation has variables β e ∈ [0, 1] for e ∈ E, which are desired to be the marginals of the distribution {q σ } σ ∈{0,1} E . More formally, think of β e as Pr[X e = 1] where X ∈ {0, 1} E is distributed according to q. Similarly one introduces variables representing marginals over factors, i.e. for a ∈ F we have a vector α a which is a probability distribution over local configurations {0, 1} ∂a , and, again, it is desired that α a (·) = Pr[X ∂a = ·] [52] . To simplify the program (2) the following assumption is made about the form of the distribution
The rationale behind such a form of q σ is that one might (for simplicity) assume independence between configurations observed at different factors and calculate the probability of a global configuration as a product of probabilities over local configurations of factors. The term in the denominator can be thought of as a correction term, as every edge is "taken twice into account" in the numerator. Another way of motivating (3) is to observe that when the graph G is a tree, then the probability function can be written in this form and, wishfully, one may expect that for other graphs it might serve as a good estimate. Assuming such a special form of q, the program (2) reduces to
where H is the binary entropy function (i.e.,
is the set of all marginal vectors which satisfy local agreement constraints (it is thus called the pseudo-marginal polytope). This means that β e and α a are as above and they satisfy:
The optimal value of (4) is called the Bethe partition function and its exponential is denoted by Z B (G).
In general, Z B (G) can be an arbitrarily bad approximation to Z (G), as for instance it might be positive for some cases where Z (G) = 0. From a rigorous mathematical viewpoint, little known about the behavior of Bethe approximation. The main source of difficulty in understanding this relaxation is its non-convexity, which in particular manifests itself in multiple local optima. In the current paper we derive some sufficient conditions under which the Z B (G) ≤ Z (G).
C. Related Work
The notion of free energy that appears as the objective in the Bethe partition function was formulated in [5] in the physics literature. See also [33] and references therein for more historical notes on Bethe approximation. The correspondence between Bethe approximation and the belief propagation algorithm was explicitly derived in [52] . This combined with the work [35] on the belief propagation method implies that Bethe approximation gives exact values of the partition function on tree factor graphs. It is also known that Bethe partition function gives precise estimates in the asymptotic sense on locally tree-like graphs [17] .
In [14] and [15] , the loop series expansion of the partition function was introduced. It expresses the partition function as its Bethe partition function times the so-called loop series, each term of which is associated with a "generalized loop" in the graph. In [11] the loop expansion was used to prove that Bethe approximation gives a good estimate on the number of independent sets on graphs with small maximum degree and large girth. In a different line of work the above defined tool (called loop calculus) has been interpreted as a particular instance of the special, so-called gauge, transformation of the factors keeping the partition function of the factor graph invariant. This interpretation has led in particular to a better understanding of planar graphical models [12] . Finally, to go beyond belief propagation, there have been approaches to utilize higher order terms of the loop expansion, see for instance [13] for an application to low-density parity check codes.
The problem of computing permanents of nonnegative matrices has been also intensively studied in the context of Bethe approximation. Recall that the permanent of a matrix A ∈ R n×n is defined to be
where S n denotes the set of all permutations over {1, 2, . . . , n}. The problem of computing Per(A) is a canonical example of a #P-hard problem [43] , hence no polynomial time exact algorithm is expected to solve it. This problem can be formulated in a natural way as evaluating a certain partition function Z (G) [46] , [50] and hence one can investigate the question on how well the Bethe partition function does approximate permanents. It has been observed [46] that, unlike in the general case, for the case of permanents, the program (4) is convex. In the work of [50] , using the loop series expansion, the relation between the permanent Z (G) and its Bethe approximation Z B (G) has been made precise in terms of a compact formula relating Z (G) and Z B (G). This formula, combined with an inequality due to [38] leads to the proof that Z B (G) ≤ Z (G) in this setting (see also [25] for an alternative approach using convex duality). The success of this approach crucially relies on the existence of a convex form of the Bethe approximation, this seems to be an exception rather than a rule among various factor graphs.
The Bethe approximation was also studied in the context of the Ising model [41] , and shown to lower-bound the true partition function for the ferromagnetic case under a certain technical assumption. This result was extended by [37] to the class of all log-supermodular factor graphs. A factor graph is called log-supermodular if every local function is logsupermodular, i.e., for every a ∈ F we have
where ∨ and ∧ denote entry-wise OR and entry-wise AND respectively. The proof is based on the following combinatorial characterization of the Bethe approximation, due to [45] and [46] . It asserts that
where G (k) is the set of k-covers of the factor graph G, and the expectation is over a uniformly random choice of H in G (k) (for details we refer to [45] ). It follows that in order to prove that Z B (G) ≤ Z (G) for a given factor graph G, it is enough to prove that for every k ∈ N
This is the main idea behind the reasoning of [37] ; the inequality (6) is then proved using a certain generalization of the four function theorem [1] . Similar conjectures regarding counting problems such as counting perfect matchings in graphs or counting Eulerian subsets have been stated in [49] ; they ask whether the number of matchings (or Eulerian subsets etc.) in a k-cover of a graph is at most their number in the original graph raised to the kth power (as in (6)). Only one of these conjectures (for counting independent sets on bipartite graphs) has been so far resolved (by the above result of [37] ). We remark also that using k-covers and the characterization (5) an alternative proof of the bound Z B (G) ≤ Z (G) for permanents has been obtained by [29] (extending the previous work of [16] ). Finally let us mention that this paper is inspired by recent developments in the theory of real stable polynomials [6] , [7] , [9] and the works of [4] , [24] , [40] where several polynomial based relaxations are considered; for details, we refer the reader to Remark 5.7.
III. OUR CONTRIBUTION
A. Polynomial Form of Bethe Approximation
We start by presenting an alternative view on the Bethe approximation -through the lens of polynomials. Towards this, let us first define a polynomial representation of local functions. For any a ∈ F we define a multivariate polynomial h a over a set of |∂a| variables x a := {x a,e } e∈∂a as follows
where x σ a is a monomial defined as
a,e and the coefficient h a,σ is given by h a,σ := g a (σ ). We prove the following characterization of the Bethe partition function as a polynomial optimization problem. In the statement below we use the convenient notation that for two vectors x, σ ∈ R k ,
Theorem 3.1 (Bethe Approximation via Polynomials):
Let G be a Forney-style factor graph with a set of factors F and a set of variables E. For every factor a ∈ F let h a be the corresponding |∂a|-variate polynomial. Then the Bethe partition function can be written as
In the above statements x stands for a vector which collects all variables x a,e for a ∈ F and e ∈ ∂a. The proof of Theorem 3.1 appears in Section IV. It is established by adapting a dual view on the max-entropy program which defines the Bethe partition function.
B. Lower Bound on the Partition Function
As our main contribution, we prove that assuming a certain condition on the factor graph G, the Bethe approximation provides a lower bound on the true partition function. This condition captures permanents as a special case (see the example provided in Section A). Below we state a simplified variant of the main technical result in terms of local polynomials h a . For a more general statement, which is expressed in the language of probability, as well as a proof of the below theorem, we refer to Section V.
Theorem 3.2 (Lower Bound via Real Stability): Let G be a bipartite factor graph with a set of factors F and a set of variables E. Assume that all the polynomials h a corresponding to local functions g a (for a ∈ F) are real stable. Then
A few comments are in order. In the statement above we assume that the FFG G is bipartite. This might seem to be restrictive, but as it turns out, every FFG can be converted into an equivalent bipartite form, of at most double the size, hence no real restriction is put on G with this assumption. The key condition we require is real stability of the underlying polynomials.
Real stability is a geometric condition on the location of zeros of a polynomial, which generalizes real-rootedness. We say that a polynomial h ∈ R[x 1 , . . . , x m ] is real stable if none of its roots z = (z 1 , . . . , z m ) ∈ C m satisfies: (z i ) > 0 for every i = 1, 2, . . . , m. Real stable polynomials have recently found numerous applications in mathematics [6] , [31] and computer science [3] , [4] , [24] , [30] , [34] , [40] (see also surveys [36] , [44] , and [47] ).
Remark 3.3 (Real stability of factors):
The assumption on the factor graph stated in Theorem 3.2 says that every factor (through its "generating function") has a special analytic property -real stability. On the one hand, this property is often easy to establish using a combinatorial description of the factor graph, since this class of polynomials is closed under operations such as taking products, taking derivatives, substituting real values for variables etc. (see for instance [47] ). On the other hand, the consequences of real stability are very strong. In particular a real stable polynomial in two variables has necessarily the form p(x, y) = det(Ax + By + C) where A, B are positive semi-definite matrices and C is symmetric [8] .
Having such a good handle on these polynomials gives us a way to reason about Bethe approximation, which is expressed directly as an optimization problem involving these polynomials (Theorem (3.1)).
Remark 3.4 (Log-submodularity):
The coefficients of multi-affine real stable polynomials are known to be given by log-submodular set functions (see [47] ), which corresponds to the following assumption on local functions g a for a ∈ F
This demonstrates that Theorem 3.2 works for a subclass of log-submodular models. One interesting aspect that is worth mentioning here is that, under log-supermodularity, feasible fractional configurations are easy to round to integral configurations. More precisely, given a point (α, β) ∈ (G) whose objective value in the Bethe approximation is finite (larger than −∞), one can obtain (by just rounding up all entries of β) a configuration σ ∈ {0, 1} E such that g(σ ) > 0. Such a procedure might fail in finding a feasible configuration when G is log-submodular (i.e., the resulting σ has g(σ ) = 0). In fact, finding a feasible configuration in such models (even assuming real stability of local polynomials) might be a nontrivial task, even NPcomplete if no assumptions on the local functions are made. It turns out in particular, that for the case of permanents, the Bethe approximation is implicitly solving a nontrivial combinatorial optimization problem of detecting if a bipartite graph has a perfect matching. (1 − β e ) 1−β e is equal to 1 and we obtain
because for every factor a ∈ F it holds that
Hence, altogether, under the assumptions of Theorem 3.2 the Bethe partition function provides a 2 |E| −approximation to the true partition function.
Remark 3.6 (Non-binary alphabets): In this paper we focus on models where variables take binary values, i.e., we consider the binary alphabet {0, 1}. One can consider factor graphs over arbitrary finite alphabets and define an appropriate variant of the Bethe approximation. The corresponding polynomial representation of the factors, as in (7) would then have |E|·| | variables. A generalization of Theorem 3.2 is likely to hold in this setting, however it is not clear whether real stability of the corresponding polynomials is enough, or a variation of this condition is required.
C. Discussion
In this paper we propose a new approach for establishing bounds on the partition function for graphical models based on polynomial techniques. This work is inspired by recent developments in the theory of stable polynomials [4] , [6] , [24] , [40] and is an attempt to expand the scope of applicability of these tools. While our result seems to require real stability (with respect to the upper-half complex plane) of the underlying polynomials to deduce the desired bound, we believe that other forms of stability, such as stability with respect to a disc, or other analytic assumptions on the polynomials might yield other nontrivial bounds.
Finally, let us mention that real stability also improves the computational properties of the Bethe approximation. Indeed, the fact that the function x → log p(x) is concave, for a real stable polynomial p ∈ R ≥0 [x 1 , . . . , x m ], can be used to show efficient computability of certain relaxations, similar to the Bethe partition function in the polynomial form (see [40] , [41] ).
IV. BETHE APPROXIMATION VIA POLYNOMIALS
In this section we derive an equivalent form of the Bethe partition function -stated in terms of a polynomial optimization problem.
A. Bethe Approximation as Polynomial Optimization
We use KL( p, q) to denote the KL-divergence between two nonnegative vectors (typically probability distributions) p, q ∈ R k ≥0 (where k is arbitrary),
We also denote by H (β) the total(negative) entropy of β ∈ [0, 1] E , when interpreted as the distribution of a random vector X ∈ {0, 1} E such that Pr[X e = 1] = β e (for all e ∈ E) and the entries of X are independent, formally
The Bethe approximation problem can be then rewritten as
where (G) is the pseudo-marginal polytope, as introduced in Section II. Note that in the above expression, for any a ∈ F, α a and g a are functions ∂a → R ≥0 (or equivalently vectors of length |∂a|) hence it makes sense to talk about their KL-divergence. For brevity in notation we introduce the following entropy maximization problem. Definition 4.1: Let f : {0, 1} k → R ≥0 be any function with C := {σ ∈ {0, 1} k : f (σ ) > 0} and β ∈ [0, 1] k be any vector. We define E max ( f, β) to be the optimal value of the following optimization problem over vectors
In case when no α satisfies the above constraints, we set
Note that α and f can be seen as vectors index by C (with the zero-entries in f ignored), hence it makes sense to measure their KL-divergence. One can also take C to be simply {0, 1} k and use the standard convention that 0 log 0 = 0 and ε log 0 = −∞ for every ε > 0, to arrive at an equivalent notion of E max ( f, β). We are ready to restate Bethe approximation using the new notation. Lemma 4.1: For every FFG G, the Bethe approximation can be stated equivalently as
Proof: The objective of the Bethe approximation − a∈F KL(α a , g a ) − H (β) has separated α and β variables, however they are implicitly coupled because of the (α, β) ∈ constraint. For a fixed β and a factor a ∈ F the constraint on α a following from (α, β) ∈ is c∈C a ,c e =1 α a (c) = β e for every e ∈ ∂a.
Where C a denotes the support of g a , i.e., C a := {c ∈ {0, 1} ∂a : g a (c) > 0}. This can be equivalently written in the vector form as Note that maximizing −KL(α a , g a ) under this constraint gives us exactly E max (g a , β a ) . 
Proof: A proof follows by applying strong duality to the max-entropy program (8) . For details, see [39] , [40] 
V. PROOF OF THE LOWER BOUND
To prove Theorem 3.2 we first formulate a more general condition which we call IPC, and prove that under IPC, the inequality Z B (G) ≤ Z (G) holds. Afterwards we conclude the proof by showing that the assumption of Theorem 3.2 implies that IPC is satisfied.
A. The IPC
To state IPC we need to introduce some notation related to the bipartite structure of the factor graph G = (F, E) . Let the set of factors F be partitioned into two sets L and R such that no edges go between factors within L or within R, only between these two sets. Next, for any σ ∈ {0, 1} E we define
and
Furthermore we define the normalized variants of l and r to be
We refer to p L , p R as to the distributions induced by L (the "left" side of the bipartition) and induced by R (the "right' ' side of the bipartition) respectively.
We are now ready to state a condition on the pair of distributions ( p L , p R ) which will turn out sufficient for the inequality Z B (G) ≤ Z (G) to hold.
Definition 5.1 (Iterated Positive Correlation):
Let q, r be probability distributions over {0, 1} m and let X, Y ∈ {0, 1} m be distributed according to q and r respectively. Define the event E Q k to be X j = Y j for all j = 1, 2, . . . , k. For any two sequences of positive reals s ∈ R m >0 and t ∈ R m >0 and for any pair A, B ∈ {0, 1} define
where the expectation is over X and Y , assuming X, Y are independent. We say that the pair of distributions (q, r ) satisfies the Iterated Positive Correlation (IPC) property if
for every k ∈ [m] and for every s, t ∈ R m >0 . Note that in the definition above we implicitly assume that Pr[E Q m ] = 0, as otherwise some conditional expectations above might not be well defined. For the setting which we have in mind, this corresponds to the assumption that Z (G) = 0.
To gain some intuition about the IPC property it is instructive to examine the special case when 
Z B (G) ≤ Z (G).
A proof of Lemma 5.1 appears in Section V-B. To conclude Theorem 3.2 from the above it suffices to argue that the real stability assumption on local polynomials implies IPC. This is the subject of the next lemma Remark 5.3: We note that the IPC condition is significantly more general than the real stability assumption in 3.2 and there are examples of factor graphs which do not satisfy real stability, but IPC holds for them (see Section B). The downside of IPC might be however that there does not seem to be a simple way to verify it, especially since it is a global condition on the factor graph. On the other hand, the real stability assumption is only local and can be checked easily whenever the degrees of all factors are reasonably small.
B. Proof of the Lower Bound Under IPC
In this section, the following linear operator on the set of polynomials is used.
Definition 5.2: Let h(z 0 , z, y 0 , y) be a real polynomial with z 0 , y 0 being single variables and y, z being tuples of variables. Define
In other words, z 0 ,y 0 first applies the differential operator (1 + ∂ z 0 ∂ y 0 ) to h and then sets z 0 = y 0 = 0; the result is a polynomial in the variables (y, z).
The lemma below explains how the IPC property is related to polynomials. 
For any number k = 1, 2, . . . , m + 1 and for any two sequences a, b ∈ R m−k ≥0 of non-negative numbers, the polynomial f k−1 (z k , a k+1 , . . . , a m , y k , b k+1 , . . . , b m ) is of the form
where (up to scaling) h cd = E k (c, d) for every c, d ∈ {0, 1} (as in Definition 5.1 with a = s and b = t). Proof: We start by providing explicit formulas for the coefficients of f k−1 . Note first that all the operators z i ,y i are linear. Hence it is enough to consider only one monomial m i=1 z
o t h e r w i s e .
For this reason, the coefficient of m i=k z
where σ = (σ k , σ k+1 , . . . , σ m ) and τ = (τ k , τ k+1 , . . . , τ m ) .
In the language of probability this coefficient is equal to the probability that
when X and Y are distributed according to q and r respectively. Thus, when we consider
≥0 , the corresponding coefficients h cd are given by sums of the form
Again, probabilistically this corresponds to
and the lemma follows.
Lemma 5.5 ([4]):
Suppose h(x, y) = h 00 + h 10 x + h 01 y + h 11 x y is a bivariate multi-linear polynomial such that h i j ≥ 0 for all i, j ∈ {0, 1} and h 10 · h 01 ≤ h 00 · h 11 , then for every
Proof: Fix any α ≥ 0. It is not hard to prove that for α > 1, the left hand side of the inequality is actually 0, hence we can focus on α ∈ [0, 1]. Note also that we can assume that h 10 · h 10 = h 00 · h 11 since if h 10 · h 10 < h 00 · h 11 , we can keep increasing h 10 until the inequality becomes an equality, this way we might only increase the value of
h(x, y) x α y α but h 00 + h 11 stays the same. From h 10 · h 10 = h 00 · h 11 it then follows that that
Where ab = (a 0 b 0 , a 1 b 1 ). What then remains to prove is that
However, this follows from the fact that the KL-divergence between two probability distributions p, q ∈ 2 is nonnegative, when applied to:
. Lemma 5.6: Let q, r be distributions over {0, 1} m satisfying the IPC property. Then 
Note that g m is a constant polynomial given by
Let us fix β ∈ [0, 1] m , we prove that for every
Where y = (y k+1 , . . . , y m ) and z = (z k+1 , . . . , z m ) Note that for k = 0 we obtain the lemma. We proceed by induction starting from the base case k = m and go backwards with k = m − 1, . . . , 1, 0. The base case follows directly (with equality) from (10) . Suppose now that k ∈ {1, . . . , m} and (11) has been proved for all k with k ≥ k, we prove it for k − 1. Let us fix ε > 0 and values
It remains to show that
Towards this, write
and note that (12) follows from Lemma 5.5 if only we can justify its assumption, that is a, b) . The above follows from the IPC property because from Lemma 5.4 we have
Proof of Lemma 5.1: From Theorem 3.1 the Bethe approximation can be stated in the form of a polynomial optimization problem
Let L ∪ R = F be the bipartition of the set of factor nodes, i.e., there is no edge e ∈ E within L or R. In other words, every edge e has one endpoint a L e ∈ L and one endpoint a R e ∈ R, or in other words e = {a L e , a R e }. Let us split the product
corresponding to the bipartition. Let us now rename the variables in the above. For an edge e ∈ E and a = a L e we rename the variable x a,e to z e . Similarly, if a = a R e we rename x a,e to y e . Because the factor graph G is bipartite, the product (13) can be then rewritten as
In the above z a = {z e } e∈∂a , similarly for y a . Let us now define two polynomials q, r as follows
The expression (13) can be then further simplified to
Consequently, we arrive at the following form of the Bethe partition function
Since by the assumption, the corresponding distributions (q, r ) satisfy the IPC property, Lemma 5.6 implies that
It remains to observe that σ ∈{0,1} E q σ r σ = Z (G). To prove it, let us first interpret what the coefficients q σ , r σ mean in terms of the underlying factor graph. It is not hard to see that
which concludes the proof.
Remark 5.7:
The relaxation
was recently studied in [4] as a way to approximate the inner product q, r := σ q σ r σ . The proof of Lemma 5.6 borrows from ideas developed in this paper. Interestingly, it follows from the proof of Lemma 5.1 that the relaxation studied in [4] arises as a Bethe approximation of a certain factor graph. To see this, consider a FFG G with only two factors Q and R and m edges between them. The local functions are defined as g Q (σ ) = q σ and g R (σ ) = r σ .
In 
is a real stable polynomial, since q(z) and p(y) are real stable as products of real stable polynomials (see [44] 
is real stable. Indeed, this is a consequence of the fact that plugging in real constants into a real stable polynomial preserves real stability (see [44] ). Using a characterization of multilinear real stable polynomials by [10] , the real stability of h k−1 is equivalent to:
hence the IPC property holds. 1 The problem considered in [40] is in fact slightly different: computing σ ∈B q σ for a given family B ⊆ {0, 1} m . The relaxation under discussion is a simple variant of it for computing σ q σ r σ .
APPENDIX A THE SPECIAL CASE OF PERMANENT
We discuss the problem of computing the permanent of a nonnegative real matrix A ∈ R n×n . Recall that
Consider the following factor graph representation of permanents [46] , [50] . The nodes of graph G are a 1 , a 2 , . . . , a n , b 1 , b 2 , . . . , b n and there is an edge (a i , b j ) for every i, j ∈ {1, 2, . . . , n}. The local functions are then specified as follows: In other words, the local functions are putting constraints on the configurations saying that exactly one element per row is equal to 1 and similarly for columns: every column contains a single 1 and (n − 1) 0s. This implies that if σ ∈ {0, 1} n×n corresponds to a perfect matching M in the complete graph K n,n then g(σ ) = Note that such polynomials are real stable, as they are linear and all their coefficients are nonnegative. Such a polynomial, when evaluated at a point z ∈ C n×n with (z i, j ) > 0 for every i, j = 1, 2, . . . , n gives a value which also has a positive imaginary part, and hence is not a zero. (σ 1 , . . . , σ n ) for any σ ∈ {0, 1} n . In other words, they implement the "equality" constraint. The polynomial corresponding to both these factors is the same and equal to h ∈ R[x 1 , . . . , x n ].
Let us denote the corresponding distribution over {0, 1} n as defined in Section V-A by p, i.e., p takes the values (0, 0, . . . , 0) and (1, 1, . . . , 1) with probability 1 2 each. We now have.
Lemma B.1: The following conditions hold for G 1) The polynomial h is not real stable for any n ≥ 2.
2) The pair of distributions ( p, p) satisfied the IPC.
Proof:
The part 1. is easy to verify. Let z := e π i n . We have that (z) > 0 but h(z, z, . . . , z) = 1 + e πi = 0.
To show that ( p, p) satisfies IPC, consider any k ∈ [n] and fix s, t ∈ R n >0 . Note that
where E k is defined as in Definition 5.1. This is because the event that X k = 0 and Y k = 1 (or X k = 1 and Y k = 0) has probability 0. Hence IPC is trivially satisfied.
