The mode
Literally, the mode is strictly a measure of the most popular (frequent) value in a dataset and is often not a particularly good indicator of central tendency. Despite its limitations, the mode is the only means of measuring central tendency in a dataset containing nominal categorical values. For example, in a survey of 10 senior house officers (SHOs) asked which form of continual professional development (CPD) activity they preferred in preparation for a forthcoming examination, the following responses were obtained: viva practice 5, tutorial 3, in-theatre teaching 2, lecture 0. The mode of this dataset is viva practice as it is the largest (most popular) category. We might say that a 'typical' SHO prefers viva practice and plan the CPD time accordingly.
The mode may also be used for ordinal categorical data and for interval data, although the median or mean are more useful in these circumstances. For example, suppose a pilot study is undertaken to determine the severity of pain on injection of propofol in 10 patients and an ordinal verbal pain score system between 0-3 is used. The pain scores observed are: 0, 1, 1, 2, 2, 2, 2, 3, 3, 3. The mode of this dataset is a pain score of 2.
The median
The median is defined as the central datum when all of the data are arranged (ranked) in numerical order. As such, it is a literal measure of central tendency. When there are an even number of data, the mean (see below) of the two central data points is taken as the median. For the distribution of pain scores described above, the median pain score is again 2.
The median may be used for ordinal categorical data and for interval data. When analysing interval data, the median is preferred to the mean when the data are not normally (symmetrically) distributed, as it is less sensitive to the influence of outliers.
The mean
The mean is used to summarize interval data. As the mean may be influenced by outlying data points, it is best used as a measure of central tendency when the data is normally (symmetrically) distributed. Although several different means are defined, the arithmetic mean is most commonly used. The arithmetic mean is calculated by adding all the individual datum values in a dataset (x 1 þ x 2 þ . . . þ x n ) and dividing by the number of values (n) in the dataset.
The mean of ordinal categorical data is often reported in the literature (together with its associated measure of data spread, SD). For example, in the sample of verbal pain scores above, the mean score is 1.9. The use of mean and SD for ordinal data is controversial. For example, what does a pain score of 1.9 actually mean when using a categorical scale?
Measurement of spread of data (variability)
Once again, the first step in assessing spread of data is to examine it in either a 
Range
The simplest measure of data variability is the range, defined simply as the interval between the highest and lowest values in a distribution. It is of limited practical use in statistical analysis as it is obviously profoundly influenced by extreme outliers.
Percentiles
When a dataset is arranged in order of magnitude, it may be divided into 100 separate cut-off points ( percentiles). The xth percentile is defined as a cut-off point such that x% of the sample has a value equal to or less than the cut-off point. For example, the 35th percentile splits the data up into two groups containing, respectively, 35 and 65% of the data. Quartiles are used most commonly, i.e. lower (25th percentile), middle (50th percentile or median), and upper (75th percentile). They split the data into four equal groups. The interquartile range (IQR) is often quoted when referring to interval data that is not normally distributed. If the 25th percentile value (lower quartile) of a dataset is 10 and the 75th percentile value (upper quartile) is 40, the IQR may be expressed as either 10-40 or simply as 30. Percentiles and quartiles may be estimated from a cumulative frequency curve.
A useful graphical representation of the distribution of interval data is the box and whisker plot. For example, the box and whisker plot in Figure 1 has been produced from the marks obtained by a cohort of candidates taking an examination. The upper and lower limits of the box (hinges) represent the upper and lower quartiles, respectively. The horizontal line inside the box is the median and the whiskers represent extreme values, in this case the 10th and 90th percentiles. Any further outliers are represented by asterisks.
The normal distribution
The most important and useful distribution of data in statistical analysis is the normal or Gaussian distribution (Fig. 2) . It is also often referred to as a parametric distribution because two key parameters which fully describe its shape can be defined (the mean and SD). A normal distribution is characterized by a unimodal, symmetrical, bell-shaped curve when interval data are represented by a histogram or line graph.
Much biological data such as height and mean arterial blood pressure in healthy adults are normally distributed. In clinical trials, sample data drawn from such a population will also follow a normal distribution provided the sample size is reasonably large (e.g. .100 in each group). However, it is not actually necessary for sample data to follow a normal distribution in order to subject the data to parametric statistical analysis (which is often the case with the smaller sample sizes described in clinical studies). Rather, it is necessary for the sample data to be compatible with having been drawn from a population, which is normally distributed. Thus, although visual inspection of the frequency curve is useful and should always be undertaken, with smaller sample sizes it may not be obvious that the sample data is compatible with normally distributed population data. Data can be subjected to formal statistical analysis for evidence of normality using a variety of tests (e.g. ShapiroWilkes test, D'Agostino-Pearson omnibus test). However, these tests should be used with caution for very small samples as they may then give false positive results. If in doubt as to whether data is normally distributed or not, it is safer to use non-parametric inferential statistical analysis which is not based on any assumptions about the shape of the frequency distribution curve.
The normal distribution shown in Figure 2 has a mean of 20 and a SD of 4. The mean positions the frequency curve on the x-axis. The spread (width) of the curve around the mean is determined by its SD. The shape of any normal distribution frequency curve is entirely described by these two parameters. The centre of the distribution occurs at the zenith and all three measures of Statistics: Central tendency and spread of data central tendency (mode, median, and mean) are equal and described by the zenith.
For a population, the SD is calculated by summing the squares of all the individual differences of each datum value from the mean, then by calculating the mean of this value, and finally by calculating the square root. The process of squaring the differences followed by taking the square root results in all of the differences being converted into positive values. Otherwise, the SD would always be zero.
where m ¼ population mean and n ¼ population size.
As clinical research rarely deals with populations but with (random) samples drawn from the population, the SD of a sample is:
where x ¼ sample mean and n ¼ sample size. It is expressed in the same units as those of the mean from which it is derived.
For parametric (normally distributed, symmetrical) data, the mean and SD are the appropriate measures of central tendency and variability of the data. For non-parametric data, the median is the appropriate central tendency measure and the IQR is the appropriate measure of the variability of the data.
In a normal distribution, approximately two-thirds of the data (68%) lie within +1 SD of the mean, approximately 95% of the data lie within +2 SD of the mean (sometimes quoted more accurately as + 1.96 SD) and approximately 99.7% of the data lie within + 3 SD of the mean.
Several other sample statistics related to the sample SD are often used in statistical analysis, e.g. sample variance is defined as SD 2 , standard error of the mean (SEM) ¼ SD/ ffiffi ffi n p
The standard normal distribution
The standard normal distribution is defined as having a mean ¼ 0 and SD ¼ 1. Any normal distribution may be converted into the standard normal distribution according to the formula: z ¼ (x i 2 m)/s, where x i is a datum value from the original distribution, m is the mean of the original normal distribution, and s is the SD of original normal distribution. The standard normal distribution is therefore sometimes referred to as the z-distribution. A z-value indicates the number of SDs, a datum value is above or below the mean.
The standard normal distribution may be useful in comparing different normal distributions. For example, suppose we wish to consider two candidates for a job by comparing their performance in a qualifying examination set by different examination boards. They might both have scored 60% but it would not be surprising if the mean and SD of the marks obtained in each of the examinations was different. The raw marks obtained by candidates may be converted into z-values, equivalent to the number of SDs that the scores are from the mean of zero, according to the equation: z-value ¼ (x i 2 m)/s, where x i ¼ a candidate's raw score, m ¼ mean mark of the population of all the candidates in each particular examination, and s ¼ SD of the population of all the marks obtained in each particular examination.
If candidate 1 scored 60% in an examination with a mean mark of 70% and SD of 10%, the corresponding z-value mark is 21. His performance was 1 SD below the mean for that examination, i.e. his mark was at the level of the 16th percentile [50 2 (68/2)] for his cohort. If candidate 2 scored 60% in an examination with a mean mark of 40% and SD 10%, the corresponding z-value mark is þ2. His performance was 2 SD above the mean for that examination, i.e. his mark was at the level of the 97.5 percentile [50 þ (95/2)] for his cohort.
Even with the same pass mark, candidate 2 is seen to have performed better. In this context, the z-values are equivalent to the candidates' standard normal scores in their examinations. Strictly speaking, candidate 2 performed better in relation to his cohort, not to an absolute standard. If the two cohorts were of widely differing general ability then our conclusion that candidate 2 was more able based on his better standard normal score might be invalid.
Standard deviation vs SEM
When the results of statistical analyses are reported, the SD and SEM are sometimes used inappropriately. For example, authors may quote the range of their sample data as mean + SEM rather than mean + SD. The temptation to do this follows from the fact that by definition, the SEM decreases as sample size increases (SEM ¼ SD/ ffiffi ffi n p ). When statistics comparing two or more groups are quoted in this way, any differences between them appear more significant than when the SD is quoted. The SD should always be used when describing the variability of the actual sample data. The SEM is used specifically to describe the precision of the sample mean, i.e. how far is the sample mean from the population mean. The 95% confidence interval (see future article) for the population mean ¼ sample mean + 2 SEM.
Skewness and kurtosis
Two terms may be defined with reference to the shape of a frequency curve, kurtosis and skewness. Kurtosis describes the peakedness of the curve whereas skewnesss describes the symmetry of the curve. A positive kurtosis indicates a frequency distribution with a sharper peak and a longer tail than a normal distribution; a negative kurtosis indicates a wide, flattened distribution. The standard normal distribution has a kurtosis of zero. If a frequency curve has a longer upper tail, the data is positively skewed; if the data has a longer lower tail, it is negatively skewed. The distribution shown in Figure 3 is positively skewed. It is evident from the frequency curve that the mean has been shifted to the right by the skewed data; although the median has also shifted, it has been influenced less by the outliers on the upper tail and is the appropriate measure of central tendency for skewed distributions. Biological data not infrequently follows such a distribution, examples being adult weight, white cell count of healthy individuals, and serum triglyceride concentrations. Negatively skewed data is relatively uncommon.
When faced with a sample that comprises non-normally distributed (skewed) data, there are two choices: to accept the distribution as it is and use non-parametric inferential statistical analysis or to attempt to transform the data into a normal distribution. Common methods of transforming skewed data into a normal distribution are logarithmic, square root, and reciprocal transformations.
