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1. Introduction
Divisors or codimension two symplectic submanifolds play an important
role in Gromov-Witten theory and symplectic geometry. For example, there
is now a well-known degeneration operation to decompose a symplectic man-
ifold X into X1 ∪Z X2 a union of X1,X2, along a common divisor Z. To
utilize the above degeneration to compute Gromov-Witten invariants induc-
tively, one needs to develop the relative Gromov-Witten theory of the pair
(X,Z). Such a theory and its degeneration formula were first constructed
by Li-Ruan [LR] ( see Ionel and Parker [IP] for a different version and J. Li
[Li1, Li2] for an algebraic treatment).
Maulik and Pandharipande [MP] systematically studied the degeneration
formula for the degeneration X → X ∪Z PZ , where PZ is the projective
closure of the normal bundle NZ . By introducing a certain partial order on
1Partially supported by the NSFC Grant 10631050, NKBRPC(2006CB805905) and
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relative invariants, they interpreted the degeneration formula as a “corre-
spondence”, a complicated upper triangular linear map from relative invari-
ants to absolute invariants. One consequence of their correspondence is that
the absolute and relative invariants determine each other. Such a correspon-
dence is a very powerful tool in determining the totality of Gromov-Witten
theory. But it is not effective in determining any single invariant. A nat-
ural question is if a divisor with a stronger condition will give us a much
stronger correspondence? We answer this affirmatively for so-called posi-
tive symplectic divisors. We call a symplectic divisor Z positive if for some
tamed almost complex structure J , C1(NZ)(A) > 0 for any A represented
by a non-trivial J-sphere in Z. This is a generalization of ample divisor from
algebraic geometry. One of our main theorems is the following comparison
theorem.
We call 0 6= A ∈ H2(Z,Z) stably effective if there is a nonzero genus
zero Gromov-Witten invariant of Z with class A. Let π : PZ → Z be
the projection. Maulik and Pandharipande show that any nonzero absolute
or relative Gromov-Witten invariant of PZ is determined by the Gromov-
Witten invariants of Z. It is a direct consequence of their argument that if
a nonzero genus zero Gromov-Witten or relative Gromov-Witten invariant
of PZ has class B, then π∗(B) =
∑
i aiAi for stably effective Ai ∈ H2(Z,Z)
and ai ∈ Z+. Let V = min {C1(NZ(A)) | A ∈ H2(Z,Z) is stably effective}.
Theorem 1.1. Suppose that Z is a positive divisor and V ≥ l. Then for
A ∈ H2(X,Z), αi ∈ H∗(X,R), 1 ≤ i ≤ µ, and βj ∈ H∗(Z,R), 1 ≤ j ≤ l, we
have
〈α1, · · · , αµ, ι!(β1), · · · , ι!(βl)〉XA
=
∑
T
〈α1, · · · , αµ | T 〉X,ZA ,
where ι : Z →֒ X and ι! = PDι∗PD, the summation runs over all possible
weighted partitions T = {(1, γ1), · · · , (1, γq), (1, [Z]), · · · , (1, [Z])} of Z · A,
where γi’s are the products of some βj classes.
McDuff [M1] also considered the similar comparison result in the some
special case. For readers familiar with Maulik-Pandharipande’s relative/absolute
correspondence, the above theorem means that there is no lower order term
in the degeneration formula.
The second motivation comes from symplectic birational geometry. A
fundamental problem in symplectic geometry is to generalize birational ge-
ometry to symplectic geometry. In the 80’s, Mori introduced a program to-
wards the birational classification of algebraic manifolds of dimension three
and up. In 90’s, the last author [R1] speculated that there should be a sym-
plectic geometric program. First of all, since there is no notion of regular
or rational function in symplectic geometry, we must therefore first define
the appropriate notion of symplectic birational equivalence. For this pur-
pose, in [HLR], the authors proposed to use Guillemin-Sternberg’s birational
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cobordism to replace birational maps. Secondly, we need to study what geo-
metric properties behave nicely under this birational cobordism. In [HLR],
the authors defined the uniruledness of symplecitc manifolds by requiring
a nonzero Gromov-Witten invariant with a point insertion and settled suc-
cessfully the fundamental birational cobordism invariance of uniruledness.
McDuff [M2] proved that Hamiltonian S1-manifolds are uniruled using the
techniques from [HLR].
Furthermore, Tian-Jun Li and the second author [LtjR] investigate the
dichotomy of uniruled symplectic divisors. The dichotomy asserts that if
the normal bundle is non-negative in some sense, then the ambient manifold
is uniruled.
It is clear that our stronger comparison theorem should yield stronger re-
sults. This is indeed the case. As an application of our comparison theorem,
we investigate symplectic rationally connected manifolds. Similar to the case
of uniruledness (see [HLR]), we define the notion of k-point (strongly) ratio-
nal connectedness by requiring a non-zero (primary) Gromov-Witten invari-
ant with k point insertions (see section five for the detailed discussion). Of
course, one important problem here of interest is whether the notion of sym-
plectic k-point rational connectedness is invariant under birational cobor-
dism given in [HLR]. From the blowup formula of [H1, H2, H3, HZ, La], we
know that symplectic rational connectedness is invariant under the symplec-
tic blowup along points and some special submanifolds with convex normal
bundles. The general case is still unknown. We should mention that a
longstanding problem in Gromov-Witten theory is to characterize algebraic
rationally connectedness in terms of Gromov-Witten theory. Our second
main theorem is the following theorem analogous to the theorem of McDuff
[M3, LtjR] for uniruled divisors.
Theorem 1.2. Let (X,ω) be a compact 2n dimensional symplectic manifold
which contains a submanifold P symplectomorphic to Pn−1 whose normal
Chern number m ≥ 2, then X is strongly rationally connected.
The paper is organized as follows. In section two, we first review Gromov-
Witten theory and its degeneration formula to set up the notation. In Sec-
tion three, we prove some vanishing and non-vanishing results for relative
Gromov-Witten invariants of P1-bundles. In section four, we prove a com-
parison theorem between absolute and relative Gromov-Witten invariants.
In section five, we generalize the from divisor to ambient space inductive
construction of [LtjR] to the case k-point rational connectedness.
Acknowledgements: Both of the authors would like to thank Zhenbo Qin
who took part in the early time of this work. This article was prepared
during the first author’s visit to the Department of Mathematics, Univer-
sity of Michigan-Ann Arbor and the Department of Mathematics, University
of Missouri-Columbia. The first author is grateful to the departments for
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their hospitality. The authors would like to thank Tian-Jun Li for his valu-
able suggestions and telling us about McDuff’s work. Thanks also to A.
Greenspoon for his editorial assistance.
2. Preliminaries
In this section, we want to review briefly the constructions of virtual
integration in the definitions of the absolute and relative GW invariants,
which are the main tool of our paper. We refer to [R1, LR] for the details.
2.1. GW-invariants. Suppose that (X,ω) is a compact symplectic mani-
fold and J is a tamed almost complex structure.
Definition 2.1. A stable J−holomorphic map is an equivalence class of
pairs (Σ, f). Here Σ is a connected nodal marked Riemann surface with
arithmetic genus g, k smooth marked points x1, ..., xk, and f : Σ −→ X is
a continuous map whose restriction to each component of Σ (called a com-
ponent of f in short) is J-holomorphic. Furthermore, it satisfies the stability
condition: if f |S2 is constant (called a ghost bubble) for some S2−component,
then the S2−component has at least three special points (marked points or
nodal points). (Σ, f), (Σ′, f ′) are equivalent, or (Σ, f) ∼ (Σ′, f ′), if there is
a biholomorphic map h : Σ′ −→ Σ such that f ′ = f ◦ h.
An essential feature of Definition 2.1 is that, for a stable J−holomorphic
map (Σ, f), the automorphism group
Aut(Σ, f) = {h | h ◦ (Σ, f) = (Σ, f)}
is finite. We define the moduli space MXA (g, k, J) to be the set of equiva-
lence classes of stable J−holomorphic maps such that [f ] = f∗[Σ] = A ∈
H2(X,Z). The virtual dimension of MXA (g, k, J) is computed by index the-
ory,
virdimRMXA (g, k, J) = 2c1(A) + 2(n − 3)(1 − g) + 2k,
where n is the complex dimension of X.
Unfortunately,MXA (g, k, J) is highly singular and may have larger dimen-
sion than the virtual dimension. To extract invariants, we use the following
virtual neighborhood method.
First, we drop the J-holomorphic condition from the previous definition
and require only that each component of f be smooth. We call the resulting
object a stable map or a C∞-stable map. Denote the corresponding space of
equivalence classes by BXA (g, k, J). BXA (g, k, J) is clearly an infinite dimen-
sional space. It has a natural stratification given by the topological type of
Σ together with the fundamental classes of the components of f . The sta-
bility condition ensures that BXA (g, k, J) has only finitely many strata such
that each stratum is a Fre´chet orbifold. Further, one can use the preglu-
ing construction to define a topology on BXA (g, k, J) which is Hausdorff and
makes MXA (g, k, J) a compact subspace. (see [R1]).
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We can define another infinite dimensional space Ω0,1 together with a map
π : Ω0,1 −→ BXA (g, k, J)
such that the fiber is π−1(Σ, f) = Ω0,1(f∗TX). The Cauchy-Riemann oper-
ator is now interpreted as a section of π : Ω0,1 −→ BXA (g, k, J),
∂J : BXA (g, k, J) → Ω0,1
with ∂
−1
J (0) nothing but MXA (g, k, J).
At each (Σ, f) ∈ MXA (g, k, J), there is a canonical decomposition of the
tangent space of Ω0,1 into the horizontal piece and the vertical piece. Thus
we can linearize ∂J with respect to deformations of stable maps and project
to the vertical piece to obtain an elliptic complex
(1) LΣ,f : Ω
0(f∗TX) −→ Ω0,1(f∗TX).
Several explanations are in order for formula (1). Choose a compatible
Riemannian metric on X and let ∇ be the Levi-Civita connection.
When Σ is irreducible, ∇ induces a connection on f∗TX, still denoted by
∇. Then LΣ,f = ∇, where ∇ is the projection of ∇ onto the (0, 1)-factor.
When Σ is reducible, formula (1) is interpreted as follows. For simplicity,
suppose that Σ is the union of Σ1 and Σ2 intersecting at p ∈ Σ1 and q ∈ Σ2.
Let the corresponding maps be f1 and f2. Then define
Ω0(f∗TX) = {(v1, v2) ∈ Ω0(f∗1TX)× Ω0(f∗2TX) | v1(p) = v2(q)}
and
Ω0,1(f∗TX) = Ω0,1(f∗1TX)⊕ Ω0,1(f∗2TX).
LΣ,f is then the restriction of LΣ1,f1 ⊕ LΣ2,f2 to Ω0. It is clear that
KerLΣ,f = {(v1, v2) ∈ KerLΣ1,f1 ×KerLΣ2,f2 | v1(p) = v2(q)}.
To understand CokerLΣ,f geometrically, it is convenient to use another el-
liptic complex. The idea is as follows. We would like to drop the condition
v1(p) = v2(q). To keep the index unchanged, we need to enlarge Ω
0,1(f∗TX).
A standard method motivated by algebraic geometry is to allow a simple
pole at the intersection point. This leads to
L˜Σ,f : Ω˜
0(f∗TX) −→ Ω˜0,1(f∗TX),
where
Ω˜0(f∗TX) = Ω0(f∗1TX)× Ω0(f∗2TX),
Ω˜0,1(f∗TX) = {(v1, v2) ∈ Ω0,1(f∗1TX ⊗O(p))× Ω0,1(f∗1TX ⊗O(q)) |
Respv1 +Resqv2 = 0},
and
L˜Σ,f = L˜Σ1,f1 ⊕ L˜Σ2,f2 .
It is well-known that
KerLΣ,f ∼= Ker L˜Σ,f , CokerLΣ,f ∼= Coker L˜Σ,f .
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Therefore
CokerLΣ,f = {(v1, v2) ∈ Coker L˜Σ1,f1 × Coker L˜Σ2,f2 |
Respv1 +Resqv2 = 0}.
If Σ has more than two components, the construction above extends in a
straightforward fashion.
To consider the full linearization of ∂J , we have to include the deformation
space Def(Σ) of the nodal marked Riemann surface Σ. Def(Σ) fits into the
short exact sequence,
0 −→ H1(TΣ) −→ Def(Σ) −→ TpΣ1 ⊗ TqΣ2 −→ 0,
where the first term represents the deformation space of Σ preserving the
nodal point and the third term represents the smoothing of the nodal point.
Moreover, H1(TΣ) is a product, with each factor being the deformation
space of a component while treating the nodal point as a new marked point.
The full linearization of ∂J is given by LΣ,f ⊕ 12Jdf . Denote
Def(Σ, f) = Ker(LΣ,f ⊕ 1
2
Jdf)/TeAut(Σ),
Obs(Σ, f) = Coker(LΣ,f ⊕ 1
2
Jdf).
When Obs(Σ, f) = 0, (Σ, f) is a smooth point of the moduli space and
Def(Σ, f) is its tangent space.
Now we choose a nearby symplectic form ω′ such that ω′ is tamed with J
and [ω′] is a rational cohomology class. Using ω′, B. Siebert [S1] (see also the
appendix in [R1]) constructed a natural finite dimensional vector bundle over
BA(g, k, J). It has the property of dominating any local finite dimensional
orbifold bundle as follows. Let U be a neighborhood of (Σ, f) ∈ BA(g, k, J)
and FU be an orbifold bundle over U . Then Siebert constructed a bundle E
over BA(g, k, J) such that there is a surjective bundle map E|U −→ FU .
For each (Σ, f) ∈ MA(g, k, J), Obs(Σ, f) extends to a local orbifold bun-
dle F (Σ, f) over a neighborhood U˜Σ,f of (Σ, f). Then we use Siebert’s
construction to find a global orbifold bundle E(Σ, f) dominating F (Σ, f).
In fact, any global orbifold bundle with this property will work. We also
remark that it is often convenient to replace Obs(Σ, f) by CokerLΣ,f in the
construction. Over each U˜Σ,f , by the domination property, we can construct
a stabilizing term ηΣ,f : E(Σ, f) −→ Ω0,1 supported in U˜Σ,f such that ηΣ,f
is surjective onto Obs(Σ, f) at (Σ, f). Obviously, ηΣ,f can be viewed as a
map from E(Σ, f) to Ω0,1. Then the stabilizing equation
∂J + ηΣ,f : E(Σ, f)→ Ω0,1, ((Σ′, f ′), e)→ ∂Jf ′ + ηΣ,f (e)
has no cokernel at (Σ, f). By semicontinuity, it has no cokernel in a neigh-
borhood UΣ,f ⊂ U˜Σ,f .
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Since MXA (g, k, J) is compact, there are finitely many Uγ = UΣγ ,fγ cover-
ing MXA (g, k, J). Let
U = ∪γUγ , E = ⊕γE(Σγ , fγ), η =
∑
γ
ηΣγ ,fγ .
Consider the finite dimensional vector bundle over U , p : E|U −→ U . The
stabilizing equation ∂J + η can be interpreted as a section of the bundle
p∗Ω0,1 → E|U . By construction, this section
∂J + η : E|U → p∗Ω0,1
is transverse to the zero section of p∗Ω0,1 → E|U .
The set UXSe = (∂J + η)
−1(0) is called the virtual neighborhood in [R1].
The heart of [R1] is to show that UXSe has the structure of a C
1−manifold.
Notice that UXSe ⊂ E|U . Over UXSe there is the tautological bundle
EX = p∗(E|U )|UX
Se
.
It comes with the tautological inclusion map
SX : U
X
Se −→ EX , ((Σ′, f ′), e)→ e,
which can be viewed as a section of EX . It is easy to check that
S−1X (0) =M
X
A (g, k, J).
Furthermore, one can show that SX is a proper section.
Note that the stratification of BA(g, k, J) induces a natural stratification
of E . We can define ηγ = ηΣγ ,fγ inductively from lower stratum to higher
stratum. For example, we can first define ηγ on a stratum and extend to
a neighborhood. Then we define ηγ+1 at the next stratum supported away
from lower strata. One consequence of this construction is that UXSe has the
same stratification as that of E . Namely, if BD′ ⊂ BD is a lower stratum,
UXSe ∩ E|BD′ ⊂ UXSe ∩ E|BD
is a submanifold of codimension at least 2.
There are evaluation maps
evi : BA(g, k, J) −→ X, (Σ, f)→ f(xi),
for 1 ≤ i ≤ k. evi induces a natural map from USe −→ Xk, which can be
shown to be smooth.
Let Θ be the Thom form of the finite dimensional bundle EX → UXSe .
Definition 2.2. The (primary) Gromov-Witten invariant is defined as
〈α1, · · · , αk〉Xg,A =
∫
USe
S∗XΘ ∧Πiev∗i αi,
where αi ∈ H∗(X;R). For the genus zero case, we also write 〈α1, · · · , αk〉XA =
〈α1, · · · , αk〉X0,A.
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Definition 2.3. For each marked point xi, we define an orbifold complex
line bundle Li over BXA (g, k, J) whose fiber is T ∗xiΣ at (Σ, f). Such a line
bundle can be pulled back to UXSe (still denoted by Li). Denote c1(Li), the
first Chern class of Li, by ψi.
Definition 2.4. The descendent Gromov-Witten invariant is defined as
〈τd1α1, · · · , τdkαk〉Xg,A =
∫
UX
Se
S∗XΘ ∧Πiψdii ∧ ev∗i αi,
where αi ∈ H∗(X;R).
Remark 2.5. In the stable range 2g + k ≥ 3, one can also define non-
primary GW invariants (See e.g. [R1]). Recall that there is a map π :
BXA (g, k, J) →Mg,k contracting the unstable components of the source Rie-
mann surface. We can introduce a class κ from the Deligne-Mumford space
via π to define the ancestor GW invariants
〈κ | Πiαi〉Xg,A =
∫
UX
Se
S∗XΘ ∧ π∗κ ∧Πiev∗i αi.
The primary Gromov-Witten invariants are the special invariants with the
point class in M0,k.
Remark 2.6. For computational purpose we would mention the following
variation of the virtual neighborhood construction. Suppose ι : D ⊂ X is a
submanifold. For α ∈ H∗(D;R) we define ι!(α) ∈ H∗(X;R) via the transfer
map ι! = PDX ◦ ι∗ ◦ PDD. One can construct Gromov-Witten invariants
with an insertion of the form ι!(α) as follows. Apply the virtual neighborhood
construction to the compact subspace
MA(g, k, J) ∩ ev−11 (D)
in BXA (g, k, J,D) = ev−11 (D) to obtain a virtual neighborhood USe(D) to-
gether with the natural map evD : USe(D) −→ D. It is easy to show that
〈τd1ι!(α), τd2β2, · · · , τdkβk〉Xg,A =
∫
USe (D)
S∗Θ ∧ ev∗Dα ∧
k∏
i=2
ψdii ev
∗
i βi.
Remark 2.7. For each 〈τd1α1, · · · , τdkαk〉Xg,A, we can conveniently associate
a simple graph Γ of one vertex decorated by (g,A) and a tail for each marked
point. We then further decorate each tail by (di, αi) and call the resulting
graph Γ({(di, αi)}) a weighted graph. Using the weighted graph notation,
we denote the above invariant by 〈Γ({(di, αi)})〉X . We can also consider
the disjoint union Γ• of several such graphs and use AΓ• , gΓ• to denote the
total homology class and total arithmetic genus. Here the total arithmetic
genus is 1 +
∑
(gi − 1). Then, we define 〈Γ•({(di, αi)})〉X as the product of
Gromov-Witten invariants of the connected components.
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2.2. Relative GW-invariants. In this section, we will review the relative
GW-invariants. The readers can find more details in the reference [LR].
Let Z ⊂ X be a real codimension 2 symplectic submanifold. Suppose
that J is an ω−tamed almost complex structure on X preserving TZ, i.e.
making Z an almost complex submanifold. The relative Gromov-Witten in-
variants are defined by counting the number of stable J−holomorphic maps
intersecting Z at finitely many points with prescribed tangency. More pre-
cisely, fix a k-tuple Tk = (t1, · · · , tk) of positive integers, consider a marked
pre-stable curve
(C, x1, · · · , xm, y1, · · · , yk)
and stable J−holomorphic map f : C −→ X such that the divisor f∗Z is
f∗Z =
∑
i
tiyi.
One would like to consider the moduli space of such curves and apply the
virtual neighborhood technique to construct the relative invariants. But this
scheme needs modification as the moduli space is not compact. It is true
that for a sequence of J−holomorphic maps (Σn, fn) as above, by possibly
passing to a subsequence, fn will still converge to a stable J-holomorphic
map (Σ, f). However the limit (Σ, f) may have some Z−components, i.e.
components whose images under f lie entirely in Z.
To deal with this problem the authors in [LR] adopt the open cylinder
model. Choose a Hamiltonian S1 function H in a closed ǫ−symplectic tubu-
lar neighborhood X0 of Z with H(X0) = [−ǫ, 0] and Z = H−1(−ǫ). Next
we need to choose an almost complex structure with nice properties near
Z. An almost complex structure J on X is said to be tamed relative to
Z if J is ω-tamed, S1−invariant for some (X0,H), and such that Z is an
almost complex submanifold. The set of such J is nonempty and forms a
contractible space. With such a choice of almost complex structure, X0 can
be viewed as a neighborhood of the zero section of the complex line bundle
NZ|X with the S
1 action given by the complex multiplication e2πiθ. Now we
remove Z. The end of X − Z is simply X0 − Z. Recall that the punctured
disc D − {0} is biholomorphic to the half cylinder S1 × [0,∞). Therefore,
as an almost complex manifold, X0 − Z can be viewed as the translation
invariant almost complex half cylinder P × [0,∞) where P = H−1(0). In
this sense, X−Z is viewed as a manifold with almost complex cylinder end.
Now we consider a holomorphic map in the cylinder model where the
marked points mapped into Z are removed from the domain surface. Again
we can view a punctured neighborhood of each of these marked points as
a half cylinder S1 × [0,∞). With such a J , a J−holomorphic map of
X intersecting Z at finitely many points then exactly corresponds to a
J−holomorphic map to the open manifold X − Z from a punctured Rie-
mann surface which converges to (a multiple of) an S1−orbit at a puncture
point.
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Now we reconsider the convergence of (Σn, fn) in the cylinder model.
The creation of a Z−component fν corresponds to disappearance of a part
of im(fn) to infinity. We can use translation to rescale back the missing part
of im(fn). In the limit, we may obtain a stable map f˜ν into P × R. When
we obtain X from the cylinder model, we need to collapse the S1-action at
infinity. Therefore, in the limit, we need to take into account maps into the
closure of P × R. Let Y be the projective completion of the normal bundle
NZ|X , i.e. Y = P(NZ|X ⊕ C). Then Y has a zero section Z0 and an infinity
section Z∞. We view Z ⊂ X as the zero section. One can further show that
f˜ν is indeed a stable map into Y with the stability specified below.
To form a compact moduli space of such maps we thus must allow the
target X to degenerate as well (compare with [Li1]). For any non-negative
integer m, construct Ym by gluing together m copies of Y , where the infinity
section of the ith component is glued to the zero section of the (i + 1)st
component for 1 ≤ i ≤ m. Denote the zero section of the ith component
by Zi−1, and the infinity section by Zi, so Sing Ym = ∪m−1i=1 Zi. We will
also denote Zm by Z∞ if there is no possible confusion. Define Xm by
gluing X along Z to Ym along Z0. Thus Sing Xm = ∪m−1i=0 Zi and X0 = X.
X0 = X will be referred to as the root component and the other irreducible
components will be called the bubble components. Let AutZYm be the group
of automorphisms of Ym preserving Z0, Zm, and the morphism to Z. And let
AutZXm be the group of automorphisms of Xm preserving X (and Z) and
with restriction to Ym being contained in AutZYm (so AutZXm = AutZYm ∼=
(C∗)m, where each factor of (C∗)m dilates the fibers of the P1−bundle Yi −→
Zi). Denote by π[m] : Xm −→ X the map which is the identity on the root
component X0 and contracts all the bubble components to Z0 via the fiber
bundle projections.
Now consider a nodal curve C mapped into Xm by f : C −→ Xm with
specified tangency to Z. There are two types of marked points:
(i) absolute marked points whose images under f lie outside Z, labeled
by xi,
(ii) relative marked points which are mapped into Z by f , labeled by yj.
A relative J−holomorphic map f : C −→ Xm is said to be pre-deformable
if f−1(Zi) consists of a union of nodes such that for each node p ∈ f−1(Zi), i =
1, 2, · · · ,m, the two branches at the node are mapped to different irreducible
components of Xm and the orders of contact to Zi are equal.
An isomorphism of two such J−holomorphic maps f and f ′ toXm consists
of a diagram
(C, x1, · · · , xl, y1, · · · , yk) f−→ Xm
h ↓ ↓ t
(C ′, x′1, · · · , x′l, y′1, · · · , y′k)
f ′−→ Xm
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where h is an isomorphism of marked curves and t ∈ AutZ(Xm). With the
preceding understood, a relative J−holomorphic map to Xm is said to be
stable if it has only finitely many automorphisms.
We introduced the notion of a weighted graph in Remark 2.7. We need
to refine it for relative stable maps to (X,Z). A (connected) relative graph
Γ consists of the following data:
(1) a vertex decorated by A ∈ H2(X;Z) and genus g,
(2) a tail for each absolute marked point,
(3) a relative tail for each relative marked point.
Definition 2.8. Let Γ be a relative graph with k (ordered) relative tails
and Tk = (t1, · · · , tk), a k−tuple of positive integers forming a partition of
A · Z. A relative J−holomorphic map to (X,Z) with type (Γ, Tk) consists
of a marked curve (C, x1, · · · , xl, y1, · · · , yk) and a map f : C −→ Xm for
some non-negative integer m such that
(i) C is a connected curve (possibly reducible) of arithmetic genus g,
(ii) the map
πm ◦ f : C −→ Xm −→ X
satisfies (πm ◦ f)∗[C] = A,
(iii) the xi, 1 ≤ i ≤ l, are the absolute marked points,
(iv) the yi, 1 ≤ i ≤ k, are the relative marked points,
(v) f∗Zm =
∑k
i=1 tiyi.
Let MΓ,Tk(X,Z, J) be the moduli space of pre-deformable relative stable
J−holomorphic maps with type (Γ, Tk). Notice that for an element f : C →
Xm in MΓ,Tk(X,Z, J) the intersection pattern with Z0, ..., Zm−1 is only
constrained by the genus condition and the pre-deformability condition.
Now we apply the virtual neighborhood technique to construct UX,ZSe ,
EX,Z , SX,Z as in section 2.1. Consider the configuration space BΓ(X,Z, J) of
equivalence classes of smooth pre-deformable relative stable maps. Here we
still take the equivalence class under C∗-action on the fibers of P(NZ|X⊕C).
In particular, the subgroup of C∗ fixing such a map is required to be finite.
The maps are required to intersect the Zi only at finitely many points in
the domain curve. Further, at these points, the map is required to have
a holomorphic leading term in the normal Taylor expansion for any local
chart of X taking Z to a coordinate hyperplane and being holomorphic in
the normal direction along Z. Thus the notion of contact order still makes
sense, and we can still impose the pre-deformability condition and contact
order condition at the yi being governed by Tk.
Next, we can define Ω1 similarly. We also need to understand the Obs
space. The discussion is similar to that of stable maps.
According to its label, a relative stable map is naturally divided into
components of two types:
(i) a stable map in X intersecting Z transversely, called a rigid factor;
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(ii) a stable map in P(NZ|X ⊕ C) such that its projection to Z is stable
and it intersects Z0, Z∞ transversely, called a rubber factor.
For each component (Σ, f), we also have the extra condition that f in-
tersects Z0 or Z∞ with an order fixed by the graph.
Suppose that f(yi) ∈ Z0 or Z∞ with order ti. The analog of (1) is
LX,ZΣ,f : Ω
0
r −→ Ω0,1r .
Here an element u ∈ Ω0r is an element of Ω0(f∗TX) or Ω0(f∗TP(NZ|X⊕C))
with the following property: Choose a unitary connection on N so that
we can decompose the tangent bundle of P(NZ|X ⊕ C) into tangent and
normal directions. Near f(yi), u(yi) can be decomposed into (uZ , uN ) where
uZ , uN are tangent and normal components, respectively. Now we require
that uN vanish at yi with order ti. When Σ consists of two components
joined at one point, we require their uZ components be the same at the
intersection point.
We can also consider the analog of L˜Σ,f ,
L˜X,ZΣ,f ⊕⊕iTti : Ω˜0r −→ Ω˜0,1r ⊕⊕iJ tii .
Here Ω˜0r = {u ∈ Ω0 | uN (yi) = 0}. Also an element v ∈ Ω˜0,1r is required to
have a simple pole at each yi such that Resyiv ∈ TZ, and if two components
are joined together, we require that the sum of the residues be zero. Each
summand
J tii ∼= ⊕ti−1j=1 Hom((TyiΣ)j, Nf(yi))
is the (ti − 1)-jet space, and the map Tti(f) is the (ti − 1)-jet of f at yi, i.e.
the first (ti − 1) terms of the Taylor polynomial.
It is clear that Coker L˜X,ZΣ has a similar description as Coker L˜
X
Σ , the only
difference being that we require the residue at each nodal point be in TZ.
Moreover,
L˜X,ZΣ,f ⊕⊕iTti = L˜X,ZΣ,f ⊕⊕iTti |Ker L˜X,ZΣ,f .
Finally the process of adding the deformation of a nodal Riemann surface
is identical.
In addition to the evaluation maps on BΓ,Tk(X,Z, J),
evXi : BΓ,Tk(X,Z, J) −→ X, 1 ≤ i ≤ l,
(Σ, x1, · · · , xl, y1, · · · , yk, f) −→ f(xi),
there are also the evaluations maps
evZj : BΓ,Tk(X,Z, J) −→ Z, 1 ≤ j ≤ k,
(Σ, x1, · · · , xl, y1, · · · , yk, f) −→ f(yj),
where Z = Zm if the target of f is Xm.
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Definition 2.9. Let αi ∈ H∗(X;R),1 ≤ i ≤ l, βj ∈ H∗(Z;R), 1 ≤ j ≤ k.
Define the relative Gromov-Witten invariant
〈Πiτdiαi | Πjβj〉X,ZΓ,Tk =
1
|Aut(Tk)|
∫
U
X,Z
Se
S∗X,ZΘ∧Πiψdii ∧(evXi )∗αi∧Πj(evZj )∗βj ,
where Θ is the Thom class of the bundle EX,Z and Aut(Tk) is the symmetry
group of the partition Tk. Denote by Tk = {(tj , βj) | j = 1, · · · , k} the
weighted partition of A · Z. If the vertex of Γ is decorated by (g,A), we will
sometimes write
〈Πiτdiαi | Tk〉X,Zg,A
for 〈Πiτdiαi | Πjβj〉X,ZΓ,Tk .
Remark 2.10. In [LR] only invariants without descendent classes were con-
sidered. But it is straightforward to extend the definition of [LR] to include
descendent classes.
We can decorate the tail of a relative graph Γ by (di, αi) as in the absolute
case. We can further decorate the relative tails by the weighted partition
Tk. Denote the resulting weighted relative graph by Γ{(di, αi)}|Tk. In [LR]
the source curve is required to be connected. We will also need to use a
disconnected version. For a disjoint union Γ• of weighted relative graphs
and a corresponding disjoint union of partitions, still denoted by Tk, we use
〈Γ•{(di, αi)}|Tk〉X,Z to denote the corresponding relative invariants with a
disconnected domain, which is simply the product of the connected relative
invariants. Notice that although we use • in our notation following [MP],
our disconnected invariants are different. The disconnected invariants there
depend only on the genus, while ours depend on the finer graph data.
2.3. Partial orderings on relative GW invariants. In [MP], the au-
thors first introduced a partial order on the set of relative Gromov-Witten
invariants of a P1-bundle. The authors, [HLR], refined their partial order on
the set of relative Gromov-Witten invariants of a Blow-up manifold relative
to the exceptional divisor, and used this partial order to obtain a Blow-up
correspondence of absolute/relative Gromov-Witten theory. In this subsec-
tion, we will review the partial order on the set of relative Gromov-Witten
invariants.
First of all, all Gromov-Witten invariants vanish if A ∈ H2(X,Z) is not
an effective curve class. We define a partial ordering on H2(X,Z) as follows:
A′ < A
if A−A′ is a nonzero effective curve class.
The set of pairs (m, δ) where m ∈ Z>0 and δ ∈ H∗(Z,Q) is partially
ordered by the following size relation
(2) (m, δ) > (m′, δ′)
if m > m′ or if m = m′ and deg(δ) > deg(δ′).
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Let µ be a partition weighted by the cohomology of Z, i.e.,
µ = {(µ1, δr1), · · · , (µℓ(µ), δrℓ(µ))}.
We may place the pairs of µ in decreasing order by size (2). We define
deg(µ) =
∑
deg(δri).
A lexicographic ordering on weighted partitions is defined as follows:
µ
l
> µ′
if, after placing the pairs in µ and µ′ in decreasing order by size, the first
pair for which µ and µ′ differ in size is larger for µ.
For the nondescendent relative Gromov-Witten invariant
〈̟ | µ〉X,Zg,A ,
denote by ‖̟‖ the number of absolute insertions.
Definition 2.11. A partial ordering
◦
< on the set of nondescendent relative
Gromov-Witten invariants is defined as follows:
〈̟′ | µ′〉X,Zg′,A′
◦
< 〈̟ | µ〉X,Zg,A
if one of the conditions below holds
(a) A′ < A,
(b) equality in (a) and g′ < g,
(c) equality in (a)-(b) and ‖̟′‖ < ‖̟‖,
(d) equality in (a)-(c) and deg(µ′) > deg(µ),
(e) equality in (a)-(d) and µ′
l
> µ.
2.4. Degeneration formula. Now we describe the degeneration formula
of GW-invariants under symplectic cutting.
As an operation on topological spaces, the symplectic cut is essentially
collapsing the circle orbits in the hypersurface H−1(0) to points in Z.
Suppose that X0 ⊂ X is an open codimension zero submanifold with a
Hamiltonian S1−action. Let H : X0 → R be a Hamiltonian function with
0 as a regular value. If H−1(0) is a separating hypersurface of X0, then we
obtain two connected manifolds X±0 with boundary ∂X
±
0 = H
−1(0). Sup-
pose further that S1 acts freely on H−1(0). Then the symplectic reduction
Z = H−1(0)/S1 is canonically a symplectic manifold of dimension 2 less.
Collapsing the S1−action on ∂X± = H−1(0), we obtain closed smooth man-
ifolds X0
±
containing respectively real codimension 2 submanifolds Z± = Z
with opposite normal bundles. Furthermore X0
±
admits a symplectic struc-
ture ω± which agrees with the restriction of ω away from Z, and whose
restriction to Z± agrees with the canonical symplectic structure ωZ on Z
from symplectic reduction.
This is neatly shown by considering X0 × C equipped with appropriate
product symplectic structures and the product S1-action on X0 ×C, where
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S1 acts on C by complex multiplication. The extended action is Hamiltonian
if we use the standard symplectic structure
√−1dw ∧ dw¯ or its negative on
the C factor.Then the moment map is
µ+(u,w) = H(u) + |w|2 : X0 × C→ R,
and µ−1+ (0) is the disjoint union of S
1−invariant sets
{(u,w)|H(u) = −|w|2 < 0} and {(u, 0)|H(z) = 0}.
We define X0
+
to be the symplectic reduction µ−1+ (0)/S
1. Then X
+
0 is the
disjoint union of an open symplectic submanifold and a closed codimension
2 symplectic submanifold identified with (Z,ωZ). The open piece can be
identified symplectically with
X+0 = {u ∈ X0|H(u) < 0} ⊂ X0
by the map u→ (u,√−H(u)).
Similarly, if we use −idw ∧ dw¯, then the moment map is
µ−(u,w) = H(u)− |w|2 : X0 ×C→ R
and the corresponding symplectic reduction µ−1− (0)/S
1, denoted by X
−
0 , is
the disjoint union of an open piece identified symplectically with
X−0 = {u ∈ X0|H(u) > 0}
by the map φ−0 : u → (u,
√
H(u)), and a closed codimension 2 symplectic
submanifold identified with (Z,ωZ).
We finally define X
+
and X
−
. X
+
is simply X0
+
, while X
−
is obtained
from gluing symplectically X− and X
−
0 along X0 via φ
−
0 . Notice that X
−
=
(X− −X0) ∪X0− as a set.
The two symplectic manifolds (X
±
, ω±) are called the symplectic cuts of
X along H−1(0).
Thus we have a continuous map
π : X → X+ ∪Z X−.
As for the symplectic forms, we have ω+|Z = ω−|Z . Hence, the pair (ω+, ω−)
defines a cohomology class of X
+ ∪Z X−, denoted by [ω+ ∪Z ω−]. It is easy
to observe that
(3) π∗([ω+ ∪Z ω−]) = [ω].
Let B ∈ H2(X;Z) be in the kernel of
π∗ : H2(X;Z) −→ H2(X+ ∪Z X−;Z).
By (3) we have ω(B) = 0. Such a class is called a vanishing cycle. For
A ∈ H2(X;Z) define [A] = A+Ker(π∗) and
(4) 〈Πiτdiαi〉Xg,[A] =
∑
B∈[A]
〈Πiτdiαi〉Xg,B .
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Notice that ω has constant pairing with any element in [A]. It follows from
the Gromov compactness theorem that there are only finitely many such
elements in [A] represented by J-holomorphic stable maps. Therefore, the
summation in (4) is finite.
The degeneration formula expresses 〈Πiτdiαi〉Xg,[A] in terms of relative in-
variants of (X
+
, Z) and (X
−
, Z) possibly with disconnected domains.
To begin with, we need to assume that the cohomology class αi is of the
form
αi = π
∗(α+ ∪Z α−).
Here α±i ∈ H∗(X
±
;R) are classes with α+i |Z = α−i |Z so that they give rise
to a class α+i ∪Z α−i ∈ H∗(X
+ ∪Z X−;R).
Next, we proceed to write down the degeneration formula. We first specify
the relevant topological type of a marked Riemann surface mapped into
X
+ ∪Z X− with the following properties:
(i) Each connected component is mapped either into X
+
or X
−
and
carries a respective degree 2 homology class;
(ii) The images of two distinct connected components only intersect each
other along Z;
(iii) No two connected components which are both mapped into X
+
or
X
−
intersect each other;
(iv) The marked points are not mapped to Z;
(v) Each point in the domain mapped to Z carries a positive integer
(representing the order of tangency).
By abuse of language we call the above data a (X
+
,X
−
)−graph. Such
a graph gives rise to two relative graphs of (X
+
, Z) and X
−
, Z) from (i-
iv), each possibly being disconnected. We denote them by Γ•+ and Γ
•
−
respectively. From (v) we also get two partitions T+ and T−. We call a
(X
+
,X
−
)−graph a degenerate (g,A, l)−graph if the resulting pairs (Γ•+, T+)
and (Γ•−, T−) satisfy the following constraints: the total number of marked
points is l, the relative tails are the same, i.e. T+ = T−, and the identifica-
tion of relative tails produces a connected graph of X with total homology
class π∗[A] and arithmetic genus g.
Let {βa} be a self-dual basis of H∗(Z;R) and ηab =
∫
Z
βa ∪ βb. Given
g,A and l, consider a degenerate (g,A, l)−graph. Let Tk = T+ = T− and Tk
be a weighted partition {tj , βaj}. Let T ′k = {tj, βaj′ } be the dual weighted
partition.
The degeneration formula for 〈Πiτdiαi〉Xg,[A] then reads as follows,
〈Πiτdiαi〉Xg,[A]
=
∑〈Γ•{(di, α+i )}|Tk〉X+,Z∆(Tk)〈Γ•{(di, α−i )}|T ′k〉X−,Z ,
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where the summation is taken over all degenerate (g,A, l)−graphs, and
∆(Tk) =
∏
j
tj |Aut (Tk)|.
3. Relative GW-invariants of P1-bundles
Suppose that Z is a symplectic submanifold of X of codimension 2. When
applying the degeneration formula, we often need to express the absolute
Gromov-Witten invariants of X as a summation of products of relative
Gromov-Witten invariants of symplectic cuts of X. Thus if we want to
obtain a comparison theorem of Gromov-Witten invariant by the degenera-
tion formula, the point will be how to compute the relative Gromov-Witten
invariants of a P1-bundle. In this section, we will prove a vanishing theorem
for genus zero relative Gromov-Witten invariants of the P1-bundle Y relative
to the infinity section and compute some genus zero two-point relative fiber
class GW invariants of the P1-bundle Y .
Suppose that L is a line bundle over Z and Y = P(L⊕C). Let D, Z be the
infinity section and zero section of Y respectively. Let β1, · · · , βmZ be a self-
dual basis of H∗(Z,Q) containing the identity element. We will often denote
the identity by βid. The degree of βi is the real grading inH
∗(Z,Q). We view
βi as an element of H
∗(Y,Q) via the pull-back by π : Y = P(L⊕ C) −→ Z.
Let [Z], [D] ∈ H2(Y,Q) denote the cohomology classes associated to the
divisors. Define classes in H∗(Y,Q) by
γi = βi,
γmZ+i = βi · [Z],
γ2mZ+i = βi · [D].
We will use the following notation:
γβi = βi mod mZ ,
γDi = 1, [Z], or[D].
The second assignment depends upon the integer part of (i − 1)/mZ . The
set {γ1, · · · , γ2mZ} determines a basis of H∗(Y,Q).
SinceD ∼= Z as topological manifolds,H∗(D,Q) is isomorphic toH∗(Z,Q).
If there is no confusion, we will also use β1, · · · , βmZ as a self-dual basis of
H∗(D,Q).
3.1. Fiber class invariants. In this subsection, we mainly compute some
genus zero relative GW invariants of P1-bundles with a fiber class. According
to [MP], we may transfer the computation of this invariant on the P1-bundle
into that of some associated invariants on P1.
Suppose that L is a line bundle over Z and
Y = P(L⊕O) = {(z, l)|z ∈ Z, l ⊂ Lz ⊕C},
where Lz is the fiber of L at z.
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Denote by π : Y −→ Z the projection of the P1-bundle Y . Moreover
there are two inclusions (sections) of Z in Y = P(L⊕O):
(1) the “zero section” z −→ (z, 0⊕C), denoted by Z,
(2) the “section at infinity” z −→ (z, Lz ⊕ 0), denoted by D.
Let Γ be the relative graph with the following data
(1) a vertex decorated by A = sF ∈ H2(Y,Z) and genus zero;
(2) k relative tails;
(3) l absolute tails.
For any non-negative integer m, define Ym by gluing together m copies of
Y , where the infinity section of the ith component is glued to the zero section
of the (i + 1)st (1 ≤ i ≤ m) component; see Section 2.2 for details. Denote
by π[m] : Ym −→ Y the map which is the identity on the root component
Y0 and contract all the bubble components to D0 via the projection of the
fiber bundle of Yi.
Let Tk = {t1, · · · , tk} be a k-tuple of positive integers forming a partition
of s. Denote by MΓ,Tk(Y,D) the moduli space of morphisms
f : (C, x0, · · · , xl; y1, · · · , yk) −→ (Ym,D∞),
such that
(1) (C, x0, · · · , xl; y1, · · · , yk) is a prestable curve of genus zero with
l absolute marked points x0, · · · , xl and k relative marked points
y1, · · · , yk;.
(2) f−1(D∞) =
∑
tiyi as Cartier divisor and deg(π[m] ◦ f) = s.
(3) The predeformability condition: The preimage of the singular lo-
cus Sing Ym = ∪m−1i=0 Di of Ym is a union of nodes of C, and if p
is one such node, then the two branches of C at p map into differ-
ent irreducible components of Ym, and their orders of contact with
the divisor Di (in their respective components of Ym) are equal.
The morphism f is also required to satisfy a stability condition that
there are no infinitesimal automorphisms of the sequence of maps
(C, x0, · · · , xl; y1, · · · , yk) −→ Ym π[m]−→ Y where the allowed auto-
morphisms of the map from Ym to Y are AutD(Ym).
(4) The automorphism group of f is finite.
Two such morphisms are isomorphic if they differ by an isomorphism
of the domain and an automorphism of (Ym,D0,D∞). In particular, this
defines the automorphism group in the stability condition (4) above.
We introduce some notations which are used in [Li1]. For any non-
negative integer m, let
P1[m] = P1(0) ∪ P1(1) ∪ · · · ∪ P1(m)
be a chain of m + 1 copies P1, where P1(l) is glued to P
1
(l+1) at p
(l)
1 for
0 ≤ l ≤ m − 1. The irreducible component P1(0) will also be referred to
as the root component and the other irreducible components will be called
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the bubble components. A point p
(m)
1 6= p(m−1)1 is fixed on P1(m). Denote still
by π[m] : P1[m] −→ P1 the map which is the identity on the root component
and contracts all the bubble components to p
(0)
1 . For m > 0, let
P1(m) = P1(1) ∪ · · · ∪ P1(m)
denote the union of bubble components of P1[m].
Similar to the case of Ym, we may define the associated moduli space
MΓ(P1, p(0)1 ;T1) of relative stable maps to (P1, p(0)1 ), see [Li1] for its defini-
tion.
Next, we first review Maulik-Pandharipande’s algorithm [MP] which re-
duces the relative Gromov-Witten invariant of (Y,D) of fiber class to that
of (P1, p1). Note that the moduli space of stable relative maps
MY =MΓ,Tk(Y,D)
is fibered over Z,
(5) π :MY −→ Z,
with fiber isomorphic to the moduli space of maps of degree s to P1 relative
to the infinity point p1 with tangency order s:
MP1 =MΓ,Tk(P1, p1).
In fact, MY is the fiber bundle constructed from the principal S1-bundle
associated to L and a standard S1-action on MP1 .
The π-relative obstruction theory of MY is obtained from the MP1-fiber
bundle structure over Z. The relationship between the π-relative virtual
fundamental class [MM¯+ ]virπ and the virtual fundamental class [MM¯+]vir
is given by the equation
(6) [MY ]vir = ctop(E⊗ TZ) ∩ [MY ]virπ
where E is the Hodge bundle. Since we only consider the case of genus zero,
(6) can be written as
[MY ]vir = [MY ]virπ .
By integrating along the fiber, we can compute the relative Gromov-
Witten invariants of Y by computing the equivariant integrations in the
relative Gromov-Witten theory of P1; see [MP] for the details.
Let Tk = {(ti, βi)} be the cohomology weighted partition of s. By defini-
tion, we have
〈τd1−1γ1, · · · , τdl−1γl | Tk〉Y,DΓ =
∫
[MY ]vir
l∏
i=1
ψdi−1i ev
∗
i γi ∧
∏
j
ev∗jβj(7)
=
1
|Aut(Tk)|
∫
Z
(
∏
i
γδi
∏
j
βj ∩ π∗(
∏
i
ψdi−1i ev
∗
i (γ
D0
i ) ∩ [MY ]virπ )),
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where the interior push-forward
π∗(
∏
i
ψdi−1i ev
∗
i (γ
D0
i ) ∩ [MY ]virπ )
is obtained from the corresponding Hodge integral in the equivariant Gromov-
Witten theory of (P1, p1) after replacing the hyperplane class on CP
∞ by
C1(L).
Therefore, via (7), we may reduce the computation of relative Gromov-
Witten invariants 〈τd1−1γ1, · · · , τdl−1γl | Tk〉Y,DΓ to that of
〈τd1−1δ1, · · · , τdl−1δl | pt, · · · , pt〉P
1,p1
Γ,Tk
,
where δi ∈ H∗(P1,Q), 1 ≤ i ≤ l.
About the two point genus zero relative Gromov-Witten invariant of
(P1, p1), we have
Lemma 3.1. Let ̟ ∈ H2(P1,Q).
(i) If d 6= s, then 〈τd−1̟ | (s, [pt])〉P
1,p1
s = 0.
(ii) For s > 0, we have
〈τs−1̟ | (s, [pt])〉P1,p1s =
1
s!
.
The proof of (i) follows from a simple dimension calculation and (ii) of
the lemma is Lemma 1.4 of [OP]. In [HLR], the authors generalized the
result to general projective space Pn via localization techniques.
Proposition 3.2. Let s > 0.
(i) Let Tk = {(ti, βi)} be a cohomology weighted partition of s. Then
〈π∗α1, · · · , π∗αq, β1 · [Z], · · · , βl · [Z] | Tk〉Y,DsF = 0
except for s = k = 1 and q = 0.
(ii) For s > 0, we have the two-point relative invariant
〈τd−1(β0 · [Z]) | (s, β∞)〉Y,DsF =


1
s!
∫
Z
β0 ∧ β∞, d = s
0, d 6= s
,
where β0 ∈ H∗(Z,Q) and β∞ ∈ H∗(D,Q).
(iii) For s = k = 1, we have
〈ι!(β1), · · · , ι!(βl) | (1, γ)〉Y,DF =
∫
Z
β1 ∧ · · · ∧ βl ∧ γ.
Proof. (i). From (7), we are reduced to a relative Gromov-Witten invariant
of P1 of the form
〈P1, · · · ,P1, [pt], · · · , [pt] | (t1, [pt]), · · · , (tk, [pt])〉P1,p1s .
A dimension count shows that this invariant of P1 is nonzero only if s+ k =
2− q. Since s > 0 and k > 0, the only possibility is s = k = 1 and q = 0.
The proof of (ii) directly follows from (7) and Lemma 3.1.
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(iii). From (7), we have
〈ι!(β1), · · · , ι!(βl) | (1, γ)〉Y,DF
=
∫
Z
β1 ∧ · · · ∧ βl ∧ γ〈[pt], · · · , [pt]|(1, [pt])〉P
1 ,p1
1 .
It remains to prove 〈[pt], · · · , [pt]|(1, [pt])〉P1 ,p11 = 1. In fact, we consider the
absolute invariant of P1 with l + 1 point insertions: 〈[pt], · · · , [pt]〉P11 . First
of all, by divisor axiom, we know that this absolute invariant equals 1. We
apply the degeneration formula to this invariant of P1 and distribute one
point insertion to one side and other l point insertions to other side. Then
we have
1 = 〈[pt], · · · , [pt]〉P11
= 〈[pt], · · · , [pt]|(1, [pt])〉P1 ,p11 〈[pt] | (1, [pt])〉P
1,p1
1
= 〈[pt], · · · , [pt]|(1, [pt])〉P1 ,p11 .
In the last equality, we used Lemma 3.1. This proved (iii).

3.2. A vanishing theorem. In this subsection, we will prove a vanishing
result for some relative Gromov-Witten invariants of P1-bundle, in particu-
lar, for some non-fiber homology class invariants.
Let Γ0 be a relative graph with the following data:
(i) a vertex decorated by a homology class A ∈ H2(Y,Q) and genus
zero,
(ii) l + q tails associated to l + q absolute marked points,
(iii) k relative tails associated to k relative marked points.
Denote by A the homology class of the relative stable map (Σ, f) to (Y,D)
and by F the homology class of a fiber of Y . Let Tk = {t1, · · · , tk} be a
partition of D ·A and di, 1 ≤ i ≤ l, be positive integers. Denote d =
∑l
i=1 di.
Denote by ι : Z −→ Y the inclusion of Z into Y via the zero section of Y .
Then for any β ∈ H∗(Z,R), the inclusion map i pushes forward the class β
to a cohomology class ι!(β) ∈ H∗(Y,Q), determined by the pull-back map
ι∗ and Poincare´ duality.
Proposition 3.3. Suppose A 6= sF or k+ l+ q ≥ 3. Assume that Z∗(A) ≥∑
di and c1(L)(C) ≥ 0 for any J-holomorphic curve C into Z. Then for
any βi ∈ H∗(Z,Q), 1 ≤ i ≤ l, and any weighted partition Tk = {(ti, δi)} of
D ·A, we have
〈̟, τd1−1ι!(β1), · · · , τdl−1ι!(βl) | Tk〉Y,DΓ0,Tk = 0,
where ̟ consists of insertions of the form π∗α1, · · · , π∗αq.
Proof. The projection π : Y = P(L⊕ C) −→ Z induces a map between the
moduli spaces, denoted also by π,
(8) π : BΓ0,Tk(Y,D, J) −→ B
Z
π∗(A)(0, k + l + q, J),
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where π contracts the unstable rational component whose image is a fiber.
π is well-defined if A 6= sF or k + l + q ≥ 3. By the definition, π commutes
with the evaluation map. Furthermore, there is also a natural map(denoted
by π as well) on Ω0,1 commuting with the map on configuration spaces.
Moreover, ∂ commutes with π. Hence, it induces a map from CokerLY,D to
CokerLZ . We claim that π induces a map on a virtual neighborhood.
Let ω be an integral symplectic form on Z. Using Siebert’s construction
[S1], we can construct a bundle E dominating the local obstruction bundle
generated by CokerLZ
π(Σ,f). π
∗E is a bundle over BΓ0,Tk(Y,D, J). We want
to show that π∗E dominates its local obstruction bundle. Let (Σ, f) be a
relative stable map of (Y,D). Then we have
Lemma 3.4. CokerLY,DΣ,f is isomorphic to CokerL
Z
π(Σ,f).
Proof. It is well-known that a stable map can be naturally decomposed
into connected components lying outside of D( rigid factors) or completely
inside D(rubber factors). Let (Σ, f) be a rigid factor or a rubber factor with
relative marked points x1, · · · , xr such that f(xi) ∈ Z or D with order ki.
In both cases, it is a stable map into Y . We take the complex as
L˜Y,DΣ,f ×
∑
T kixi : {u ∈ Ω0(f∗TY ) | u(xi) ∈ TZ} −→ Ω0,1(f∗TY⊗iOΣ(xi))⊕iJ kixi .
We first study the cohomology H0
L˜
, H1
L˜
of L˜Y,DΣ,f . There is a short exact
sequence
(9) 0 −→ V −→ TY −→ π∗TZ −→ 0,
where V is the vertical tangent bundle. It induces a short exact sequence
(10) 0 −→ f∗V −→ f∗TY −→ f∗π∗TZ −→ 0.
Choose a Hermitian metric and a unitary connection on L. It induces a
splitting of (9). We choose a metric of TY as the direct sum of the metric
on V and π∗TZ, where the second one is induced from a metric on Z. The
Levi-Civita connection is a direct sum. Then f∗V is a holomorphic line
bundle with respect to pullback of the Levi-Civita connection.
(10) induces a long exact sequence in cohomology
0 −→ H0(f∗V ) −→ H0(f∗TY ) −→ H0(f∗π∗TZ)
−→ H1(f∗V ) −→ H1(f∗TY ) −→ H1(f∗π∗TZ) −→ 0.
It induces exact sequences
0 −→ H0
L˜
(f∗V ) −→ H0
L˜
(f∗TY ) −→ H0
L˜
(f∗π∗TZ),
H1
L˜
(f∗V ) −→ H1
L˜
(f∗TY ) −→ H1
L˜
(f∗π∗TZ) −→ 0.
Note that the normal bundle at the zero or infinity section is the restric-
tion of V . It is obvious that H1
L˜
(f∗π∗TZ) = H1(f∗π∗TZ). An element of
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H1
L˜
(f∗V ) with residue in TZ must have zero residue. Therefore,
(11) H1
L˜
(f∗V ) = H1(f˜∗V ),
where (Σ˜, f˜) is obtained from (Σ, f) by dropping the new marked points.
For the same reason,
H0
L˜
(f∗V ) = {v ∈ H0(f∗V ) | v(xi) = 0}.
We claim that H1(f˜∗V ) = 0. Note that since Σ is a tree of P1’s, we see
that H1(L) = 0 for any line bundle L on Σ satisfying deg(L|Σ) ≥ 0 for any
irreducible component Σ of Σ˜.
Now we have
deg(f˜∗V |Σ) = f˜∗[Σ˜] · c1(V ) = f˜∗[Σ] · (π∗c1(L) + 2ξ)
= c1(N) · (π ◦ f˜)∗[Σ˜] + 2(f˜∗[Σ˜] · ξ) ≥ 0.
Applying L = f˜∗V , we conclude that H1
L˜
(f˜∗V ) = 0. Next, we show that
(12) ⊕i T kixi : H0L˜(f∗TY ) −→ ⊕iT kixi
is surjective. It is enough to show that the restriction to H0
L˜
(f∗V ) is surjec-
tive. Consider the exact sequence
0 −→ f˜∗V ⊗i O(−kixi) −→ f˜∗V −→ ⊕if˜∗Vkixi −→ 0.
It induces a long exact sequence
H0(f˜∗V ) −→ ⊕iH0(f˜∗Vkixi) −→ H1(f˜V ⊗i O(−kixi)).
Over each Σ,
deg f˜∗V ⊗i O(−kixi) |Σ= f˜∗[Σ] · (π∗c1(N) + 2ξ)
= c1(N) · (π ◦ f˜)∗[Σ] + 2(f˜∗[Σ˜]) · ξ ≥ 0.
Hence, H1(f˜∗V ⊗i O(−kixi)) = 0. This implies that
H0(f˜∗V ) −→ ⊕H0(f˜Vkixi)
is surjective. Now we go back to f and drop the constant term inH0(f˜∗Vkixi).
(12) becomes
(13) H0
L˜
(f∗V ) −→ ⊕iT kixi ,
which is obviously surjective. By (11), we have proved that Coker(L˜Y,DΣ,f ×∑
T kixi ) is isomorphic to H
1(f∗π∗TZ). Then, we argue that H1(f∗π∗TZ) is
isomorphic to H1(π(f)∗TZ). This is obvious if π(f) contracts an unstable
component P1, π ◦ f(P1) = constant and P1 has one or two special points.
Moreover, π(Σ) is obtained by contracting P1. Note that f∗π∗TZ |P1 is
trivial.
The space of meromorphic 1-forms on P1 with a simple pole at one or two
points is zero or 1-dimensional. If P1 has only one special point, the residue
at the special point has to be zero. We can simply contract this component
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and remove the pole at the other component which P1 is connected to. If P1
has two special points, the residues at the two points have to be the same.
Then we can remove this component and the joint residue at the two special
points. Then we identify H1(f∗π∗TZ) and H1(π(f)∗TZ).
Suppose that (Σ, f) has more than one subfactor. Both CokerLY,DΣ,f and
CokerLZ
π(Σ,f) are obtained by requiring the residues at the new marked
points to be opposite to each other. Then our proof also extends to this
case. Then we finish the proof of Lemma 3.4.

Next, we continue the proof of Proposition 3.3 . Since we have iden-
tified the obstruction spaces, we first choose a stabilization term ηi on
BZπ∗(A)(0, k + l + q, J) to dominate the local obstruction bundle generated
by CokerLZ
π(Σ,f). Then, we pull back ηi over BΓ0,Tk(Y,D, J). By Lemma
3.4, it dominates CokerLY,D. This implies that π induces a smooth map on
virtual neighborhood and a commutative diagram on obstruction bundles
(14)
EY,D −→ EZ
↓ ↓
πSe : U
Y,D
Se
−→ UZSe .
Furthermore, the proper sections SY,D, SZ commutes with the above dia-
gram. πSe commutes with the evaluation map for those βi classes. Choose a
Thom form Θ of EZ . Its pullback is the Thom form on EY,D (still denoted
by Θ).
It is clear that
dimDi = dimU
Y,D
Se
− 2.
By our construction, the Di intersect each other transversely. Note that
dimUY,DSe = rankEZ + 2(c
Y
1 (A) + n− 3 + l + q + k −
∑
ti).
dimUZSe = rankEZ + 2(c
Z
1 (π∗(A)) + n− 1− 3 + l + q + k).
However,
cY1 (A) = c
Z
1 (π∗(A)) + c1(N)(π∗(A)) + 2
∑
ti = c
Z
1 (π∗(A)) + Z
∗(A) +
∑
ti.
Hence,
dimUY,DSe − dimUZSe = 2(Z∗(A) + 1).
By definition, we have
degΘ +
∑
i
deg(βi) + deg̟ +
∑
j
deg(δj)
= dimUY,DSe − 2d > dimUZSe ,(15)
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where deg̟ =
∑
degαj . Then, from (15)and Z
∗(A) ≥ d, we have
(SY,D)
∗Θ
∏
ψdi−1i ev
∗
i βi ∧ ev∗̟ ∧
∏
ev∗j δj
= ((SY,D)
∗Θ
∏
ψdi−1i (πSe)
∗(ev∗i βi ∧
∏
ev∗̟ ∧
∏
ev∗j δj) = 0.
In the last equality, we use ev∗i βi ∧
∏
ev∗̟ ∧∏ ev∗j δj = 0 on UZSe . Hence,
the relative invariant is zero. This completes the proof of Proposition 3.3.

Remark 3.5. McDuff also proved the same result in the case without in-
sertion classes βi by a totally different method; see Lemma 1.7 in [M1].
3.3. A nonvanishing theorem. When we apply the degeneration formula,
we often need to compute some special terms where the degeneration graph
lies completely on the side of the projective bundle. In the previous subsec-
tion, we proved a vanishing theorem for some relative invariants of (Y,D).
In this subsection, we will consider the case where the relative invariants
of (Y,D) with empty relative insertion on D are no longer zero and the
invariant of Z will contribute in a nontrivial way.
Suppose that A ∈ H2(Z,Z). Denote by i : Z −→ Y the embedding of Z
into Y as the zero section. Consider the relative invariant of (Y,D)
〈τi1(β1[Z]), τi2(β2[Z]), · · · , τik(βk[Z]),̟ | ∅〉Y,D0,A ,
where ̟ consists of insertions of the form π∗α1, · · · , π∗αl. The dimension
condition is
2
∑
(it + 1) +
∑
deg βt + deg̟ = 2(C
Y
1 (A) + n− 3 + k + l).
The dimension condition of the divisor invariant 〈τi1(β1), · · · , τik(βk), i∗̟〉Z0,A
is
2(CZ1 (A) + n− 1− 3 + k + l) = 2
∑
it +
∑
deg βt + deg̟.
Since CY1 (A) = C
Z
1 (A)+Z ·A, so both invariants are well-defined only when
k = Z ·A+ 1.
Theorem 3.6. Let A ∈ H2(Z,Z). Suppose that k = Z·A+1 and C1(L)(C) ≥
0 for any holomorphic curve C into Z. Then
〈̟,β1 · [Z], β2 · [Z], · · · , βk · [Z] | ∅〉Y,D0,A
= 〈ι∗̟,β1, · · · , βk〉Z0,A,
where ̟ consists of insertions of the form π∗α1, · · · , π∗αl and ι : Z −→ Y
is the embedding of Z into Y as the zero section.
Proof. Choose a Hermitian metric and a unitary connection on L such that
they induce a splitting
0 −→ V −→ TY −→ π∗TZ −→ 0,
where V is the vertical tangent bundle. We choose a metric of TY as the
direct sum of a metric on V and π∗TZ, where the second one is induced
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from a metric on Z. The Levi-Civita connection is a direct sum. Therefore,
we may choose almost complex structures JZ on TZ and JV on V such that
we may choose the direct sum JZ ⊕ JV as an almost complex structure JY
on TY . It is easy to see that ∂¯ commutes with π.
¿From Lemma 3.4, we know that the projection π : Y −→ Z induces a
smooth map πSe : U
Y,D
Se
−→ UZSe on virtual neighborhoods and the obstruc-
tion bundle EY,D over U
Y,D
Se
is the pullback of the obstruction bundle EZ
over UZSe . Therefore, by the definition of Gromov-Witten invariants, we have
〈̟β1 · [Z], β2 · [Z], · · · , βk · [Z] | ∅〉Y,D0,A
= deg(πSe)〈i∗̟,β1, · · · , βk〉Z0,A.(16)
We claim that deg(πSe) = 1.
In fact, by the construction of virtual neighborhoods, we know that for
every generic element (P1, x1, · · · , xk+l, f˜) ∈ UZSe , there is a section ν of the
obstruction bundle EZ such that ∂¯JZ f˜ = ν.
Suppose that a generic element (P1, x1, · · · , xk+l, f) ∈ UY,DSe is a preimage
of (P1, x1, · · · , xk+l, f˜) under πSe . That is, f is a lifting of f˜ to Y vanishing
at the marked points x1, · · · , xk. Therefore, from the fact that ∂¯ commutes
with π, we have that (P1, x1, · · · , xk+l, f) satisfies
(17) ∂¯JY f = π
∗
Seν.
If we choose a local coordinate (z, s) on Y , where s is the Euclidean coordi-
nate on the fiber P1, then locally we may write f = (f˜ , fV ). Therefore (17)
locally can be written as
(18)


∂¯JZ f˜ = ν,
∂¯JV f
V = 0
Since ∂¯2 = 0 always holds on P1, it follows from a well-known fact of
complex geometry that f∗L is a holomorphic line bundle over P1. Moreover,
(18) shows that fV gives rise to a holomorphic section of the bundle f∗L, up
to C∗, which vanishes at the marked points x1, · · · , xk. Since deg(f∗L) =
Z · A, therefore, from our assumption that k = Z · A + 1, we know that
f∗L⊗(−x1−· · ·−xk) has no nonzero holomorphic sections. Therefore, fV ≡
0. This says that the only preimage of a generic element (P1, x1, · · · , xk+l, f˜)
in UZSe is itself. This implies deg(πSe) = 1. This proves the theorem.

4. A comparison theorem
Let X be a compact symplectic manifold and Z ⊂ X be a smooth sym-
plectic submanifold of codimension 2. ι : Z −→ X is the inclusion map.
The cohomological push-forward
ι! : H∗(Z,R) −→ H∗(X,R)
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is determined by the pullback ι∗ and Poincare´ duality.
Definition 4.1. A symplectic divisor Z is said to be positive if for some
tamed almost complex structure J , C1(NZ)(A) > 0 for any A represented by
a non-trivial J-sphere in Z.
This is a generalization of ample divisor from algebraic geometry. Define
(19)
V := min{C1(NZ|X)(A) > 0 | A ∈ H2(Z,Z) is a stably effective class}.
In [MP], the authors point out that the relative Gromov-Witten theory of
(X,Z) does not provide new invariants: the relative Gromov-Witten theory
of (X,Z) is completely determined by the absolute Gromov-Witten theory
of X and Z in principle. In this section, under some positivity assumptions
on the normal bundle of the divisor, we will give an explicit relation be-
tween the absolute and relative Gromov-Witten invariants, which we call as
a comparison theorem. The main tool of this section is the degeneration
formula of Gromov-Witten invariants. The central theorem of this section
is
Theorem 4.2. Suppose that Z is a positive divisor and V ≥ l. Then for
A ∈ H2(X,Z), αi ∈ H∗(X,R), 1 ≤ i ≤ µ, and βj ∈ H∗(Z,R), 1 ≤ j ≤ l, we
have
〈α1, · · · , αµ, ι!(β1), · · · , ι!(βl)〉XA
=
∑
T
〈α1, · · · , αµ | T 〉X,ZA ,
where the summation runs over all possible weighted partitions T = {(1, γ1),
· · · , (1, γq), (1, [Z]), · · · , (1, [Z])} where γi’s are the products of some βj classes.
Proof. We perform the symplectic cutting along the boundary of a tubular
neighborhood of Z. Then we have X
−
= X, X
+
= P(NZ|X ⊕ C). Since
βi ∈ H∗(Z,R), we choose the support of ι!(βi) near Z. Then, ι!(βi)− = 0,
ι!(βi)
+ = ι!(βi). Here ι in the second term is understood as the inclusion
map of Z via the zero section into Y = P(NZ|X ⊕ C). Up to a rational
multiple, each αi is Poincare´ dual to an immersed submanifold Wi. We can
perturbWi to be transverse to Z. In a neighborhood of Z,Wi is π
−1(Wi∩Z),
where π : NZ|X −→ Z is the projection. Clearly, π induces the projection
P(NZ|X ⊕ C) −→ Z, still denoted by π. The symplectic cutting naturally
decomposes Wi into W
−
i =Wi, W
+
i = h
∗(αi|Z) = h∗α˜i. In other words, we
can choose α−i = αi, α
+
i = h
∗(αi|Z).
Now we apply the degeneration formula for invariants
〈α1, · · · , αµ, ι!(β1), · · · , ι!(βl)〉XA
and express it as a summation of products of relative invariants of (X,Z) and
(Y,D). Moreover, from the degeneration formula, each summand ΨC may
consist of a product of relative Gromov-Witten invariants with disconnected
domain curves of both (X,Z) and (Y,D).
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On the side of Y , there may be several disjoint components. Let A′ be
the total homology class. Then, from our assumption, we have Z · A′ =
Z · A ≥ d. Suppose that we have a nonzero summand ΨC 6= 0. We claim
that each factor from the relative Gromov-Witten invariants of (Y,D) must
be in the form 〈ι!(βi1), · · · , ι!(βit)|(1, γ)〉Y,DF or 〈 |(1, [pt])〉Y,DF ,where F is the
homology class of a fiber of Y and γ is a basis element of H∗(D,R) such
that
∫
Z
βi1 ∧ · · · ∧ βit ∧ γ 6= 0. Note that for these components, Z∗(sF ) = s.
From our assumption V ≥ d and Proposition 3.3, the nonzero factor of the
relative Gromov-Witten invariants of (Y,D) must be the fiber class relative
invariants. From Proposition 3.2, we know that the nonzero factor must
be of the form 〈ι!(βi1), · · · , ι!(βit)|(1, γ)〉Y,DF or 〈 |(1, [pt])〉Y,DF . Moreover, if
some βi = [pt], then the marked point must be in a two-point component
and the nonzero relative invariant must be 〈ι!([pt])|(1, [Z])〉Y,DF = 1.
Since there are no vanishing two-cycles in this case, we may write down
the summation as follows.
〈α1, · · · , αµ, ι!(β1), · · · , ι!(βl)〉XA
=
∑
T
〈α1, · · · , αµ | T 〉X,ZA ,
where the summation runs over all possible weighted partitions T = {(1, γ1),
· · · , (1, γq), (1, [Z]), · · · , (1, [Z])} where γ′i are the product of some βj classes.
We complete the proof of our comparison theorem.

Corollary 4.3. Under the assumption of Theorem 4.2. If the product of
any two βj classes vanishes, then we have
〈α1, · · · , αµ, ι!(β1), · · · , ι!(βl)〉XA = 〈α1, · · · , αl | T 〉X,ZA ,
where T = {(1, β1), · · · , (1, βl), (1, [Z]), · · · , (1, [Z])} is a weighted partition
of Z · A.
5. Rationally connected symplectic divisors
5.1. Rationally connectedness in algebraic geometry. The basic ref-
erence for this subsection is [A]. We refer to [C, D, K, KMM1, KMM2, V]
for more details.
Let us recall the notion of rational connectedness in algebraic geometry.
Definition 5.1. Let X be a smooth complex projective variety of positive
dimension. We say that X is rationally connected if one of the following
equivalent conditions holds.
(1) Any two points of X can be connected by a rational curve (called as
rationally connected).
(2) Two general points of X can be connected by a chain of rational
curves (called as rationally chain-connected).
(3) Any finite set of points in X can be connected by a rational curve.
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(4) Two general points of X can be connected by a very free rational
curve. Here we say that a rational curve C ⊂ X is a very free curve
if there is a surjective morphism f : P1 −→ C such that
f∗X ∼= ⊕dimXi=1 OP1(ai), with all ai ≥ 1.
Next let us look at some properties of rationally connected varieties.
Proposition 5.2. The following properties of rationally connected mani-
folds hold:
(1) Rationally connectedness is a birational invariant.
(2) Rationally connectedness is invariant under smooth deformation.
(3) If X is rationally connected, then H0(X, (Ω1X)
⊗m) = 0 for every
m ≥ 1.
(4) Fano varieties (i.e., smooth complex projective varieties X for which
−KX is ample) are rationally connected. In particular, smooth hy-
persurfaces of degree d in Pn are rationally connected for d ≤ n.
(5) Rationally connected varieties are well behaved under fibration, i.e.:
Let X be s smooth complex projective variety. Assume that there
exists a surjective morphism f : X −→ Y with Y and the general
fiber of f rationally connected. Then X is rationally connected.
An important theorem connecting birational geometry to Gromov-Witten
theory is the result of Kolla´r and Ruan [K], [R1]: a uniruled projective
manifold has a nonzero genus zero GW-invariant with a point insertion.
A longstanding problem in Gromov-Witten theory is that a similar result
with two point insertions should also hold for rationally connected projective
manifolds.
5.2. Rationally connected symplectic divisors. In this subsection, we
want to apply our comparison theorem to study the k-point rationally con-
nectedness properties. We will show that a symplectic manifold is k-point
strongly rationally connected if it contains a k-point strongly rationally con-
nected symplecitc divisor with sufficiently positive normal bundle. Our main
tool is the degeneration formula of Gromov-Witten invariants and our com-
parison Theorem 4.2.
Before we state our main theorem, we want first to define the notion of
k-point rational connectedness.
Definition 5.3. Let A ∈ H2(X,Z) be a nonzero class. A is said to be
a k-point rationally connected class if there is a nonzero Gromov-Witten
invariant
(20) 〈τd1 [pt], · · · , τdk [pt], τdk+1αk+1, · · · , τdlαl〉XA ,
where αi ∈ H∗(X,R) and d1, · · · , dl are non-negative integers. We call a
class A ∈ H2(X,Z) a k-point strongly rationally connected class if di = 0,
1 ≤ i ≤ l, in (20).
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Definition 5.4. X is said to be (symplectic) k-point (strongly ) rationally
connected if there is a k-point (strongly) rationally connected class. We
simply call a 2-point (strongly) rationally connected symplectic manifold as
(strongly) rationally connected symplectic manifold.
Remark 5.5. From the definition of uniruledness of [HLR], a 1-point ra-
tionally connected symplectic manifold is equivalent to a uniruled symplectic
manifold. From the definitions, we know that a k-point (strongly) rational
connected symplectic manifold must be uniruled.
Remark 5.6. It is possible that k-point rational connectedness is equivalent
to k-point strongly rational connectedness. We do not know how to prove
this.
Example 5.7. It is well-known that for any positive integer k, the projective
space Pn is k-point strongly rationally connected.
Example 5.8. Let G(k, n) be the Grassmannian manifold of k-planes in
Cn. It is well-known that the classical cohomology of Gr(k, n) has a basis
of Schubert classes σλ, as λ varies over partitions whose Young diagram
fits in a k by n − k rectangle. The (complex) codimension of σλ is |λ| =∑
λi, the number of boxes in the Young diagram. The quantum cohomology
of the Grassmannian is a free module over the polynomial ring Z[q], with
a basis of Schubert classes; the variable q has (complex) degree n. The
quantum product σλ ⋆ σµ is a finite sum of terms q
dσν, the sum over d ≥ 0
and |ν| = |λ| + |µ| − dn, each occurring with a nonnegative coefficient (a
Gromov-Witten invariant). Denote by ρ = σ((n−k)k) the class of a point.
In [BCF], the authors proved that σρ ⋆ σρ = q
kσ((n−2k)k) if k ≤ n − k, and
σρ ⋆ σρ = q
n−kσ((n−k)2k−n) if n− k ≤ k. This means that the Grassmannian
Gr(k, n) is symplectic rationally connected.
Example 5.9. For any integer d ≥ 0, Consider the Grassmannian G(d, 2d).
Buch-Kresch-Tamvakis [BKT] proved that for three points U, V,W ∈ G(d, 2d)
pairwise in general position, there is a unique morphism f : P1 −→ G(d, 2d)
of degree d such that f(0) = U , f(1) = V and f(∞) =W . This implies that
the Gromov-Witten invariant 〈[pt], [pt], [pt]〉G(d,2d)d = 1. Therefore, G(d, 2d)
are 3-point strongly rationally connected.
Example 5.10. Let H = Hilb2(P1 × P1) the Hilbert scheme of points on
P1 × P1. In [P], the author gave a Q-basis for A ∗ (H) as follows: T0 = [H],
T1, T2, T3, T4, T5 = T1T2, T6 = T
2
1 , T7 = T
2
2 , T8 = T1T3, T9 = T2T3,
T10 = C2+F , T11 = C1+F , T12 = C1+C2+F and T13 the class of a point.
The author also computed the quantum product T4 ⋆ T4 = T13 + 2q1q2q
2
3T0
and T4 ⋆T4 ⋆T4 = 2q1q2q
2
3T4. So we have T13 ⋆T13 = −2q1q2q23T13 6= 0. This
implies that H is symplectic rationally connected. ¿From the computation of
[G], it is easy to know that Hilb2(P2) also is symplectic rationally connected.
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Since Gromov-Witten invariants are invariant under smooth symplectic
deformations, k-point rational connectedness is invariant under smooth sym-
plectic deformations. It is not yet known whether a projective rationally
connected manifold is symplectic rationally connected. Moreover, so far,
we could not show that this notion is invariant under symplectic birational
cobordisms defined in [HLR]. We will leave this for future research. How-
ever, we would like to mention some partial results along this direction. From
the blowup formula of Gromov-Witten invariants in [H1, H2, H3, HZ, La],
we have
Proposition 5.11. Suppose that X is a k-point strongly rationally con-
nected symplectic manifold. Let X˜ be the blowup of X along a finite number
of points or some special submanifolds with convex normal bundles (see,
[H1, La]). Then X˜ is k-point strongly rationally connected.
In 1991, McDuff [M3] first observed that a semi-positive symplectic 4-
manifold, which contains a submanifold P symplectomorphic to P1 whose
normal Chern number is non-negative, must be uniruled. In [LtjR], the
authors generalize McDuff’s result to more general situations. More impor-
tantly, they gave a rather general from divisor to ambient space inductive
construction of uniruled symplectic manifolds. In this subsection, we will
generalize their inductive construction to the case of rationally connected
symplectic manifolds.
Suppose that X is a compact symplectic manifold and Z ⊂ X is a sym-
plectic submanifold of codimension 2. Denote by NZ|X the normal bundle
of Z in X. Denote by ι : Z ⊂ X the inclusion of Z into X. Let V be the
minimal normal Chern number defined in (19). We call a class A ∈ H2(Z,R)
a minimal class if Z ·A = V .
Theorem 5.12. Suppose that X is a compact symplectic manifold and Z ⊂
X is a symplectic submanifold of codimension 2. If Z is k-point strongly
rationally connected and A ∈ H2(Z,Z) is a minimal class such that
(21) 〈ι∗α1, · · · , ι∗αl, [pt], · · · , [pt], βk+1, · · · , βr〉ZA 6= 0
for some r ≤ V + 1, βi ∈ H∗(Z,R) and αj ∈ H∗(X,R), then X is k-point
strongly rationally connected. In particular, if ι : Z → X is homologically
injective, then X is k-point strongly symplectic rational connected if k ≤
V + 1.
Proof. Since we can always increase the number of Z-insertions by adding
divisor insertions in (21), therefore, without loss of generality, we may as-
sume that r = Z · A + 1. Consider the following Gromov-Witten invariant
of X:
(22) 〈α1, · · · , αl, [pt], · · · , [pt], βk+1 · [Z], · · · , βr · [Z]〉XA .
If the invariant (22) is nonzero, then we are done. So in the following we
assume that the invariant (22) equals zero.
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To find a nonzero Gromov-Witten invariant of X with at least k point
insertions, we first apply the degeneration formula to the invariant (22) to
obtain a nonzero relative Gromov-Witten invariant of (X,Z) with at least
k point insertions, then use our comparison theorem to obtain a nonzero
Gromov-Witten invariant of X.
We perform the symplectic cutting along the boundary of a tubular
neighborhood of Z. Then we have X
−
= X, X
+
= Y = P(NZ|X ⊕ C).
Since βi ∈ H∗(Z,R), we choose the support of [pt] · Z, βi · Z near Z.
Then,([pt])− = 0, (βi · Z)− = 0, ([pt])+ = [pt], (βi · Z)+ = ι!(βi). Here
ι in the second term is understood as the inclusion map of Z via the zero
section into Y = P(NZ|X⊕C). Up to a rational multiple, each αi is Poincare´
dual to an immersed submanifold Wi. We can perturb Wi to be transverse
to Z. In a neighborhood of Z, Wi is π
−1(Wi ∩ Z), where π : NZ|X −→ Z
is the projection. Clearly, π induces the projection P(NZ|X ⊕ C) −→ Z,
still denoted by π. The symplectic cutting naturally decomposes Wi into
W−i =Wi, W
+
i = h
∗(αi|Z) = h∗α˜i. In other words, we can choose α−i = αi,
α+i = h
∗(αi|Z).
Now we apply the degeneration formula for the invariant
〈α1, · · · , αl, [pt], · · · , [pt], βk+1 · [Z], · · · , βr · [Z]〉XA .
and express it as a summation of products of relative invariants of (X,Z) and
(Y,D). Moreover, from the degeneration formula, each summand ΨC may
consist of a product of relative Gromov-Witten invariants with disconnected
domain curves of both (X,Z) and (Y,D).
On the side of Y , there may be several disjoint components. We claim that
every component on the side of Y is a multiple of the fiber class. Suppose
that there is a component on the side of Y which has a homology class
A′ + µF where A′ ∈ H2(Z,Z) and F is the fiber class. Then we have
Z · (A′+µF ) = Z ·A′+µ. Since every component must intersect the infinity
section of Y , µ > 0. Therefore, we have Z · (A′ + µF ) ≥ V + 1. From
Proposition 3.3, we know that the contribution of this component to the
corresponding relative Gromov-Witten invariants of (Y,D) must be zero.
So the corresponding summand in the degeneration formula must be zero.
From Proposition 3.2 and the same argument as in the proof of Theorem
4.2 , we have
0 = 〈α1, · · · , αl, [pt], · · · , [pt], βk+1 · [Z], · · · , βr · [Z]〉XA
=
∑
µ
Cµ〈α1, · · · , αl | µ〉X,ZA
+〈i∗α1, · · · , i∗αl, [pt], · · · , [pt], βk+1 · [Z], · · · , βr · [Z] | ∅〉Y,DA
=
∑
µ
Cµ〈α1, · · · , αl | µ〉X,ZA
+〈i∗α1, · · · , i∗αl, [pt], · · · , [pt], βk+1, · · · , βr〉ZA,
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where we used Theorem 3.6 in the last equality and the summation runs over
the possible partitions µ = {(1, [pt]), · · · , (1, [pt]), (1, γ1), · · · , (1, γq), (1, [Z]),
· · · , (1, [Z])} where γi are the product of some βi classes.. From our assump-
tion (21), we have
(23)
∑
µ
Cµ〈α1, · · · , αl | µ〉X,ZA 6= 0.
Denote by 〈α1, · · · , αl | µ0〉X,ZA the minimal nonzero relative invariant in
the summand (23)in the sense of Definition 2.11. Write µ0 = {(1, [pt]), · · · ,
(1, [pt]), (1, γ1), · · · , (1, γq), (1, [Z]), · · · , (1, [Z])}. Then it is easy know that
the product of any two γi and γj vanishes.
Now we consider the following absolute Gromov-Witten invariant
〈α1, · · · , αl, [pt], · · · , [pt], γ1 · [Z], · · · , γl · [Z], [Z], · · · , [Z]〉XA .
Applying the degeneration formula and always distribute the point insertions
to the side of (Y,D). Therefore, from Theorem 4.2, we have
〈α1, · · · , αl, [pt], · · · , [pt], γ1 · [Z], · · · , γq · [Z]〉XA
= 〈α1, · · · , αl | µ0〉X,ZA 6= 0.
This implies that X is k-point strongly rationally connected. This proves
our theorem.

It is well-known that Pn−1 is strongly rationally connected. Therefore,
from Theorem 5.12, we have
Corollary 5.13. Let (X,ω) be a compact 2n-dimensional symplectic man-
ifold which contains a submanifold P symplectomorphic to Pn−1 whose nor-
mal Chern number m ≥ 2. Then X is strongly rationally connected.
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