An algorithm was developed to generate synthetic hourly cloudiness data for any time of the year at any location in the south west region of Western Australia (WA). To enable the algorithm to be used for simulation of the power output of both tilted photovoltaic and concentrating solar power systems, a metric of cloudiness was defined which modifies the clear sky beam, diffuse and reflected solar transmittance. Seasonally and positionally adjusted values of daily cloudiness were generated by roughly mimicking the geographic pattern of annual rainfall in WA. Rather than longitude and latitude, distance along the coastline and distance inland from the coast were used as the positional coordinates. Hourly cloudiness data was generated from the daily values using a first order autoregression algorithm with time varying mean and standard deviation. Two years of measured hourly horizontal solar irradiance data from a network of 31 weather stations was used to calibrate the algorithm. The algorithm was simple enough to run inside a world wide web page and has the potential to be adapted to other regions with a similar pattern of declining inland rainfall.
Introduction
In order to prevent dangerous climate change, there is a need to switch to energy systems with low greenhouse gas emissions, often called renewable energy systems. Systems that utilise solar energy are now a significant way to generate low emission energy. It is insufficient to use an average daily value of solar radiation to simulate these systems because solar radiation reaching the ground can vary significantly within a single day. Energy demand can also vary widely over the course of a day. To investigate the balancing requirements of systems that use significant amounts of solar energy, there is a need to develop algorithms to simulate radiation on finer time-scales. For the purposes of further developing an interactive simulation of renewable energy systems in Western Australia, an algorithm to generate synthetic hourly solar radiation data over a range of locations, with diurnal and seasonal variations that are a reasonable representation of actual local conditions, was needed and is the aim of this study.
As the simulation is to be used for educational purposes, easy and wide spread accessibility is desirable. Although there are still some incompatibilities, modern web browsers have the potential to provide a universal graphics platform that is common across different operating systems and present on most personal computers in the world. As such, they are a promising tool for making simulations accessible. Maximum accessibility could be achieved if the simulation was available as a stand-alone (capable of running offline) world wide web page, as then there is no need to download data from a remote server or even connect to the internet. The steady increase in code interpretation speed in modern web browsers has improved the plausibility of doing this, although the algorithm should still be computationally as simple as possible and have data storage requirements as small as possible.
Previously, solar radiation data for many locations have only been measured on a horizontal surface. Hence much theoretical work and synthetic data algorithm development has concentrated on horizontal surfaces (e.g. [1] and [2] ). In this study also, all references to the word 'horizontal' refer to radiation falling on a horizontal surface rather than the component of radiation travelling in a horizontal direction. These horizontal surface algorithms are generally inadequate for the simulation of most solar power generating devices, because the collecting surfaces are usually not horizontal. Radiation incident on the earth's surface can be divided into three components, and the degree of tilt from the horizontal affects each component differently. The three components are the beam (also called direct) component that has come from the sun; the diffuse component, resulting from radiation that has been scattered in the atmosphere; and the reflected component, resulting from radiation reflected off other surfaces. The diffuse and reflected components are indirect, although there is a dependence on the beam radiation they originate from. Radiation falling on a horizontal surface includes both beam and diffuse components lumped together (in theory, the reflected component is zero for horizontal surfaces in isotropic surroundings). Solar power systems that use mirrors to focus and concentrate radiation utilise only the beam component. Photovoltaic (PV) surfaces utilise all three components.
Under clear skies, each component of radiation can be theoretically estimated from the position of the sun in the sky and variations in Earth's orbit. If clouds, haze, smoke, fumes, or atmospheric pollutants are present, then the beam component will be reduced in a spectrum dependent way, and since the diffuse and reflected components are dependent on the beam component, they will also be affected. The characterisation of these effects over varying time and spatial scales is one of the biggest challenges facing any synthetic data generation algorithm.
Full scale physics-based meteorological or global circulation models are very computationally intensive and usually require a super computer. However, if measured irradiance data is available, then there is the possibility of using simpler empirical techniques to predict future irradiance. Graham et al. [3] posit that any data set, real or synthetic, that captures underlying climatological behaviour and has similar probability characteristics to a long term historical data set, if it existed, should be sufficient to simulate the performance of a solar power generation system. Gazela and Mathioulakis [4] detail methods for constructing a "typical meteorological year" (TMY) database from long term weather data. The database would typically contain values for several variables, including solar irradiation, over an entire year, and ideally, represent the gamut of typical weather patterns for a particular location. However Muneer et al. [5] point to a common problem with existing solar radiation data sets: the beam and indirect components are seldom measured independently. Graham et al. [3] point to another common problem. To accurately assess the performance of many systems that use solar radiation, radiation data on a time scale that captures transient changes is required. For example, hourly data is necessary to capture changes in the position of the sun throughout the day. Measurements on these fine time scales are not available in many places in the world. It may be possible to get reasonably accurate estimates for missing data by using alternate synoptic information such as pressure, temperature, and cloud cover. Models that can do this are called Meteorological Radiation Models (MRMs).
Generation of fine time scale variation using common statistical distributions has been investigated. Semenov et al. [6] found that using a normal distribution to generate synthetic solar radiation values did not match well with the distribution of measured solar radiation in general and at a site in the UK in particular. Punyawardena and Kulasiri [7] compared 17 years of measured daily bright sunshine duration at a meteorological station in Sri Lanka with different statistical distributions and concluded that the best statistical fit was the Weibull distribution. Boland [8] performed a Fourier spectrum analysis of solar radiation data for several sites in Australia (including two in Western Australia), and found that solar radiation followed seasonal and diurnal cycles.
Several algorithms attempt to generate finer time scale radiation data using data from longer time scales. Perhaps the simplest approach was taken by Celik [9] , who generated clear sky radiation curves and then modified the amplitude such that the average daily radiation was similar to one of several typical daily values within a particular month. Hence atmospheric conditions such as cloudiness are taken into account in an overall fashion. This approach could be used to generate data on any time scale but does not capture any of the transient variation that may be present on that time scale. Gordon and Reddy [10] used data from widely varying climatic conditions to develop a simple functional form for the probability density function of daily radiation but found that there is location dependence. More sophisticated autoregressive moving average (ARMA) and Fourier analysis techniques have been developed to synthesise radiation data [2] , but these have also been found to be location dependent.
In contrast, Liu and Jordan [11] found much earlier that if clearness index was used instead of radiation as the variable to be analysed, then the probability features were quasi-universal. The clearness index (k t ) is defined as the ratio of global (i.e. total) radiation falling on a horizontal plane at the surface of the Earth (I h ) to the total extraterrestrial radiation falling on a plane horizontal to the surface but at the top of the atmosphere (I hex ):
The symbol K t is commonly used to represent daily clearness index, the ratio of total daily radiation (H) falling on a horizontal plane at the surface to the total daily extraterrestrial radiation (H ex ) falling on a plane horizontal to the surface but at the top of the atmosphere:
Graham et al. [3] claim that most of the seasonal variation in daily radiation is due to variation in the extraterrestrial radiation, which can be accounted for by using the clearness index. This finding has been prominent in the development of a number of empirical algorithms to synthesise data when measurements are only available on a longer time scale. These algorithms operate over different time scales, such that it is conceivable to use them in cascade, ultimately synthesising data on an hourly or finer time scale, when measurements are only available on a monthly or yearly time scale. Mora-Lopez and Sidrach-De-Cardona [12] proposed a method to generate synthetic hourly values of the clearness index directly from monthly average values of the daily average clearness index. The method involved incorporating a seasonal component as well as a component related to the diurnal sun cycle. However, the authors found the algorithm was not universal.
Both Graham and Hollands [13] and Aguiar and Collares-Pereira [14] developed well known algorithms to synthesise hourly data from daily average clearness index values, with time of day dependent probability distributions. The Aguiar and Collares-Pereira [14] algorithm, called the TAG algorithm, claims better statistical consistency between the synthetic data and measured data for clearer months. Also, since a wider range of locations were used to develop the TAG algorithm, it may perhaps be more widely applicable. Remund et al. [15] provided modifications to the TAG algorithm for locations where the sun might be occluded by the skyline, such as in mountainous regions.
There have been several models using artificial neural networks (ANNs) developed to generate synthetic hourly data from average daily solar radiation. Hontoria et al. [2] developed an ANN model based on data from several locations in Spain, and found that their model matched the measured data more closely than either the Graham and Hollands [13] or Aguiar and Collares-Pereira [14] models. However Reikard [16] reported mixed results, with ANN models significantly outperforming autoregressive models only at higher temporal resolutions, in the order of a few minutes. ANN models can also be much more numerically intensive. More recently, satellite remote sensing data has been used to provide estimates of surface radiation. The quantity of data required to comprehensively represent solar radiation behaviour over all seasons and cover an entire region would be large.
A number of shortcomings with the clearness index approach have become apparent. The beam and diffuse components of radiation falling on a horizontal surface are bundled together into measurements of the clearness index. Generation of synthetic radiation values for surfaces oriented at an angle other than horizontal will require individual quantification of these components and also the reflected component. Since both clearness index and the diffuse component are affected by atmospheric processes such as clouds, it was hoped that there might be a close relationship between the two [17] . However, it has been found that the diffuse component can vary widely for very similar values of clearness index. Skartveit et al. [18] found that clouds have a complex effect on the diffuse component. For example, in the case of broken or scattered cloudiness conditions, the diffuse component can be so high that the measured clearness index exceeds the theoretical clear sky value. Perez et al. [19] identified two limitations of using the clearness index: firstly, there is a dependency not only on atmospheric processes, but also on solar elevation. Secondly, the complexity of the diffuse component relationship means that in some situations it might be impossible to differentiate two different cloud conditions with the same clearness index. The authors proposed the use of a normalised clearness index that is solar elevation independent as a possible solution to the first limitation.
Approaches that use cloudiness metrics rather than clearness index have also been taken. Yang and Koike [20] developed a sky clearness indicator (SCI) coefficient that accounts specifically for cloud effects, modifying the surface global horizontal radiation from its clear sky value. Butt et al. [21] developed a method of estimating cloudiness using high frequency (2 minute interval) measurements of global horizontal surface irradiance. Although this method of defining cloudiness was somewhat imprecise, the authors found a straight-line relationship between the ratio of diffuse horizontal irradiance to global horizontal irradiance (the diffuse fraction) and their cloudiness metric for two locations in the Amazon.
Clearness index usually has lower values earlier and later in the day because of the increased air mass sunlight travels through when the sun is low in the sky. In contrast, cloudiness metrics are not expected to exhibit such a strong trend because they modify the clear sky transmissivities rather than directly modifying the solar radiation. As such, they perhaps can be claimed to be a "purer" measure of the local cloud condition at the time.
There is a hierarchy here. Direct measurements of radiation contain effects due to variations in Earth's orbit, the position of the sun in the sky, air mass, and cloud condition. Measurements of clearness index contain effects due to the latter two, and cloudiness metrics aspire to capture only the cloud condition.
In this study, the aim was to develop a numerically simple algorithm that can generate synthetic values of radiation data for any location within the South West quarter of Western Australia, with hourly, diurnal and seasonal variations in solar radiation that give a reasonable representation of actual local conditions. Australia lies in the Southern hemisphere, so simply using models developed for Northern hemisphere locations may not achieve this aim. Lanini [22] points out that stratospheric sulphate aerosol content is higher in the Northern hemisphere, increasing the diffuse fraction. Hence a new model was developed that is a combination of the approaches of Yang and Koike [20] and Aguiar and Collares-Pereira [14] . Firstly, equations to estimate the theoretical clear sky values for beam, diffuse, and reflected radiation were obtained from previous studies. Then, to represent the effects of cloud, a coefficient of cloudiness was defined that modifies all three components of clear sky radiation individually, and so can be used to model the performance of both concentrating solar power systems and tilted PV systems on cloudy days. An autoregressive algorithm was developed to generate synthetic hourly values of this cloudiness coefficient, with parameters that are themselves seasonally and locationally dependent and able to be calibrated with locally measured data from Western Australia.
It was considered that using latitude and longitude as the location coordinates would not lead to the numerically simplest operation of the model. Latitude provides information about the position of the sun in the sky, but there is little more direct information about climatic conditions in latitude and longitude values. For example, they do not say whether the location is over land or sea. In Western Australia, the climate is usually drier further inland. There are two areas of higher annual rainfall, one in the South West corner, and one in the tropical North. Since clouds are needed to generate rain, a correlation between cloudiness patterns and rainfall patterns can be expected. So if location coordinates are represented by a distance along the coast from a set starting position, and then a distance inland from this point on the coast, the relationship between seasonal solar radiation and location might take a simpler form. The model was developed to mimic this geographic pattern of annual rainfall.
The development of this new model indicates that the approach of using a pure cloudiness metric and alternate positional coordinates can provide an algorithm that is simple enough to use interactively and provide a viable alternative to using satellite data. There is scope for adaptation to other parts of the world with a similar pattern of declining inland rainfall, such as the West coast of North America, and the West coast of South Africa.
Irradiance in clear sky conditions
The first stage in developing a model for irradiance in cloudy conditions is to estimate irradiances for clear sky conditions. This has already been done in previously developed theory (e.g. Kumar et al. [23] , Gates [24] or Liu and Jordan [11] ). Later, in the methods section, new equations for modifying the clear sky irradiances due to the effects of cloud are developed. A table of the symbols used in this paper can be found in Appendix D.
The solar altitude angle, α, the vertical angle of the sun to the surface of the Earth, affects the amount of solar energy reaching the Earth not only because of geometrical effects but also because of the amount of air the light has to travel through. The sine of the solar altitude angle, sinα, can be calculated directly from the day of the year, time of day, and estimates of variation in Earth's orbit (see Appendix A). The air mass ratio, M, is the ratio of the atmospheric path length a beam of light must travel through, compared to the path length if the sun was at the zenith (i.e. the shortest path length). One of the most numerically simple approximation formulas for M as a function of sinα comes from Young [25] : The total (or global) irradiance falling on the Earth's surface at the ground can be divided into three types: the beam irradiance, I b , the diffuse irradiance, I d , and the reflected irradiance, I r ( Figure 1 ). Beam irradiance comes directly from the sun, and is also called direct irradiance. The extraterrestrial beam irradiance, I o , is the irradiance arriving at the top of the atmosphere on a plane perpendicular to the direction of the sun. The fraction of of incident light that travels through a medium is called a transmittance. The beam irradiance arriving at the Earth's surface, I b , also on a plane perpendicular to the direction of the sun, can be related to I o by defining a beam radiation atmospheric transmittance, t b , such that:
t bcs is the beam atmospheric transmittance under clear sky conditions. At very high elevations with extremely clear air, t bcs may be as high as 0.8, while for a clear sky with high turbidity it may be as low as 0.4 [24] . A simple formula based on Bourghers law [26] can be used to estimate t bcs from M:
where K b1 and K b2 are constants. K b2 is an absorption constant and is negative. If a surface is oriented in a direction other than perpendicular to the sun's position in the sky, then the incident beam irradiance will be reduced. Many data sets and many studies deal only with measurements of solar radiation falling on a horizontal surface. Therefore expressions for horizontal surface radiation must be developed if comparison with these models is to be made. The beam irradiance falling on a horizontal surface, I hb , will be:
Diffuse radiation arises from beam radiation that has been scattered by the atmosphere. The diffuse irradiance I d on a plane at the Earth's surface can be related to the extraterrestrial beam irradiance I o by defining a diffuse atmospheric transmittance, t d such that:
where tilt is the vertical angle of the plane compared to the horizontal. This equation implies that for surfaces tilted at angles other than horizontal, the diffuse irradiance will be less because the surface will not "see" the full sky hemisphere [27] . If the surface is vertical, then the diffuse radiation falling on it will be halved, as it only "sees" half of the full sky hemisphere. Lui and Jordan [11] (8) This equation implies that a higher beam transmittance means less diffuse radiation, as would be expected. Beam transmittance t bcs for a dust free clear sky typically ranges from 0.4 to 0.8, and the corresponding diffuse transmission coefficient t dcs ranges from 0.153 to 0.037 [24] . The diffuse irradiance falling on a horizontal surface will therefore be:
For a surface under consideration, a part of both the beam and diffuse components of clear sky radiation may be reflected by the surroundings. Based on a formula given by Gates [24] , the reflected radiation falling on a surface, I r , in isotropic surroundings can be related to I o by:
where t r is the reflectance transmittance, and r g is the ground reflectance coefficient averaged over the solar wavelength spectrum (see Monteith and Unsworth [28] ). Gates [24] gives a reflectance coefficient for vegetation of 0.2, and also a formula that relates the clear sky reflectance transmittance t rcs to the clear sky beam transmittance t bcs :
t rcs =0.271+0.706 t bcs (11) such that if clear sky beam transmittance increases, then so does clear sky reflectance transmittance. If the surroundings are not isotropic, then in principle it is still possible to explicitly model reflected radiation, but the equations will be complex and site specific. For a horizontal surface, tilt is zero, and the estimate for reflected radiation from equation 10 is zero. In this case:
where I hcs is the clear sky irradiance falling on a horizontal surface. Note that multiple reflection effects between the Earth's surface and the atmosphere are present even if the tilt is zero. These effects can be modelled or made implicit in the diffuse transmittance estimation. For an example see Suckling and Hay [29] . Some authors have included an explicit term for these effects [30] . It may be more important to have an explicit term if multiple cloud layers are modelled, as for example in Yang and Koike [20] , and there is a need to differentiate between intrinsic cloud behaviour and ground-atmosphere reflection effects.
Method
So far, theoretical equations for the transmittances t b , t d , and t r have been formulated for clear skies, based on results from previous studies. To effectively model radiation under all weather conditions, there is a need to quantify the behaviour of these transmittances under cloudy conditions. In this study, a new metric of cloudiness was defined, its effects on t b , t d , and t r were quantified, and an algorithm for generating synthetic cloudiness values at any location in the South West corner of Western Australia was developed. The algorithm was calibrated and verified using cloudiness values obtained from hourly horizontal surface radiation data measured at a set of meteorological stations. Use of the word 'horizontal' refers to radiation falling on a horizontal surface.
Defining cloudiness
Previous studies have attempted to quantify cloudiness from observation (e.g. Muneer et al. [5] ). However, it is not simply the amount of cloud that matters. Cloud type, height, distribution, and layering will also affect irradiance in an ever-changing manner. To maintain simplicity, this study did not differentiate between these different aspects of cloudiness. Instead the level of cloudiness was quantified by how much beam transmittance is affected. A cloudiness transmission factor, t c , was defined as a fractional modifier to the clear sky beam transmittance, t bcs , due to cloudy conditions:
The "cloudiness"(c) was defined such that the cloudiness transmission factor t c is reduced by increasing cloudiness until t c is zero when c is one:
How much will cloudiness affect the diffuse transmittance, t d ? A diffuse cloudiness function, k cloud (c), was defined that modifies the clear sky diffuse transmittance t dcs :
where t gh is the global irradiance transmittance for radiation falling on a horizontal surface. The observation by Butt et al. [21] that the diffuse fraction, k d , increases in a straight-line fashion with cloudiness was represented using: How much will cloudiness affect the reflectance transmittance, t r ? Hay [31] implies that the reflected irradiance under cloudy conditions remains proportional to the global horizontal irradiance, and hence the reflectance transmittance will remain equal to the global horizontal transmittance:
Estimating cloudiness
To quantify the range and distribution of cloudiness over the South West of Western Australia, a way to estimate cloudiness from measured data was developed. . Instrumentation error has the greatest relative effect when the sun is near the horizon and measured values of radiation are low. To minimise this error, only the data collected when the sine of the solar altitude angle, sinα, was greater than 0.1 were used.
Values for global horizontal transmittance, t ghm , were obtained from these measurements using (19) where I hm is the measured hourly horizontal solar irradiance, and I hex is the extraterrestrial horizontal irradiance. I hex was calculated using:
where S o is the solar constant and OF is the orbital correction factor. These can be calculated or estimated from the day of the year, time of day, and location (see Appendix A). The solar constant S o has been the subject of some debate. A value of 1367 W/m 2 has been widely used and was adopted in this study, but is subject to small variations due to solar activity [32] .
The cloudiness was estimated by combining equations 15 and 17 to give:
The value of K dr was set to 0.8 so that the denominator of equation 21 was always positive for all values of global horizontal transmittance t ghm obtained from measurements.
The daily average cloudiness c d was calculated as the average of the hourly cloudiness values for those hours when the sun was above the horizon. If c d was less than 0.05 and no hourly value of cloudiness was greater than 0.1, then the day was categorised as a clear sky day. A total of 4141 days (out of 21422 days of measured data across the 31 stations) were clear sky days.
A downhill simplex error minimisation algorithm [33] was used to find the optimum values for K b1 and K b2 (see equation 5) that gave the best fit between the theoretical clear sky irradiance and the measured irradiance on the chosen clear sky days. To prevent negative cloudiness transmission factors, an additional weighting term was introduced within the error function calculation of the simplex algorithm so that if on any hour of any day (not just the clear sky days) the measured cloudiness using equation 21 exceeded 1 (t c < 0), then the error value was dramatically increased.
Generation of daily cloudiness
The measurements for each day from each station were divided into two data sets, a training set and a test set (also called the calibration set and the validation set). The training set was used to establish the parameters of the algorithm. The synthetic data generated by the algorithm was then compared to the test data points. Because of the different ways that models from other studies have separated data for calibration and validation, two different methods of separating data were used in this study. In the first configuration, the measured data from each station was split almost equally into calibration data and validation data by assigning each day of data to one of the two groups using a pseudorandom number generator. In the second configuration, all the data from 7 stations (or about one quarter of the total) were reserved for validation data to test the algorithm. All the data from other 24 stations were used as training data to calibrate the algorithm.
Following the lead of Boland [8] concerning seasonal variation in radiation, the monthly average of the mean daily cloudiness, and the monthly standard deviation in mean daily cloudiness were represented as varying sinusoidally with month:
where month is the month of the year (from 1 to 12). The sinusoid coefficients K cdi (i = 1 to 6) were estimated for each station in the training data set by using the downhill simplex method to minimise the sum of the absolute errors between measured and estimated values of c davmon and c dsdmon .
In order to estimate the value of c davmon and c dsdmon for any location in Western Australia, a geographic relationship for the K cdi coefficients was established. A shape map of the Western Australian Coastline was constructed from the GEODATA COAST 100K 2004 data package published by Geoscience Australia [34] . This data set is based on a 1:100,000 scale map sheet. The shape map consists of a vector map of the coastline and state border in longitude and latitude coordinates. It does not include any of the islands off the coast of Western Australia that are included in the data package. Note that the distance along a coastline will depend on the precision of the coastline representation, with higher precisions generating longer distances. There were 74032 vertices in the constructed shape map, so a global simplification algorithm [35] was used to simplify the map down to a 500 vertex coastline map ( Figure 3 ). The coastline is represented by a straight line segment drawn between each pair of vertices. The intersection between the coastline and the state border with the Northern Territory in the North East corner was used as the starting point for calculating coastal distance. The position of each meteorological station in (cpos,cdist) coordinates, where cpos is the distance along the coastline and cdist is the shortest distance to the coast, was calculated from the latitude and longitude coordinates using Euclidean geometry.
To establish the geographic relationship, the value of each coefficient K cdi (i = 1,6) was assumed to vary in a way roughly mimicking the rainfall pattern in Western Australia. That is, in a piecewise straight-line fashion along the coastline, and with a combination of initial increase and then exponential decay as distance inland from the coast increases. The value of each coefficient is estimated by interpolation using a number of setpoints positioned along the coast. See Appendix A for the detailed algorithm. The downhill simplex algorithm was used to optimise the number, position, and value of the setpoints such that the overall sum of the absolute errors between estimated and measurement derived values of the K cdi coefficients at each of the meteorological stations in the training data set was minimised.
To establish the frequency distribution of the daily cloudiness, the residual variable y d was calculated for each day in each month of the training data set using the measured values for c davmon and c dsdmon :
The inverse cumulative frequency distribution, Cf -1 , of these values of y d was approximated for each station in the training data set using: (25) where r is the cumulative frequency. One purpose of using the residual variable y d was to remove seasonal effects. However, because of the high number of clear sky days at many stations, the residual variables for each month were not normally distributed and had predominantly positive skews. The coefficients K cfj j = 1 to 4 were found to retain a seasonal dependence as well as the expected locational dependence, so they were estimated using the same technique as c dmonav and c dmonsd :
The sinusoid K cdi coefficients, i = 7 to 18, were also adjusted for location using piecewise straight-line interpolation between coastal setpoints and a combination of linear and exponential functions for distance from the coast. As before, for each K cdi the downhill simplex algorithm was used to optimise the number, position, and value of the coastal setpoints, such that the overall sum of the absolute errors between estimated and measurement derived values of the K cdi coefficients at each of the stations in the training set was minimised. In total, 18 K cdi coefficients are generated for each location using this technique (Table 1) . (27) Synthetic values of mean daily cloudiness, c d , were calculated from y d using:
Generation of hourly cloudiness
The measured hourly cloudiness values from every station were lumped together and categorised according to sine of the solar altitude angle sinα and average daily cloudiness c d . This assumes that for a given c d , the statistical characteristics of cloudiness are the same for any location in Western Australia. The following function was used to estimate the average hourly cloudiness, c hm , as a function of sinα and c d :
The coefficients K h0 to K h3 were determined from the training data. For each bin, the standard deviation of the measured cloudiness values from the mean hourly cloudiness in each bin was calculated and the following function was used to estimate the standard deviation:
The coefficients K dv0 to K dv5 were determined by using a downhill simplex algorithm to minimise the sum of the absolute differences between the measured standard deviations in each bin and σ(c d ,sinα The hourly cloudiness residual function, y h , was calculated for every measured hourly cloudiness value using:
It was found that a translated Weibull distribution gave a better fit to the frequency distribution curve for y h than a normal frequency distribution (Figure 4) , although a zero significance value for the Kuiper statistical test [33] indicated that the distribution of y h could not be considered to be identical to the Weibull distribution. Therefore a translated Weibull cumulative frequency distribution function was used to generate synthetic values of y h from the output of a pseudorandom number generator:
where r is a psuedorandom number between 0 and 1 with a uniform frequency distribution. r w has a Weibull frequency distribution with mean of 0 and standard deviation of 1. θ w is the translation parameter, λ w is the scale parameter, and κ w is the shape parameter. See Appendix B for the values of these coefficients. Although time series analysis of hourly cloudiness values is limited by the short continuous sequences available during daylight hours, calculation of partial autocorrelation coefficients of the residual y h showed a clear dependence on the cloudiness for the previous hour. Therefore, at each station and for each day, the relative first order autocorrelation between successive y h values was calculated. These values were placed into 1 of 10 bins according to daily average cloudiness, such that each bin has an average cloudiness range of 0.1. The following function was used to estimate the average first order autocorrelation:
where K yac is the autocorrelation coefficient. K yac was determined by minimising the sum of the absolute errors between the measured average autocorrelation values in each bin and ϕ(c d ). See Appendix B for the value of K yac . Synthetic hourly cloudiness values were generated with a first order regression component and a random component using the following three equations:
and
where σ d is the standard deviation of the random component, and c is the synthetic hourly cloudiness at hour h. For comparison with other models, synthetic values of horizontal irradiance I h were calculated from the cloudiness using
I hex =1367OF sinα (38) and I h =t gh I hex (39) See Appendix A for the complete implementation of the algorithm. The values of the coefficients in Appendix B were calculated using all of the measured data as training data.
Results and Discussion
In order to assess the performance of the model, model generated synthetic data and data derived from measurements were compared, and the overall differences quantified in a statistical manner. To capture seasonal and diurnal, as well as hourly, effects, the model was assessed on monthly, daily, and hourly time scales. These results were compared with other models that estimate solar radiation over a region or several locations (see below) .
The following statistical measures were used for comparison, depending on the study: Root mean square error (RMSE), Mean bias error (MBE), mean absolute percentage error (MAPE), standard error (SE), and mean relative variance (MRV). Definitions are given in appendix C. These measures were calculated for each station and then the average taken over all stations in the test data set. Because the results for the other studies were derived in different ways, two configurations of training and test data sets were assessed in this study (see Section 3.3). To avoid an artificially better ranking due to data set configuration, the results with the highest error were used for comparison.
Monthly average daily horizontal radiation
For each day of validation data, the daily average horizontal radiation, for both measured and synthetically generated data sets, were obtained from the hourly horizontal radiation measurements. These were in turn averaged over each month. The average RMSE between the measured and synthetic monthly values was 9.9% and the average magnitude of the MBE was 3.9%. The average error according to three measures was within the upper end of the range of several other models (Table 2) . Synthetically generated values of monthly average daily radiation were also compared with satellite derived monthly averaged data [36] for 392 locations in the South West of Western Australia, compiled over the period 1990 to 2011. The RMSE was 19.2% (3.9 MJ/m 2 /day), and the MBE was -3.7% (-0.75 MJ/m 2 /day), indicating that the model generated radiation is conservative. 
Daily average horizontal radiation
For the daily horizontal radiation values obtained in Section 4.1 above, the average RMSE of the model developed in this study was 33.7% and the average magnitude of the MBE was 3.9%. In a straightforward comparison of daily horizontal radiation values, this model has a higher error than several other models (Table 3) . However, it must be remembered that these other models use measured daily meteorological information, so their errors are expected to be less. 
Hourly Irradiance
The average RMSE for hourly horizontal irradiance for each day of validation data was 43.1% and the average magnitude of the MBE was 3.9%. An example of the model generated hourly horizontal irradiance data is given in Figure 5 . The models developed by Yang and Koike [20] and Yang et al. [47] use measured hourly meteorological data to derive a sky clearness indicator coefficient (SCI) which is a measure of cloudiness. The SCI is used to estimate horizontal irradiance. To allow for more direct comparison with the Yang models, synthetic hourly cloudiness values were generated by the model developed in this study using measured daily average cloudiness (that is, the average calculated from the measured hourly cloudiness values), not the model generated daily average cloudiness. This will remove the errors present on diurnal and monthly time scales. Horizontal irradiance values were calculated from these hourly cloudiness values. [20] and Yang et al. [47] , which is expected as these models use hourly measured meteorological data (Table 4) .
Reikard [16] compared 6 models designed to forecast the hourly horizontal irradiance at sites in the USA at time periods from 1 to 4 hours ahead of the measured value. Some of the measured data were actually modelled data derived from measured meteorological variables, including cloud cover. Hence the results are also included here. The average Reikard model MAPE ranged from 35.18% for the most accurate model to 51.64% for the reference model. In contrast, this model achieved a lower MAPE of 29.1%, which is surprising given that only the measured average daily cloudiness was used, not previous measured hourly values. This result supports the validity of using an autoregressive approach to modelling hourly cloudiness using the value of average daily cloudiness. The model developed in this study has errors that are within the middle of the range of several other models that do not use a measure of cloudiness (Table 5) . Kambezidis et al. [48] reported a high RMSE, but a very low MBE for the model they developed. Hence their model may warrant further development for use in the estimation of mean hourly irradiance. Many of the neural net models achieved very low errors. However, the concerns about neural net models expressed by Reikard [16] of over fitting to noisy data must be kept in mind. The purpose of model building is not to mimic the measured data exactly, but to produce a comprehensive representation of typical measured data behaviour. These results indicate that the model developed in this study is at least comparable to other models in this task. Model generated values for the hourly clearness index k t (using measured daily average cloudiness) were calculated using equation 37 . Values of k t were also generated using the Aguiar and Collares-Pereira TAG algorithm [14] . The distribution of both these synthetic datasets were compared to measurement derived values of k t ( Figure 6 ). The RMSE between the synthetic values of the standard deviation of the hourly k t values, calculated for each day of measurement data, was 0.061 for the TAG algorithm and 0.043 for the model developed in this study. These two results indicate that the model did not match the distribution of the measurement values precisely, but performed slightly better than the TAG algorithm on the same Western Australian dataset. Figure 6 . Frequency distribution of clearness index k t from measured horizontal radiation, synthetically generated using the Aguiar and Collares-Pereira TAG algorithm, and derived from model cloudiness values.
Conclusions
This model was designed to simulate solar irradiance on an hourly time scale for any location in the South West region of Western Australia. The algorithm was simple enough to be implemented inside a web page, and the results indicate that it can generate synthetic hourly horizontal radiation data with accuracies within the range of other models developed for wide areas or several locations. Because values of cloudiness are generated rather than global horizontal irradiance, the beam, diffuse and reflected components of irradiance can be obtained from the clear sky values, meaning that this model can be used in simulations of different kinds of solar power devices and different tilt angles to horizontal. This model has direct applicability to both thermal and PV concentrating solar power systems.
The algorithm generated hourly cloudiness data with reasonably similar statistical characteristics to the measured data. However there are likely to be areas where local climatic conditions will produce measurements with significantly different cloudiness characteristics. Detailed measurement and analysis will be required to obtain better accuracy. Data from weather stations concentrated in the Southern and Western region of Western Australia have been used to test the simulation, because this area is more significant for the simulation of broadscale power generation due to the proximity of grid The approach of using alternative position metrics to latitude and longitude to simplify the required calculations resulted in a model that uses 337 coefficients, or 837 including the 500 vertex coastline. This is equivalent to the direct representation of just over 2.2 months of hourly data at one location. As such this approach provides a viable alternative to using satellite data and has scope for adaptation to other parts of the world with a similar pattern of declining inland rainfall, such as the West coast of North America, and the West coast of South Africa. The model coefficients are listed in Appendix B. The coordinates for the 500 vertex shape map of the Western Australian Coastline are available upon request.
The intended purpose of developing a synthetic solar radiation data generator simple enough to be suitable for use in web based interactive simulations of broadscale solar power systems in the South Western part of Western Australia was achieved. 
Appendix C. Formulation of statistical measures
The root mean square error (RMSE) is calculated using:
where h d is the measured data value, h m is the model generated synthetic data value, and N is the number of data points. RMSE can be represented as a percentage value by dividing by the mean value of h d and multiplying by 100. The mean bias error (MBE) is calculated using:
MBE can be represented as a percentage value by dividing by the mean value of h d and multiplying by 100. The mean absolute percentage error (MAPE) is calculated using
To be represented as a percentage value, the MAPE can be multiplied by 100. The mean relative variance (MRV) is calculated using: 
