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Abstract
Over-complete bases offer the flexibility to represent much wider range of signals
with more elementary basis atoms than signal dimension.

The use of over-

complete dictionaries for sparse representation has been a new trend recently and has
increasingly become recognized as providing high performance for applications such
as denoise, image super-resolution, inpaiting, compression, blind source separation
and linear unmixing. This dissertation studies the dictionary learning for single or
coupled feature spaces and its application in image restoration tasks. A Bayesian
strategy using a beta process prior is applied to solve both problems.
Firstly, we illustrate how to generalize the existing beta process dictionary learning
method (BP) to learn dictionary for single feature space. The advantage of this
approach is that the number of dictionary atoms and their relative importance may
be inferred non-parametrically.
Next, we propose a new beta process joint dictionary learning method (BP-JDL)
for coupled feature spaces, where the learned dictionaries also reflect the relationship
between the two spaces. Compared to previous couple feature spaces dictionary
learning algorithms, our algorithm not only provides dictionaries that customized to
each feature space, but also adds more consistent and accurate mapping between
the two feature spaces. This is due to the unique property of the beta process
model that the sparse representation can be decomposed to values and dictionary
atom indicators. The proposed algorithm is able to learn sparse representations that
correspond to the same dictionary atoms with the same sparsity but different values

vi

in coupled feature spaces, thus bringing consistent and accurate mapping between
coupled feature spaces.
Two applications, single image super-resolution and inverse halftoning, are chosen
to evaluate the performance of the proposed Bayesian approach. In both cases,
the Bayesian approach, either for single feature space or coupled feature spaces,
outperforms state-of-the-art methods in comparative domains.
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Chapter 1
Introduction
1.1

Dictionary learning in single feature space

The use of over-complete dictionaries for sparse representation has been the subject
of extensive research over the last decade. Research on signal processing (Mallat and
Zhang, 1993) suggests that over-complete bases offer the flexibility to represent much
wider range of signals with more elementary basis atoms than the signal dimension.
In the field of early vision, the spatial receptive fields of simple cells have been
characterized as being localized, oriented and bandpass (Olshausen and Fieldt, 1996),
which cannot be captured in terms of linear, pairwise correlations such as principle
components analysis (Hancock et al., 1991). (Olshausen and Fieldt, 1996, 1997)
suggest that dictionary generated by sparse coding can capture the properties of
receptive fields. They also suggests that image patches can be well represented as
a sparse linear combination of elements from an appropriately chosen over-complete
dictionary.
A straightforward way to obtain the dictionary for sparse representation is to
sample image patch directly. However, this strategy will result in large dictionary and
hence expensive computation. Therefore, to learn a compact dictionary is necessary
to reduce the computational cost. There have been numerous methods proposed to
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design such over-complete dictionaries, such as basis pursuit (Chen et al., 1998) or
lasso (Tibshirani, 1996) or efficient `1 (Lee et al., 2007), overcomplete ICA (Lewicki
et al., 1998), RVM (Tipping, 2001), Method of Optimal Directions (MOD) (Engan
et al., 1999), KSVD (Aharon et al., 2006), Energy-based model (Ranzato et al.,
2006), elastic net (Zou and Hastie, 2005), FOCUSS based dictionary learning (KreutzDelgado and Rao, 2002; Murray and Kreutz-Delgado, 2007), online dictionary
learning (Mairal et al., 2009a), and beta process dictionary learning (Paisley and
Carin, 2009; Zhou et al., 2009).

All these methods are able to generate the

over-complete dictionary and sparse coefficients.

Dictionaries learned by these

methods yield sparse representations that have higher recovery accuracy than do
with conventional representations, therefore attaining state-of-the-art performances
on denoising, in-painting, image abstraction and super-resolution.

1.2

Dictionary learning in coupled feature spaces

In many signal processing problems, we have coupled feature spaces, e.g., the
image patch space and sketch patch space for photo-sketch abstraction (Tang and
Wang, 2003; Wang and Tang, 2009), the original and compressed signal spaces in
compressive sensing (Yang et al., 2012a), and the high-resolution patch space and
low-resolution patch space in patch-based image super-resolution (Yang et al., 2008),
artistic rendering (Hertzmann et al., 2001; Efros and Freeman, 2001; Lin and Tang,
2005), multi-modal biometrics (Lei and Li, 2009; Sharma and Jacobs, 2011; Wang
and Tang, 2009), inverse halftoning (Son, 2012; Mairal et al., 2012) and intrinsic
image estimation (Jia et al., 2013). For the patch-based image super-resolution,
many methods (Sun et al., 2003; Chang et al., 2004; Yang et al., 2008; Zeyde
et al., 2010; Wang et al., 2012; Yang et al., 2012a) have been proposed trying to
capture the concurrent prior between the low- and high-resolution patches using
dictionary learning techniques.

In these methods, a high-res patch is normally

recovered using the high-res dictionary and sparse coefficients calculated using the
2

low-res feature patch and low-res feature dictionary. Therefore, we need to learn
these two dictionaries in both high-res and low-res feature spaces. This is a typical
dictionary learning problem in coupled feature spaces.
Many methods have been proposed to solve aforementioned dictionary learning
problems in couple feature spaces such as patch-based matching (Hertzmann et al.,
2001; Wang and Tang, 2009), coupled subspace learning (Lei and Li, 2009; Lin
and Tang, 2005) and coupled dictionary learning (Yang et al., 2008). The intuitive
method to learn dictionaries for coupled feature spaces is using single sparse coding
model to learn the coupled dictionaries in concatenated spaces (Yang et al., 2008).
Once the dictionaries are learned, we can use one dictionary to calculate the
sparse coefficients and the other dictionary to recover the desired signal. However,
dictionaries learned this way usually cannot capture the complex, spatial-variant and
nonlinear relationship between the two feature spaces. In addition, because the sparse
coefficients are shared between the two dictionaries, the algorithm normally finds it
difficult to fit the dictionary and coefficients to both feature spaces. Therefore, a
further learning model is necessary to adapt the dictionary learning algorithm to
coupled feature spaces.
Several algorithms have been proposed to solve this problem (Zeyde et al., 2010;
Wang et al., 2012; Yang et al., 2012a). Zeyde (Zeyde et al., 2010) proposed a twostep learning algorithm, where one dictionary is learned by KSVD (Aharon et al.,
2006) and the other is generated via least-square. Zeyde used this approach for the
single image super-resolution problem. Although this method largely decreases the
computational cost because only one dictionary is learned and the dictionary is wellfitted in the low-res patch space, the same is not true in the high-res patch space. In
addition, although the dictionaries are learned individually, same coefficients are still
used for the two feature spaces, limiting the dictionaries from being customized to
both spaces. A simultaneous dictionary learning algorithm is thus essential to balance
the learning errors in both feature spaces.
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The most recent approaches, also referred to as the semi-coupled approaches (Yang
et al., 2012a; Wang et al., 2012), seek to improve the learning result by letting the
dictionaries fit the two feature spaces better. Wang (Wang et al., 2012) proposed a
semi-coupled training model to solve the problem where a mapping matrix is used
to capture the relationship of the sparse representations between spaces. Although
the learned dictionaries can better minimize the error in both spaces than those
learned in concatenated spaces, the corresponding relationship of dictionaries in the
two feature spaces are not captured during the learning process. Yang (Yang et al.,
2012a) provided a bilevel sparse coding solution of the problem. Instead of solving
the two optimization problems in two feature spaces together (Yang et al., 2010), the
bilevel method moves one of the optimization problem to the regularization term of
the other problem. Although the learned sparse representation of bilevel method has
less learning errors, the same sparse coding is still required for both feature spaces. In
addition, Yang’s method also did not enforce the corresponding relationship between
the learned dictionaries. These problems can be resolved by taking advantage of the
beta process prior model.

1.3

Motivation

In this dissertation, we firstly consider the beta process (BP) for single feature space.
Next, we refined BP to a new algorithm, beta process joint dictionary learning (BPJDL), to better solve the problem of dictionary learning for coupled feature spaces.
Recent research on using non-parametric Bayesian approach (Griffiths and
Ghahramani, 2005; Paisley and Carin, 2009) to learn an over-complete dictionary
offers several advantages not found in earlier approaches and shows significant
improvement in applications such as image denoising, inpainting and compressive
sensing (Zhou et al., 2012). The advantage of using non-parametric Bayesian approach
is the number of dictionary atoms and their relative importance may be inferred
non-parametrically. In previous over-complete dictionary learning methods used in
4

application such as single image super-resolution (SISR) (Yang et al., 2008), the
dictionary size is an unknown parameter and a large size dictionary is necessary to
produce good super-resolution (SR) results based on the experience. In addition,
in many applications, the desired sparsity level need to be manually set (Yang
et al., 2010; Aharon et al., 2006). However, these two parameters are better to
be inferred automatically. The Bayesian method may infer a smaller size dictionary
non-parametrically and produce the same or better SR results. For example, for
the factor of 2 magnification SR dictionary learning, the results show that Baysian
method learned a 38.6% smaller dictionaries while produces better SR results. Since
super-resolution using a smaller size dictionary needs less computational power, it may
significantly affect the speed and energy consumption of super-resolution applications
in resource-constrained environments. There has been recent interest in applying nonparametric Bayesian methods (Knowles and Ghahramani, 2007; Rai and Daumé III,
2008) to infer number of dictionary atoms, based on the observed data. Examples of
recent research in this direction employs the Indian Buffet Process (IBP) (Griffiths
and Ghahramani, 2005) and the beta process (BP) (Paisley and Carin, 2009). BP is
more suitable for dictionary learning compared to IBP because it has more flexibility.
In addition to previous mentioned advantages, BP also has the sparseness property
that found in other dictionary learning algorithms, allowing dictionary size to tend
to infinity while the training samples only use a small subset of dictionary atoms via
the sparse coefficients.
Beta process for single feature space. In this article, the BP is considered
for the single feature space dictionary learning problem. (Zhou et al., 2009) used
a Gaussian distribution for the error vectors because the Gaussian noise is added
to the signal in the denoise application. However, in many other single feature
space dictionary learning problem, the error vectors are not necessarily Gaussian.
In addition, the quality of the learned dictionary is sensitive to the model of error
vectors, therefore the original model may not suitable for other applications. We revise
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the model and use a pre-define parameter for the error vectors, therefore the revised
model could be used for other single feature space dictionary learning applications.
Beta process for coupled feature spaces. Although BP provide a dictionary
solution for single feature space, it may not be suitable to learn dictionaries in coupled
feature spaces. Nevertheless, the truncated beta process allows the sparse coefficients
to be expressed as an element-wise multiplication of a binary latent factor indicator
and a normal coefficient value. We can take advantage of this property in the
dictionary learning problem of coupled feature spaces by restraining the coefficients
in coupled feature spaces to use the same dictionary atom indicator but different
coefficient values.
Next, we propose a beta process joint dictionary learning algorithm for dictionary
learning problems in coupled feature spaces. Compared to BP method used for
single feature space, the new beta process model is customized for the problem of
learning dictionaries in coupled feature spaces. Our model, together with Wang et al.
(2012); Yang et al. (2012a), provides dictionary learning methods that customized to
each feature space, however, our method adds more consistent and accurate mapping
between the two feature spaces. This is due to the unique property of the beta process
model Paisley and Carin (2009) that the sparse representations can be decomposed
to values and dictionary atom indicators. We use the same beta process prior for
dictionary atom indicators but different priors for values in two feature spaces. In this
way, the BP-JDL is able to learn sparse representations that correspond to the same
dictionary atoms with the same sparsity but different values in coupled feature spaces,
thus bringing consistent and accurate mapping between coupled feature spaces. BPJDL is able to learn the latent structure that customized to each feature space and
provide a mapping function that reveals the complex relationship between the two
feature spaces. In addition, BP-JDL inherits the advantage of BP: BP-JDL may
also infer dictionary size non-parametrically and produce the same or better learning
accuracies with much smaller dictionary size.
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Applications. In order to compare the BP with other state-of-the-art single
feature space dictionary learning methods, we tailor BP to the dictionary learning
problem of single image super-resolution and inverse-halftoning. Experimental results
show that dictionaries learned by BP produces the best super-resolution results
compared to other two methods in the super-resolution application. In addition,
BP outperformed the state-of-the-art inverse halftoning methods. Next, in order
to compare BP-JDL with state-of-the-art coupled feature space dictionary learning
methods, we tailor BP-JDL to the dictionary learning problem of the patch-based
single image super-resolution as well as the inverse halftoning. Experimental results
show that BP-JDL outperforms other methods in terms of both image quality for
both applications.

1.4

Contributions

The primary goal of this research is to learn over-complete dictionaries for single or
coupled feature spaces. To this end, the current contributions include:
• A revision of the beta process dictionary model (Paisley and Carin, 2009; Zhou
et al., 2009) for single feature space. The quality of the dictionary is sensitive
to the variance of the error vectors, thus the variance of the error vectors need
to be pre-defined for many applications.
• A new beta process joint dictionary learning algorithm for coupled feature
spaces. The learned sparse representation can minimize the recovery errors
of each feature space while still capturing the relationship of the two spaces.
• An evaluation of revised beta process dictionary learning with applications of
single image super-resolution and inverse halftoning.
• An evaluation of proposed beta process joint dictionary learning algorithm with
application of single image super-resolution and inverse halftoning.
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1.5

Dissertation Outline

The dissertation is organized as follows:
Chapter 2 provides a literature survey on state-of-the-art approaches on overcomplete dictionary learning, image super-resolution, inverse halftoning and image
quality assessment; Chapter 3 explains the generalization of beta process dictionary
learning (Zhou et al., 2009) to single feature space dictionary learning problems (BP);
Chapter 4 introduces the beta process joint dictionary learning for coupled feature
spaces (BP-JDL); Chapter 5 shows the results of BP and BP-JDL in the application
of single image super-resolution; Chapter 6 shows the results of BP and BP-JDL
in the application of inverse halftoning; Finally, the dissertation is concluded with
accomplished and future work in Chapter 7.
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Chapter 2
Literature Review
In this chapter, we firstly describes several approaches used for over-complete
dictionary learning in single feature space. We also review the beta process dictionary
learning for single feature space and study the sensitive parameter. Next, we review
several state-of-the-art over-complete dictionary learning algorithms for coupled
feature spaces. For the applications of proposed dictionary learning algorithms, we
describe the problem of single image super-resolution, inverse halftoning and how
these image restoration problems can be formulated as dictionary learning problem.
Finally, we review stat-of-the-art image quality measure methods and use these
methods to measure the image quality image restoration results.

2.1
2.1.1

Dictionary Learning in Single Feature Space
Problem formulation

Given a set of training examples V = (v1 , . . . , vN ) ∈ <P ×N in a single feature space,
the sparse coding problem is to learn a dictionary D = (d1 , . . . , dK ) ∈ <P ×K that
can sparsely represent the training examples with coefficients α ∈ <K×N . P is the
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dimension of data and K is the dictionary size. This problem is described as
min kαkt s.t. kDα − Vk22 ≤ 

(2.1)

where t is a sparsity regularization. Ideally we want t = 0, then the problem become.
min kαk0 s.t. kDα − Vk22 ≤ 

(2.2)

However, this problem is non-convex and NP-hard. Many approximate solutions have
been proposed to solve this problem.

2.1.2

Efficient `1

Although the optimization problem of Eq. 2.2 is NP-hard in general, Donoho Donoho
(2006) suggests that as long as the desired coefficients α are sufficiently sparse, they
can be efficiently recovered by instead minimizing the `1 -norm, as follows:
min kαk1 s.t. kDα − Vk22 ≤ 

(2.3)

Using Lagrange multipliers, this equation can also be expressed as
1
(D, α) = min kV − Dαk22 + λkαk1
D,α 2

(2.4)

where the λ balances sparsity of the solution and fidelity of the approximation to X.
The `1 norm is to enforce the sparsity of α. Eq. 2.4 is not convex in both D and α,
but it is convex in one of them with the other being fixed. There have been several
algorithms proposed to solve this problem. (Yang et al., 2008) used the method
proposed in (Lee et al., 2007) for dictionary learning of sparse coding based superresolution (ScSR). The basic idea is to alternatively minimize Eq. 2.4 over α for a
given dictionary D, and then over D for a given α, leading to a local minimum of the
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overall objective function. In this method, the dictionary size need to be predefined
before the learning step.

2.1.3

Elastic Net Extension of Lasso

The `1 penalty in LASSO has several limitations (Zou and Hastie, 2005). For example,
in the “large p, small n problem” case, the LASSO selects at most n variable before
it saturates. Also if there is a group of highly correlated variables, the LASSO
tends to select one variable from a group and ignore the others. To overcome these
limitations, the elastic net adds a quadratic part to the penalty, which when used
alone is ridge regression. The elastic-net formulation of dictionary learning problem
can be expressed as
1
λ2
(D, α) = min kV − Dαk22 + λ1 kαk1 + kαk22
D,α 2
2

(2.5)

where λ1 and λ2 are regularization parameter. When λ2 = 0, this leads to LASSO.
Currently, people choose elastic-net formulation over the LASSO is mainly for stability
reasons. Using a parameter λ2 > 0 makes the problem of Eq. 2.4 strongly convex and
ensure its unique solution to be Lipschitz with respect to V and D with a constant
depending on λ2 . However, the stability is not necessarily an issue when learning a
dictionary for a reconstruction task. Since this article is mainly consider the image
restoration problem, we do not consider the stability issue.
Eq. 2.5 can be solved via online dictionary approach proposed in (Mairal et al.,
2009a). (Mairal et al., 2012) applied this method to many applications, such as
handwritten digits classification, inverse halftoning, digital art authentication and
compressive sensing.
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2.1.4

FOCUSS-CNDL

For a given dictionary D, the focal underdertermined system solver (FOCUSS)
was developed to solve Eq. 2.1 for t ≤ 1 (Gorodnitsky et al., 1995; Rao et al.,
1999). (Kreutz-Delgado et al., 2003) extend this algorithm for dictionary learning
problem. Similar to the Efficient `1 algorithm, the dictionary learning problem can
be formulated as
1
(D, α) = min kV − Dαk22 + λkαkt
D,α 2

(2.6)

where t ≤ 1. Also similar to the Efficient `1 , this problem can be solved via alternative
minimization. Firstly, the D is fixed and the α is updated using the FOCUSS
algorithm. Next, the dictionary is re-estimated. Because t ≤ 1, when the D is
fixed, the problem of estimate α is non-convex and FOCUSS is used to provide the
solution for the non-convex problem.

2.1.5

K-SVD

Another solution to Eq. 2.2 is called K-SVD (Aharon et al., 2006), in which a
generalized K-Means clustering process is proposed. The algorithm used two steps
(similar to the Efficient `1 ) to learn sparse representation: In the first step, D is fixed
and α is obtained via the Orthogonal Matching Pursuit (OMP) algorithm. This step
is described as follows:

min kDα − Vk22 s.t. kαk0 ≤ T0

(2.7)

where T0 is the predefined sparsity level. The number of dictionary atoms K is
predefined as well. In the second step, a Singular Value Decomposition (SVD) of
the error is used to update D. This approach is an approximation of the `0 -norm
solution.
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2.1.6

Beta Process Dictionary Learning

The beta process factorial analysis model is firstly proposed by (Paisley and Carin,
2009) for the latent factorial analysis problem, and later used by (Zhou et al., 2009)
for the image de-noising and in-painting problem. We can treat dictionary D as
factors and α as factor loadings, therefore the dictionary learning problem becomes
a factor analysis problem, where the beta process (BP) can be employed as a prior
for factor analysis.
Beta Process
The beta process, first introduced by (Hjort, 1990) for survival analysis, is an
independent increments, or Lévy process (Miller, 2011).
Definition 2.1.1. A Lévy process in R or R+ , respectively, is a right-continuous
function Y from [0, ∞) to R or R+ for which Y0 = 0 a.s. and Y has stationary,
independent increments. Let Yt be the value of Y at t (Fristedt and Gray, 1997).
Note that since Lévy processes have stationary, independent increments, they are
infinitely divisible. For prior for latent feature models, we are only interested in the
special case of Lévy processes in R, which are non-decreasing functions also known as
subordinators. Next, the beta process can be defined as follows (Paisley and Carin,
2009):
Definition 2.1.2. Let D be a measurable space and B is its σ-algebra. Let H0 be a
continuous probability measure on (D, B) known as base measure and a be a positive
scalar as known as concentration parameter. Then for all disjoint, infinitesimal
partitions, {d1 , · · · , dK } of D, the beta process is generated as follows
H(dk ) ∼ Beta(aH0 (dk ), a(1 − H0 (dk )))

(2.8)

with k → ∞ and H0 (dk ) → 0 for k = 1, · · · , K. This process is denoted H ∼
BP (aH0 ).
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In order to apply the beta process for the dictionary learning problem, we can
also see the partition of D, {d1 , · · · , dK }, as the partition for each dictionary atom
dk .
Because of the convolution properties of beta random variables, the beta process
does not satisfy the Kolmogorov consistency condition, and is therefore defined in the
infinite limit (Billingsley, 1995). In general, a can be a function of d, but this is not
commonly used in latent feature priors and is set to constant here. (Thibaux and
Jordan, 2007) later showed how BP could be used as a nonparametric latent feature
prior and latter mirrored by (?).
In order to better understand the definition above, we also construct the beta
process from Lévy measure. The definition of Lévy measure is
Definition 2.1.3. A measure ν on R \ {0} is called a Lévy measure if
Z

(y 2 ∧ 1)ν(dy) < ∞

(2.9)

R\{0}

A measure ν on R+ is called a Lévy measure if
Z
(y ∧ 1)ν(dy) < ∞

(2.10)

(0,∞)

(Fristedt and Gray, 1997)
This means that ν is a Lévy measure if for all , there is finite mass more than
 away from zero. ν is allowed to have infinite mass near the origin, but Eq. 2.9
defines how fast ν is allowed to grow near the origin. We then define ν to be the Lévy
measure for beta process defined on a space D × [0, 1],

ν(dd, dπ) = aπ −1 (1 − π)a−1 dπH0 (dd)

(2.11)

where πk = H(dk ) in this case is a probability measure. Here H0 is known as base
measure (instead of using the Lebesgue measure in Lévy process). Note by using
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a more generic d0 (e.g., in dictionary learning the value of dictionary atom can be
between [−1, 1]), the domain D can also be more general than [0, ∞) and in case
when H0 is not a constant multiple of the Lebesgue measure, the name “completely
random measure” is more appropriate than Lévy process. Note that since ν has the
term aπ −1 (1 − π)a−1 , it is an infinite, improper beta measure in π and therefore has
infinite mass. By Champell’s theorem, for any  > 0, there are only a finite number
of points with π greater than . By the Lévy-Itō decomposition, BP is the results of
integrating the π, we can represent BP as discrete measure (Miller, 2011):

H(d) =

K
X

πk δdk

(2.12)

k=1

This is also known as a set function form. Like the Drichilet Process (Ferguson,
1973), means for drawing H are not obvious. In case of general beta process, π does
not serve as a probability mass function on D, but rather as part of a new measure
on D that parameterizes a Bernoulli process defined as (Paisley and Carin, 2009):
Definition 2.1.4. Let the column vector, zi , be infinite and binary with the k th value,
zik , generated by
zik ∼ Bernoulli(πk )
The new measure, Xi (d) =

P

k

(2.13)

zik δdk , is then drawn from a Bernoulli process.

By arranging samples of the infinite-dimensional vector, zi , in matrix form, Z =
[z1 , · · · , zN ], the beta process is seen to be a prior over infinite binary matrix, with
each row in the matrix Z corresponding to a partition dk . Now we can see that any
binary matrix with size Z × N will have positive probability under this prior, means
we have defined a valid nonparametric prior.
The beta-Bernoulli process prior on Z defined above tell us the distribution, but
it does not tell us how to actually generate samples from this prior. One strategy is
using the stick breaking process defined in (Miller, 2011) to generate samples for this
prior. We will review another strategy below.
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Marginalized Beta Process and the Indian Buffet Process
Sampling H from the infinite beta process is difficult, but a marginalized approach is
derived by (Paisley and Carin, 2009) in the same manner as the corresponding Chinese
restaurant process (Aldous, 1985), used for sampling from the Dirichlet process.
The beta process can be extend to take two scalar parameters, a, b, and the
partition D into K regions of equal measure, or H0 (dk ) = 1/K for k = 1, . . . , K.
We can then write the generative process in the form of Eq. 2.12 as
H(d) =

X

πk δdk
(2.14)

k=1

πk ∼ Beta(a/K, b(K − 1)/K)
where d ∈ {d1 , . . . , dK }. Marginalizing the vector π and letting K → ∞, the matrix
Z can be generated directly from the beta process prior as follows:
• 1. Initial Z to all zeros, set the first c1 rows of z1 to 1, where c1 ∼ P oisson(a/b).
Sample the associated location, di , i = 1, . . . , c1 .
• 2. For observation N , sample CN ∼ P oisson( b+Na −1 ) and define CN ≡

PN

i=1 ci .

For rows k = 1, . . . , CN −1 of zN , sample
zN k ∼ Bernoulli(
where nN k ≡

PN −1
i=1

nN k
)
b+N −1

(2.15)

zik , the number of previous observation with a 1 at location

k. Set indices CN −1 + 1 to CN equal to 1 and sample associated locations.
If we define
H(d) =

∞
X
k=1

nN k
δd
b+N −1 k

(2.16)

then H ∼ BP (a, b, H0 ). As N → ∞, the exchangeable columns of Z are drawn
i.i.d. from a beta process. In the case where b = 1, the marginalized beta process is
equivalent to Indian buffet process (Thibaux and Jordan, 2007).
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From this definition, we see that the random variable CN has a Poisson
P
a
distribution, CN ∼ P oisson( N
i=1 b+i−1 ), which shows how binary matrix Z grows
P
a
with the sample size N . Furthermore, since N
i=1 b+i−1 → ∞ as N → ∞, we can
deduce that the entire space of D will be explored as the number of samples grows
to infinity.
We also can see that although (Paisley and Carin, 2009) showed that the a, b
parameters offer flexibility in tuning both the magnitude and shape of π, as K become
large, the a, b parameters is non-informative and will not affect the shape of the
distribution of π since πk ∼ Beta(a/K, b(K − 1)/K).
Finite Approximation to the Beta Process
A finite approximation of beta process can be made by simply setting K to a large,
but finite number. The finite representation may be written in set function form as

H=

K
X

πk δdk
(2.17)

k=1

πk ∼ Beta(a/K,b(K − 1)/K),

dk ∼ H0

where δdk is a unit point mass at dk . πk represents a vector of K probabilities, each
associated with a respective dictionary atom dk . H is composed by infinite number
of dk sampled from H0 and is a valid measure when K → ∞.
Beta Process Dictionary Learning
Now we can show how to use beta process for dictionary learning as introduced
in (Zhou et al., 2009). In order to use the beta process for factor analysis, the factor
analysis problem can be expressed as(Paisley and Carin, 2009):

vi = Dzi + 
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(2.18)

In order to represent which dictionary atoms each vi uses, N binary vectors zi ∈
{0, 1}K , i = 1, . . . , N are drawn from H and the kth component of zi is drawn from
zik ∼ Bernoulli(πk ). These N binary column vectors are used to constitute the matrix
Z ∈ {0, 1}K×N , with the ith column corresponding to zi and the kth row associated
with atoms dk . Now, the matrix Z is modeled as N draws from a Bernoulli process
parameterized by a beta process.
However, for the dictionary learning problem, if we only use zi as the only
coefficient, it is highly restrictive as it imposes that the coefficients of the dictionary
must be binary. To address this problem, (Paisley and Carin, 2009) added weights
si ∼ N (0, γs−1 IK ) as part of the coefficients as well. IK is an identity matrix and
γs−1 IK means we use the same variance γs−1 for (si1 , . . . , siK )T . Now we have the
coefficients αi = zi ◦ si , where ◦ represents element-wise multiplication of two vectors.
In this way, the beta process could be used for dictionary learning problem and the
it is formulated as
vi = Dαi + 

(2.19)

αi = zi ◦ si
For the purpose of building a fully conjugate model, the dictionary atoms dk are
drawn from a multivariate zero-mean Gaussian (H0 ) with variance P −1 IP and the
error vector  are drawn from a zero-mean Gaussian with variance γ−1 IP . The use
of P −1 IP and γ−1 IP means that we use the same variance P −1 for (dk1 , . . . , dkP )T
and the same variance γ−1 for (1 , . . . , P )T . In addition, because the Inverse-gamma
distribution is conjugate with the Gaussian distribution, γs and γ are drawn from
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the Gamma distributions. The full model may be expressed as
vi = Dαi + , αi = zi ◦ si
D = (d1 , d2 , . . . , dK ), dk ∼ N (0, P −1 IP )
si ∼ N (0, γs−1 IK ),  ∼ N (0, γ−1 IP )

(2.20)

γs ∼ Γ(c, d), γ ∼ Γ(e, f )
zi ∼

K
Y

Bernoulli(πk ), πk ∼ Beta(a/K, b(K − 1)/K)

k=1

Elements in Eq. 4.3 are in the conjugate exponential family, and therefore the
posterior inference may be implemented via Gibbs-sampling method with analytic
update equations.
(Zhou et al., 2009) used this model for image denoise problem. However, this
model may not suitable to other single feature space dictionary learning problems,
because the Gaussian noise assumption on other applications may not be true. For
instance, the distribution of recovery error vectors in the single image super-resolution
dictionary learning problem is not Gaussian. Therefore, a modification of the model
is necessary to let it applicable to other dictionary learning problems.

2.2

Dictionary Learning in Coupled Feature Space

Suppose we have two coupled feature spaces Y ∈ RPy and X ∈ RPx , where the
features are sparse in terms of certain dictionaries. There exists a mapping function
F : Y → X that relates features in Y to the corresponding features in X . Therefore,
the relation of the dictionaries and the observations and the relation of the two feature
spaces can be described as
(x)

(x)

(y)

(y)

xi = D(x) αi + i
yi = D(y) αi + i
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(2.21)

where xi , yi , i = 1, . . . , N are training samples with dimensions Px and Py ,
respectively.

(x)

(x)

(x)

(y)

(y)

(y)

D(x) = (d1 , d2 , . . . , dK ) and D(y) = (d1 , d2 , . . . , dK ) are

dictionaries we want to learn in each space and both dictionaries have K atoms.
(x)

αi

(y)

and αi

(x)

are coefficients of each dictionary. i

(x)

and i

are the recovery errors.

The intuitive method to learn dictionaries for coupled feature spaces is using single
sparse coding model to learn the coupled dictionaries in concatenated spaces (Yang
et al., 2008), where dictionary learning problems in Eq. 2.21 is converted to Eq. 2.2 by
using V = [X; Y] and D = [D(x) ; D(y) ]. Once the dictionaries are learned, we can use
one dictionary to calculate the sparse coefficients and the other dictionary to recover
the desired signal. However, dictionaries learned this way usually cannot capture the
complex, spatial-variant and nonlinear relationship between the two feature spaces.
Therefore, several algorithms have been proposed to solve this issue.

2.2.1

Two-step Dictionary Learning

In order to provide a better learning algorithm for coupled feature spaces and also
accelerate the dictionary leanring speed, (Zeyde et al., 2010) proposed a two-step
dictionary learning algorithm, where D(y) and α is learned first and D(x) is solved
via least square using training samples X and learned sparse representation α. The
K-SVD algorithm is used to the first dictionary:

min kD(y) α − Vk22 s.t. kαk0 ≤ T0

(2.22)

Next, the D(x) is learned via least square:

D(x) = Xα+ = XαT (ααT )−1

(2.23)

Because the sparse coding algorithm is only used to learn dictionary D(y) , the
computation cost is largely reduced compared to the dictionary learning algorithm
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in concatenated space. In addition, during the construction of the feature space Y, a
dimension reduction step is performed to further accelerate the learning speed.
Although the two-step learning algorithm has a faster learning speed, the
relationship between two dictionaries is not reflected during the learning procedure.
Moreover, recovery errors on the two feature spaces are not balanced, and the method
still use the same sparse representation for both feature spaces. However, those
constrains can be further relaxed via a more flexible algorithm.

2.2.2

Semi-coupled Dictionary Learning

Wang (Wang et al., 2012) proposed a semi-coupled dictionary learning (SCDL) algorithm for cross-style transfer, which normally require dictionaries in coupled feature
spaces. SCDL relaxed the strong regularization of “same sparse representation” of
the concatenated spaces dictionary learning algorithm, and also introduced a mapping
function between the sparse coefficients. SCDL formulated the dictionary problem as
below:

kX − D(x) α(x) k2F + kY − D(y) α(y) k2F + γkα(x) − Mα(y) k2F

min

D(x) ,D(y) ,M

+ λx kα(x) k1 + λy kα(y) k1 + λM kMk2F
(x)

(2.24)

(y)

s.t.kdi k`2 ≤ 1, kdi k`2 ≤ 1
where γ,λx ,λy ,λM are regularization parameters to balance the terms in the objective
(x)

function and di

(y)

and di are the atoms of D(x) and D(y) , respectively. The objective

function is not jointly convex to D(x) , D(y) and M. However, it is convex w.r.t
each of them if others are fixed. Therefore, an iterative algorithm could be used to
alternatively optimize the variables.
From the objective function Eq. 2.24, we can see that although it uses different coefficients for individual feature space, during the learning procedure, the relationship
correspondence between two dictionaries are not enforced.
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Wang also introduce the multi-model for the coupled feature spaces, instead of
using one pair of dictionaries. A clustering step is performed first using the Coupled
Gaussian Mixture Model introduced by (Lin and Tang, 2005):

max
W,c

N
Y

P (ui , vi |Wci )

(2.25)

i=1

where
ci = arg max P (ui , vi |Wk )
k

(2.26)

and Wk indicates a coupled Gaussian model u ∼ N (wu,k , Σu,k ) and v ∼ N (wv,k , Σv,k ).
c are model indices for samples.

A model selection procedure is integrated by

optimizing the following function:

max
M,c

= min
M,c

N
Y

i=1
N
X

(x)

(y)

P (αi , αi |Mci )
(2.27)
(x)

(y)

kαi − Mci αi k2

i=1

where M are mapping in each cluster. For the application of single image superresolution, SCDL divided the training set to 32 clusters and learned 32 pairs of
dictionary. When using the dictionaries for signal reconstruction, the multi-model
definitely is more robust since it more over-complete (It has 32 times number of
dictionary atoms than other methods). However, we are not sure the effectiveness
of SCDL learned one pair dictionary compared to other algorithms. Also, the model
selection algorithm require much more time than other methods since it uses a large
dictionary.

2.2.3

Bilevel Sparse Coding

In order to provide an algorithm that customized for each feature space in coupled
feature spaces dictionary learning problem, (Yang et al., 2012a) introduced a bilevel
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sparse coding method, where the coupled sparse coding model is formulated as a
generic bilevel optimization problem. Suppose the dictionary D(x) is learned first
using a standard sparse coding method to sparsely represent features in X . The goal
is to learn a “coupled” dictionary D(y) over Y, such that the sparse representation α
of any y ∈ Y in terms of D(y) can be used to recover its corresponding x ∈ X with
dictionary D(x) as x∗ = D(x) α. The optimization for D(y) can be formulated as:

min
D(y)

N
X

(y)

kD(x) αi − xi k22

i=1
(y)

s.t. αi

= arg min kαk1 , s.t.kyi − D(y) αk22 ≤ , ∀i

(2.28)

α

(y)

kDk k2 ≤ 1, ∀k
Although the dictionary learning in coupled feature spaces still use the same coefficients, dictionaries are learned alternatively rather than simultaneously, compared
to the concatenated space algorithm. This is a bilevel optimization problem because
there is an optimization problem in the constrain of main optimization problem.
Being generically non-convex and non-differentiable, bilevel optimization programs
are intrinsically difficult (Colson et al., 2007). However, Eq. 2.28 can be solved via
first-order projected stochastic gradient descent.
Similar to SCDL method, bilevel sparse coding learn the dictionaries alternatively
rather than simultaneously, compared to the concatenated space dictionary learning
algorithm. In this way, the learned dictionaries can fit both space better. However,
the same sparse representation is still used in the bilevel method. In addition, the
corresponding relationship between the two dictionaries are not enforced during the
learning for both SCDL and bilevel method.
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2.3
2.3.1

Single Image Super-Resolution
Sparse Representation based Single Image Super-Resolution

Super-resolution is a technique that enhances the resolution of an image or multiple
images of the same scene. Classic approaches (Tipping and Bishop, 2003; Farsiu
et al., 2004) of super-resolution normally require multiple low-resolution images of the
same scene to generate a super-resolution image. However, SR image reconstruction
is generally a severely ill-posed problem because of the insufficient number of lowresolution images, ill-conditioned registration and unknown blurring operators. The
recently studied single image super-resolution (SISR) problem attempts to enhance
the resolution of a single image via offline learned patch-based dictionaries (Yang
et al., 2008; Wang et al., 2010, 2012; Yang et al., 2012a,b; Lu et al., 2012). The lowresolution (low-res) image is down-sampled from a blurred high-resolution (high-res)
image and often the blurring kernel is unknown.

L =↓ BH

(2.29)

where L is the observed low-resolution image, H is the high-resolution image. ↓
represents a downsampling operator and B represents a blurring filter.
We use the framework proposed in (Yang et al., 2008) for application in this article.
An example of the dictionary based image super-resolution is shown in Figure 2.1.
First, a sparse representation of a patch l in the low-resolution image L is found
with the low-resolution dictionary Dy (two patches in Dy are found to constitute
feature of l). Next, the same sparse representation is used with the high-resolution
dictionary Dx to recover a patch h in the high-resolution image H. Because two
dictionaries are jointly used for the low- and high-resolution image patches and the
property of the sparse representation, the recovery of the high-resolution image from
the low-resolution image is guaranteed.
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Figure 2.1: An example of the dictionary based single image super-resolution.
The dictionary learning problem for single image super-resolution can be formulated as an optimization problem:
min kαk0 s.t. kF Dl α − F lk22 ≤ 

(2.30)

kDh α − hk22 ≤ 
where k · k0 is the number of non-zero elements in α known as the `0 -norm. F
are four (linear) feature extraction operators which are used to penalize visually
salient high-frequency errors (Yang et al., 2008): F1 = [−1, 0, 1], F2 = F1T , F3 =
[1, 0, −2, 0, 1], F4 = F3T . From Eq. 2.30, we can see this is a dictionary learning
problem in coupled feature spaces.

2.3.2

Coupled dictionary learning in single feature space

The first approach that generated the state-of-the-art SISR result concatenates the
two feature spaces together, thus converting the problem to dictionary learning in
single feature space. In this way, the dictionaries are learned simultaneously via
Eq. 2.2. The two feature spaces are constructed as:
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x = h;
(2.31)
y = [F1 l; F2 l; F3 l; F4 l]
After concatenates the two feature spaces, the constrained optimization of Eq. 2.30
can be reformulated as:

min kαk0 s.t. kDα − vk22 ≤ 

(2.32)

where D = [Dy ; Dx ] and v = [y; x]. Eq. 2.32 is the same as the Eq. 2.2, therefore
can be solved by single feature space dictionary learning algorithms.

2.3.3

Nonlocal self-similarities

Recently many works have shown that the nonlocal redundancies existing in natural
images are very useful for image restoration and a good combination of local
sparsity and nonlocal redundancy can greatly enhance the performance of image
reconstruction (Buades et al., 2005; Dabov et al., 2007a; Mairal et al., 2009b; Sun and
Tappen, 2011; Wang et al., 2012). For a local patch x, the nonlocal self-similarities
searches for similar patches in the whole image, and predict this patch as:

x=

M
X

bm x m

(2.33)

m=1

where xm is the mth most similar patch to xi and bm is the nonlocal weight as defined
in (Buades et al., 2005). We will use the nonlocal similarities in the super-resolution
reconstruction step as a constraint of the recovery.

2.4

Inverse Halftoning

Digital halftoning has been widely used in digital printers, fax machines, and plasma
display panel (PDP) TVs to create binary (halftoned) images with homogeneous black
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and white dots from discrete images with 255 levels (TSUTOMU et al., 1999; Son and
Choo, 2013). Many digital halftoning methods such as dithering, error diffusion, and
direct binary search have been developed over the last several decades (Ho, 2004).
Inverse digital halftoning is the reverse of the digital halftoning proess, i.e., the
reconstruction of a gray-level image from its halftoned version, which can correspond
to the scanning process in scanner or copiers (Son and Choo, 2013). Without manually
scanning the printed image, a gray-level image can be directly recovered from the
saved halftoned image through an inverse halftoning method.
There are four major categories of inverse halftoning methods, namely, point
spread function (PSF) based, look-up table (LUT) based, deconvolution based and
sparse representation based methods. The simplest inverse halftoning method involves
low-pass filtering of the input halftone image with a PSF that indicates the amount
of direction of the blurring. It can remove most of the noise injected by the halftoned
patterns, but it also removes the edge information. A method of using the maximum
a-posterior (MAP) estimation has been developed to reconstruct both the smooth
regions of the images and the discontinuities along the edges (Stevenson, 1997). Later,
a fast inverse halftoning method of producing images with very good quality has been
proposed based on a look-up table (LUT) wherein the relationship between a specific
bit-pattern formed an ordering of 0 and 1 in a neighborhood and the corresponding
average gray-level value given by the training image can be stored (Vaidyanathan,
2001). This method has been extend by (Chung and Wu, 2005) to edge-based LUT
(E-LUT).
The deconvolution model of the error diffusion and its application to the inverse
halftoning has been presented in (Kite et al., 2000), where a linear model of
error diffusion is proposed and can be approximately represented by convolution
of the original image and a PSF. Based on this deconvolution model, anisotropic
deconvolution based on the regularized inverse-regularized Wiener inverse (RI-RWI)
has been developed to allow nearly optimal edge adaptation. Later, (Neelamani et al.,
2002) proposed to use wavelet (WInHD) for deconvolution model because the wavelet
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transform preserve sharp edges. (Foi et al., 2004) further extend the deconvolution
model to use a directional local polynomial approximation and the intersection of
confidence intervals (LPA-ICI) algorithm, where the fine detail of image is better
preserved. One drawback of the deconvolution based scheme is it assumes that the
error diffusion kernel is known, where in many situation the kernel may be unknown.
Recently, the sparse representation based method have been developed for inverse
halftoning task (Son, 2012; Mairal et al., 2012). It’s a similar framework to the sparse
representation based image super-resolution described in Section 2.3, where example
based dictionaries are learned to explorer the implicit relationship between halftoned
image and grayscale image. In this framework, a pair of overcomplete dictionaries are
learned for halftoned and grayscale image simultaneously, and using the same sparse
coding generate using halftoned dictionary the grayscale image can be reconstructed.
(Son, 2012) used K-SVD to learn the dictionaries while (Mairal et al., 2012) used the
LASSO to learn the dictionaries and generated better results.
In this article, we follow the framework proposed by (Mairal et al., 2012) and
use beta process based dictionary algorithm to learn the dictionary. An example of
the dictionary based image inverse halftoning is shown in Figure 2.2. First, a sparse
representation of a patch y in the halftoned image Y is found with the halftoned
dictionary Dy (two patches in Dy are found to constitute feature of y). Next, the
same sparse representation is used with the high-resolution dictionary Dx to recover
a grayscale patch x in the grayscale image X.

2.5

Image Quality Assessment

Digital images are usually affected by a wide variety of distortions during acquisition
and processing.

Therefore, image quality assessment (IQA) is useful in many

applications such as image acquisition, compressing, watermarking, restoration,
enhancement and reproduction (Liu et al., 2012). The goal of IQA is to calculate the
extent of quality degradation and is thus used to evaluate/compare the performance
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Figure 2.2: An example of the dictionary based inverse halftoning. Although input
halftoned image looks like a grayscale image, its a binary image.
of processing systems and/or optimize the choice of parameters in processing. The
human visual system (HVS) is the ultimate receiver of the majority of processed
images, and evaluation based on subjective experiments is the most reliable way of
IQA. However, subject evaluation is time consuming, laborious, expensive, and nonrepeatable; as a result, it cannot be easily and routinely performed for many scenarios.
These limitation have led to the development of objective IQA measures that can be
easily embedded in image processing systems (Wang et al., 2004).
The simplest and most widely used IQA scheme is the mean squared error (MSE)/
peak signal-to-noise ratio (PSNR). However, the MSE/PSNR does not always agree
with the subjective view results, particularly when distortion is not additive in
nature (Wang et al., 2004). However, in this article, we will estimate the image
quality via PSNR first as a baseline, then we also show measurement of other image
quality measurement metrics for comparison as well.
In order to accurately and automatically evaluating the image quality in a manner
that agrees with subject human judgments, regardless of the type of distortion
corrupting the image, the content of the image, or the strength of the distortion,
substantial research effort has been directed toward developing IQA schemes over the
years, reviewed in (Wang et al., 2004). The well-known schemes proposed in recent
years include structural similarity (SSIM) (Wang et al., 2004), visual information
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fidelity (VIF) (Sheikh and Bovik, 2006), PSNR-HVS-M (N. Ponomarenko and Lukin,
2007), visual signal-to-noise ratio (VSNR) (Chandler and Hemami, 2007), most
apparent distortion (MAD) (Larson and Chandler, 2010) and gradient similarity
measurement (GSM) (Liu et al., 2012).
The SSIM (Wang et al., 2004) and VIF (Sheikh and Bovik, 2006) are based on
high-level property of the images (e.g., structure information (Wang et al., 2004) or
statistical information (Sheikh and Bovik, 2006)). They have demonstrated success
for images containing suprathreshold distortions, and as a tradeoff, these schemes
generally perform less well on images containing near-threshold distortions since such
schemes do not adequately account for HVS’ masking property (Larson and Chandler,
2010). The SSIM assumes that HVS is highly adapted for extracting structural
information from a scene, and the SSIM is measured as the correlation between
the two image blocks. The VIF views the IQA problem as an information fidelity
problem, and the images are modeled using Gaussian scale mixtures to measure the
amount of image information.
The PSNR-HVS-M (N. Ponomarenko and Lukin, 2007) use the PSNR in the
discrete cosine transfer domain.

The errors are weighted by the corresponding

visibility threshold (which accounts for the masking effects of the HVS). However,
(Wang et al., 2004) pointed out that there is no clear psychovisual evidence that the
error visibility threshold based scheme is applicable to suprathreshold distortion.
The VSNR (Chandler and Hemami, 2007) deals with both detectability of
distortion and structural degradation based on global precedence, a tradeoff for
the performance on near-threshold and suprathreshold distortions is achieved. The
MAD (Larson and Chandler, 2010) produces two quality scores, visibility-weighted
error and the differences in log-Gabor subband statistics. Although it achieves good
correlation with the human judgment, it has higher computational complexity.
(Liu et al., 2012) proposed a scheme based on edge/gradient similarity (GSM).
The SSIM (Wang et al., 2004) is widely accepted due to its reasonably good evaluation
accuracy (Gao et al., 2009), pixelwise quality measurement, and simple mathematical
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formulation, which facilitates analysis and optimization. However, as pointed out in
some existing works (Chen et al., 2006; Kim et al., 2010), it is less effective for badly
blurred images since it underestimates the effects of edge damage and treats every
region in an image equally. Edges are crucial for visual perception and play a major
role in the recognition of image content (Ran and Farvardin, 1995; Ong et al., 2004).
An example for the significance of edges comes form the fact that a mere sketch image
can convey most information in the scene (Ran and Farvardin, 1995). Therefore,
(Liu et al., 2012) explorer the edge/gradient similarity to evaluate the image quality.
They demonstrated that gradient information captures both contrast and structure
of images, allowing more emphasis on distortion around the edge regions. In addition,
GSM integrate difference components (i.e.

luminance and contrast-structure) of

distortion.
In this article, we used MSE/PSNR, SSIM, VIF, GSM for image quality
assessment. We review the detail of each approach below.

2.5.1

SSIM

The SSIM assumes that natural images are highly structured, and the HVS is sensitive
to structural distortion. The structure information in an image is defined as those
attributes that represent the structure of objects in the scene, independent of the
average luminance and contrast (Wang et al., 2004).
The SSIM is calculated for each overlapped image block by using a pixel-by-pixel
sliding window, and therefore it can provide the distortion/similarity map in the pixel
domain. For any two image blocks x and y, the SSIM models the similarity between
them as three complementary components, namely, luminance similarity, contrast
similarity, and structural similarity, formulated as below:
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2µx µy + C1
µ2x + µ2y + C1
σx σy + C2
c(x, y) = 2
σx + σy2 + C2
σxy + C3
s(x, y) =
σx σy + C3
l(x, y) =

(2.34)

where µx , µy , σx2 , σy2 and σxy are the mean of x, the mean of y, the variance of x, the
variance of y, and the covariance of x and y, respectively;C1 , C2 and C3 are claimed
as small constants to avoid the denominator being zero.
The SSIM for the image blocks is given as
SSIM (x, y) = [l(x, y)]α · [c(x, y)]β · [s(x, y)]γ

(2.35)

where α,β and γ are positive constraints used to adjust the relative importance
of the three components. The higher the value of SSIM(x, y) is, the more similar
of image blocks x and y are. If x and y are the same, the SSIM value will be 1.
The overall image quality score is determined using the mean of local SSIM. Similary
scheme to SSIM include (Chen et al., 2006; Kim et al., 2010).

2.5.2

VIF

(Sheikh and Bovik, 2006) proposed visual information fidelity (VIF) to qualify the loss
of image information to the distortion process and explore the relationship between
image information and visual quality. It’s a combination score of the amount of
information shared between a reference and a distorted image and how much reference
information can be extracted from the distorted image.
Firstly, the image formation model can be expressed as
Y = GX + n
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(2.36)

where X is the reference image and Y is distorted image. G is a deterministic scalar
gain field and n is a stationary additive zero-mean Gaussian noise with variance
Σn = σn2 I. The HVS noise in wavelet domain can be modeled as
X =C+
(2.37)
0

Y =E +

where C denotes the random field (RF) from a subband in the reference image X
and D denotes the RF from the corresponding distorted image Y .  and 0 are zeromean uncorrelated multivariate Gaussian with the same covariance Σ = σ I. Since
C is a Gaussian scale mixtures, it can be expressed as a product of two independent
RFs (Wainwright et al., 2001)
C =S ·U

(2.38)

where S is an RF of positive scalars and U is a Gaussian vector RF with mean zero
and covariance ΣU . Next, we can use the mutual information I(C N ; X N ) to qualify
the amount of information that can be extracted from the output of the HVS by the
train when the image is being viewed (C N = (C1 , . . . , CN ) denote N elements from
C). The information that could ideally be extracted by the brain from a particular
subband sN in the reference image can be expressed as
N

M

1XX
s2 λm
I(C ; X |s ) =
log2 (1 + i 2 )
2 i=1 m=1
σn
N

N

N

(2.39)

where λm is an eigenvalue in a diagonal matrix Λ and ΣU = QΛQT and Q is an
orthonormal matrix. Also, the information that could ideally be extracted by the
brain from a particular subband sN in the test image can be expressed as
N

M

1XX
gi2 s2i λm
log2 (1 + 2
)
I(C ; Y |s ) =
2 i=1 m=1
σn + σ2
N

N

N
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(2.40)

Finally, the VIF is given by
P
N,j
; Y N,j |sN,j )
j I(C
P
V IF =
N,j ; X N,j |sN,j )
j I(C

(2.41)

where j is subbands of interest and C N,j represent N elements of the RF Cj that
describes the coefficients from subband j, and so on. Therefore, VIF is the amount of
information that brain could extracted from the test image relative to the amount of
information that the brain could extract from the reference image. (Sheikh and Bovik,
2006) proved that the VIF is more consistence than SSIM for HVS in single-distortion
as well as cross-distortion scenarios. However, the Gaussian noise assumption for the
VIF may not true for many image distortion process.

2.5.3

GSM

(Liu et al., 2012) proposed a scheme that based on gradient similarity (GSM). The
scheme contains two parts, gradient similarity and luminance distortion. The gradient
similarity is defined as:

g(x, y) =

2gx gy + C4
gx2 + gy2 + C4

(2.42)

where gx and gy are the gradient values for the central pixel of image blocks x and
y, respectively, and C4 is the small constant to avoid the denominator being zero.
g(x, y)’s value lies in [0, 1]. Gradient value gx (same for gy is calculated as the
maximum weighted average of difference for the block:

gx = max mean2(|x · Mk |)
k=1,2,3,4

(2.43)

where Mk (k = 1, 2, 3, 4) are four kernels defined in (Liu et al., 2012). The g(x, y) is
able to measure both image contrast change and image structure change since the
gradient value is a contrast-and-structure variant feature. Also, it less sensitive to
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the case of higher masking contrast than of lower masking contrast, and is consistent
with the contrast masking of the HVS for high masking contrast.
Next, the luminance distortion is measured by

e(xi ) = 1 − (

xi − y i 2
)
L

(2.44)

where xi and yi are the pixels at position i in image blocks x and y, respectively, and
L is the dynamic range of pixel values.
After calculate the gradient similarity and luminance similarity, a general form of
integration to derive the overall quality indicator q(xi , yi ) for image pixel pair can be
given as
q = (1 − W (g, e)) · g + W (g, e) · e

(2.45)

where q,g, and e are the abbreviated forms of q(xi , yi ),g(xi , yi ) and e(xi , yi ),
respectively. W (g, e) is the weighting function used to adjust the relative importance
of the two components.
The GSM could be used to gauge contrast and structural changes. In addition,
for the dictionary learning based image restoration task such as super-resolution or
inverse half-toning, the blocking effects could happen because we decompose the image
to small patches. Compared to SSIM, GSM works better to measure the blocking
effects of the image. Finally, in addition to the quality score, the GSM also can
provide a quality map which may be used to view the quality distribution in the
image.
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Chapter 3
Beta Process Dictionary Learning
for Single Feature Space
Zhou et al. (2009) used beta process dictionary learning in the image denoise
application, where the noise in the image is synthetically added Gaussian noise.
However, for the application such as image super-resolution, the distribution of error
vectors, although close to is not exactly Gaussian. If we still use the inverse-Gamma
distribution for the variance of error vectors, the Gaussian and inverse-Gamma model
cannot fit the data well during the learning process. Therefore, we need to modify the
model to adapt to the image SR application. We can still use the Gaussian model to
model the error vectors, however, instead of Inverse-gamma distribution, a constant
variance of error vectors is used to provide a lower bound for the variance of the
error vectors. In other words, instead of using non-parametric Gaussian with hyper
parameters, we use a parameter controlled Gaussian distribution to approximate the
errors. In this way, we can learn the dictionary successfully. Moreover, the modified
model could be used for other dictionary learning applications with non-Gaussian
noise as well.
The beta process factorial analysis model is firstly proposed by (Paisley and Carin,
2009) for the latent factorial analysis problem, and later used by (Zhou et al., 2009)
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for the image de-noising and in-painting problem. We can treat dictionary D as
factors and α as factor loadings, therefore the dictionary learning problem becomes
a factor analysis problem, where the beta process (BP) can be employed as a prior
for factor analysis.
Following the general structure of beta process described in (Zhou et al., 2009).
The modified beta process model used for the single feature space may be expressed
as:
vi = Dαi + i , αi = zi ◦ si
D = (d1 , d2 , . . . , dK ), dk ∼ N (0, P −1 IP )
si ∼ N (0, γs−1 IK ), i ∼ N (0, σ 2 IP )

(3.1)

γs ∼ Γ(c, d),
zi ∼

K
Y

Bernoulli(πk ), πk ∼ Beta(a/K, b(K − 1)/K)

k=1

where vi , i = 1, . . . , N are training samples. Although this model is similar to
Zhou et al. (2009), the variance of error vectors are set as constant (σ 2 IP ) instead
of Inverse-gamma distributed. A graphical representation of this model is shown in
Figure 3.1. In order to represent which dictionary atoms each vi used, N binary
vectors zi ∈ {0, 1}K , i = 1, . . . , N are drawn from H and the kth component of zi
is drawn from zik ∼ Bernoulli(πk ). These N binary column vectors are used to
constitute a matrix Z ∈ {0, 1}K×N , with the ith column corresponding to zi and
the kth row associated with atoms dk . In addition, weights si ∼ N (0, γs−1 IK ) are
drawn as part of the coefficients as well. IK is an identity matrix indicate that we
use the same γs−1 for all (si1 . . . siK ). The coefficients αi = zi ◦ si , where ◦ represents
element-wise multiplication of two vectors.
For the purpose of building a fully conjugate model, the dictionary atoms dk
are drawn from a multivariate zero-mean Gaussian (H0 ) with variance P −1 IP and the
error vectors i are drawn from a zero-mean Gaussian with variance σ 2 IP . In addition,
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Figure 3.1: Graphical representation of the beta process model. vi , i = 1, 2, . . . , N
are training samples and we assume vi = D(zi ◦si )+i . For the coefficients (zi ◦si ), zi is
a binary vector (zi1 , . . . , ziK ) that indicates which dictionary atoms are used by vi and
si is a vector (si1 , . . . , siK ) of coefficient values. dk , si and i are Gaussian distributed
with variance P −1 IP , γs−1 IK and σ 2 IP , respectively. zik is Bernoulli distributed with
parameter πk and πk is Beta distributed with parameters Ka and b(K−1)
.
K
because the Inverse-gamma distribution is conjugate with the Gaussian distribution,
γs is drawn from the Gamma distributions. The Non-informative Gamma hyper-prior
is placed on γs (We initialize c = d = 10−6 ). In this model, the expected number
of factors (sparsity level) present in a training sample vi as K → ∞ is drawn from
P oisson(a/b). We set a = b = 1, but one may change values of a and b. However,
Zhou et al. (2009) proved the sparsity level is not sensitive to different values of a
and b and is intrinsic to the data.
Elements in Eq. 3.1 are in the conjugate exponential family, and therefore the
posterior inference may be implemented via a variational Bayesian or Gibbs-sampling
method with analytic update equations. (Paisley and Carin, 2009) proposed an
variational inference of the beta process and it converges around 10 iterations.
However, each iteration may take long time and the dictionary learning time is as the
same as the Gibbs sampling. Therefor in this paper, Gibbs-sampling is implemented.
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For the initialize of the dictionary, we can either initial the dictionary values
randomly or utilizing the SVD results of the input data samples. Experiment results
show that either initialization approach can produce the dictionary successfully. In
addition, we randomly initialize the coefficient values. For the binary matrix Z, we
initialize it to all zeros.
In the Gibbs-sampling process, after burnin samples, we exam that if each
P
dictionary atom is used for the data at each iteration (check if N
i=1 zik = 0). If
the dictionary atom is not used, we delete the dictionary atom. If we start with a
relatively large K, the K will reduce during the Gibbs-sampling process. In this way,
we can infer the appropriate dictionary size non-parametrically.
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Chapter 4
Beta Process Joint Dictionary
Learning for Coupled Feature
Spaces
4.1

Learning Model

Suppose we have two coupled feature spaces Y ∈ RPy and X ∈ RPx , where the
features are sparse in terms of certain dictionaries. There exists a mapping function
F : Y → X that relates features in Y to the corresponding features in X . Therefore,
the relation of the dictionaries and the observations and the relation of the two feature
spaces can be described as
(x)

(x)

(y)

(y)

xi = D(x) αi + i
yi = D(y) αi + i
(y)

Mαi

(4.1)

(x)

= αi

where xi , yi , i = 1, . . . , N are training samples with dimensions Px and Py ,
respectively.

(x)

(x)

(x)

(y)

(y)

(y)

D(x) = (d1 , d2 , . . . , dK ) and D(y) = (d1 , d2 , . . . , dK ) are
(x)

dictionaries learned in each space and both dictionaries have K atoms. αi
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and

(y)

αi

(x)

are coefficients of each dictionary. i

(x)

and i

are the recovery errors. M is a

mapping matrix from sparse coding of yi to xi . In order to learn two dictionaries at
the same time, previous algorithms (Yang et al., 2010, 2012a) use the same coefficients
(x)

for both dictionaries, i.e., αi

(y)

= αi . In this way, one might concatenate two

feature spaces and convert the dictionary learning problem of coupled feature spaces
to the dictionary learning problem of single feature space. However, allowing different
coefficients in two feature spaces provides a better fitting of learning and the learned
dictionaries are more customized to individual feature space. Beta process factor
analysis (Paisley and Carin, 2009) allows the decomposition of the coefficients to the
element multiplication of dictionary atom indicators and coefficient values, providing
the much needed flexibility to fit each feature space better while still maintaining the
correspondence between the two dictionaries.
We develop a new beta process based on (Zhou et al., 2012) to tackle the dictionary
learning problem in coupled feature spaces. The new two-parameter beta process with
parameters a, b > 0 and base measure H0 , is represented as BP (a, b, H0 ) and may be
written in set function form as

H=

K
X
k=1

πk δd(x) =
k

K
X

πk δd(y)
k

k=1

πk ∼ Beta(a/K, b(K − 1)/K),
(x)

(x)

(4.2)
(y)

dk , dk ∼ H0
(y)

where δd(x) and δd(y) are unit point mass at dk and dk . We use a single beta process
k

k

prior and the same dictionary atom indicator to connect the two feature spaces. In the
beta process definition 2.1.2, the beta process is associate with one measurable space
D, and now we extend the beta process to associate with two measurable spaces
(x)

(y)

X and Y. dk , k = 1, . . . , K are partitions of X and dk

are partitions of Y. πk
(x)

represents a vector of K probabilities, each associated with the respective atom dk
()

and the corresponding dk . Compared to the beta process dictionary learning model,
the πk in the new model is associate with two partitions (one in X and one in Y)
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(y)

instead of one. H is composed by infinite number of dk (as well as corresponding
(x)

dk ) sampled from H0 and is a valid measure when K → ∞. Similar to beta process
dictionary learning model in single feature space, a finite approximation of H can be
made by simply setting K to a large, but finite number.
Following the general structure of beta process described in (Zhou et al., 2012),
the beta process joint dictionary learning model for the coupled feature spaces may
be expressed as
(x)

(x)

(y)

(y)

xi = D(x) αi + i , yi = D(y) αi + i
(x)

αi

(x)

(y)

= zi ◦ si , αi

(x)

(y)

= zi ◦ si

(y)

dk ∼ N (0, Px−1 IPx ), dk ∼ N (0, Py−1 IPy )
(x)

si
zi ∼

(y)

∼ N (0, γs−1
si
(x) IK ),

K
Y

∼ N (0, γs−1
(y) IK )

(4.3)

Bernoulli(πk ), πk ∼ Beta(a/K, b(K − 1)/K)

k=1
(x)
i

(y)

∼ N (0, γ−1
i
(x) IPx ),

∼ N (0, γ−1
(y) IPy )

γs(x) , γs(y) ∼ Γ(c, d), γ(x) , γ(y) ∼ Γ(e, f )
In order to constrain that xi uses the same corresponding dictionary atom as that
(x)

(y)

used by yi , we choose the same dictionary atom indicator zi for both dk and dk .
(x)

At the same time, in order to provide different coefficient values, weights si

(y)

and si

are drawn from different distributions, as part of the coefficients. Finally we have
(x)

the coefficients αi

(x)

= zi ◦ si

(y)

and αi

(y)

= zi ◦ si . Because α(y) and α(x) use the

same dictionary atom indicator zi , they have the same number of non-zero elements
and the corresponding relationship of dictionary atoms in the two feature spaces are
enforced during the learning process.
Same to beta process dictionary learning model, N binary vectors zi ∈ {0, 1}K , i =
1, . . . , N are drawn from H and the kth component of zi is drawn from zik ∼
Bernoulli(πk ). These N binary column vectors are used to constitute the dictionary
atom indicator matrix Z ∈ {0, 1}K×N , with the ith column corresponding to zi and
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(x)

(y)

the kth row associated with both dk and dk . Compared to the beta process model
for single feature space, now each zik is associated with a partition in feature space
X and a corresponding partition in feature space Y.
(x)

Next, weights si

(y)

∼ N (0, γs−1
(x) IK ) and si

∼ N (0, γs−1
(y) IK ) are drawn as part of

−1
the coefficients. IK is an identity matrix indicating that we use the same γs−1
(x) and γs(y)
(x)

(x)

(y)

(y)

for all (si1 . . . siK ) and (si1 . . . siK ). For the BP-JDL, we have different coefficients
values for feature pair xi and yi while the feature pair use the same coefficient value
if we concatenate the feature pair and use beta process model of single feature space
for learning.
Similar to the beta process model we mentioned in the previous Chapter, the
dictionary atoms d(x) k are drawn from a multivariate zero-mean Gaussian (H0 ) with
variance Px−1 IPx and the error vectors (x) i are drawn from a zero-mean Gaussian
with variance γ−1
Next, γs(x) are drawn from the Gamma distributions. The
(x) IP .
non-informative Gamma hyper-prior is placed on γs(x) and γ(x) , where we normally
(y)

(y)

initialize c = d = e = f = 10−6 . We also apply the same distribution to dk , i ,
γs(y) and γ(y) . In this model, the expected sparsity level in a training sample xi or
yi as K → ∞ is drawn from P oisson(a/b). The sparsity level of the representation,
is the influenced by the parameter a and b. Examing the posterior of p(πk |−) in
Section 4.2, conditioned on all other parameters, we find that most setting of a and b
tend to be non-informative. Therefore, the average sparsity level of the coefficients is
inferred by the data example itself. Each data example xi and yi , has its own unique
sparse representation based on the posterior, which renders much more flexibility
than enforcing the same sparsity level of each example. We set a = b = 1. Finally,
after we learned α(y) and α(x) , the mapping matrix M can be calculated via the least
square:
T

T

M = [(α(y) α(y) )−1 α(y) α(x) ]T

(4.4)
(x)

In the BP-JDL learning process, the two coefficients αi

(y)

and αi

are connected

through two parts. Firstly, these two coefficients have the same sparsity, because the
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Figure 4.1: Graphical representation of the BP-JDL model for coupled feature
spaces. xi and yi , i = 1, 2, . . . , N are training samples for each feature space and we
(x)
(x)
(x)
assume xi = D(x) (zi ◦ si ) + i . For the coefficients (zi ◦ si ), zi is a binary vector
(x)
(zi1 , . . . , ziK ) that indicates which dictionary atoms are used by xi and si is a vector
(x)
(x)
(x)
(x)
(x)
(si1 , . . . , siK ) of coefficient values. dk , si and i are Gaussian distributed with
−1
Similar distribution is assumed
variance Px−1 IPx , γs−1
(x) IK and γ(x) IP , respectively.
(y)
(y)
(y)
for dk , si and i . zik is Bernoulli distributed with parameter πk and πk is Beta
distributed with parameters Ka and b(K−1)
.
K
same zi is used to construct both coefficients. Secondly, we use the mapping matrix
M to reveal the in-explicit relationship between coefficient values.
Finally, a graph representation of the BP-JDL is shown in Figure 4.1.

4.2

Gibbs-sampling Inference

Elements in Eq. 4.3 are in the conjugate exponential family, and therefore the
posterior inference may be implemented via Gibbs-sampling method with analytic
update equations. The joint distribution of BP-JDL is:
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P (X, Y, D(x) , D(y) , Z, S (x) , S (y) , π, γs(x) , γs(y) , γ(x) , γ(y) )
=

N
Y
i=1
N
Y
i=1
K
Y

(x)

(y)

(y)
N (xi ; D(x) (zi ◦ si ), γ−1
(zi ◦ si ), γ−1
(x) IPx )N (yi ; D
(y) IPy )

(x)

(y)

−1
N (si ; 0, γs−1
(x) IK )N (si , γs(y) IK )

(4.5)
(x)
(y)
N (dk ; 0, Px−1 IPx )N (dk ; 0, Py−1 IPy )Beta(πk ; a, b)

k=1
N Y
K
Y

Bernoulli(zik ; πk )

i=1 k=1

Γ(γs(x) ; c, d)Γ(γs(y) ; c, d)Γ(γ(x) ; e, f )Γ(γ(y) ; e, f )
The Gibbs sampling update equations are:
(x)

• Sample dk

(x)
p(dk |−)

∼

(x)
N (dk ; 0, Px−1 IPx )

N
Y

(x)

N (xi ; D(x) (zi ◦ si ), γ−1
(x) IPx )

(4.6)

i=1

dk can be drawn from a normal distribution
(x)

p(dk |−) ∼ N (µd(x) , Σd(x) )
k

and
γ(x)

Σd(x) = (Px I +
k

µd(x) = γ(x) Σd(x)
k

(x)

(x)

(x)
zik sik x−k
i

i=1

where x−k
= xi − D(si ◦ zi ) + dk (sik ◦ zik ).
i
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2

2 (x) −1
zik
sik )

i=1
N
X

k

(x)

N
X

(4.7)

k

(4.8)

• Sample zik
(x)

p(zik = 1|−) ∼N (xi ; D(x) (zi ◦ si ), γ−1
(x) IPx )
(y)

N (yi ; D(y) (zi ◦ si ), γ−1
(y) IPy )

(4.9)

Bernoulli(zik ; πk )
The posterior probability of zik = 1 can be expressed as:
p(zik = 1|−)
(x)

∝

γ
T −k
2 (x) T (x)
(x)
xi )
dk − 2sik d(x)
(s(x)
πk exp[ −
k
ik dk
2
(y)
γ
2 (y) T (y)
T −k
(y)
(s(y)
dk − 2sik d(y)
yi )]
−
ik dk
k
2

(4.10)

and the posterior probability of zik = 0 can be expressed as:
p(zik = 0|−) = 1 − πk

(4.11)

(x)

• Sample sik

(x)

(x)

(x)

; 0, γs−1
p(sik |−) ∼ N (xi ; D(x) (zi ◦ si ), γ−1
(x) IK )
(x) IPx )N (si

(4.12)

sik can be drawn from a normal distribution
(x)

p(sik |−) ∼ N (µs(x) , Σs(x) )
ik

(4.13)

ik

and
T

(x)

2 (x)
Σs(x) = (γs(x) + γ(x) zik
dk dk )−1
ik

µs(x) =
ik

T −k
γ(x) Σs(x) (zik d(x)
xi )
k

(4.14)

ik

• Sample πk
p(πk |−) ∼ Beta(πk ; a, b)

N
Y
i=1
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Bernoulli(zik ; πk )

(4.15)

πk can be drawn from a Beta distribution as
p(πk |−) ∼ Beta(πk ; a, b)
where

(4.16)

N

a0 X
a= +
zik
K
i=1

(4.17)

N

X
b0 (K − 1)
b=
+N −
zik
K
i=1
• Sample γs(x)
p(γs(x) |−) ∼ Γ(γs(x) ; c, d)

N
Y

(x)

N (si ; 0, γs−1
(x) IK )

(4.18)

i=1

γs(x) can be drawn from a Gamma distribution as
N

1 X (x) T (x)
1
ks si k)
p(γs(x) |−) ∼ Γ(c + KN, d +
2
2 i=1 i

(4.19)

(x)

• Sample γ

p(γ(x) |−) ∼ Γ(γs(x) ; e, f )

N
Y

(x)

N (xi ; D(x) (zi ◦ si ), γ−1
(x) IPx )

(4.20)

i=1

γ(x) can be drawn from a Gamma distribution as
N

1 X −k 2
1
p(γ(x) |−) ∼ Γ(e + N, f +
kx k )
2
2 i=1 i
(y)

(y)

(4.21)

(x)

(x)

The dk , sik , γs(y) and γ(y) can be sampled in similar way of dk , sik , γs(x) and
γ(x) , respectively.

47

Chapter 5
Application of Single Image
Super-Resolution
5.1

Beta Process Dictionary Learning for Single
Feature Space

We first evaluate the performance of the beta process dictionary learning for single
feature space (BP) for single image super-resolution (SISR) from the quality of the
dictionary generated as well as the fidelity of the high-resolution image. We compare
the BP with two state-of-the-art single feature space dictionary learning algorithm:
sparse coding based super-resolution (ScSR) and K-SVD.
In the experiment, the dictionaries are learned using the ScSR, the K-SVD and
the BP, respectively. Dictionaries for factors of 2 and 3 magnification are learned and
used for generating super-resolution images.
All dictionaries are trained from 100,000 patch pairs sampled from database
provided in Yang et al. (2008). The patch pairs are only sampled from the luminance
channel of the training images. For the pre-process, the low-resolution patches are
upsampled to the same size as the high-resolution patches using bicubic interpolation.
Because we only want to use the sparse representation to recover high frequency
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Figure 5.1: Super-resolution results of dictionaries learned using different standard
deviation of error vectors. The max value of σ = 0.064 is the standard deviation of
normalized training samples.
detail of the images, for the high-res patches, we subtract mean and normalize each
patch. For the low-res patches, we extract the features from the low-res patches using
Eq. 5.4 and normalize the features. Because in Yang et al. (2010) 1024 is found
as the appropriate dictionary size to yield decent output, we set K = 1024 for all
experiments of the ScSR and the K-SVD. We set the initial dictionary size K of
the BP as 1024, 2048 and 4096 to test the capability of the BP’s K inference. The
ScSR, the K-SVD and the BP ran 40, 100 and 3000 iterations, respectively. For 3000
samples of the BP, the burn-in is 2500 samples and the dictionary is averaged using
the rest 500 samples.
As we discussed in Chapter 3, we need to modify the beta process dictionary
learning for the single feature space, by using a pre-defined σ for noise variance
instead of using a hyper-parameter. For the SR application, we choose σ = 0.032
based on SR test on 80 images as shown in Figure 5.1.
Although we use different methods to learn the dictionaries, we use the same
method for super-resolution reconstruction to compare the effectiveness of the learned
dictionaries. The SISR algorithm is summarized in Algorithm 1. First, 80 highresolution images (8 categories, 10 images in each category) are blurred and downsampled to

1
2

and

1
3

of the original size to produce the input low-resolution images.
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Next, the high-resolution images are reconstructed using the Eq. 6.6 with fixed D. In
addition, images reconstructed using the Bicubic interpolation are compared as well.
Figure 5.2 shows all test images.
Algorithm 1 Single Image Super Resolution with BP dictionaries
Input: Low-res image L, learned D(y) and D(x) .
Output: High-res image H∗
Step 1 Sample low-res patch li from the input image L with overlap ω. Construct
yi using the four feature extraction operators. Learn αi using the Efficient `1 :
1
αi = arg min kD(y) αi − yi k22 + λkαi k1
αi 2

(5.1)

Step 2 Recover the high-res patch hi using α and learned D(x) :
(x)

hi = D(x) αi

(5.2)

After the recovery of all high-res patches, the initial high-res image H0 can be
reconstructed with overlap ω.
Step 4 A global constraint is enforced to further improve the reconstruction
accuracy:
H∗ = arg min kH − H0 k2
H
(5.3)
s.t. ↓ BH = L

For the detail of the reconstruction algorithm, the λ is set to 0.15 and the overlap is
set to maximum value (patch size − 1). We subtract mean and normalize each low-res
patch as we did in the training. We also normalize the Dl before reconstruction.

5.1.1

Performance Metric

To evaluate dictionary learning results, we firstly show the dictionary size K inferred
by BP. Next, the learning time and the sparsity level are evaluated. The sparsity level
is calculated by the average number of dictionary atoms used for all training samples.
Moreover, we calculate the Root Mean Square (RMS) errors for the dictionaries and
coefficients learned. Finally, the SR reconstruction results are evaluated via peak
signal-to-noise ratio (PSNR) and structural similarity (SSIM) Wang et al. (2004).
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Figure 5.2: 80 test images for super-resolution. The images are divided into 8
categories, including car, natural, portrait, building, animal, flower, medical and CG.
Each category has 10 test images.

51

Figure 5.3: BP dictionary learning with different initial K.
Higher SSIM indicates more similar structure between the recovered image and the
original image.

5.1.2

Dictionary Learning Results

Firstly, the dictionary size inferred by the BP is shown in Figure 5.12. With different
initial K, the BP successfully inferred appropriate dictionary size. After the first 500
samples, the dictionary size are reduced to below 1000, and gradually converge to
near 500 after 3000 samples.
Next, tables 5.1 shows the dictionary learning results of factor of 2 and 3
magnification. With the initial dictionary size of 1024, the BP is able to infer 38.6%
and 38.9% smaller size dictionaries for factor of 2 and 3 magnification, respectively.
In addition, the BP method is able to infer appropriate sparsity level T similar to the
`1 method without having to set the initial sparsity, confirming that the BP has the
same sparseness property as the efficient `1 .
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Table 5.1: Comparison of dictionary learning results. For the BP, the third column
is the dictionary size K inferred. The initial K is set to 1024 for all experiments.
The fifth column is the dictionary learning time (hours). The sixth column (Sparsity)
is the average number of dictionary atoms used for 100, 000 training samples. For
K-SVD, the initial T0 in Eq. 2.7 is set to 20. Results were produced on a Dell T3500
Workstation with 2.66G Intel Xeon X5550 CPU and 12GB of RAM running Ubuntu
and Matlab V7.12.0.
Zoom
2×

3×

Method
BP
`1
K-SVD
BP
`1
K-SVD

Dictionary Size
629
1024
1024
626
1024
1024

Patch Size
7×7
7×7
7×7
7×7
7×7
7×7

Learning Time
15.4
2.7
1.4
15.4
2.7
1.4

Sparsity
10.4
11.4
20.0
10.4
10.8
20.0

Learning RMSE
0.28
0.37
0.15
0.28
0.37
0.15

For the dictionary learning errors, the RMS errors of the BP are always smaller
than those of the efficient `1 , indicating that the BP methods can reconstruct the
training samples with less errors and less dictionary atoms. Although the K-SVD
always has the least RMS errors after dictionary learning, the worse SR results of
the K-SVD (Table 5.2) indicate that a dictionary with less dictionary learning RMS
errors does not guarantee less super-resolution reconstruction errors. On the contrary,
the K-SVD may suffer from the problem of overfitting the training samples. Finally,
for the training time, although the BP has the slowest dictionary learning time, once
dictionaries are learned, the BP dictionary will have a shorter SR reconstruction time
because it has much less dictionary atoms. Table 5.3 shows the SR reconstruction
time comparison of learned dictionaries. In addition, because of the slow convergence
property of the Gibbs sampling, a variational Bayesian method might be used in the
future for the BP method to shorten the inference time.
In addition, Figure 5.4 shows the factor of 2 magnification Dh learned by three
methods.
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Figure 5.4: Factor of 2 magnification dictionaries (Dh ) learned by the BP, the
efficient `1 and the K-SVD, respectively. The dictionary trained by the BP contains
629 atoms. Dictionaries trained by the efficient `1 and the K-SVD contain 1024 atoms.
Each atom is a 7 × 7 size image patch and is normalized for display purpose.

5.1.3

Single Image Super-Resolution Results

We show the super-resolution results from the perspective of SR recovery accuracy,
image quality, reconstruction patch size, overlap and time.
Recovery Accuracy and Image Quality
Table 5.2 shows the super-resolution PSNR and SSIM (Wang et al., 2004) of factor of 2
and 3 SR. Firstly, we can see that three sparse representation based SR methods have
a better SR reconstruction accuracy than bicubic interpolation. Secondly, even the
training images are mostly flower images, the dictionaries learned by three methods
are able to provide a better SR reconstruction accuracy for images in other categories
as well. Finally, the BP dictionaries are able to produce on average better SR results
(higher PSNR and SSIM) than the other two srSR methods in all categories while
using smaller size dictionary.
Next, Figure 5.5 shows examples of factor of 2 and 3 SR result images for visual
comparison. Same as the PSNR and SSIM results, the three srSR methods are able
to produce better SR images than bicubic interpolation. From the zoom in view of
the reconstructed high-res images, we can see that images reconstructed using BP
54

dictionaries have least artifacts compared to other methods, confirming that 629 and
626 size dictionaries learned by BP can generate same or better SR results than
1024-size dictionaries learned by the efficient `1 and K-SVD.
Overall, the BP dictionaries produce the best SR image quality for both factor of
2 and 3 magnification tasks.
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Table 5.2: Comparison of super-resolution results. For the BP, the second column is the dictionary size K inferred. The
initial K is set to 1024 for all experiments. The super-resolution results of images in 8 categories are shown in the last 8
columns in averaged PSNR(dB) and SSIM. Same patch size (7 × 7) is used for all three srSR methods.
Zoom

Method
Bicubic

2×
BP

`1

K-SVD

Bicubic

3×
BP

`1

K-SVD

Measures
PSNR
SSIM
VIF
GSM
PSNR
SSIM
VIF
GSM
PSNR
SSIM
VIF
GSM
PSNR
SSIM
VIF
GSM

Car
28.3850
0.8577
4.9254
0.9877
30.1537
0.8962
6.3477
0.9925
29.9676
0.8927
6.2148
0.9921
29.9229
0.8916
6.2003
0.9920

Natural
28.1938
0.8073
5.2561
0.9867
29.4053
0.8560
6.6527
0.9917
29.3193
0.8543
6.5988
0.9916
29.2908
0.8534
6.5926
0.9916

Portrait
34.6556
0.9132
5.7095
0.9939
36.6430
0.9319
6.8812
0.9964
36.4177
0.9307
6.8024
0.9962
36.3244
0.9300
6.7828
0.9962

Building
27.1484
0.8529
4.7674
0.9852
28.7265
0.8935
6.2129
0.9904
28.5752
0.8909
6.1118
0.9901
28.5071
0.8896
6.0847
0.9899

Animal
32.2022
0.8745
5.5473
0.9916
34.0089
0.9051
6.9190
0.9950
33.9101
0.9046
6.8743
0.9949
33.8601
0.9044
6.8594
0.9949

Flower
31.0307
0.8851
5.3593
0.9908
32.9616
0.9172
7.0848
0.9948
32.7538
0.9149
6.9796
0.9946
32.6733
0.9139
6.9496
0.9945

Medical
28.2993
0.8890
5.2195
0.9894
30.9459
0.9278
6.8936
0.9945
30.6890
0.9250
6.7718
0.9942
30.5028
0.9234
6.7203
0.9940

CG
28.3840
0.8459
5.5511
0.9880
30.2236
0.8922
7.2089
0.9930
30.0447
0.8879
7.0916
0.9928
29.9427
0.8861
7.0609
0.9926

PSNR
SSIM
VIF
GSM
PSNR
SSIM
VIF
GSM
PSNR
SSIM
VIF
GSM
PSNR
SSIM
VIF
GSM

25.7746
0.7460
2.8821
0.9775
26.7424
0.7868
3.5736
0.9825
26.6898
0.7865
3.5305
0.9823
26.5507
0.7799
3.4430
0.9815

25.9456
0.6667
2.9041
0.9759
26.5670
0.7109
3.4974
0.9815
26.5423
0.7107
3.4678
0.9811
26.5105
0.7124
3.4339
0.9809

31.7204
0.8495
3.5272
0.9884
33.1723
0.8729
4.1522
0.9914
33.0765
0.8718
4.1367
0.9913
32.9172
0.8698
4.0822
0.9910

24.5664
0.7208
2.6599
0.9726
25.4514
0.7653
3.3005
0.9787
25.3900
0.7647
3.2429
0.9783
25.3253
0.7628
3.1911
0.9778

29.2845
0.7754
3.1932
0.9838
30.4074
0.8082
3.7961
0.9879
30.3414
0.8066
3.7798
0.9877
30.2439
0.8075
3.7421
0.9875

28.0966
0.7695
3.0177
0.9810
29.2101
0.8101
3.8068
0.9862
29.1372
0.8089
3.7673
0.9859
29.0680
0.8080
3.6997
0.9855

25.0768
0.7816
3.0877
0.9786
26.6701
0.8305
3.8897
0.9848
26.5976
0.8305
3.8731
0.9846
26.4083
0.8235
3.7669
0.9838

25.6630
0.7194
3.1736
0.9767
26.6144
0.7666
3.9208
0.9824
26.5605
0.7651
3.8824
0.9822
26.4672
0.7628
3.8094
0.9816
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Patch Size and Overlap
Next, we study the relationship between the high-resolution patch size and SR
reconstruction accuracy and quality. We test the SR PSNR and SSIM using patch
size 5 × 5, 7 × 7 and 9 × 9 for three srSR methods. The average PSNR and SSIM
of facotr of 3 SR images in 8 different categories are shown in Figures 5.6 and 5.7.
For the efficient `1 and BP, both SR PSNR and SSIM of patch size 7 × 7 are mostly
better than patch size 5 × 5 and 9 × 9. For the K-SVD, 75% of reconstructed images
have a better PSNR and SSIM using patch size 9 × 9. In all, BP provide the best SR
PSNR and SSIM using different patch size compared to the other two methods. In
addition, on average SR using 7 × 7 dictionaries generate the best SR results.
For the overlap mentioned in Algorithm 1, theatrically the more overlap we use
during the SR reconstruction process, the better the SR results are. From the test
result, we confirm that if the larger the overlap value, the better the PSNR and SSIM
of reconstructed image. An example of the relationship between the overlap value
and PSNR and SSIM is shown in Figure 5.8. From the results we can see that we got
the best PSNR and SSIM for all three srSR methods when the maximum overlap is
used (patch size - 1). Overall, BP dictionaries still generate better results than the
efficient `1 and K-SVD.
Super-Resolution Time
Finally, the average super-resolution time is shown in Table 5.3. From the results
we can see that SR using BP dictionaries indeed benefit from a smaller dictionary
size. The SR time of the BP dictionaries is on average 34% and 26% shorter than
the SR time of the efficient `1 dictionaries and the K-SVD dictionaries, respectively.
This advantage of BP is critical when one want to use the srSR on energy constraint
applications such as mobile application or wireless sensor network application.
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Figure 5.5: Comparison of super-resolution images reconstructed using the Bicubic,
the BP, the efficient `1 and the K-SVD, respectively. (a) low-resolution input images.
(b) original high-resolution images used to create the low-resolution images. The
upper two rows show the factor of 2 magnification results. The lower two rows show
the factor of 3 magnification results. Generally, the sparse representation based SR
is better than the Bicubic interpolation. The BP dictionary produces the best SR
image quality.
Table 5.3: Comparison of average super-resolution reconstruction time (seconds).
K is dictionary size. The patch size is 7 × 7. The SR time of the BP dictionaries is
on average 34% and 26% shorter than the SR time of the efficient `1 dictionaries and
the K-SVD dictionaries, respectively.
Zoom
2×

3×

Method
BP
`1
K-SVD
BP
`1
K-SVD

K
629
1024
1024
626
1024
1024

Car
132
191
187
145
189
215

Natural
188
256
251
203
298
283

Portrait
188
280
253
202
302
288
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Building
183
308
256
199
333
243

Animal
216
328
270
211
302
298

Flower
126
180
154
124
198
170

Medical
98
157
122
97
163
147

CG
191
279
233
185
301
268

Figure 5.6: Super-resolution reconstruction PSNR of different size of high-res patch.
The average PSNR of 8 categories are shown in individual sub-figures.

Figure 5.7: Super-resolution reconstruction SSIM of different size of high-res patch.
The average SSIM of 8 categories are shown in individual sub-figures.
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Figure 5.8: Test results of different overlap during super-resolution of the Lena
image. The patch size is 7 × 7.

5.2

Beta Process Joint Dictionary Learning

Next, we evaluate the proposed BP-JDL for coupled feature spaces algorithm for the
SISR. The two feature spaces are constructed as:
xi = h;

(5.4)

yi = [F1 l; F2 l; F3 l; F4 l]
We use the proposed BP-JDL method to learn D(x) , D(y) and the mapping matrix
M for the two feature spaces. Similar to Chapter 3, the variance of error vectors of
BP-JDL are set to constant instead of Inverse-gamma distributed, because the the
distribution of error vectors, although close to is not exactly Gaussian. If we still use
the inverse-Gamma distribution for the variance of error vectors, the Gaussian and
inverse-Gamma model cannot fit the data well during the learning process. Therefore,
a constant variance of error vectors is used to provide a lower bound for the variance
of the error vectors. In this way, we can learn the dictionary successfully. In order to
find optimal value of variance of error vectors, we tested different variance values that
equal to 1% ∼ 50% of data variance. In addition, because in the BP-JDL, we need
to specify error vector variances for both feature spaces, we set them to equal value
for convenience. Based on the super-resolution results of training images, we found
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Figure 5.9: Super-resolution results of dictionaries learned using different noise
variance ratios. We set the same noise variance ratio for both feature spaces.
that set both error variance equal to 0.42∗(data variance)the algorithm generate the
best PSNR. Part of test results is shown in Figure 5.9. The BP-JDL runs 1000 Gibbs
samples on different noise variance ratios.
Once the dictionaries are learned, we can use them for super-resolution reconstruction. The single image super-resolution reconstruction can be carried out in four steps.
The first step calculates the sparse coding of observed low-res feature using learned
low-res feature dictionary. In order to compare our dictionary with dictionaries
learned by (Yang et al., 2010, 2012a; Wang et al., 2012), we use the standard `1
sparse coding method for step 1 (Lee et al., 2007). The second step maps the sparse
coding of the low-res feature to sparse coding of the high-res feature using the learned
matrix M. The third step recovers the high-res patch using the learned high-res
feature dictionary. Because we do not directly use the low-res patch in Eq. 5.4, the
reconstructed high-res image H0 may not satisfy the constraint ↓ BH = L, thus the
last step enforces a global constraint to eliminate this inconsistency by projecting H0
onto the solution space of ↓ BH = L. In addition, because the recently introduced
non-local redundancies in image are useful for image restoration (Buades et al., 2005;
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Dabov et al., 2007a), we also incorporate the non-local self-similarities in step 4. The
four steps are summarized in Algorithm 2.
Algorithm 2 Single Image Super Resolution with BP-JDL dictionaries
Input: Low-res image L, learned D(x) , D(y) and M
Output: High-res image H∗
Step 1 Sample low-res patch li from the input image L with overlap ω. Construct
(y)
yi using the four feature extraction operators. Learn αi using the `1 sparse coding:
(y)

αi

1
(y)
(y)
= arg min kD(y) αi − yi k22 + λkαi k1
(y) 2
αi

(5.5)

Step 2 Map the sparse coefficients α(y) to α(x) using the learned M:
(x)

αi

(y)

= Mzi αi

(5.6)

(y)

where zi is a binary vector that zik = 1 if αik 6= 0.
Step 3 Recover the high-res patch hi using α(x) and learned D(x) :
(x)

hi = D(x) αi

(5.7)

After the recovery of all high-res patches, the initial high-res image H0 can be
reconstructed with overlap ω.
Step 4 A global constraint and a non-local similarity constrain are enforced to
further improve the reconstruction accuracy:
H∗ = arg min kH − H0 k2
H

s.t. ↓ BH = L, khi −

M
X

2
bm hm
i(0) k2 ≤ 

(5.8)

m=1
th
where hi and hi(0) are patches in H and H0 , respectively. hm
most
i(0) is the m
m
similar patch to hi(0) and b is the non-local weight defined in (Buades et al.,
2005).

Eq. 5.8 can be solved by back projection method introduced in (Capel, 2001).

5.2.1

Experimental Design

We evaluate the performance of the proposed BP-JDL method when applied to
single image super-resolution from perspectives of both the quality and the fidelity of
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the high-resolution image. We compared our results with state-of-the-art dictionary
learning based SISR method, including ScSR (Yang et al., 2008), Zeyde (Zeyde et al.,
2010), SCDL (Wang et al., 2012), Bilevel Yang et al. (2012a), and the BP method we
proposed in Chapter 3.
Dictionaries for factors of 2 and 3 magnification are learned and used for generating
super-resolution images. The low-resolution patches are upsampled to the same size
as the high-resolution patches. All dictionaries are trained from 100,000 patch pairs
sampled from 10 categories of representative and texture rich images, as shown in
Figure 5.11. The patch pairs are only sampled from the luminance channel of the
training images because human eyes are more sensitive to luminance changes. The
pre-process step is as same as we described in 5.1.
Before we proceed to the dictionary learning step, we pre-process the patch pairs
by deleting the non-informative noise patches. According to (Olshausen and Fieldt,
1996), natural images contain localized, oriented, and bandpass structures, which
cannot be characterized in term of linear, pairwise correlations. Localized structures,
such as a step edge, its phases aligned across different spatial frequencies. Oriented
structures, such as lines and edges, will also evade pairwise correlations because they
require at least three-point statistics to characterize. Finally, bandpass structures
in natural images will tend to produce local phase alignments in spatial frequency.
Because we only want to learn patches with these characteristics, can we delete
“other” patches even before the learning process?
Inspired by (Yang et al., 2012b), we can remove these non-informative patches
using a threshold on the dominate measure (Edelman, 1988).

For each high-

res patch h, we firstly calculate its gradient map G = [g1 , ·, gn ]T , where gi =
[(∂h(x, y)/∂x), (∂h(x, y)/∂y)] is the ith pixels in the patch and n is the total number
of pixels in the patch. Next, we perform an SVD on G to obtain G = U SVT . If the
dominate measure of the patch
R=

S1,1 − S2,2
S1,1 + S2,2
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(5.9)

Figure 5.10: (a) Non-stochastic patches and (b) Stochastic patches. Patch size is
7 × 7.
is smaller than a threshold R∗ , the patch is considered as stochastic (non-informative)
patch. We consider these patches are not localized, oriented and bandpass patches and
remove corresponding patch pairs for pre-processing. An example of deleted patches
and remain patches for the training is shown in Figure 5.10. In the super-resolution
application, we set R∗ = 0.27 and all patches with dominate measure smaller than
R∗ is removed. By removing these stochastic patches, the learned dictionary do not
have to recover these stochastic patches, therefore the quality of the dictionary is
improved.
For the dictionary learning, we set the initial dictionary size K of BP-JDL as
1024, 2048 and 4096 to test the capability of BP-JDL’s K inference. We use 10000
Gibbs samples for BP-JDL, where the burn-in is 9500 samples and the dictionary is
averaged using the rest 500 samples.
For the super-resolution reconstruction, high-resolution test images are blurred
and down-sampled to 1/4 and 1/9 of the original size to produce the input lowresolution images. The high-resolution images are reconstructed using Algorithm 1
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Figure 5.11: 10 training images.
with λ set to 0.15 and the overlap set to its maximum value (i.e., patch size − 1). In
addition, images reconstructed using the Bicubic interpolation are compared as well.

5.2.2

Dictionary Learning Results

Firstly, dictionaries in coupled feature spaces are learned using the proposed BPJDL algorithm. Compared to the dictionaries learned in concatenated spaces (Yang
et al., 2010), the dictionaries learned by BP-JDL are able to reduce the learning rootmean-square (RMS) errors of high-res feature space X and low-res feature space Y
by 27.5% and 40.5%, respectively. This result confirms that BP-JDL is capable to
learn dictionaries that fit the data better by allowing the different coefficients values
for the two spaces.
Secondly, the dictionary size inferred by BP-JDL is shown in Figure 5.12. Because
BP-JDL has the non-parametric advantage, with different initial Ks, the dictionary
size decreases rapidly during the first 1000 samples and gradually converges to similar
values, confirming that BP-JDL can infer appropriate dictionary size no matter what
the initial value is. With the initial size of 1024, the BP-JDL inferred that K = 771
is an appropriate dictionary size. If we fix the dictionary size to 1024 for BP-JDL,
the learning RMS errors and sparsity level of the 1024-size dictionaries stay the same
as the 771-size dictionaries, indicating that 771 is the appropriate dictionary size for
the training data. If the dictionary size is unknown, normally we need exhaustively
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Figure 5.12: BP-JDL infers dictionary size non-parametrically.
search for the optimal size. Yang (Yang et al., 2010) found that the the 1024-size
dictionary is optimal, however, the 771-size dictionary may have the same superresolution performance as the 1024-size dictionary. Besides, since super-resolution
using a smaller size dictionary needs less computational power, it may significantly
affect the speed and energy consumption of super-resolution applications in resourceconstrained environments.
Finally, a learned mapping matrix for 771-size dictionary is shown in Figure 5.13.
This mapping matrix represent the implicit relationship between two feature spaces.
We notice that the diagonal component is obvious and conclude that it’s majorly an
one-on-one mapping.

5.2.3

Single Image Super-Resolution Results

We evaluate the super-resolution (SR) results thoroughly via four image quality metrics, including peak signal-to-noise ratio (PSNR), structural similarity (SSIM) Wang
et al. (2004), visual information fidelity (VIF) (Sheikh and Bovik, 2006) and gradient
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Figure 5.13: BP-JDL learned mapping matrix log(M) for 771-size dictionary.
Table 5.4: Comparison of factor of 2 magnification super-resolution results.
Image
Lena

Mountain

House

Lion

Car

Measures
PSNR(dB)
SSIM
VIF
GSM
PSNR(dB)
SSIM
VIF
GSM
PSNR(dB)
SSIM
VIF
GSM
PSNR(dB)
SSIM
VIF
GSM
PSNR(dB)
SSIM
VIF
GSM

Bicubic
32.7947
0.8872
5.3033
0.9940
29.6999
0.8430
5.6668
0.9882
26.3549
0.8048
3.7844
0.9834
30.9312
0.8439
5.6896
0.9898
30.5383
0.9138
4.7268
0.9905

ScSR
34.6874
0.9120
6.5612
0.9964
31.2343
0.8909
7.2328
0.9929
27.4334
0.8456
4.5802
0.9884
32.5090
0.8941
7.0111
0.9941
32.5275
0.9381
5.9447
0.9939

BP
35.0411
0.9138
6.6950
0.9967
31.4006
0.8937
7.2973
0.9932
27.5953
0.8495
4.6516
0.9888
32.6021
0.8944
7.0302
0.9941
32.6720
0.9396
6.0732
0.9943
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Zeyde
34.2640
0.9044
6.6390
0.9961
31.0867
0.8874
7.1961
0.9926
27.3055
0.8450
4.5358
0.9881
32.4216
0.8926
6.9814
0.9939
32.3576
0.9370
5.7780
0.9939

SCDL
35.1311
0.9140
6.6975
0.9967
31.4010
0.8937
7.3018
0.9933
27.6055
0.8510
4.6646
0.9889
32.6028
0.8940
7.0543
0.9942
32.5904
0.9396
6.0604
0.9945

Bilevel
35.0680
0.9130
6.6653
0.9967
31.3757
0.8918
7.3059
0.9932
27.6115
0.8482
4.6883
0.9889
32.5993
0.8929
7.0510
0.9941
32.8914
0.9419
6.1172
0.9946

BP-JDL
35.3308
0.9160
6.7314
0.9968
31.5459
0.8969
7.3428
0.9934
27.7919
0.8525
4.6963
0.9890
32.8818
0.8979
7.0928
0.9943
33.1157
0.9436
6.2286
0.9948

Table 5.5: Comparison of factor of 3 magnification super-resolution results.
Image
Lena

Mountain

House

Lion

Car

Measures
PSNR(dB)
SSIM
VIF
GSM
PSNR(dB)
SSIM
VIF
GSM
PSNR(dB)
SSIM
VIF
GSM
PSNR(dB)
SSIM
VIF
GSM
PSNR(dB)
SSIM
VIF
GSM

Bicubic
30.0986
0.8019
3.1540
0.9885
27.0522
0.7000
3.1975
0.9778
24.4172
0.6881
2.1192
0.9729
28.3921
0.7058
3.1643
0.9811
27.4234
0.8259
2.8075
0.9816

ScSR
31.5125
0.8354
3.8340
0.9914
28.0436
0.7596
3.9081
0.9831
25.0136
0.7230
2.5725
0.9781
29.0637
0.7496
3.6576
0.985
28.6083
0.8630
3.4413
0.9854

similarity (GSM) (Liu et al., 2012).

BP
31.5313
0.8355
3.8910
0.9916
28.0090
0.7581
3.9294
0.9833
25.0301
0.7235
2.6088
0.9787
29.0025
0.7478
3.6698
0.9852
28.6374
0.8645
3.5084
0.9857

Zeyde
30.9077
0.8156
3.7150
0.9861
27.8258
0.7520
3.7909
0.98
24.7198
0.7234
2.5023
0.9739
29.0455
0.7498
3.6063
0.9833
28.5011
0.8573
3.3443
0.9832

SCDL
31.5900
0.8347
3.9560
0.9919
28.0490
0.7607
3.9492
0.9836
25.0100
0.7236
2.5938
0.9785
29.0483
0.7512
3.7088
0.9856
28.4892
0.8635
3.4771
0.9857

Bilevel
31.5808
0.8344
3.4550
0.9909
28.0606
0.7561
3.3987
0.9813
25.0277
0.7235
2.3119
0.9759
29.1161
0.7473
3.2403
0.9835
28.7231
0.8652
3.1024
0.9854

BP-JDL
31.6818
0.8377
4.0070
0.9920
28.1259
0.7636
4.0154
0.9838
25.0592
0.7248
2.5968
0.9783
29.2190
0.7537
3.7550
0.9857
28.8557
0.8673
3.5621
0.9862

Higher SSIM values indicate more similar

structure between the recovered image and the original image. Higher VIF values
indicate a better visual quality of recovered image which is strong related to the
relative image information. Higer GSM values indicate more similar gradient between
recovered image and the original image.
Factors of 2 and 3 SR results are shown in Tables 5.4 and 5.5, respectively. In
addition, the visual comparison example of factors of 2 and 3 SR results are shown
in Fig. 5.15 and Fig. 5.16, respectively.
From the for image quality metrics comparison results (PSNR, SSIM, VIF and
GSM), firstly we notice that sparse representation based SR methods generally
perform better than the interpolation based method (e.g., bicubic), because the overcomplete dictionaries can recover high-frequency details of images more accurately.
Next, Zeyde’s (Zeyde et al., 2010) two-step learned dictionaries have the similar
performance as the coupled learned dictionaries (ScSR) (Yang et al., 2010), while
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the BP and the most recent semi-coupled dictionary learning methods SCDL (Wang
et al., 2012) and Bilevel (Yang et al., 2012a) outperform the coupled dictionary
learning algorithm. Finally, the proposed BP-JDL method further pushes the limit
by providing a flexible and consistent learning model, and is able to provide highres images with the best recover accuracy (PSNR), structure similarity (SSIM),
information fidelity (VIF) and gradient similarity (GSM).
From the visual comparison results, we also notice that generally sparse representation based SR methods produce sharper image than bicubic interpolation.
Next, we notice the improvement of BP, SCDL and Bilevel methods compared to
the ScSR method in terms of artifacts on the edges. Among the results of all sparse
representation based methods, images produced by the proposed BP-JDL algorithm
have the least artifacts, indicating that the proposed method can better restore the
high-res images from low-res images.
During the SR reconstruction process, theoretically the more overlap of patches,
the better the SR results. SR results of different overlap values are shown in Fig. 5.14.
The results demonstrate the positive relationship between the overlap size and PSNR
(SSIM), confirming using maximum overlap (patchsize - 1) can generate the best
reconstruction results.
The average factor of 2 SR reconstruction time of ScSR, BP, Zeyde, SCDL, Bilevel
and BP-JDL are 217.9s, 214.0s, 1.9s, 1837.8s, 218.7s and 213.5s, respectively. Results
were produced on a Dell T3500 Workstation with 2.66G CPU and 12GB RAM
running Matlab V7.12.0. Among these methods, the Zeyde method is the fastest.
Although BP-JDL benefits from using a smaller dictionary compared to ScSR, the
extra operation of Eq. 6.7 consumes extra time. However, BP-JDL is still faster
than ScSR, SCDL and Bilevel methods. SCDL is the slowest method because it
needs 32 dictionaries (clusters) for each feature space instead of single dictionary,
thus consuming much more time than other methods.
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Figure 5.14: Effect of the overlap parameter on PSNR and SSIM of test image Lion.
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Figure 5.15: Visual comparison of factor of 2 super-resolution results. The upper row shows the SR results of the image
Lena. The lower row shows the SR results of the image House.
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Figure 5.16: Visual comparison of factor of 3 super-resolution results. The upper row shows the SR results of the image
Lion. The lower row shows the SR results of the image Car.
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Chapter 6
Application of Inverse Halftoning
Halftoned image is generated by converting a grayscale continuous-tone image into a
binary one that looks perceptually similar to the original one. One classical algorithm
used to generate halftoned images is Floyd-Steinberg algorithm (Floyd and Steinberg,
1976). Restoring these binary images to continuous-tone ones is called “inverse
halftoning”. The standard error diffusion halftoning algorithm using Floyd-Steinberg
filter is as follows (Floyd and Steinberg, 1976):
• Inputs: grayscale image X with range [0, 1], filter hF S .
• Outputs: halftoned image Y.
• Initialization: X̃=X.
• For each pixel y(i, j) ∈ Y, do the following three steps:
1. y(i, j) = 1 if x̃(i, j) > 0.5. y(i, j) = 0 otherwise.
2. Compute error err = x̃(i, j) − y(i, j).
3. Update x̃(i, j) by distributing e among unprocessed neighbors of (i, j):
x̃(i + δ, j + δ) = x̃(i + δ, j + δ) + err · hF S
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(6.1)

(a) Grayscale

(b) Halftoned

Figure 6.1: Halftoned Lena image using Floyd-Steinberg. Although the halftoned
image (b) looks like a grayscale image, its actually a binary image.
where Floyd-Steinberg filter is defined as


hF S =



1  0 0 7 
16 1 5 1

(6.2)

In this application, we use the Floyd-Steinberg algorithm to generate the halftoned
image and using the beta process based dictionary learning algorithm to restored the
grayscale image. Example halftoned image using the Floyd-Steinberg algorithm is
shown in Figure 6.1. We use 24 high-quality images from Kodak PhotoCD (Kod,
2012) for training and 5 classic images (babara, house, lena, mandrill, peppers) for
testing.
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6.1

Beta Process Dictionary Learning for Single
Feature Space

We first evaluate the performance of the beta process dictionary learning for single
feature space (BP) introduced in Chapter 3 for inverse halftoning (IH) from the quality
of the dictionary generated as well as the fidelity of the restored image. We compare
the BP with three state-of-the-art inverse halftoning algorithm: WInHD (Neelamani
et al., 2002), LPA-ICI (Foi et al., 2004) and `1 dictionary learning (L1) based
algorithm (Mairal et al., 2012). Among these algorithm, WInHD and LPA-ICI is
deconvolution based algorithm and L1 is sparse representation based algorithm.
We use the framework described in (Mairal et al., 2012) and use coupled dictionary
learning strategy for sparse representation based algorithm. We use the grayscale
patch x and halftoned patch y to construct the learning samples v = [x; y]. Then we
learn the dictionary based on model
vi = Dαi + i

(6.3)

where D = [D(x) ; D(y) ]. We can use the BP or L1 to learn the dictionary. After
learned the dictionary, similar to single image super-resolution reconstruction, we
can use the below Algorithm 3 to reconstruct a grayscale image from a halftoned
image. We extract all patches with overlaps from a test image and restore each
patch independently so we get different estimates for each pixel. The estimates are
then averaged to reconstruct the full image. The final image is pose-processed using
BM3D (Dabov et al., 2007b) to remove possible artifacts.
For the dictionary learning details, we use 100,000 patch pairs sampled from the
Kodak database. Comparing to 9 million patches used in (Mairal et al., 2012), we only
use 1% of samples that used in (Mairal et al., 2012). We rescale each patch to range
of [0, 1] and remove the non-information patches using a threshold on the dominated
measure described in Eq. 5.9, similar to what we used in SISR application. However,
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Algorithm 3 Inverse halftoning with BP dictionaries
Input: Halftoned image Y, learned D(y) and D(x) .
Output: Grayscale image X∗
Step 1 Sample patch yi from the input image Y with overlap ω. Learn αi using
the L1:
1
αi = arg min kD(y) αi − yi k22 + λkαi k1
(6.4)
αi 2
Step 2 Recover the grayscale patch xi using α and learned D(x) :
xi = D(x) αi

(6.5)

After the recovery of all grayscale patches, the initial grayscale image X0 can be
reconstructed with overlap ω.
Step 4 The block matching 3D transfer-domain collaborative filtering (BM3D)
algorithm (Dabov et al., 2007b) is used to remove artifacts and generate output
grayscale image X∗ .
different to SISR application, we do not subtract mean and normalize each patch
for this application, instead we just use the patch directly for the training. In SISR
application, the low-res patch and high-res patch share similar mean values, what
we only concern is to reconstruct the high frequency details of the images, therefore
we subtract mean and normalize each patch for training to learn dictionaries that
recover better details. However, in the inverse-halftoning case, the grayscale and
halftone patch do not share the similar mean value and noise model, the learned
dictionaries need to recover details as well as the DC level (mean value) of the patch.
Therefore, we need to use the patch pair directly for training to learn a dictionaries
with both capabilities. From this point of view, we can see that dictionaries learned for
inverse halftoning contains more non-linear mapping compared to SISR dictionaries
and hence its a more challenge task for sparse representation based algorithm.
For the BP parameters, we initial the algorithm with 512 size random generated
dictionary.

Similar to SISR application, since the halftone noise is not exactly

Gaussian, we use a pre-defined σ for noise variance instead of using a hyper-parameter.
We tested σ = r∗(data variance) with value r = 5% to 50% with 5% step. For the
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Figure 6.2: Learned size 506 coupled dictionary for inverse halftoning using BP.
Dictionary atoms are normalized for display purpose.
patch size, we tested on 6 × 6, 8 × 8, 10 × 10 and 12 × 12 size patches. The best
parameters found are r = 25% and patch size 10 × 10. We use 3000 Gibbs samples
of the BP, the burn-in is 2500 samples and the dictionary is averaged using the rest
500 samples. For the L1 algorithm, we use 512 size dictionary, 2000 iterations and
λ = 0.05 as found in (Mairal et al., 2012).
Dictionaries learned by BP is shown in Figure 6.2.

The BP learned a 506-

size dictionary successfully inferred the dictionary size non-parametrically. For the
halftone dictionary, we can see that there are many noise-like dictionary atoms learned
to reconstruct halftoned patches.
Compared to the SISR dictionaries learned by BP, the inverse-halftoning BP
dictionary has larger sparsity. As shown in Figure 6.3, the final sparsity of the BP
algorithm is 123.2/506 = 24.3%, whereas for the the final sparsity of BP in SISR
is around 1.5%. This is because the binary halftone patches are not from natural
images and need combination of many dictionary atoms to approximate. We observe
the similar results for the L1 learning algorithm as well. The sparsity of L1 results is
101/512 = 19.7%.
For both BP and L1 learned dictionaries, we use the same reconstruction
Algorithm 3 to reconstruct grayscale image. We test the λ on the logarithmic scale
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Figure 6.3: BP learning sparsity over iterations.
10i , i = −3, −2, . . . , 0, we found that λ = 0.01 generate the best results. We also
tested on the overlap and found that max overlap (patch size - 1 = 9) generate the
best results.
The inverse-halftoning results are shown in Table 6.1. We compared BP with
LPA-ICI (Foi et al., 2004), WInHD (Neelamani et al., 2002) and L1

(Mairal

et al., 2012). We evaluate the image quality using stat-of-the-art image quality
assessment algorithms, including peak signal-to-noise ratio (PSNR), structural
similarity (SSIM) Wang et al. (2004), visual information fidelity (VIF) (Sheikh
and Bovik, 2006) and gradient similarity (GSM) (Liu et al., 2012). For these four
evaluation methods, higher values indicate better results.
Overall, the BP results are the best among four state-of-the-art inverse-halftoning
methods. Although L1 is also the sparse representation based method, its not as
good as the other two convolution based methods (LPA-ICI and WInHD). This
may because the 100,000 training patches is not enough. However, using 100,000
training patches BP is able to generate the best results, indicating that BP is able to
capture the complex non-linear relationship between grayscale and halftoned patches.
In addition, this results also prove that sparse representation based algorithms can
recover both mean value and details of the grayscale image from a halftoned image.
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Table 6.1: Comparison of inverse halftoning results.
Image
Barbara

House

Lena

Mandrill

Peppers

Measures
PSNR(dB)
SSIM
VIF
GSM
PSNR(dB)
SSIM
VIF
GSM
PSNR(dB)
SSIM
VIF
GSM
PSNR(dB)
SSIM
VIF
GSM
PSNR(dB)
SSIM
VIF
GSM

LPA-ICI
25.6254
0.8835
2.7249
0.9946
32.6397
0.9389
2.4209
0.9940
32.524
0.9481
2.4851
0.9963
28.2627
0.9083
3.5185
0.9942
31.7751
0.9490
2.5266
0.9961

79

WInHD
25.6695
0.8837
2.6754
0.9945
35.2158
0.9461
2.1353
0.9950
31.8987
0.9462
2.5219
0.9961
27.4198
0.8834
3.2372
0.993
31.0357
0.9499
2.5053
0.9962

L1
24.5852
0.8634
2.7790
0.9935
34.3150
0.9521
2.3783
0.9945
31.1593
0.9461
2.5369
0.9959
26.8706
0.8808
3.3733
0.9912
31.0802
0.9499
2.5662
0.996

proposed BP
26.4029
0.9034
2.8861
0.9948
35.9435
0.9413
2.3526
0.9951
32.6751
0.9482
2.5850
0.9966
28.4300
0.9084
3.5684
0.9943
32.013
0.9406
2.5701
0.9964

The visual comparison of Barbara and Lena image results are shown in Figure 6.5
and 6.6, respectively.

6.2

Beta Process Joint Dictionary Learning

Next, we evaluate the proposed BP-JDL algorithm on the inverse halftoning task.
We directly use grayscale patch for X feature space and halftoned patch for Y feature
space. Similar to BP algorithm, we use 100,000 image patches sampled for training
and 5 classic image for testing. We remove the non-information patches using a
threshold on the dominated measure described in Eq. 5.9. We initial the BP-JDL with
512 size random generated dictionary, and use the error variance equal to 0.25∗(data
variance) for both feature space X and Y based on the test range of 5% to 50%.
We also use the patch size 10 × 10. We use 1000 Gibbs samples of the BP-JDL, the
burn-in is 950 samples and the dictionary is averaged using the rest 50 samples.
We use the Algorithm 4 to reconstruct the grayscale image from an input
halftoned image. Same as the BP reconstruct algorithm, we use λ = 0.01 for the
L1 reconstruction algorithm.
The BP-JDL algorithm successfully inferred 507-size dictionary with initial size of
512. The BP-JDL is able to learn dictionaries with sparsity=34.3/507 = 6.8%, which
is smaller than BP (24.3%) and L1 (19.7%) results. This indicates that BP-JDL is
able to learn a dictionary that provide sparser solution.
For the inverse halftoning results, we found an issue with BP-JDL algorithm. The
reconstructed grayscale image may have values that not between [0, 1], as shown in
Figure 6.4(b). This may because the relaxation the BP-JDL provided for BP cannot
recover the mean value of the patch stably. For the training halftoned and grayscale
patch pair, both patches have values range in [0, 1], however, they don’t have same
mean value. The BP-JDL is not able to recover correct grayscale mean value from
halftoned input patch. This may because the unimodal noise assumption of BPJDL in halftoned spaces. As shown in Figure 6.4(a), since the halftoned image is
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Algorithm 4 Inverse halftoning with BP-JDL dictionaries
Input: Halftoned image Y, learned D(y) , D(x) and M.
Output: Grayscale image X∗
Step 1 Sample patch yi from the input image Y with overlap ω. Learn αi using
the L1:
1
(y)
(y)
(y)
(6.6)
αi = arg min kD(y) αi − yi k22 + λkαi k1
(y) 2
αi
Step 2 Map the sparse coefficients α(y) to α(x) using the learned M:
(x)

αi

(y)

= Mzi αi

(6.7)

(y)

where zi is a binary vector that zik = 1 if αik 6= 0.
Step 3 Recover the grayscale patch xi using α and learned D(x) :
(x)

xi = D(x) αi

(6.8)

After the recovery of all grayscale patches, the initial grayscale image X0 can be
reconstructed with overlap ω.
Step 5 The block matching 3D transfer-domain collaborative filtering (BM3D)
algorithm (Dabov et al., 2007b) is used to remove artifacts and generate output
grayscale image X∗ .
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Figure 6.4: (a)Noise histogram of (halftoned lena - lena), (b) Histogram of BP-JDL
reconstructed lena, the pixel values are not between [0, 1].
binary, if we subtract the grayscale lena from halftoned lena, we can see the noise
is bimodal not unimodal. In the BP-JDL model described in Chapter 4, we assume
unimodal Gaussian noise for both feature spaces. Therefore, in the inverse halftoning
application, the BP-JDL is trying to model bimodal noise of halftoned space using
unimodal noise model. This may be the reason of BP-JDL cannot stably recover the
DC level (mean value) of grayscale patch.
However, BP-JDL is still able to recover the high frequency details of grayscale
image from halftoned image. Because pixel values of BP-JDL restored image is
not between [0, 1], we cannot compare the recover accuracy using the PSNR, SSIM
etc. evaluation metrics. However, we can compare the BP-JDL results visually by
normalizing the image to the range of [0, 1]. After the normalization, we can visually
compare the results of BP-JDL with other state-of-the-art inverse halftoning results.
The inverse halftoning results of barbara and lena are shown in Figure 6.5 and 6.6,
respectively. From the visual comparison results, we can clearly see that BP-JDL is
able to provide the most details compared to other four algorithms. The L1 results
has least artifacts, but its overly smooth and recover least details compared to other
algorithms. The LPA-ICI results is noisy than other results. The WInHD can provide
some level of details, however, these details are fragmented. The BP is able to provide
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Figure 6.5: Inverse halftoning results comparison of Barbara.
a smooth and rich detailed image, however, it has some blocky artifacts from the
reconstruction. Although the BP-JDL introduced small artifacts in homogeneous
regions, it provides the best recover details.
From the inverse halftoning applications, we can see that the BP-JDL may not
suitable for applications that demonstrate bimodal noise in one of the feature spaces.
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Figure 6.6: Inverse halftoning results comparison of Lena.
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Chapter 7
Conclusions and Future Work
7.1

Summary

In this article, a Bayesian method using beta process (BP) was proposed for solving
dictionary learning problem single feature space and a beta process joint dictionary
learning (BP-JDL) method was proposed for solving the dictionary learning problem
in coupled feature spaces. The BP was compared with two other state-of-the-art
single feature space dictionary learning algorithms for the application of single image
super-resolution (SISR), which a single low-resolution image was reconstructed to a
high-resolution image using the learned over-complete dictionaries. The experiment
results showed that BP is able to infer an appropriate dictionary size and sparsity
level non-parametrically. Moreover, the SISR results of BP were the best among
the three single feature space dictionary learning algorithms in terms of the recovery
accuracy. Next, the BP was compared with three other state-of-the-art algorithms
for the application of inverse halftoning. The experiments results showed that the
learned BP dictionaries are also the best among four methods in terms of the image
quality and the recovery accuracy.
We further extend the BP to the new BP-JDL algorithm that can better solve
the problem of dictionary learning in coupled feature spaces. The proposed BP-JDL
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method could have wide applications in the field of signal processing because many
problems in this area require the mapping between two feature spaces. In order to
demonstrate the capability of proposed BP-JDL algorithm, we also applied BP-JDL
method to solve the SISR problem and inverse halftoning problem. For the SISR, five
state-of-the-art dictionary learning based SISR methods were compared with BP-JDL
in terms of the quality of dictionary generated and the quality of the super-resolution
images. The experimental results showed that the BP-JDL method is able to learn
dictionaries that fit the coupled feature spaces better than previous methods. The
SISR results showed that the images reconstruction using BP-JDL have the best
overall quality compared to other four methods. In addition, BP-JDL was able to
infer an appropriate dictionary size non-parametrically as same as BP. For the inverse
halftoning application, the BP-JDL algorithm is able to learn dictionaries that recover
better high-frequency details than four other inverse halftoning methods, including
BP. Successful applications of BP-JDL prove that BP-JDL is able to model complex
non-linear relationship between two feature spaces and is an effective algorithm for
dictionary learning in coupled feature spaces.

7.2

Future Research

In the future, we can discover more properties and applications about proposed
research, which we will summarize below.

7.2.1

Improvement of the BP-JDL

There are several possible improvements of the proposed algorithm:
Inference
Similar to the variational Bayesian inference provided for the BP model (Paisley and
Carin, 2009; Chen et al., 2010), a variational Bayesian inference could be used for the
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BP-JDL inference, which may have a faster convergence speed than Gibbs sampler.
In addition, (Miller, 2011) pointed out that Gibbs sampling may converge quickly but
stuck in widely varying local optima while variational inference is slower per iteration
but find regions of higher predictive likelihood. We derived the the inference equation
which can be found in Appendix A.
Integration of the mapping matrix
The mapping matrix M of BP-JDL is solved via least square. However, if we integrate
the mapping matrix to the model, we may learn a better mapping matrix and we may
accelerate the learning speed since we don’t need to sample two coefficients matrix.
With the integration of the M matrix, the model change be modified as:
(x)

(y)

(x)

(y)

xi = D(x) αi + i , yi = D(y) αi + i
(x)

αi

(y)

(y)

= zi ◦ Msi , αi

(x)

(y)

= zi ◦ si

(y)

dk ∼ N (0, Px−1 IPx ), dk ∼ N (0, Py−1 IPy )
(y)

−1
mjk ∼ N (0, γM
IK ), si

zi ∼

K
Y

∼ N (0, γs−1
(y) IK )

(7.1)

Bernoulli(πk ), πk ∼ Beta(a/K, b(K − 1)/K)

k=1
(x)
i

(y)

∼ N (0, γ−1
i
(x) IPx ),

∼ N (0, γ−1
(y) IPy )

γs(y) ∼ Γ(c, d), γM ∼ Γ(g, h), γ(x) , γ(y) ∼ Γ(e, f )
(x)

The difference between this model and BP-JDL mode in Eq. 4.3 is the si

is

(y)

replaced with Msi . The mapping matrix M is integrated into the model and no
longer calculated after the dictionary learning process. We could assume that each
−1
IK ), and γM is a Gamma
element in M is normal distributed as mjk ∼ N (0, γM

distributed hyper parameter. The model is fully conjugated and we can also use the
Gibbs sampler or Variational method for inference.
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7.2.2

Evaluation

• Currently, the quality of dictionary is evaluated by the recovery accuracy of
super-resolution reconstruction. There is no direct evaluation for the quality
of the dictionary. According to the receptive fields properties (Olshausen and
Fieldt, 1996), we may can evaluate the quality of the dictionary by evaluating
the localized, oriented and bandpass properties of patches in the learned
dictionaries.
• The objective metric (PSNR, SSIM, VIF and GSM) was used for evaluation of
the result images. However, we may use other image quality assessment metric
such as the metric that do not need the reference image (He et al., 2012). We
may also use a subjective method to evaluate the quality of the image.

7.2.3

Other Applications

The BP-JDL may have wide applications. Except for the applications discussed in
this article, the BP-JDL algorithm could be used in other inverse problem such as
intrinsic image estimation, digital art authentication etc. In addition, the algorithm
can be used in applications that require to learn dictionary in coupled feature spaces,
such as invariant human pose estimation etc.
For the sketch-photo applications, although (Wang et al., 2012) showed experimented result based on SCDL, the patch-based approach may not suitable for this
application. For instance, the training dataset such as CUFS (Tang and Wang, 2003)
contain photo and hand draw sketches. At the low level (7 × 7 size patch), the
alignment of two patches in sketch and photo may largely different and the dictionaries
learned may not be effective. This is also the reason for blurry results shown in (Wang
et al., 2012).
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A

Variational Inference of Beta Process Joint
Dictionary Learning

Similar to (Paisley and Carin, 2009), we derive a variational Bayesian algorithm (Beal,
2003) for fast inference of BP-JDL model of Eq. 4.3.

A.1

The VB-E Step

• Update for zik
(x)

p(zik = 1|−) ∼N (xi ; D(x) (zi ◦ si ), γ−1
(x) IPx )
(y)

N (yi ; D(y) (zi ◦ si ), γ−1
(y) IPy )

(2)

Bernoulli(zik ; πk )
The posterior probability of zik = 1 can be expressed as:
p(zik = 1|−)
(x)

∝

γ
2
(x)
(x)
(x)
(x) T
(hs(x)
dk i − 2hsik ihdk iT hx−k
i i)
ik ihdk
2
(y)
γ
2
(y)
(y)
(y)
(y) T
(hs(y)
dk i − 2hsik ihdk iT hyi−k )i]
−
ik ihdk
2

exp[hπk i] exp[ −

(3)

where h·i indicates the expectation. The posterior probability of zik = 0 can be
expressed as:
p(zik = 0|−) ∝ exp[hln(1 − πk )i]

(4)

The expectation can be calculated as
N

X
a
a + b(K − 1)
hln(πk )i = ψ( +
hzik i) − ψ(
+ N)
K
K
i=1
N

X
b(K − 1)
a + b(K − 1)
+N −
+ N)
hln(1 − πk )i = ψ(
hzik i) − ψ(
K
K
i=1
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(5)

where ψ(·) represents teh digamma function and
2

(x)

2
k
hs(x)
ik i = hsik i + Σs(x)
ik

(x) T

hdk

(x)
dk i

=

(x)
(x)
hdk iT hdk i

(6)

+ trace(Σd(x) );
k

where Σd(x) is defined in the update for dk and Σk(x) is the k th diagonal element of
k

(y) 2

sik

T

(y)

dk i can be calculated
Σs(x) defined in the update for sik . The hsik i and hd(y)
k
(x)

ik

in the similar way.

A.2

The VB-M Step
(x)

• Update for dk

(x)
p(dk |−)

∼

(x)
N (dk ; 0, Px−1 IPx )

N
Y

(x)

N (xi ; D(x) (zi ◦ si ), γ−1
(x) IPx )

(7)

i=1

dk can be drawn from a normal distribution
(x)

p(dk |−) ∼ N (µd(x) , Σd(x) )
k

and
Σd(x) = (Px I +
k

µd(x)
k

(x)

γ(x)

N
X

(8)

k

2

2
−1
hzik
ihs(x)
ik i)

i=1
N
X
(x)
= γ(x) Σd(x)
hzik ihsik ihx−k
i i
k

(x)

(9)

i=1
(x)

2

where x−k
= xi − D(si ◦ zi ) + dk (sik ◦ zik ) and hs(x)
i
ik i is given in Eq 6.
(x)

• Update for si

(x)

(x)

(x)

p(si |−) ∼ N (xi ; D(x) (zi ◦ si ), γ−1
; 0, γs−1
(x) IPx )N (si
(x) IK )
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(10)

si can be drawn from a normal distribution
(x)

p(si |−) ∼ N (µs(x) , Σs(x) )
i

(11)

i

and
T

(x)

D̃i i)−1
Σs(x) = (γs(x) + γ(x) hD̃(x)
i
i

µs(x) =
i

(x)

where we define D̃i

(12)

(x)
γ(x) Σs(x) (hD̃i iT xi )
i

= Di ◦ Z̃i and Z̃i = [zi , · · · , zi ]T , with the K-dimensional
(x)

vector, zi , repeated P times. Given that hD̃i i = hDi i ◦ hZ̃i i,we can calculate
T

(x)

T

(x)

Di i + A) ◦ (hzi ihzi iT + Bi )
D̃i i = (hD(x)
hD̃(x)
i
i

(13)

where A and Bi are calculated as follows
A = diag[trace(Σd(x) ), · · · , trace(Σd(x) )]
1

K

(14)

B = diag[hzi1 i(1 − hzi1 i), · · · , hziK i(1 − hziK i)]
• Update for πk

p(πk |−) ∼ Beta(πk ; a, b)

N
Y

Bernoulli(zik ; πk )

(15)

i=1

πk can be drawn from a Beta distribution as
p(πk |−) ∼ Beta(πk ; a, b)
where

(16)

N

a0 X
a= +
hzik i
K
i=1
N

X
b0 (K − 1)
b=
+N −
hzik i
K
i=1
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(17)

• Update for γs(x)

p(γs(x) |−) ∼ Γ(γs(x) ; c, d)

N
Y

(x)

N (si ; 0, γs−1
(x) IK )

(18)

i=1

γs(x) can be drawn from a Gamma distribution as p(γs(x) |−) ∼ Γ(c0 , d0 ), where
1
c0 = c + KN
2
N
1 X (x) T (x)
0
d =d+
(hs i hsi i + trace(Σs(x) )
i
2 i=1 i

(19)

(x)

• Update for γ

p(γ(x) |−) ∼ Γ(γs(x) ; e, f )

N
Y

(x)

N (xi ; D(x) (zi ◦ si ), γ−1
(x) IPx )

(20)

i=1

γ(x) can be drawn from a Gamma distribution as p(γ(x) |−) ∼ Γ(e0 , f 0 ), where
1
e0 = e + N
2
N
1X
(x)
0
f =f+
(kxi − hDi(hzi i ◦ hsi i)k2 + ξi )
2 i=1
where
ξi =

K
X

T

(x)2

(x)

(x)

(x)

(hzik ihsik ihd(x)
dk i + hzik i2 hsik i2 hdk iT hdk i)
k

k=1

+

(x)

(21)

X
k6=l

(22)
hzik ihzil iΣs(x)

i,kl

(x)
(x)
hdk iT hdl i
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