We prove that any finite subdirectly irreducible algebra in a congruence modular variety with trivial Frattini congruence is critical. We also show that if A and B are critical algebras which generate the same congruence modular variety, then the variety generated by the proper sections of A equals the variety generated by the proper sections of B.
to generate the same variety. It will follow that if V := var(A) = var(B) is congruence modular, then (HS − 1)A and (HS − 1)B generate the same variety. This solves a problem raised in [5] .
The Kiss-Vovsi definition of the Frattini congruence is re-introduced in Section 3, along with a concept from [2] which I call the normalization of a subdirectly irreducible algebra. If A is a finite subdirectly irreducible algebra with abelian monolith and A generates a congruence modular variety, then it turns out that A is isomorphic to its normalization iff its Frattini congruence is trivial. Any such algebra is critical.
Varieties Generated by Proper Sections
Let (S − 1)A denote the class of all proper subalgebras of A and (H − 1)A denote the class of all proper homomorphic images of A. A finite algebra A is S-critical or H-critical if it is not a member of the variety generated by (S − 1)A or (H − 1)A, respectively. Any critical algebra is both S-critical and H-critical and any H-critical algebra is subdirectly irreducible.
The following simple lemma allows us to avoid introducing the Frattini congruence in our discussion of Neumann's problem. 
Proof. Let V denote var(A) = var(B) and set Q = SP(A)∩SP(B).
Q is a quasivariety which is contained in V and which contains the free algebras of V. Since V is finitely generated, Q contains a finite relatively free algebra which generates V. Choose C to be a member of Q which generates V and has least cardinality for this property.
Claim. (S − 1)C and (S − 1)A generate the same variety.
Proof of Claim. By the minimality hypothesis on C, any proper subalgebra of C generates a proper subvariety of V. Hence, no proper subalgebra of C has a homomorphism onto A. Since all subalgebras of C belong to SP(A), it follows that (S−1)C ⊆ SP((S−1)A). Hence (S − 1)C is contained in var((S − 1)A). Conversely, since C generates V, C ∈ SP(A) and (S−1)A doesn't generate V, it follows that C has a homomorphism onto A. If h : C → A is onto and A is a proper subalgebra of A, then C := h −1 (A ) is a proper subalgebra of C which has a homomorphism onto A . Hence, (S − 1)A is contained in var((S − 1)C). We get that var((S − 1)A) = var((S − 1)C).
It follows from the Claim that var((S − 1)A) = var((S − 1)C) = var((S − 1)B). This proves the lemma. Lemma 2.1 corresponds to one half of Proposition 1 of [5] in the case that var(A) = var(B) is a congruence permutable variety. In the other half of Proposition 1 of [5] it is proved that when A and B are S-critical algebras in a congruence permutable variety and var(A) = var(B), then A/Φ A ∼ = B/Φ B , where Φ denotes the Frattini congruence (defined in the next section). This other half of Proposition 1 can also be extended to arbitrary varieties by using the idea of the proof of Lemma 2.1. (In particular, if A and B are S-critical algebras which generate the same variety and the Frattini congruence of A is trivial, then A ∼ = B.)
If an algebra A is critical, it is subdirectly irreducible. Denote its monolith by µ A . If A is a finite algebra and α ≺ β in Con (A), then the prime quotient α, β will be called modular if the α, β -minimal sets are of type 2 , 3 or 4 and these minimal sets have empty tails. If the α, β -minimal sets are of type 3 or 4 and these minimal sets have empty tails, then α, β is distributive. Modular and distributive quotients have the following nice properties. Assume that A is finite, h : A → A is onto and that α, β is a prime quotient of A. Set α = h −1 (α) and β = h −1 (β). If α, β is modular (distributive), then (i) α , β is modular (distributive), and
THEOREM 2.2 Let
(ii) there is a homomorphism of Con (A ) onto a modular (distributive) lattice which separates α and β .
In particular, it follows that if all prime quotients of A are modular (distributive), then Con (A) is a modular (distributive) lattice. For stronger results, Theorems 8.5 and 8.6 of [3] can be rephrased to say that a locally finite variety V is congruence modular (distributive) if and only if all prime quotients of finite members of V are modular (distributive).
LEMMA 2.4
Assume that A and B are critical algebras which generate the same variety and that 0, µ A is distributive. Then A ∼ = B and so var((HS − 1)A) = var((HS − 1)B).
Proof. If 0, µ A is distributive and A ∈ var(B), then a local version of Jónsson's Lemma proves that A ∈ HS(B). Since A ∈ (HS − 1)B, it must be that A ∼ = B.
For the next theorem, a congruence θ on a finite algebra is hereditarily modular if each prime quotient α, β with 0 ≤ α ≺ β ≤ θ is modular. Proof. Assume the hypotheses of the theorem, but that var((HS − 1)A) ⊆ var((HS − 1)B). By Lemma 2.4, it must be that typ(0, µ A ) = typ(0, µ B ) = 2 . Since A ∈ var(B), There is a finite algebra C which is a subdirect product of subdirectly irreducible algebras from HS(B) for which there is an onto homomorphism h : C → A. Since C is a subdirect product of subdirectly irreducible algebras from HS(B), C has meet-irreducible congruences η i , i < n, such that C/η i ∈ HS(B). For each i, let η * i denote the unique upper cover of η i . Let δ = ker h and let δ * be its unique upper cover. Let θ be the least congruence on C such that C/θ ∈ var((HS − 1)B). Clearly, θ ≤ η * i for all i while θ ≤ η i holds if and only if C/η i ∼ = B. By rearranging indices if necessary, we may assume that θ ≤ η i for i < j and that θ ≤ η i for j ≤ i < n. (This implies that C/η i ∼ = B for i < j, in which case η i , η * i is modular of type 2 .) Since
and typ(η i , η * i ) = 2 for i < j, it must be that θ is abelian. If θ ≤ δ * , then
But if this were so, then Theorem 2.2 would force var((HS − 1)A) ⊆ var((HS − 1)B) which contradicts the assumption in the first sentence of this proof. Hence θ ≤ δ * and so δ * < δ ∨ θ. Since θ is abelian, δ is meet-irreducible and δ, δ * is modular of type 2 , the interval I[δ, δ ∨θ] is abelian. It follows that h(δ ∨ θ) is an abelian congruence of A. By hypothesis, h(δ ∨ θ) is hereditarily modular. Therefore, every prime quotient in the interval I[δ, δ ∨ θ] of Con (C) is modular.
The following comparabilities and non-comparabilities in Con (C) have been established:
(ii) θ ≤ η i for all j ≤ i < n.
Con (C) has a homomorphism onto a modular lattice which separates all modular prime quotients. Such a homomorphism preserves all the comparabilities listed, of course. It also preserves the listed non-comparabilities, since η i , η * i is modular for i < j and every prime quotient in the interval I[δ, δ ∨ θ] is modular. We may henceforth assume that Con (C) is a modular lattice, as long as we depend only the comparabilities and non-comparabilities listed in this paragraph.
Let λ = i<n η * i . By modularity, we have (η i ∧λ) ≺ λ whenever λ ≤ η i . Since i<n η i = 0, the zero congruence is a meet of lower covers of λ. Therefore, the interval I 
Normalization
In this section we discuss a process called 'normalization' which converts a subdirectly irreducible algebra (in a congruence modular variety) into a better-behaved and related algebra. This process is described in [2] , but not named.
We shall follow the notation of [2] except in the following cases: First, when R is a binary relation on S we will write S × R S × R · · ·× R S, with n factors, to denote the subset of S n which consists of the tuples (s 1 , . . . , s n ) with (s i , s i+1 ) ∈ R. If A is an algebra and α is a congruence, we use boldface notation A × α · · · × α A to indicate the subalgebra of A n supported by A × α · · · × α A. (This notation differs from [2] in the following way: what we write as A × α A is denoted by A(α) in [2] .) Next, we will write A in this section for something which is denoted D(A) in [2] . Finally, if A is an algebra, B is a subalgebra and θ is a congruence on A, then B θ denotes the subalgebra of A whose universe is {x ∈ A | ∃y ∈ B ((x, y) ∈ θ)}. (This notion does not occur in [2] .) Definition 3.1 Assume that A is a subdirectly irreducible algebra with monolith µ. The normalization of A is defined as follows: if µ is nonabelian, then the normalization of A is A; if µ is abelian, then the normalization of A is
The congruence (µ 0 + ∆ µ,(0:µ) )/∆ µ,(0:µ) on A is denotedμ. A is normal if it is isomorphic to its normalization.
The next lemma summarizes those properties of the normalization which are proved in [2] . LEMMA 3.2 Let K be a finite set of finite algebras and A be a subdirectly irreducible algebra. Assume that var(K) and var(A) are congruence modular. Let µ be the monolith of A.
(i) A is a normal subdirectly irreducible algebra andμ is its monolith.
(ii) A/(0 : µ) ∼ = A/(0 :μ).
(iii) (0 :μ) =μ.
(iv)μ is the kernel of a retraction.
(v) If A ∈ var(K), then A is isomorphic to the normalization of some subdirectly irreducible algebra in HS(K).
We will require the following technical lemma. 
Furthermore, equality holds iff each n i = 1, which means exactly that µ = (0 : µ). (ii) µ is the kernel of a retraction.
Proof. By Lemma 3.2, both (i) and (ii) of this lemma hold in the normalization of A, hence in A. We will argue that if (i) and (ii) hold, then A is isomorphic to its normalization.
Let ρ : A → A be a retraction of A with kernel µ. Define a homomorphism
If d(x, y, z) is a difference term for var(A), then by Proposition 5.7 we have that
is a homomorphism. The composite dψ : A × µ A → A is easily checked to be a surjective homomorphism with kernel ∆ µ,µ . Hence,
Since µ = (0 : µ), the algebra on the righthand side is the normalization of A. This finishes the proof.
Somewhat surprisingly, condition (i) of Lemma 3.4 is extraneous. That is, in a congruence modular variety, a subdirectly irreducible with abelian monolith is normal iff its monolith is the kernel of a retraction. This fact is a consequence of the following lemma (whose proof does not require congruence modularity). 
there is a Mal'cev chain connecting a to b by polynomial images of {c, d}. Since b ∈ B and a ∈ B, this implies the existence of a polynomial p ∈ Pol 1 A such that p(c) = u ∈ B and p(d) = v ∈ B or the same with c and d interchanged. Assume that p(x) = t A (x, w 1 , . . . , w n ) where t is a term and w i ∈ A. Applying ρ to the equality t A (c, w 1 , . . . , w n ) = u (and using ρ(c) = c, ρ(u) = u) yields
Now, using that (c, d) ∈ (0 : µ) and (w i , ρ(w i )) ∈ ker ρ = µ we can change the c to d to get
But this is impossible! We have d, ρ(w i ) ∈ B, so
and yet we chose v = p(d) ∈ A − B. This ends the proof.
The argument just given establishes a more general (and more technical) result than we claimed. Although we see no use for the more general result now, we include its statement for completeness: if A is an arbitrary algebra, ρ : A → A is an arbitrary retraction, µ = ker ρ, B = ρ(A) and θ = Cg A ((0 : µ)| B ) (that is, θ is the extension of the contraction of (0 : µ)), then B θ = B. In the case of the lemma, A is subdirectly irreducible with monolith µ. In this case, µ < (0 : µ) implies µ ≤ θ which leads to the contradiction
We connect the foregoing with the Frattini congruence and critical algebras.
Definition 3.6
If A is an algebra, B is a subalgebra of A and θ is a congruence on A, then we say that B contains θ if B θ = B. Let Φ A be the join of all congruences θ which are contained in all maximal proper subalgebras of A. Φ A is the Frattini congruence of A.
It is easy to see that Φ A is the largest congruence contained in all maximal proper subalgebras of A. Let's call a congruence θ on A non-generating if
whenever B is a subalgebra of A. It is straightforward to see that the Frattini congruence majorizes every non-generating congruence and, when A is finitely generated, the Frattini congruence is the largest non-generating congruence.
THEOREM 3.7 Let A be a finite subdirectly irreducible algebra which generates a congruence modular variety. Assume that the monolith µ of A is abelian. The following implications hold among the conditions enumerated below: (i) ⇐⇒ (ii) =⇒ (iii) =⇒ (iv).
(i) A has trivial Frattini congruence.
(ii) µ is the kernel of a retraction.
(iii) µ = (0 : µ).
(iv) A is critical.
Proof. We will argue that (ii) =⇒ (i) =⇒ (ii) =⇒ (iii) =⇒ (iv). Assume that (ii) holds. Since µ is the kernel of a retraction it cannot be a non-generating congruence. For suppose that ρ : A → A is a retraction with ρ(A) = B and µ = ker ρ. Then B µ = A even though B = A. Hence, when (ii) holds, the Frattini congruence is not above µ. This proves (i). (Here is a different argument: Since A is finite and µ is a minimal abelian congruence, Theorem 2.1 of [4] can be used to show that B := ρ(A) is a maximal subalgebra. B does not contain µ, so µ ≤ Φ A .)
If (i) holds, then µ is not contained in some maximal proper subalgebra B ≤ A. The congruence µ is abelian and not contained in B, so Theorem 2.1 of [4] proves that µ| B = 0 B . Hence, B is a µ-transversal. It follows that µ is the kernel of a retraction onto B.
The implication (ii) =⇒ (iii) follows from Lemma 3.4. We now prove that if A is subdirectly irreducible and µ = (0 : µ), then A ∈ var((HS − 1)A). For A equal to the normalization of A, we have A ∈ var(A). Therefore, to prove A ∈ var((HS − 1)A) it will suffice to prove that A ∈ var((HS − 1)A). Assume otherwise that A ∈ var((HS − 1)A). From Lemma 3.2 (v), we get that A is the normalization of some subdirectly irreducible algebra B ∈ HS((HS − 1)A) = (HS − 1)A. But now (referring to Lemma 3.3), we have a cardinality problem:
| A| ≤ |B| < |A| = | A|.
(The equality |A| = | A| follows from the fact that µ = (0 : µ).) This contradiction concludes the proof.
The only implication in this proof which requires congruence modularity is (iii) =⇒ (iv).
