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An approximate analytical solution for the one-dimensional problem of heat transfer be-
tween an inert gas and a porous semi-inﬁnite medium is presented. Perturbation methods
based on Laplace transforms have been applied using the solid thermal conductivity as
small parameter. The leading order approximation is the solution of Nusselt (or Schumann)
problem. Such solution is corrected by means of an outer approximation. The boundary
condition at the origin has been taking into account using an inner approximation for a
boundary layer. The gas temperature presents a discontinuous front (due to the incom-
patibility between initial and boundary conditions) which propagates at constant velocity.
The solid temperature at the front has been smoothed out using an internal layer asymp-
totic approximation. The good accuracy of the resulting asymptotic expansion shows its
usefulness in several engineering problems such as heat transfer in porous media, in ex-
hausted chemical reactions, mass transfer in packed beds, or in the analysis of capillary
electrochromatography techniques.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Nusselt [1,2] obtained the analytical solution for the problem of heat transfer in plug ﬂow heat exchangers when the
axial heat conduction is neglected. The same solution, but written in different notation, was rediscovered by Anzelius [3],
Schumann [4], and Furnas [5], among others, for the heating (cooling) of one-dimensional porous media (packed bed) by the
passage of a hot (cool) ﬂuid. In fact, the corresponding mathematical equations model a large number of physical processes,
for example, mass transfer in packed beds, exhausted chemical reactions, capillary electrochromatography, to name only a
few [6]. Surprisingly, such a solution has been rediscovered several times during 20th century, using alternative mathemat-
ical formulations which are completely equivalent [7,8], stressing its importance and usefulness in practical applications.
The inclusion of a ﬁnite axial heat conduction in the Nusselt problem complicates its theoretical analysis. In fact, physical
information in Nusselt problem is carried downstream from the inlet by the ﬂow, but information can also travel upstream
even for small thermal conductivity. Exact analytical approaches cannot be applied in such a case, hence either numerical
or perturbation methods are required. The ﬁrst ones have been widely applied [9–11], but the second ones are scarce in the
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of Kuznetsov [12–14] where a perturbation method based on Fourier series is applied to the heating of a two-dimensional
rectangular packed beds using a two equation model for the ﬂuid temperature and the difference between temperatures of
the ﬂuid and the solid phases. In these works, the inverse of the product of the ﬂuid-to-particle heat transfer coeﬃcient
between the solid and ﬂuid phases by the speciﬁc surface area is used as small parameter. Under this assumption, the
temperature difference between both phases is found to be small compared to the difference between the inlet temperature
of the ﬂuid and the initial temperature of solid.
The main contribution in this paper is the development of an asymptotic approximate solution valid for small thermal
conductivity under the assumption of a semi-inﬁnite medium. In our approximation the temperature difference between
both phases is not assumed to be small. The contents of the paper are as follows. Next section presents the mathematical
formulation of the problem and its physical assumptions. Nusselt solution, the leading order solution for both the ﬂuid
and the solid phases, is recalled in Section 3. The outer solution is determined in Section 4. Such a solution does not take
into account the boundary condition at the origin, so an inner solution is required, which is determined in Section 5. The
solution has a front to be dealt with an internal layer which is studied in Section 6. In Section 7 a numerical method based
on the method of characteristics is developed in order to validate the accuracy of the asymptotic solution. Finally, Section 8
is devoted to the general conclusions and further lines of research, and Appendix A is included with certain technical details.
2. Mathematical model and its assumptions
Let us consider the heat transfer between a ﬂuid and a porous solid under the following assumptions: the ﬂuid is an
incompressible Newtonian ﬂuid, with negligible viscous dissipation, negligible heat conduction among the ﬂuid particles,
and the ﬂuid motion is only in the axial direction of the solid, from the inlet to the outlet, in quasi-steady conditions;
the solid has a constant porosity and negligible radial temperature gradient, with only an axial temperature gradient. This
two-phase problem is modelled through the system of coupled partial differential equations [15],
pρ f c f
(
∂T f
∂t
+ v f ∂T f
∂x
)
= −h(T f − Ts), (1)
(1− p)ρscs ∂Ts
∂t
= h(T f − Ts) + (1− p)λs ∂
2Ts
∂x2
, (2)
where x is the axial position along the medium, t is time, the subscripts f and s stand for the ﬂuid and the solid matrix,
respectively, T is the temperature, ρ is the density, cs is the speciﬁc heat of the solid, c f is the speciﬁc heat at constant
pressure of the ﬂuid, v f is the ﬂuid ﬂow velocity, h is the heat transfer coeﬃcient between the ﬂuid and the solid, λs is the
thermal conductivity, and p is the connected void fraction of the solid, i.e., (1− p) is its “effective” porosity.
Let us assume, as initial condition, that both phases start in thermal equilibrium, i.e., with the same temperature equal
to the ambient one (Ts0 ),
T f (0, x) = Ts0 , x> 0, (3)
Ts(0, x) = Ts0 , x> 0. (4)
Let us also assume that the ﬂuid is injected in the solid at x = 0, with constant ﬂow velocity and temperature,
T f (t,0) = T f0 , t > 0, (5)
and apply a Robin boundary condition at the inlet boundary of the solid matrix given by
λs
∂Ts
∂x
(t,0) = hb
(
Ts(t,0) − T f (t,0)
)
, (6)
where hb is the boundary heat transfer coeﬃcient between the ﬂuid and the solid. Finally, let us also assume that the length
of the solid medium (L) is large enough such that it can be considered as semi-inﬁnite (L → ∞). In such a case, the outlet
boundary condition is given by
lim
x→∞ Ts(t, x) = limx→∞ T f (t, x) = 0. (7)
Eqs. (1)–(7) may be nondimensionalized by introducing the following variables
τ = ht
(1− p)ρscs , y =
nhx
pρ f c f v f
,
where
n = pρ f c f ,
(1− p)ρscs
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Ts = Ts0 +χ(τ , y)(T f0 − Ts0),
T f = Ts0 + ε(τ , y)(T f0 − Ts0),
resulting in the dimensionless form
n
(
∂ε
∂τ
+ ∂ε
∂ y
)
= χ − ε, (8)
∂χ
∂τ
− β2 ∂
2χ
∂ y2
= ε − χ, (9)
with initial conditions
ε(0, y) = 0, χ(0, y) = 0, y > 0, (10)
and boundary conditions
ε(τ ,0) = 1, (11)
∂χ
∂ y
(τ ,0) = γ (χ(τ ,0) − ε(τ ,0)), (12)
lim
y→∞χ(τ , y) = limy→∞ε(τ , y) = 0, (13)
where, in Eqs. (8)–(13),
β2 = (1− p)λsh
(
n
pρ f c f v f
)2
and γ = hbpρ f c f v f
hnλs
.
Note that hb  0 implies that γ  0.
In order to solve the quarterplane problem given by Eqs. (8)–(13), the Laplace transform method can be used. Let εˆ(s, y)
and χˆ (s, y) be the Laplace transform on τ of ε(τ , y) and χ(τ , y), respectively. The Laplace transform of Eqs. (8)–(13) yields
n
(
sεˆ(s, y) + ∂εˆ(s, y)
∂ y
)
= χˆ (s, y) − εˆ(s, y), (14)
sχˆ − β2 ∂
2χˆ
∂ y2
= εˆ(s, y) − χˆ (s, y), (15)
with boundary conditions
εˆ(s,0) = 1
s
, (16)
∂χˆ(s,0)
∂ y
= γ
(
χˆ (s,0) − 1
s
)
. (17)
The analytical solution of the problem in Laplace space given by Eqs. (14)–(17) can be obtained in implicit form by
means of using Mathematica’s DSolve command yielding
εˆ(s, y) =
3∑
i=1
e
Ri y
β2n
s
(
β2n(γ (ns + 1)β2 + n + γ Ri)
β2(n(sn + n − 2Ris) − 2Ri) − 3R2i
− (γnβ
2 + Ri)s((ns + 1)β2 + Ri)Cˆ
β2(n(sn + n − 2Ris) − 2Ri) − 3R2i
)
,
χˆ (s, y) =
3∑
i=1
e
Ri y
β2n
s
(
β2n(γ (ns + 1)β2 + n + γ Ri)
β2(n(sn + n − 2Ris) − 2Ri) − 3R2i
− (γnβ
2 + Ri)s((ns + 1)β2 + Ri)Cˆ
β2(n(sn + n − 2Ris) − 2Ri) − 3R2i
)
,
where Ri are the roots of the cubic polynomial
n2s(sn + n + 1)β4 + R(n(sn + n − Rs) − R)β2 − R3 = 0,
and Cˆ is a constant of integration to be determined by the application of Eq. (13). Up to the author’s knowledge, the inverse
Laplace transform of this solution cannot be obtained analytically and even, if possible, the resulting expression will be
very cumbersome to be useful in practice. The authors have tried, without success, the use of a numerical implementa-
tion of the Laplace transform inversion (all the algorithms implemented in Ref. [16]). Instead, the numerical integration is
straightforward in the time domain [17], as shown in the next section.
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temperatures when β2  1 based on the, widely known, exact solution for β = 0 of Eqs. (8)–(12) and the use of singular
perturbation methods [18,19]. Numerical results, to be presented in Section 7, indicate that the solid temperature for β2 > 0
presents a boundary layer of size O(β) at y = 0 due to the Robin boundary condition. Moreover, at y = τ , due to the inﬁnite
speed of propagation of the heat in the solid, the sharp front propagating at constant speed in Nusselt solution is smoothed
out by an interior layer. The asymptotic method has to deal with both boundary and interior layer approximations.
3. Leading order solution for β = 0
Eqs. (8)–(13) for β = 0 are usually referred to as either Nusselt or Schumann problem in the quarterplane, whose exact
solution is widely known. Let χ0 and ε0 be such solution, and εˆ0(s, y) and χˆ0(s, y), respectively, their Laplace transforms
in τ . The solution of Eqs. (14)–(16) for β = 0 yields
εˆ0(s, y) = e
−ys
s
exp
(
− sy
n(s + 1)
)
, (18)
χˆ0(s, y) = e
−ys
s(s + 1) exp
(
− sy
n(s + 1)
)
. (19)
The evaluation of the Bromwich integral for the inverse Laplace transform of Eqs. (18) and (19) yields [6, Eqs. (3)–(5)]
ε0(τ , y) = θ(τ − y)e−y/n
{
e−τ+y I0
(
2
√
y(τ − y)
n
)
+
τ−y∫
0
e−u I0
(
2
√
y u
n
)
du
}
, (20)
χ0(τ , y) = θ(τ − y)exp
(
− y
n
) τ−y∫
0
exp(−u)I0
(
2
√
yu
n
)
du, (21)
and
ε0(τ , y) − χ0(τ , y) = θ(τ − y)exp
(
y − y
n
− τ
)
I0
(
2
√
(τ − y)y
n
)
. (22)
Integration by parts in Eq. (20), recalling that I ′0 = I1, and I(0) = 1, results in
ε0(τ , y) = θ(τ − y)exp
(
− y
n
){
1+
τ−y∫
0
exp(−u)I1
(
2
√
yu
n
)√
y
un
du
}
. (23)
Figs. 2 and 3, left plots, show some examples of the numerical evaluation of Eqs. (21) and (23). Further plots and
comments can be found elsewhere [8,20].
4. Outer approximation
Let us apply a singular perturbation method to Eqs. (14)–(17) in Laplace space and then consider the Laplace inversion of
the resulting solution. The results of the numerical simulations shown in Section 7 suggests the appearance of a boundary
layer at y = 0 with a width of O(β), hence both outer and inner asymptotic expansions are required. Let us take
εˆ(s, y) = εˆ(o)(s, y) + εˆ(i)(s, Y ), χˆ (s, y) = χˆ (o)(s, y) + χˆ (i)(s, Y ), (24)
where the stretching variable Y = y/β is suggested by the numerical results, and the superindexes (o) and (i) correspond
to, respectively, outer and inner expansions.
Let us formally expand the outer solutions as function of β2 as
εˆ(o)(s, y) = εˆ0(s, y) + β2εˆ1(s, y) + β4εˆ2(s, y) + O
(
β6
)
, (25)
χˆ (o)(s, y) = χˆ0(s, y) + β2χˆ1(s, y) + β4χˆ2(s, y) + O
(
β6
)
. (26)
Substituting the outer solutions into both governing equations and boundary conditions, and comparing the coeﬃcients of
powers of β2 yields, at leading order,
n
(
sεˆ0(s, y) + ∂εˆ0(s, y)
∂ y
)
= χˆ0(s, y) − εˆ0(s, y), (27)
sχˆ0 = εˆ0(s, y) − χˆ0(s, y), (28)
εˆ0(s,0) = 1 , (29)s
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and at O(β2 j),
n
(
sεˆ j(s, y) + ∂εˆ j(s, y)
∂ y
)
= χˆ j(s, y) − εˆ j(s, y), (30)
sχˆ j = εˆ j(s, y) − χˆ j(s, y) + ∂
2χˆ j−1
∂ y2
, (31)
εˆ j(s,0) = 0, (32)
for j = 1,2, . . . , where the Robin boundary condition (17) cannot be satisﬁed, resulting in a boundary layer appearing at
y = 0 to be dealt with the inner expansion of the solution.
The solution of Eqs. (27)–(29) yields Eqs. (18) and (19), i.e., Nusselt’s solution. For j = 1, the solution of Eqs. (30)–(32)
yields
εˆ1(s, y) = s
2(sn + n + 1)2
n3(s + 1)4 yεˆ0(s, y)
= sy
n(s + 1)2
(
1+ 2
n(s + 1) +
1
n2(s + 1)2
)
exp
(
− sy
n
(
n + 1
s + 1
))
, (33)
χˆ1(s, y) = s
2(sn + n + 1)2(sn + n + y)
n3(s + 1)5 εˆ0(s, y). (34)
High-order terms in the expansions (25) and (26) can also be determined straightforwardly.
The Laplace inversion of Eqs. (33) and (34) can proceed as follows. By applying the inversion formula of the Laplace
transform to Eq. (33), then
ε1(τ , y) = 1
2π i
c+i∞∫
c−i∞
exp (sτ )εˆ1(s, y)ds
= θ(τ − y) 1
2π i
∫
C
sy
n(s + 1)2 exp
(
s(τ − y) − sy
n(s + 1)
){
1+ 2
n(s + 1) +
1
n2(s + 1)2
}
ds, (35)
and C is the simple closed contour shown in Fig. 1, with c > 0. The integration in the CR arc of C is null if and only if
τ − y > 0 as shown in Appendix A.
Recalling that the generating function of the modiﬁed Bessel functions Ik is given by [23, p. 376]
exp
(
z
2
(
σ + 1
σ
))
=
∞∑
k=−∞
σ k Ik(z),
then the exponential function in the integrand of Eq. (35) may be written as
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(
(s + 1− 1)(τ − y) − (s + 1− 1)y
n(s + 1)
)
= exp
(
y − τ − y
n
)
exp
(
(s + 1)(τ − y) + y
n(s + 1)
)
= exp
(
y − τ − y
n
) ∞∑
k=−∞
σ k Ik(z), (36)
where
z = 2
√
(τ − y)y
n
, σ = s + 1
g
, g =
√
y
n(τ − y) . (37)
The substitution of Eq. (36) in Eq. (35) results in
ε1(τ , y) = θ(τ − y)e
y−τ−y/n
2π i
∫
C
1
n(gσ)2
( ∞∑
k=−∞
σ k Ik(z)
){
(gσ − 1)y
(
1+ 2
ngσ
+ 1
(ngσ)2
)}
g dσ
= y
n
θ(τ − y)e
y−τ−y/n
2π i
∫
C
( ∞∑
k=−∞
σ k Ik(z)
){
1
σ
+ (2− n)
gn
1
σ 2
− (2n − 1)
(gn)2
1
σ 3
− 1
g3n2
1
σ 4
}
dσ , (38)
which can be expanded to
ε1(τ , y) = y
n
θ(τ − y)ey−τ−y/n
{
1
2π i
∫
C
( ∞∑
k=−∞
σ k−1 Ik(z)
)
dσ + (2− n)
gn
1
2π i
∫
C
( ∞∑
k=−∞
σ k−2 Ik(z)
)
dσ
− (2n − 1)
(gn)2
1
2π i
∫
C
( ∞∑
k=−∞
σ k−3 Ik(z)
)
dσ − 1
g3n2
1
2π i
∫
C
( ∞∑
k=−∞
σ k−4 Ik(z)
)
dσ
}
. (39)
The use of Cauchy’s residue theorem [24] yields
ε1(τ , y) = y
n
θ(τ − y)ey−τ−y/n
{
I0(z) + 2− n
gn
I1(z) − 2n − 1
g2n2
I2(z) − 1
g3n2
I3(z)
}
. (40)
The application of the same procedure to Eq. (34), omitting further details, results in
χ1(τ , y) = θ(τ − y)ey−τ−y/n
{
I0(z) + 2− n + y
gn
I1(z) − y
g4n3
I4(z) + 1+ 2y − n(2+ y)
g2n2
I2(z)
+ y − n(1+ 2y)
g3n3
I3(z)
}
. (41)
5. Inner approximation at y = 0
Let us determine the inner approximation εˆ(i)(s, Y ), where Y = y/β , and ∂/∂ y = (1/β)∂/∂Y . This solution deals with
the Robin boundary condition (17), which has not been taking into account by the outer approximation determined in the
last section. The equations for the inner solution are obtained by substitution of Eq. (24) into Eqs. (13)–(17), yielding
n
(
sβεˆ(i)(s, Y ) + ∂εˆ
(i)(s, Y )
∂Y
)
= β(χˆ (i)(s, Y ) − εˆ(i)(s, Y )), (42)
sχˆ (i) − ∂
2χˆ (i)
∂Y 2
= εˆ(i)(s, Y ) − χˆ (i)(s, Y ), (43)
εˆ(i)(s,0) = 0, (44)
∂χˆ (i)(s,0)
∂Y
= βγ
(
χˆ (i)(s,0) − 1
s
)
+ β
(
γ χˆ (o)(s,0) − ∂χˆ
(o)(s,0)
∂ y
)
, (45)
lim
Y→∞ εˆ
(i)(s, Y ) = lim
Y→∞ χˆ
(i)(s, Y ) = 0. (46)
Formally expanding the inner solution as function of β yields
εˆ(i)(s, Y ) = βε˜1(s, Y ) + β2ε˜2(s, Y ) + β3ε˜3(s, Y ) + O
(
β4
)
, (47)
χˆ (i)(s, Y ) = βχ˜1(s, Y ) + β2χ˜2(s, Y ) + β3χ˜3(s, Y ) +O
(
β4
)
. (48)
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∂ε˜1(s, Y )
∂Y
= 0, (49)
sχ˜1(s, Y ) − ∂
2χ˜1(s, Y )
∂Y 2
= ε˜1(s, Y ) − χ˜1(s, Y ), (50)
ε˜1(s,0) = 0, (51)
∂χ˜1(s,0)
∂Y
= −γ
s
− γ χˆ0(s,0) − ∂χˆ0(s,0)
∂ y
= 1− γ
s + 1 +
1
n(s + 1)2 , (52)
lim
Y→∞ ε˜1(s, Y ) = limY→∞ χ˜1(s, Y ) = 0, (53)
and, at O(β j), for j = 1,2,3, . . . ,
n
∂ε˜ j(s, Y )
∂Y
= −nsε˜ j−1(s, Y ) + χ˜ j−1(s, Y ) − ε˜ j−1(s, Y ), (54)
sχ˜ j(s, Y ) − ∂
2χ˜ j(s, Y )
∂Y 2
= ε˜ j(s, Y ) − χ˜ j(s, Y ), (55)
ε˜ j(s,0) = 0, (56)
lim
Y→∞ ε˜ j(s, Y ) = limY→∞ χ˜ j(s, Y ) = 0, (57)
with Eq. (45) yielding for even j,
∂χ˜ j(s,0)
∂Y
= γ χ˜ j−1(s,0), (58)
and for odd j = 2k + 1,
∂χ˜ j(s,0)
∂Y
= γ χ˜ j−1(s,0) + γ χˆk(s,0) − ∂χˆk(s,0)
∂ y
. (59)
The solution of Eqs. (49)–(53) yields
ε˜1(s, Y ) = 0, (60)
χ˜1(s, Y ) = (1− (γ − 1)n(s + 1)) sinh(Y
√
s + 1 )
n(s + 1)5/2 , (61)
and the solution of Eqs. (54)–(57), for j = 2, gives
ε˜2(s, Y ) = 0, (62)
χ˜2(s, Y ) = ((γ − 1)n(s + 1) − 1)Y sinh(Y
√
s + 1 )
2n2(s + 1)7/2 , (63)
where the integration constants were selected in order to satisfy Eq. (57). The expressions for the solution with j > 2 of
Eqs. (54)–(57) can be easily obtained, although they are cumbersome and long.
The inverse Laplace transform of Eqs. (60)–(63), after using elementary Laplace transform properties and tables, yields
ε˜
(i)
1 (t, Y ) = 0, (64)
χ˜
(i)
1 (t, Y ) = e−t erfc
(
Y
2
√
t
)
Y (Y 2 − 6(γ − 1)n + 6t)
6n
− e− Y
2
4t −t
√
t
Y 2 − 6(γ − 1)n + 4t
3n
√
π
, (65)
ε˜
(i)
2 (t, Y ) = 0, (66)
and
χ˜
(i)
2 (t, Y ) =
e− Y
2
4t −t√tY
120n2
√
π
((
Y 2 + 2t)(Y 2 + 16t)− 20(γ − 1)n(Y 2 + 4t))
− e
−t Y 2
240n2
erfc
(
Y
2
√
t
)(
Y 4 + 20(−γn + n + t)Y 2 + 60t(t − 2(γ − 1)n)). (67)
Similarly, high-order terms for ε˜(i)(t, Y ) and χ˜ (i)(t, Y ) can be obtained.j j
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First, let us introduce some notations. Given a bounded function f (z), let us deﬁne
[ f ](z) = f (z+)− f (z−)= lim
θ↑z f (θ) − limθ↓z f (θ) = f
+(z) − f −(z),
where f +(z) = f (z) for z > 0, and f −(z) = f (z) for z < 0. These deﬁnitions extends straightforwardly to functions of two
variables.
The solid temperature ξ(τ , y), being the solution of a parabolic equation, must be smooth. However, the outer solution
presents a nonsmooth front at y = τ ; it is continuous but their derivatives have a jump discontinuity[
∂kχ(o)
∂ yk
]
(τ , τ ) = ∂
kχ(o)
∂ yk
(
τ , τ+
)− ∂kχ(o)
∂ yk
(
τ , τ−
) 
= 0, k 1. (68)
To deal with such a diﬃculty, an internal layer with a width of O(β) must be introduced and the method developed in
Ref. [21] can be applied. Let us introduce the change of variables ξ = (y − τ )/β and take
ε(τ , y) = ε(o)(τ , y) + ε(i)(τ , Y ) + ε(I)(τ , ξ),
χ(τ , y) = χ(o)(τ , y) + χ(i)(τ , Y ) +χ(I)(τ , ξ),
where the internal layer solutions are given by
ε(I)(τ , ξ) = ε¯0(τ , ξ) + βε¯1(τ , ξ) + β2ε¯2(τ , ξ) + O
(
β3
)
, (69)
χ(I)(τ , ξ) = χ¯0(τ , ξ) + βχ¯1(τ , ξ) + β2χ¯2(τ , ξ) + O
(
β3
)
. (70)
Theorem 2 in Ref. [21] is applicable in our case resulting in, for even m,
ε¯ +m (τ , ξ) = −ε¯ −m (τ ,−ξ), χ¯ +m (τ , ξ) = −χ¯ −m (τ ,−ξ), (71)
both for ξ > 0, and, for odd m,
ε¯ +m (τ , ξ) = ε¯ −m (τ ,−ξ), χ¯ +m (τ , ξ) = χ¯ −m (τ ,−ξ), (72)
also both for ξ > 0. Therefore, we will determine only the internal layer solutions for ξ > 0, i.e. ε¯ +k and χ¯
+
k , and then use
either Eq. (71) or (72) for ξ < 0. This is the simplest procedure since ε(o)(τ , y) = χ(o)(τ , y) = 0 for y > τ . Here on, in order
to simplify the notation, the superindex + will be omitted.
Substituting the interior layer expansions (69) and (70) into Eqs. (8)–(13) yields for ε¯0(τ , ξ) and χ¯0(τ , ξ), the equations
given by
n
∂ε¯0
∂ξ
= 0, ∂χ¯0
∂τ
− ∂
2χ¯0
∂ξ2
+ χ¯0 = ε¯0, (73)
with initial conditions
ε¯0(0, ξ) = 0, χ¯0(0, ξ) = 0, ξ > 0, (74)
and boundary conditions
χ¯0(τ ,0) = [χ0](τ , τ ), lim
ξ→∞χ0(τ , ξ) = 0, (75)
and similarly, for ε¯m(τ , ξ) and χ¯m(τ , ξ), with m = 1,2, . . . , the following equations result
n
∂ε¯m
∂ξ
= χ¯m−1 − ε¯m−1 − n ∂ε¯m−1
∂τ
, (76)
∂χ¯m
∂τ
− ∂
2χ¯m
∂ξ2
+ χ¯m = ε¯m, (77)
with initial conditions
ε¯m(0, ξ) = 0, χ¯m(0, ξ) = 0, ξ > 0, (78)
boundary conditions
lim χ¯m(τ , ξ) = 0= lim ε¯m(τ , ξ), (79)
ξ→∞ ξ→∞
F.R. Villatoro et al. / J. Math. Anal. Appl. 374 (2011) 57–70 65and, for even m = 2k,
χ¯2k(τ ,0) = −12 [χk](τ , τ ), (80)
and for odd m = 2k − 1,
∂χ¯2k+1
∂ξ
(τ ,0) = −1
2
[
∂χk
∂ξ
]
(τ , τ ). (81)
Note that the jumps in χk and its ﬁrst spatial derivative are smoothed out by using, respectively, Dirichlet (Eq. (80)) and
Neumann (Eq. (81)) boundary conditions for the internal layer approximations of, respectively, even and odd order, as
suggested in Ref. [21].
The solution of Eq. (76) is given by
ε¯m(τ , ξ) = 1
n
ε¯m(τ ,0) + 1
n
ξ∫
0
(
χ¯m−1(τ ,η) − ε¯m−1(τ ,η) − n ∂ε¯m−1
∂τ
(τ ,η)
)
dη, (82)
where
ε¯m(τ ,0) = −
∞∫
0
(
χ¯m−1(τ ,η) − ε¯m−1(τ ,η) − n ∂ε¯m−1
∂τ
(τ ,η)
)
dη,
such that the boundary condition (79) is satisﬁed. Note that the initial condition (78) is also satisﬁed if both ε¯m−1 and χ¯m−1
do it.
The solution χ¯m(τ , y) of Eqs. (77)–(79), for even m = 2k, when Eq. (80) is satisﬁed, is given by [22, Section 1.1.3-4]
χ¯m(τ , ξ) = −1
2
τ∫
0
[χk](t, t) ξ
τ − t G(ξ,0, τ − t)dt +
τ∫
0
∞∫
0
ε¯m(t, η)
(
G(ξ,η, t) − G(ξ,−η, t))dηdt, (83)
and for odd m = 2k + 1, when Eq. (81) applies, is given by [22, Section 1.1.3-5]
χ¯m(τ , ξ) =
τ∫
0
[
∂χk
∂ξ
]
(t, t)G(ξ,0, τ − t)dt +
τ∫
0
∞∫
0
ε¯m(t, η)
(
G(ξ,η, t) + G(ξ,−η, t))dηdt, (84)
where, in both Eqs. (83) and (84),
G(ξ,η, t) = e
−t
2
√
πt
exp
(
− (ξ − η)
2
4t
)
.
The solutions of Eqs. (73)–(75) are ε¯0(τ , ξ) ≡ χ¯0(τ , ξ) ≡ 0, since [χ0](τ , τ ) = 0, cf. Eq. (21). Hence, ε¯1(τ , ξ) ≡ 0. Since
Eq. (21) yields[
∂χ0
∂ξ
]
(τ , τ ) = −e−τ/n,
then
χ¯1(τ , ξ) = e
−τ/n
2
√
π
τ∫
0
1√
z
exp
(
z
n
− z − ξ
2
4z
)
dz. (85)
Following the same procedure results in
ε¯2(τ , ξ) = ε¯2(τ ,0) − e
−τ/n
2n
τ∫
0
exp
(
−z + z
n
)
erf
(
ξ
2
√
z
)
dz, (86)
where
ε¯2(τ ,0) =
{ τ
2 e
−τ , n = 1,
1 (e−τ/n − e−τ ), n 
= 1.2(n−1)
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[χ1](τ , τ ) = e−τ/n,
resulting in
χ¯2(τ , ξ) = ξe
−τ/n
4
√
π
τ∫
0
z−3/2 exp
(
−z + z
n
− ξ
2
4z
)
dz
+
τ∫
0
∞∫
0
ε¯2(τ − z, η)
2
√
π z
(
eηξ/z − 1)e−z exp(− (η + ξ)2
4z
)
dηdz. (87)
Similarly, high-order terms for ε(I)(τ , ξ) and χ(I)(τ , ξ) can be obtained, although the resulting expressions become more
cumbersome as the order grows.
7. Presentation of results
In order to validate the asymptotic method developed in this paper, let us numerically solve Eqs. (8)–(13) as follows.
The domain (τ , y) ∈ [0, T ] × [0, L] is meshed by using τm = mτ , m = 0,1, . . . ,M , and y j = jy, j = 0,1, . . . , J , where
τ = T /M and y = L/ J . Eq. (8) is solved by means of the method of characteristics, i.e., by numerically solving the two
ordinary differential equations
dy
dτ
= 1, dε
dτ
= χ − ε
n
.
Taking τ = y, the exact solution is recovered by using an explicit Euler method in time given by
εm+1j = εmj−1 +
τ
n
(
χmj−1 − εmj−1
)
, m 0, j  1, (88)
with initial and boundary conditions as
εm0 = 1, m 0, ε0j = 0, j  1.
Eq. (9) is solved by the Crank–Nicolson scheme by using a homogeneous Dirichlet boundary condition at the left side of the
spatial interval, i.e.,
χm+1j − χmj
τ
− β2χ
m+1/2
j+1 − 2χm+1/2j + χm+1/2j−1
y2
= εm+1/2j − χm+1/2j , (89)
for 0 j < J and m 0, where, as usual,
χ
m+1/2
j =
χm+1j + χmj
2
, ε
m+1/2
j =
εm+1j + εmj
2
,
and the initial and boundary conditions are discretized as follows
χ0j = 0, j  0, χmJ = 0, m 0,
χ
m+1/2
1 − χm+1/2−1
y
= γ (χm+1/20 − εm+1/20 ).
Note that a ﬁctitious node ( j = −1) has been used in order to the Robin boundary condition be discretized to second-order
in y.
Let us consider the heating of the solid by the gas, i.e., Tc0 < Tr0 , since a Dirichlet boundary condition equal to unity is
used at y = 0. The cooling process for Tc0 > Tr0 , may also be easily analyzed, but omitted here for the sake of brevity. Figs. 2
and 3 show the temporal evolution of the nondimensional temperatures ε(τ , y) and χ(τ , y), respectively, as functions of y
at times τ = 1,2,3, . . . ,10, corresponding to curves from left to right in each plot, calculated using the numerical method
with τ = y = 0.05 (very similar results have been obtained for τ = y = 0.1). These ﬁgures compare the solution for
β = 0 and β = 0.6; such a large value for the thermal conductivity has been used in order to highlight the main features
of the solutions, not so clear for smaller values of β . The gas temperature ε(τ , y) presents a sharp front propagating at
constant speed with an amplitude decreasing in time whose initial size is larger as n grows (compare top and bottom plots
in Fig. 2). For β2 = 0, both gas and solid temperatures are exactly null ahead of the front (for y > τ ). However, for β2 > 0,
as Fig. 3 clearly shows, the solid temperature χ(τ , y) has a smooth proﬁle with non-null values for y > τ , hence the gas
F.R. Villatoro et al. / J. Math. Anal. Appl. 374 (2011) 57–70 67Fig. 2. Plots of the numerical solution (τ , y) for β2 = 0 (left plots) and β2 = 0.6 (middle and right ones), for γ = 1 (middle plots) and γ = 0 (right ones),
and for n = 0.5 (top plots) and n = 5.0 (bottom ones). The abscissa in every plot is y and the curves from left to right correspond to times τ = 1,2,3, . . . ,10.
Fig. 3. Plots of the numerical solution χ(τ , y) for β2 = 0 (left plots) and β2 = 0.6 (middle and right ones), for γ = 1 (middle plots) and γ = 0 (right
ones), and for n = 0.5 (top plots) and n = 5.0 (bottom ones). The abscissa in every plot is y and the curves from left to right correspond to times
τ = 1,2,3, . . . ,10.
temperature ε(τ , y) has also a non-null value ahead from the front, as shown in Fig. 2. Note that the features downstream
of the solution decreases in size as the conductivity of the solid β2 is diminished down to zero, not illustrated in the plots.
The results shown in Figs. 2 and 3 show the boundary layer at y = 0, clearly visible in the solid temperature, and the
internal layer at y = τ , visible in solid and gas temperatures, both layers have been taken into account by the nondimen-
sional asymptotic approximations for the solid and the gas temperatures developed in this paper. Including terms up to
second-order, O(β2), the resulting expression for the solid temperature is given by Eqs. (21), (41), (65), (67), (85), and (87),
i.e.
χ(τ , y) = χ0(τ , y) + βχ˜ (i)1 (t, y/β) + βθ(y − τ )χ¯1
(
τ , (y − τ )/β)
+ βθ(τ − y)χ¯1
(
τ , (τ − y)/β)+ β2χ1(τ , y) + β2χ˜ (i)2 (t, Y )
+ β2θ(y − τ )χ¯2
(
τ , (y − τ )/β)− β2θ(τ − y)χ¯2(τ , (τ − y)/β)
+ O(β3), (90)
and for the gas temperature is given by Eqs. (23), (40), and (86), i.e.
ε(τ , y) = ε0(τ , y) + β2ε1(τ , y) + β2θ(y − τ )ε¯2
(
τ , (y − τ )/β)− β2θ(τ − y)ε¯2(τ , (τ − y)/β)+ O(β3). (91)
Let us note that the numerical evaluation of Eqs. (21), (23), (85), (86), and (87) requires the use of any numerical quadrature
rule; here, adaptive Gauss–Kronrod quadrature [25, p. 154] has been used.
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Maximum absolute errors between the asymptotic approximation and the numerical solution for the solid (χ(τm, y j)) and gas (ε(τm, y j)) temperatures, cf.
Eqs. (90) and (91). The error are evaluated at times τ = 1,2,3, . . . ,10, for all the spatial nodes y j , j = 1,2, . . . ,4000, where τ = y = 0.005.
max |χ(τm, y j) − χmj |, τm = 1,2, . . . ,10
n γ β
0.01 0.05 0.10 0.20 0.30 0.40 0.50 0.60
0.0 0.00090 0.0053 0.012 0.049 0.11 0.21 0.34 0.50
0.5 0.5 0.00090 0.0053 0.010 0.038 0.090 0.17 0.28 0.42
1.0 0.00089 0.0053 0.010 0.029 0.072 0.14 0.25 0.38
0.0 0.0021 0.016 0.032 0.061 0.14 0.24 0.37 0.54
5.0 0.5 0.0021 0.016 0.032 0.060 0.13 0.24 0.37 0.53
1.0 0.0021 0.016 0.032 0.059 0.13 0.23 0.36 0.52
max |ε(τm, y j) − εmj |, τm = 1,2, . . . ,10
n γ β
0.01 0.05 0.10 0.20 0.30 0.40 0.50 0.60
0.0 0.00073 0.0038 0.014 0.053 0.11 0.20 0.31 0.45
0.5 0.5 0.00073 0.0030 0.011 0.041 0.088 0.16 0.25 0.37
1.0 0.00072 0.0023 0.0085 0.031 0.070 0.13 0.21 0.32
0.0 0.00076 0.0033 0.013 0.053 0.12 0.21 0.33 0.47
5.0 0.5 0.00076 0.0032 0.013 0.052 0.12 0.21 0.32 0.47
1.0 0.00076 0.0032 0.013 0.052 0.12 0.21 0.32 0.46
Table 1 presents the maximum absolute error between the asymptotic solution given by Eqs. (90) and (91) and the
results of the numerical method given by Eqs. (88) and (89). As shown in the table, for small values of β the error of
the asymptotic solution is of the order of β2 as expected for a uniform asymptotic expansion. In fact the absolute error
is smaller than 14% for β as large as 0.30 and smaller than 3.2% for β  0.10. For β  0.05, the error shown in the table
is mainly due to the Crank–Nicolson scheme used for the solid temperature, being independent of other parameters of
the problem. Table 1 also shows the error for extremely large values of β in order to illustrate that the accuracy of the
asymptotic solution degrades in such a case. Plots of the asymptotic solution, omitted here for the sake of brevity, show
that the error is distributed uniformly in the whole spatial interval where the solution has been calculated. In fact, the error
decreases as time elapses, since the boundary and internal layers have no inﬂuence on the solution for τ  1, being the
leading order outer solution an excellent approximation. In applications where only the solution for large values of τ is
required, the outer asymptotic solution can be used with success.
8. Conclusions
The approximate analytical solution of the problem of heat transfer between an inert gas and a low thermal conduc-
tivity porous solid has been obtained by means of asymptotic methods under the assumptions that the gas has negligible
conductivity, the ﬂuid motion is only in the axial direction of the solid, from the inlet to the outlet, and the medium is
semi-inﬁnite. Both a boundary layer at the origin and an internal layer at the gas front position has been taken into ac-
count. The new solution for the gas presents a sharp front whose amplitude decreases with time with a non-null value
downstream of the front. The solid temperature shows continuous derivatives up to the asymptotic order of approximation.
In practical applications, such as packed beds, where β2 is small and n is larger than unity, the most important solution
is that of the solid matrix, for which the leading order approximation incurs in the largest error. The new analytical solu-
tion presented in this paper has good accuracy in such a case, hence it has the potential to be incorporated in simulators
currently based on Nusselt/Schumann solution. Moreover, the structure of the sharp front shown in the analytical solution
presented in this paper for the gas is diﬃcult to be acquainted by numerical methods (unless Lagrangian methods are used),
so our solution can be useful in order to validate numerical schemes for heat transfer problems between ﬂuids and porous
media incorporating non-negligible thermal conductivity for the solid.
The extension of our analytical solution to multiphase problems with more than two phases is an interesting topic for
further research. The asymptotic method used in this paper can also be applied in order to approximate the solution for a
ﬁnite length solid medium, although the method Fourier series must be used instead of the Laplace transform. In practical
applications, a square wave or periodic sine wave is considered in the inlet. The extension of the present results in such a
case is currently under study.
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Eq. (35) can be written as
1
2π i
c+i∞∫
c−i∞
̂ε0(s, y)e
sτ ds = 1
2π i
∫
C
̂ε0(s, y)e
sτ ds − lim
R→∞
1
2π i
∫
CR
̂ε0(s, y)e
sτ ds,
where C is the simple closed contour shown in Fig. 1. Let us show that
lim
R→∞
∫
CR
̂ε0(s, y)e
sτ ds = 0 ⇔ τ − y > 0. (92)
Every term in Eq. (92) has the general form
ρa = lim
R→∞
∫
CR
exp
(
s(τ − y) − sy
n(s + 1)
)
s
(s + 1)a ds, (93)
where a = 2,3,4. Introducing absolute values,
|ρa| lim
R→∞
∫
CR
∣∣∣∣exp(s(τ − y) − syn(s + 1)
)∣∣∣∣ |s||s + 1|a ds. (94)
In polar coordinates s = R exp(iθ), |s| = R ,
|s + 1| =
√
R2 + 2R cos(θ) + 1, (95)
ds = iR exp(iθ)dθ, |ds| = R dθ, (96)
and the exponential within the integral (94), can be expressed as exp(ω) with
ω = R exp(iθ)(τ − y) − Ry exp(iθ)
n(R exp(iθ) + 1) . (97)
Since |exp(ω)| = exp(Re{ω}), where
Re{ω} = R cos(θ)(τ − y) − Ry(R + cos(θ))
n(R2 + 2R cos(θ) + 1) , (98)
then Eq. (94) yields
|ρa| lim
R→∞
3π/2+α(R)∫
π/2−α(R)
R2
(R2 + 2R cos(θ) + 1)a/2 exp
(
Re{ω})dθ. (99)
Fig. 1 shows that
lim
R→∞α(R) = 0,
and, since a 2 and cos(θ) < 0 for θ ∈ (π/2,3π/2), then
lim
R→∞
R2
(R2 + 2R cos(θ) + 1)a/2 exp
(
Re{ω})= 0, (100)
if and only if τ − y > 0. Therefore, one gets
lim
R→∞
∫
CR
exp
(
s(τ − y) − sy
n(s + 1)
)
s
(s + 1)a ds = 0 ⇔ τ − y > 0.
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