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Abstract
The present state of the electrical grid is unable to meet the demands of transmission.
Digital twin technology provides a promising solution to this problem by allowing
for analysis and control of distributed energy resources. This thesis presents initial
work towards development of a digital twin for a DC power system. Two versions
of the DC power system are created and evaluated against randomly generated load
profiles. System performance is evaluated on the basis of the quantity of the load
that is unserviced by the generation and energy storage. Energy storage operating
strategies that modify the model to prioritize different aspects of the system are
introduced, along with a discussion of the effects of the modifications. A preliminary
optimization function is discussed that will be used to control the system. From
this optimization function, key information that is needed for the digital twin can
be determined. This work also introduces two additional works that will require
adjustments as the digital twin is developed. The first measures the ability of the
system to withstand disturbances. The second presents a decision matrix to examine
the trade-off between the number of pulses that the system is capable of producing
and the magnitude of those pulses.
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Chapter 1
Introduction
Electricity generation in the United States has grown from 335 TWh in 1950 to
4009 TWh in 2020 according to the U.S. Energy Information Authority [1]. Due
to this unexpected increase in generation caused by more loads, the modern distribution grid is not suited to handle the power flowing in the modern system. For
instance, the Electric Reliability Council of Texas claims that congestion of the grid
costs the state roughly $1 billion per year [2], and Northern Vermont has a moratorium on new renewable energy projects due to grid overload [3]. The insufficiency
of the grid is partially due to the relatively stagnant technology, remaining largely
unchanged since World War II [4]. Implementation of new technologies, especially
distributed energy resources and smart grid monitoring and control schemes, into the
grid will help alleviate the issues with stability and capacity. Increased penetration
of distributed energy resources will require increased amounts of energy storage integrated into the grid [5]. This can help relieve grid congestion by distributing the
generation throughout the system and aid stability by providing increased storage.
Companies such as Helia Technologies are developing modules to connect and control
generation and storage connected to the grid. Development of systems such as these
that improve monitoring, maintenance, and repair of the grid could help mitigate the
estimated $25 billion to $70 billion lost per year due to weather related outages [6].
These smart grid technologies are also estimated to reduce carbon emissions by 12 %
[7]. Between the economic, environmental, and human factors of grid performance,
new technologies to improve power systems are of great benefit. These benefits extend
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past the terrestrial grids, including shipboard [8], spacecraft, and extraterrestrial use
[9].

1.1

Research Goal and Main Contribution of Thesis

With the goal of developing this smart grid technology, this work presents the modeling, simulations, and results of a DC power system model to be integrated into a
digital twin system. This thesis considers two iterations of the model as well as new
applications and tests of the model to evaluate loading variations. Additionally, an
early version of an optimization algorithm is established.
The main objectives of this work include:
1. Implementing energy storage operating strategies, ESOS, that will reparameterize the system based on expected energy demand.
2. Introducing optimization algorithm that will be integrated into digital twin to
optimally control the power system.
3. Identifying key information needed from the power system to effectively control
the system from a digital twin.

1.2

Thesis Structure

This thesis is laid out into six main chapters: The first chapter serves as an introduction to the context of the research, as well as an overview of the research goals. The
second chapter provides an overview of the topics presented in this thesis, including
DC power systems, digital twin modeling, lithium-ion batteries, and optimization.
The third chapter introduces the power system model used in later chapters. Chapter 4 builds the energy storage operating strategies that can be used by a smart
system to tailor performance to the situation. The fifth chapter introduces the optimization algorithm developed during this work, as well as emphasizing the necessary
2

information needed from the power system. The sixth and final chapter presents
future studies and improvements for this topic that are in development.

3

Chapter 2
Background Literature
This chapter presents an overview of the literature motivating this thesis. First, an
overview of digital twins and their uses in industry is presented, including two notable
uses in the realm of power systems. Next, DC power systems and their potential
benefits over AC systems are discussed, inspiring the selection to model a DC power
system for the research presented. A discussion of batteries follows, limited to the
relevant topics of degradation prompting choices within this thesis. Finally, a brief
introduction to power flow optimization is given, highlighting the various methods
that can be used.

2.1

Digital Twin Modeling

According to Schluse et al., “digital twins represent real objects or subjects with their
data, functions, and communication capabilities in the digital world” [10]. Oracle purports the main benefits of a digital twin system to lie in visibility of large systems,
predictive capabilities, hypothetical simulations, documentation, and connection between disparate systems [11]. Digital twins can be applied in a variety of ways and are
used in many industries, including health, meteorology, manufacturing and process
technology, education, cities, transportation, energy, automotive, aerospace, construction, entertainment, and cybersecurity [12, 13, 14, 15, 16, 17, 18, 19]. The U.S. Naval
Sea Systems Command (NAVSEA) has envisioned a digital fleet to model the performance of individual ships, including structural loads and energy consumption, to
enhance operational effectiveness and availability and perform condition-based main-
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tenance [20]. The Naval Surface Warfare Center in California currently uses a digital
twin of the research vessel Independence to improve maintenance of the ship [21].
From these disparate uses, it is apparent that there is heavy interest in developing
digital twins to handle, interpret, and report on data from systems that are present
in all aspects of modern life.
Within the context of power systems, Siemens touts digital twins to increase efficiency and optimize processes, improve accuracy and consistency of network models,
integrate transmission and distribution modeling analysis, and provide a foundation
for advanced benefits and future digitalization use cases [22]. The digital twin for
Fingrid, Finland’s transmission system operator, offers a model up to 100 times more
detailed than previous models developed manually by engineers [23]. This digital
twin model allows for the measured 99.9996 % reliability of the power grid. Additionally, an online analysis digital twin is under development for the Chinese power grid
[24, 25, 26, 27]. This model was deployed on the Chinese grid and could track the
performance of the over forty thousand bus system with a subsecond delay. Beyond
the power system management, it also integrates cybersecurity protocols to help protect the grid. The benefits of these digital twins from both the Finnish and Chinese
grids highlight the potential of developing digital twins for power systems.
The model presented in this work seeks to serve as a foundation for the development of a digital twin for a DC power system. The current work contains only
a simulation of the power flow, neglecting the digital representation of the physical
grid. However, it seeks to identify the data necessary to pass between the various
components and levels of the digital twin in line with the Schluse definition and the
benefits of a digital twin listed by Oracle.

5

2.2

DC Power Systems

Since their proposal in 2002, the concept of microgrids has grown to provide a foundation for the development and improvement of smart grids [28, 29, 30]. Compared
to AC power systems, DC systems provide more efficient and more reliable power
via a reduced number of power converters, reduction of transmission losses by eliminating the AC skin effect, reduction of reactive power, and integration of energy
storage [31]. This improvement in efficiency and reliability motivates the usage of
DC systems in data centers [32]. Beyond this, DC systems avoid the issues of harmonics, unbalanced systems, synchronization, and reactive power flows that occur in
AC systems [33]. Because many modern loads, renewable energy sources, and energy
storage systems operate with DC power, either natively in a DC system or after a
AC-DC rectifier in an AC system, DC power systems align with present needs [34]
and can provide energy savings by utilizing both DC distribution and DC loads [35].
Because microgrids are able to operate in an island mode [36], an ideal candidate
for DC microgrid implementation is a shipboard power system. Initial discussions
regarding electric ships focused on electric propulsion using DC systems, but an AC
system was selected due to high current densities and temperatures [37]. However,
the current trend in integrated power systems (IPS) has turned towards using DC
systems [38, 39, 8]. The U.S. Navy Office of Electric ships listed the implementation
of DC power systems as a recommendation in the Naval power systems technology
roadmap [40]. Chang et al. demonstrates the benefits of a DC power system in a
marine context, in which a ship outfitted with a fully DC power system outperforms
the same ship outfitted with an AC power system [41].
Based on the advantages of a DC power system and the apparent trajectory of
both terrestrial and marine power system, this work focuses on a DC system. Serving
as a foundational model on power flow, this work ignores some disadvantages brought
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about by the use of a DC system, particularly those involving specific hardware or
load details [29, 39].

2.3

Energy Storage

Due to differences in chemical and physical make-up of various energy storage devices,
background on all possibilities provides too many options and too few details. For
the context of this work, research is focused on lithium-based batteries due to their
high volumetric and gravimetric energy densities [42]. This limits the scope of work
to more specific bounds that allow for significant decisions to be made. Although this
work features non-real batteries that are considered ideal, this background informs
the decisions of the configuration of the energy storage within the system.
Smith et al. find that the two of the main factors in degradation are charge
cycling and state of charge as a function of time [43]. Typical depth-of-discharge
experimentation focuses on discharging a fully charged battery and then recharging.
These studies find that increasing the depth-of-discharge of a fully charged battery
decreases the overall lifetime of the battery [44, 45]. De Vries et al. demonstrate that
the number of charging cycles is maximized when the battery is cycled around 50 %
[46]. It is shown that the lifetime of batteries is reduced when a high state of charge
is maintained [47, 48].

2.4

Power Flow Optimization

Optimal power flow is an important function of any power system, providing a minimum cost to satisfy the constraints of the system [49]. The optimal power flow
problem is extensively studied and has a wide range of proposed solutions, including
linear programming, Newton-Raphson, quadratic programming, nonlinear programming, Lagrange relaxation, interior point methods, artificial intelligence, artificial
neural network, fuzzy logic, genetic algorithm, evolutionary programming, and par7

ticle swarm optimization [50, 51, 52, 53, 54, 55, 56]. One approach to power flow
optimization is presented in [57], which aims to maximize the use of distributed energy resources to reduce cost and volatility in the system. This work focuses on the
optimization of setpoints for power sources and linearizing the power system parameters, allowing for the use of linear optimization. Linear optimization is less complex
than other optimization methods, reducing the magnitude of computational delays
necessary to perform the optimization. This reduction is vital to real-time control,
as discussed in [58]. The reduction in scope also allows for inclusion of mechanical
factors into the electrical optimization due to the decreased computational effort of
the optimization function itself.
Due to the benefits of digital twins discussed above, there is interest in developing
digital twins of power systems. By developing the system to utilize DC power, the
system can capitalize on the increased efficiency and reliability that DC power offers
over AC power. A DC system also enables better integration of distributed energy
resources, including renewable energy generation and increased prevalence of energy
storage. However, it is necessary to develop a model of the power system before
development of a digital twin system can continue. The following chapter discussed
two iterations of a model of a DC power system developed in this work as part of the
development of a digital twin.
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Chapter 3
Methodology and Modeling
Before development of the optimization and digital twin can begin, it is necessary to
develop a model of the system. This model can be used to determine the parameters
of the system and to develop performance metrics. These provide a baseline against
which the effects of any future work can be tested.

3.1

Methodology

This section discusses the general concepts that form the groundwork of the work
presented in this thesis and in a previously published work by the author [59]. First,
the rules used to generate the load profiles with which the power system is tested
are introduced. These rules stem from the parameters of the system, generators, and
energy storage devices. Next, there is a brief discussion of the motivations while
developing the energy storage. Finally, the metric of total load service is presented,
forming the basis for the testing of the power system model.

3.1.1

System Parameters and Load Profiles

Adapting the single-bus system presented in [60], the modeled system contains two
main turbine generators (MTGs), each with a maximum power capacity of 35 MW
and a ramp rate of ±1 MW/s, and two auxiliary turbine generators (ATGs), each with
a maximum power capacity of 6 MW and a ramp rate of ±1.5 MW/s. The system
also contains four batteries in the energy storage (ES) system, each with a maximum
energy capacity of 60 MJ and a power rating of 10 MW. Each battery is assumed
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to be 100 % efficient. This is an unrealistic assumption for both the battery and its
system-interfacing converter, but the current model simplifies the ES to focus on the
generation. As such, the system is capable of producing a maximum of 122 MW of
power. The load profiles generated for testing in this work use 120 MW as the upper
bound of demand. These parameters are summarized in Table 3.1.

Table 3.1 Power System Parameters
Parameter
MTG Max Power
ATG Max Power
MTG Ramp Rate
ATG Ramp Rate
Storage Power
Storage Energy
Storage Efficiency

Value
35 MW
6 MW
±1 MW/s
±1.5 MW/s
10 MW
60 MJ
100 %

The ramp rates of the load profiles were approximated using the generation ramp
rates. It was assumed that the load ramp rate does not exceed the MTG max ramp
rate, so that one operational MTG can provide power during the transition period of
the normal load changes. This means that the general load ramp rate is limited to
±1 MW/s. During the pulse load events, a step response was approximated with a
±20 MW/s ramp rate, vastly exceeding the MTG capability.
Additional constraints were placed on the load profiles to ensure more uniform
behavior despite the random generation. For the general load, eight to twelve transitions, segments of the profile where the general load transitions from one steady state
value to another, were allowed to provide a variety of cases in which the number of
transitions might affect the result. Each general load transition had to complete before another transition could occur due to the additive nature of the model. Impulse
loads were limited to twelve occurrences and grouped in clusters of up to three pulses.
Each pulse consists of 1 s rise time, 1 s period at maximum power, a 1 s fall time, and
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1 s between pulses for repetitive pulses. Ten load profiles were developed for testing
the model configurations presented in this work, shown in Fig. 3.1.

Figure 3.1 Ten load profiles, meeting the prescribed requirements, used in various
studies for this work.

3.1.2

Energy Storage Management

In a power system with integrated energy storage, it becomes necessary to control how
the energy storage behaves. Both models presented are configured so that the energy
storage only discharges if the load demand is greater than the generator output.
To maintain a sufficient energy reservoir, a charging protocol for the energy storage
system is required. Each version utilizes a rules-based method to determine the
generator outputs used to recharge the energy storage.
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3.1.3

System Performance

All performance metrics in this work are defined in terms of unserviced load and
Total Load Service (TLS). Unserviced load is the quantity of load in excess of the
system capabilities at any specific time by which the load must be reduced to feasibly
operate the system. In this work, unserviced load has no effect on the function of
the system beyond a metric. Unserviced load is measured both graphically, showing
both magnitude and duration of instances where there is load in excess of generation
capabilities, and quantitatively by measuring the energy represented by this graphical
representation. This energy is reported as both a raw quantity and as a percentage
of the total load energy of the profile.
TLS is defined as servicing 100 % of the load throughout the runtime of the load
profile test. This qualification was chosen arbitrarily, but represents the most strict
metric of the system. As such, the performance of the system represents a worst case
scenario where there is no margin of success and the entirety of the load must be
serviced throughout the test.

3.2

Lumped-Generation Model

This section presents a model that serves as a baseline for performance and uses a
cascaded distribution method to set the operating point of the generators and the
energy storage. It considers all generators to act as one unit and all energy storage
to act as one unit. It also features a static rules-based method to recharge the energy
storage. This is featured in previously published work [59].

3.2.1

Lumped-Generation Model Configuration

The lumped-generation model is configured as a simplified single bus system. While
it has two MTGs and two ATGs, as defined in Table 3.1, these four generators are
considered to be one unit. As such, the power capacity and ramp rate of this single12

Figure 3.2 Case 1 load profile tested in the lumped generation model. First plot:
generation vs load. Second plot: energy storage. Third plot: unserviced load.

point generation are 82 MW and ±5 MW/s. Likewise, the four energy storage devices
are considered to be another single point on the bus, resulting in a total power of
40 MW and a total energy capacity of 240 MJ.
The system is organized as a cascaded system such that the load demand from
the load profile is satisfied as much as possible by the generator, then by the energy
storage, and the excess load is marked as unserviced load. The system is also configured such that, if the generator output is greater than the load demand, the excess
power is used to recharge the energy storage. This configuration uses a static scaling
method to adjust the output of the generator if the current state of charge is below a
target threshold. This causes the generator to perceive a load that is 5 % larger than
the actual load demand, creating excess power that is used to recharge the energy
storage. Because the generator needs time to ramp down, the target state of charge
must be low enough to allow for charging past the target while being high enough to
provide sufficient storage. This target was chosen to be 70 %.
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The key performance features of this model version can be seen in Figure 3.2.
This figure shows the load demand versus the generator output in the top plot, the
state of charge in the middle plot, and the quantity of unserviced load, as defined
in Section 3.1.3, in the bottom plot. In terms of generation, it can be seen that
the maximum generation capacity is 82 MW as the generator trace in the top plot
plateaus at this value in the time frames around 150 s and 250 s. The ramp rate of
±5 MW/s can be seen during the pulse clusters around 350 s and 525 s. The offset
between the load and the generator traces apparent at 300 s highlights the recharge
protocol described above. In terms of energy storage, the initial plateau at 70 %
shows the target state of charge setting. By converting the state of charge to an
energy capacity value and measuring the rate of change, the power use of the energy
storage is confirmed to be less than or equal to 40 MW throughout the simulation.

3.2.2

Lumped-Generation Model Results

Only Cases 4-6 pass the evaluation of TLS, as discussed in Subsection 3.1.3, presented
in this work. Each of the other cases have a non-zero percentage of the load demand
that is unserviced, varying from 2.21 % to 10.63 %. Figure 3.2 shows the results of the
evaluation for Case 1 and Table 3.2 shows the results of all ten load profiles tested in
this work. The table shows the total energy demanded by the load and the energy
of the unserviced load, as both quantities of raw energy and as a percentage of the
total load energy.
As can be seen in Figure 3.2, the primary cause of failure in terms of TLS is a
period of time during which the load demand exceeds the capacity of the generator.
Because energy is the time integral of power, both the magnitude of the load demand
and the time that it exceeds the generator capability affect the quantity of energy
needs that will not be met. This energy deficit is further exacerbated if there is a
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Table 3.2 Lumped-Generation Model Results
Case
1
2
3
4
5
6
7
8
9
10

Total Load Energy Unserviced Load Energy Unserviced Load
(kWh)
(kWh)
(%)
9438.89
208.97
2.21
10305.56
760.00
7.37
11050.00
766.39
6.94
7783.33
0.00
0.00
8088.89
0.00
0.00
10536.11
0.00
0.00
12349.99
1313.06
10.63
10030.52
225.47
2.25
9311.11
542.78
5.83
10297.18
290.28
2.82

coincidence of high load demand with pulse loads. This trend holds for all profiles
tested.
Case 1 features two instances of TLS failure. Both instances feature a baseline load
that exceeds the generator capability. The first period of failure occurs during a 46 s
period where the load demand exceeds 82 MW capabilities of the generator and there
are three load pulses. This period demands 134.45 kWh, while the energy storage has
46.67 kWh stored. This difference causes the failure in load service during the period
of 150 s to 178 s. The second point of failure occurs between 250 s and 283 s. This
occurs during a 51 s period where the load exceeds the generation capability, reaching
a peak of 100 MW. This period demands 165.01 kWh from the 43.79 kWh available
in the energy storage.

3.3

Distributed Resource Model

This section introduces a model that uses a proportional distribution method to allocate a portion of the load to each of the generators and energy storage devices. Each
generator and energy storage device is treated as an individual unit in the system.
The energy storage recharge method is more dynamic than that in Section 3.2.
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3.3.1

Distributed Resource Configuration

The distributed resource model is also configured as a single bus system. Unlike
the lumped-generation model, each generator and energy storage device is treated
as a discrete component and is accounted for separately, using the parameters defined in Table 3.1. Instead of treating the load as a single quantity, it is distributed
proportionally across the four generators and, in the event of use, the four energy
storage devices. This distribution is intended to be replaced by the optimization
model discussed in Chapter 5.
Like the lumped-generation model, the energy storage subsystem is configured
such that it is unused if the load demanded does not exceed the capabilities of the
generators alone. Should the load demand be less than the current output of the
generators, the excess power is routed towards the energy storage to recharge that
system. Instead of the more passive and static recharging protocol in the baseline
model, the distributed resource model adjusts the set-point of the generators relative
to the difference between the current and desired states of charge of the energy storage.
This means that, if the difference is 50 %, the generator control is configured to
increase the output by 50 % of the maximum output of the generator. Because the
difference reduces to 0 % as the energy storage recharges, the generator does not
need to ramp down after the charging protocol is complete. Thus, the chance of
overcharging the energy storage is greatly reduced and the target state of charge can
be set to 100 %.
The key features of the distributed resources model configuration can be seen in
Figure 3.3. This figure shows the load demand versus the four generator outputs
in the top plot, the state of charge of the four energy storage devices in the middle
plot, and the quantity of unserviced load, as defined in Subsection 3.1.3, in the
bottom plot. In terms of generation, it can be seen that the maximum capacity of
the MTGs is 35 MW, and that of the ATGs is 6 MW. The maximum power of the

16

Figure 3.3 Case 1 load profile tested in the distributed resource model. First plot:
generation vs load. Second plot: energy storage. Third plot: unserviced load.

generators can be seen in the time frames around 150 s and 250 s when the generators
are unable to increase their outputs. The MTG ramp rate of ±1 MW/s can be seen
during the pulse clusters around 350 s and 525 s. However, the ATG ramp rate of
±1.5 MW/s, while present at the same time, is harder to see in this image due to
the small magnitude change. In terms of energy storage, the initial plateau at 100 %,
as well as the return to full charge, shows the target state of charge setting. When
compared to recharging periods in Figure 3.2, the energy storage in the distributed
resource model shows a more polynomial curve, reflecting the design that the charging
protocol becomes less intensive as it reaches completion. By converting the state of
charge to an energy capacity value and measuring the rate of change, the power use
of the energy storage is confirmed to be less than or equal to 10 MW for each energy
storage device throughout the simulation.
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3.3.2

Distributed Resource Configuration Results

Like in the lumped-generation model, only Cases 4-6 pass the evaluation of TLS. Each
of the other cases have a non-zero percentage of unserviced load demand, varying
from 1.76 % to 10.19 %. Figure 3.3 shows the results of the evaluation for Case 1,
and Table 3.3 shows the results of all ten load profiles tested in this work. The table
shows the total energy demanded by the load and the energy of the unserviced load,
as both quantities of raw energy and as a percentage of the total load energy.

Table 3.3 Distributed Resource Model Results
Case
1
2
3
4
5
6
7
8
9
10

Total Load Energy Unserviced Load Energy Unserviced Load
(kWh)
(kWh)
(%)
9438.89
166.06
1.76
10305.56
740.00
7.18
11050.00
722.22
6.54
7783.33
0.00
0.00
8088.89
0.00
0.00
10536.11
0.00
0.00
12349.99
1258.06
10.19
10030.52
197.19
1.97
9311.11
487.22
5.23
10297.18
251.58
2.44

As discussed in Subsection 3.2.2, the primary cause of failure through all the profiles remains periods of time where the load demand exceeds the generation capability.
Notably, overall performance of the distributed resource model is better than that of
the lumped-generation model. This is due to the target state of charge being larger
because the chance of overcharging is reduced with the dynamic charging protocol,
providing a larger reservoir. Additionally, the dynamic charging protocol leads to
faster recharging at low states of charge, so there is more likely to be stored energy
in the event of rapid switching of the load.
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3.4

Modeling Conclusions and Future Works

This chapter has presented two versions of a model for a DC power system. As shown,
the two models are capable of servicing the generated load profiles, albeit to different
extents. From the ten randomly generated profiles, three allow for total load service
with the given parameters. Amongst the other seven, there were commonalities to
the points where there is a non-zero quantity of load that is unserviceable. The
principal indicator that a load profile would fail the total load service criterion was an
extended duration during which the magnitude of the load exceeded the capabilities
of the generators. The length of time that would cause the evaluation to fail depends
on the extent that the load exceeds the generation capability, with a larger load
requiring a shorter time before depleting the energy storage. This is exacerbated
by the coincidence of pulsed loads with loads above the 82 MW that the combined
capabilities of the generators. These instances of unserviced load demand indicate the
factors of the model that cause failure of total load service, as well as a comparison
for results of the works presented later in this thesis.
While the distributed resources model provides the basis for the further works in
this thesis, there is future work needed to develop the model. There are two main
avenues for this development: load definition and hardware modeling. In this work,
the load is an abstracted quantity of energy demand used to evaluate the performance
of the model. As mentioned in Section 3.1.3, total load service was the chosen criterion
because it represents the worst case scenario for the system where the load must be
serviced at all times. By defining the loads by type, magnitude, and priority, it
will be possible to create a methodology to shed the unserviceable load quantity to
reduce the load to the level that it is serviceable. With definitions for load priority,
the load shedding protocol can shed loads that are not vital to the operation of the
system. Along the same lines, the model treats the system as a purely mathematical
concept, having ideal sourcing, transmission, and loading. In future models for the
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development of a digital twin, it is necessary to model the non-idealities of the system.
In particular, this involves modeling the components that comprise the system. This
hardware will introduce losses into the system for which the model must account to
make it more accurate.
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Chapter 4
Energy Storage Operating Strategies
Although the load profiles tested in this work all follow the same rules in construction, a real system will experience much more variety in loading conditions. Many
power grids feature regular times of high demand throughout their operating cycle
[61]. Using the codified relation between situation and resource-use of the US Navy
conditions of readiness [62] as a inspiration, this work develops two energy storage operating strategies (ESOSs) to emulate the change in need between different scenarios
that a power system may encounter.
This work considers a simplified framework of a system of ESOSs, in which one
strategy prioritizes system health and the other prioritizes system performance. In
the health-priority energy storage operating strategy (HP-ESOS), the goal of the system is to provide power to the system while minimizing the effects of degradation on
the energy storage devices. This strategy can also be used when there is generally
low demand or for periods where high demand or high impulse loads follow a predictable routine, allowing for preparation. Alternatively, it may be beneficial to adopt
a performance-priority energy storage operating strategy (PP-ESOS) and trade decreased system health for increased performance in the short term. This could occur
during periods of generally high load demand or during periods where there is the
potential for many high impulse loads that are vital to the system operation.
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4.1

Energy Storage Operating Strategies Configuration

In general, the two ESOSs use the same parameters. The PP-ESOS uses the parameters defined in Subsection 3.3.1. The major difference between the two ESOSs is
the target state of charge. The energy storage in the PP-ESOS is recharged to full
capacity. In the HP-ESOS, the energy storage recharges to a state of charge that is
less than 100 %. For this study, the target was set to 50 %. This target level can be
seen in Figure 4.1.
The reason for this reduction is twofold. First, in the HP-ESOS, the stored energy is assumed to be less necessary to the system performance, so less capacity is
needed. This also allows for reallocation of energy between the storage devices should
maintenance be required. The second reason is for the health of the energy storage
devices. De Vries et al. find that partial state of charge cycling around 50 % offers
the longest lifespan for lithium-based batteries [46]. It was also chosen to allow the
state of charge to exceed 50 % without discharging to meet the target, as discharging
would cycle more charge, which Smith et al. find to be one of the primary causes
of battery degradation. Also within system health considerations, energy storage
left at full charge will degrade faster than that left at a lower state of charge [43].
In this model, the target state of charge is configurable, such that different battery
chemistries could be simulated.

4.2

Energy Storage Operating Strategies Results

Almost universally, except in the cases that pass the TLS criterion, the load profile
tests using the HP-ESOS perform worse in terms of unserviced load than the tests
conducted with the PP-ESOS. This is consistent with the reduction in energy stored
throughout the simulation, as a reduction in supply with the same demand will result
in an increase in the amount of deficit. The results are shown in Table 4.1.
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Figure 4.1 Case 1 load profile tested in the HP-ESOS. First plot: generation vs
load. Second plot: energy storage. Third plot: unserviced load.

Examining Case 1, shown in the PP-ESOS in Figure 3.3 and in the HP-ESOS
in Figure 4.1, it can be seen that the energy of the unserviced load is 166.06 kWh
and 232.75 kWh in the PP- and HP-ESOSs, respectively. Both ESOSs result in TLS
failures in the same regions of the load profile, but the duration of failure is extended
in the HP-ESOS. This is most notable in the additional pulse and a half of unserviced
load demand in the HP-ESOS.

4.3

Changing Energy Storage Operating Strategies

A benefit of having the different strategies established is that the system can shift
between ESOSs according to established protocols. For instance, a change can be
triggered so that the system shifts from a HP-ESOS to a PP-ESOS to increase the
target state of charge of the energy storage in preparation for the load increase if the
system expects an increased likelihood of the need for stored energy. In this work,
the transition follows a simple protocol of changing the ESOS halfway through the
simulation. However, additional rules could be implemented in the model easily.
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Table 4.1 Health-Priority Energy Storage Operating Strategy Results
Case
1
2
3
4
5
6
7
8
9
10

Total Load Energy Unserviced Load Energy Unserviced Load
(kWh)
(kWh)
(%)
9438.89
232.75
2.47
10305.56
773.33
7.50
11050.00
793.33
7.18
7783.33
0.00
0.00
8088.89
0.00
0.00
10536.11
0.00
0.00
12349.99
1340.28
10.85
10030.52
262.14
2.61
9311.11
587.22
6.31
10297.18
330.00
3.20

The change from the HP-ESOS to the PP-ESOS and vice versa can be seen in
Figures 4.2 and 4.3, respectively. These figures both show the Case 8 load profile. As
can be seen, the target states of charge switch between 50 % for the HP-ESOS and
100 % for the PP-ESOS at 300 s.
When comparing the two figures visually, the performance difference is evident.
There are three instances of TLS failure that are marked by the non-zero portions
of the unserviced load plots in Figures 4.2 and 4.3. The period of unserviced load
around the 60 s mark of Figure 4.2 is caused by pulse loads rapidly depleting the
stored energy. However, the same pulse loads are able to be serviced in their entirety
in the change from the PP-ESOS to the HP-ESOS because there is a greater amount
of energy initially stored in the PP-ESOS. The lack of unserviced load can be seen
in Figure 4.3 around the same 60 s mark. Another TLS failure occurs when changing
from the PP-ESOS to the HP-ESOS, around 490 s in Figure 4.3. This small spike
of unserviced load is caused by the depletion of the energy storage by the load peak
above 80 MW. In the change from the HP-ESOS to the PP-ESOS, there is enough
stored energy during the second half of the simulation to provide the necessary energy.
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Figure 4.2 Case 8 changing from the HP-ESOS to the PP-ESOS. First plot:
generation vs load. Second plot: energy storage. Third plot: unserviced load.

Figure 4.3 Case 8 changing from PP-ESOS to the HP-ESOS. First plot:
generation vs load. Second plot: energy storage. Third plot: unserviced load.
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Table 4.2 Energy Storage Operating Strategies Change Results
Case
1
2
3
4
5
6
7
8
9
10

HP- to PP-ESOS
Unserviced Load (%)
2.41
7.18
6.84
0.00
0.00
0.00
10.46
2.51
5.57
2.88

PP- to HP-ESOS
Unserviced Load (%)
1.76
7.18
6.65
0.00
0.00
0.00
10.41
1.97
5.70
2.72

The TLS failure around 325 s is the most interesting result. It is a common
instance of failure between the simulations changing the ESOS, so it is unavoidable
as far as the capabilities of the system. However, the magnitude of energy that
is unserviceable represented in the point of failure depends on the previous ESOS.
In either case, the period of unserviced load demand begins in the first ESOS and
extends though the change to the second ESOS. In the change from the HP-ESOS to
the PP-ESOS, the state of charge at that time is around 50 %, as expected in the HPESOS. Due to the lower state of charge, the load demand depletes the energy storage
more quickly, causing a longer duration of unserviced load. In the change from the
PP-ESOS to the HP-ESOS, the energy storage is initially at 100 %, providing roughly
twice as much energy before depletion. This results in an instance of TLS failure that
is reduced in duration than in the change from the HP-ESOS to the PP-ESOS. The
results for the two ESOS change simulations are shown in Table 4.2 in terms of the
quantity of the percentage of load energy that is not serviceable.
The results of the HP-ESOS, the PP-ESOS, the change from the HP-ESOS to
the PP-ESOS, and the change from the PP-ESOS to the HP-ESOS evaluations are
shown in Figure 4.4 in terms of percentage of load energy that is unserviceable. As
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Figure 4.4 ESOS and ESOS-change result comparison. Results reported in percent
of energy that is unserviceable throughout the simulation.

seen in this comparison, the HP-ESOS and the PP-ESOS are at the extremes of
the performance with all seven non-TLS cases performing the best in the PP-ESOS
and the worst in the HP-ESOS. As expected, the ESOS change simulations usually
perform in between these two extremes. In some cases, the change results can match
those of one of the pure ESOS simulations if the points of failure occur in one half of
the simulation such that only one ESOSs parameters are relevant to the amount of
unserviced load.
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4.4

ESOS Conclusions and Future Works

As stated in Section 1.1, a main goal of the research presented in this work is to
develop a strategies to manage the energy storage in the system by redefining parameters of the system. This section presents two energy storage operating strategies that
redefine the target state of charge levels for the energy storage in order to prioritize
the performance or the health of the system. As shown in Tables 3.3 and 4.1 and
Figure 4.4, there is an apparent trade-off between the performance of the system,
measured by the quantity of unserviced load demand, and the health of the energy
storage, abstracted by the relationship between battery longevity, state of charge, and
amount of charge cycling. The evaluation also verifies that changing the ESOS results
in performance between the extremes of the two strategies. This work accomplishes
the goal of implementing basic energy storage operating strategies.
To further develop this concept, future works will focus on developing more granular ESOSs and and rules-based implementation of ESOS changes. The ESOSs in
this work exist as a binary state, where the system is either prioritizing the health or
performance of the system. More granular definitions can fill in the spectrum between
health-priority and performance-priority. This will allow for a more optimal trade-off
between health and performance depending on the demands of the situation. This
will also be aided by developing rules to automate ESOS changes. Because there is a
relationship between the magnitude of the load and likelihood that there will be unserviced load demand, an automated rule may be able to preemptively reparameterize
the system based on the probability of unserviceable load. This may not be desired
at all times, so an operator should always be able to override the system automation.
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Chapter 5
Optimization and Key Information
Instead of the proportional allocation of power from the generators and the energy
storage to the load, as in Section 3.3, the final system will rely on an optimization
algorithm to determine the set-points of the generators and energy storage. The
following chapter introduces the initial optimization algorithm. It currently functions
on steady-state load values and is intended to be used on the system with the HPESOS. The limit to steady-state values is because the non-changing values are easier
to implement as a first step rather than having to also account for the linear change in
load through time. As for the ESOS, this initial optimization function was assumed
to prioritize system health and the optimization function is developed with this in
mind. This work builds on the optimization section presented by the author in an
earlier publication [59].

5.1

Optimization Definition

Using the parameters from Table 3.1, the power system is defined with N = 4 generators and M = 4 energy storage devices. Each generator has a particular maximum
power output, described as Pj where j identifies the corresponding generator, j = 1
and j = 2 for the MTGs and j = 3 and j = 4 for the ATGs. Likewise, each energy
storage device can be described as Pi . At any moment, the power utilization of a generator can be described as αj Pj , where αj is the percent utilization of the generator
where 0 ≤ αj ≤ 1. Correspondingly, the energy storage utilization can be described
as βi Pi , where βi is the percent utilization of the energy storage. However, the range
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on βi is −1 ≤ βi ≤ 1 due to the ability of the energy storage to be a load or source
device. The generator and energy storage outputs are summed with the intention of
satisfying a load, PL , with the possibility of unserviced load, Pexcess , as discussed in
Chapter 3. This leads to a relationship of
N
X
j=1

α j Pj +

M
X

βi Pi = PL + Pexcess .

(5.1)

i=1

However, the energy storage has charging and discharging requirements, such as constant current constant voltage charging or pulsed charging methods [63]. These requirements are not currently represented in the constraints of the optimization function and will need to be developed in future work.
Each generator consumes a certain amount of fuel to run, varying as a function
of the power output. As fuel is a finite and expensive resource, optimal function of
a power system should minimize the fuel consumption to extend the lifetime of a
supply and reduce the expense rate of purchasing fuel for the health-focused ESOS.
This fuel consumption will be denoted as Fj . The relationship between αj Pj and Fj
varies between generator models, so the optimization function can use the Specific
Fuel Consumption, SF C, curves of the generator as a feature to model Fj . This gives
rise to a relationship of
αj Pj (SF C j ) = Fj .

(5.2)

Each generator and energy storage device also produces some amount of thermal
energy in the form of heat dissipation due to electrical losses and mechanical friction.
This heat is extracted through a thermal bus. Heat can be analyzed using circuit
analogy techniques and transferred via a heat exchanger, similar to an electrical
bus [64]. Thermal ground is considered the baseline ambient temperature, Ta , of
the thermal system prior to any heat removal. The increase in temperature on the
thermal bus resulting from each heat generating component is defined as ∆Tk , where
k includes all heat generating components. The maximum temperature each heat
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generating component thermal bus can reach is Tk,m . Generator function and safety
will be severely impaired if the heat generated exceeds the ability of the thermal bus
to extract generated heat. Merging the thermal constraints into matrix form provides
Ta + ∆T ≤ Tm .

(5.3)

Component location determines if the thermal bus is for a single component or multiple components, and all thermal buses do not have to be in the same heat exchange
loop. Therefore, the physical system design and component location is required to
fully represent the thermal aspects of the system.
A key aspect that cannot be neglected is component degradation. For example,
an energy storage device can handle a finite number of cycles before it can no longer
maintain full capacity utilization. This is dependent on the number of cycles, the
charging and discharging time and methodology, and the current used in the charging
process. In this function, the energy storage degradation factor is defined as Di . In
a similar manner, the generators also have degradation factors caused by mechanical
stresses, including fuel and oil purity, friction, and combustion and rotational stresses.
Generator maintenance keeps the generators running smoothly, but they will work
less efficiently over time. The generator degradation factor is defined as Dj . A goal
of the optimization model is to reduce degradation over time,

d
D,
dt

for both the

generators and the energy storage.
Merging this information, a linear program is constructed to determine the output
of each generator and energy storage device that will minimize fuel consumption and
the rate of degradation while satisfying the load and staying within the thermal
constraints. This linear program is given in standard form as
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minimize

N
X

M
X
d
d
Dj +
Di
Fj +
1=1 dt
j=1
j=1 dt
N
X

subject to 0 ≤ αj ≤ 1
−1 ≤ βi ≤ 1
(5.4)
αj Pj (SF C j ) = Fj
∆Tk
Ta
+
−1≤0
Tk,m Tk,m
N
X

(k1 )Pj +

j=1

M
X

(k2 )Pi + k3 = 0.

i=1

Ideally, the power system would be able to provide the power that is demanded by
the load. However, as shown in Chapter 3, there are instances where the load demand
exceeds the capabilities of the generation and energy storage. For this reason, it was
necessary to account for both instances of unserviced load and total load service.
The variables of kx in Equation 5.4 are replaced with the definitions in Equation 5.5,
depending on whether there would be total load service or not.

If Pexcess = 0, k1 =
k2 =

αj
PL
βi (SoC i )
PL

k3 = −1
If Pexcess > 0, k1 =
k2 =

αj −1
PL

(5.5)

(βi −1)(SoCi )
PL

k3 = 0
5.2

Optimization Conclusions and Future Works

This chapter has presented the basis of the future optimization work to control the
system. Initial testing of the algorithm provides different results for the α and β
values, depending on the input of load demand. This fulfills the second research goal
of this thesis by introducing an optimization function that can be implemented into
a digital twin to control the generator and energy storage set-points more optimally
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than the proportional allocation of load that is used by the distributed resources
model in Chapter 3. However, further work is needed to develop the algorithm to a
functional level that provides meaningful values.
To begin, additional constraints must be created to manage system behavior.
Early testing results in setting one generator to maximum output before raising the
set-point of the next. While this is may be more efficient in terms of fuel consumption, it is less desirable to start and stop the generators in this way. Additional works
are also needed to develop the operation of the optimization algorithm. First, the
optimization function defined in this chapter is designed to operate with the HPESOS. A new function will be required to control operation in the PP-ESOS, due
to the lesser priority of the rate of degradation of components. Next, this function
has been designed with the assumption that the load is a constant value. Optimization during the transition states between constant load values will require additional
computation. Finally, a method to optimize the pulse loads will be investigated. Because the pulses follow a strict definition for magnitude and duration, it is possible
to optimize the system based on the known pulse profile rather than optimizing on a
moment-by-moment basis.

5.3

Power System Key Information

The final research goal of this work is to identify key information that is needed from
the power system to allow the digital twin to control the system. Based on the values
defined in the optimization function, the key information needed at this stage is the
present values for load demand, whether the load demand will result in unserviceable
load, and the thermal information about the system. To know if the load demand
will result in unserviceable load, the set-points of the generators and energy storage
must also be known. Future developments in the model and optimization function
will require reevaluation of the key information.
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Chapter 6
Works in Consideration
This chapter introduces two aspects of the model that can serve as first steps in
future works. First, the current state of the model is tested against two disturbance
profiles that modify the existing load profiles. While this work does not introduce any
methods to mitigate disturbances, the results of evaluating the disturbances provide
insight into needed methods. The second aspect is the development of a decision
matrix to examine the trade-off between pulse power and the number of pulses before
the system energy storage is depleted. This can provide insight for a human operator
or as a resource for a digital twin decision maker.

6.1

Disturbance Management

To test the resiliency of the model, it was necessary to apply power disturbances to
the load in addition to the normal load profiles. These disturbances were constructed
according to the model parameters. The duration and distribution of disturbances
are intended to minimize the chances that a disturbance could be applied with limited
effect on the performance with various load profiles. This testing was performed on
both the HP-ESOS and the PP-ESOS, as discussed in Chapter 4.
To construct the disturbances, a couple parameters were selected to make testing
simpler. First, the magnitude of the disturbances was selected to be 10 % of the
total generation capability, or 12 MW. This is also equivalent to the combined power
output of the two ATGs. Second, the ramp rate of the disturbance was limited to
±3 MW/s, representing the combined ramp rate of the two ATGs. Third, it was
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Figure 6.1 Load disturbance patterns.

arbitrarily chosen to have four disturbances throughout the simulation to keep the
simulation simple. However, in order to keep the total load energy the same as
in the undisturbed trials, it was necessary to apply an equal number of positive
and negative load disturbances. To account for the variance in load levels in the
different profiles, two disturbance patterns were generated, mirrored over the x-axis.
Fourth, for duration of the disturbances, it was chosen to space the transition points
equidistantly to reduce random effects from the different load profiles. The two load
disturbance patterns are showing in Figure 6.1.
The complete results are shown in Figure 6.2. The disturbances break the implemented control on the energy storage that limits the overcharging, so these disturbances would cause issues in a physical system with over-injecting current to the
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system. However, to keep a consistent measurement metric, the unserviced load is
the considered factor in this testing.
Almost universally, the disturbances worsened the percentage of load that is not
serviceable in each case. Due to the relatively consistent spread of peaks in the load
throughout all the cases, this result is expected as it will increase the load above the
threshold that the energy storage can handle.
Of particular interest are the cases in which the unserviced load decreases when
one disturbance pattern is applied, while it increases with the other pattern. For
instance, in Case 7 in the HP-ESOS, the first pattern results in 7.86 %, the second
pattern results in 13.92 %, and the base load profile results in 10.85 % unserviced
load. This pattern of decrease and increase is consistent in the PP-ESOS. In these
instances, the base load is distributed in such a way that the different patterns can
affect the same peak to a noticeable effect on the system, validating the choice to
include the mirrored patterns. However, it is these cases that could cause the worst
free circulating power, as the drop in load may exceed the capabilities of the generators
to ramp down and thus overcharge the energy storage.
This evaluation shows the need for future developments in the model to mitigate
the effects of disturbances. At best, unexpected load demand increases can simply
cause an increase in unserviced load that can be resolved by disconnecting low-priority
loads. However, a sudden drop in demand can cause dangerous free cycling currents
in the power system. Effective disturbance mitigation techniques will be vital to
reducing the chance of damaging the system.

6.2

Pulse Load Decision Matrix

While the pulse loads defined in Subsection 3.1.1 are randomly generated, they follow
the same rules of construction. In a real system, it is possible for the pulse loads to
have more varied magnitudes and durations. These differences would result in a
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Figure 6.2 Comparison of ESOS results and results with disturbances.

change in the effect of the pulse load and also affect the profiles of the generators
and energy storage devices. Thus, it is valuable to evaluate the trade-off between the
energy of each pulse and the number of repeated pulses that the system is capable of
producing.
For this evaluation, four pulse profiles were defined, summarized in Table 6.1. The
full pulse uses the parameters established in Subsection 3.1.1. The second profile is
one that is 75 % of the magnitude of a full pulse. As such, the magnitude of this pulse
is 15 MW. Using the previously defined ramp rate, the rise and fall time of each pulse
is reduced to 0.75 s. The duration of the peak magnitude and the duration between
pulses are each held constant at 1 s. The third profile uses a magnitude of 50 % of a
full pulse, with a magnitude of 10 MW and rise and fall times of 0.5 s. The final pulse
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profile is 25 % of a full pulse, with a magnitude of 5 MW and rising and falling times
of 0.25 s.
Table 6.1 Pulse Profile Definitions
Scale
100 %
75 %
50 %
25 %

Magnitude Rise Time
(MW)
(s)
20
1
15
0.75
10
0.5
5
0.25

Peak Time
(s)
1
1
1
1

Fall Time Wait Time
(s)
(s)
1
1
0.75
1
0.5
1
0.25
1

These various profiles were tested in the model described in Section 3.3 with
different settings for the constant base power of the system and initial state of charge.
Each pulse profile was tested with the system at a baseline of 20 MW, 40 MW, 60 MW,
65 MW, 70 MW, 75 MW, and 80 MW. These tests were repeated with initial states
of charge of 100 %, 80 %, 60 %, 40 %, and 20 %.
For the base powers less than 75 MW, the system was able to adjust the output
of the generators high enough to offset the energy storage discharge from the pulses.
This results in a theoretically infinite number of pulses that the system can produce.
However, it also requires in an infeasible level of power injected into the system, either
in the form of eventual overcharging the energy storage or introducing excess power
into the bus. For the purpose of this evaluation, this infeasibility is negligible because
future modifications to the system can eliminate this phenomenon. Additionally, this
matrix is intended for decisions on a short and finite time scale when multiple pulse
configurations might serve the same purpose. For instance, if a goal requires a pulse
load to deliver 100 MJ of energy, this could be accomplished by 3 full pulses, 4 threequarter pulses, 7 half pulses, or 16 quarter pulses, with all partial results rounded
up.
The rest of the results are displayed in Table 6.2. At a base power of 75 MW,
the half and quarter pulses can be produced infinitely due to the small magnitude
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Table 6.2 Pulse Load Decision Matrix
Base Power SoC
100 % Pulse 75 % Pulse 50 % Pulse 25 % Pulse
(MW)
(%)
75
100
20
137
∞
∞
75
80
16
109
∞
∞
75
60
11
82
∞
∞
75
40
7
54
∞
∞
75
20
3
27
∞
∞
80
100
7
12
26
94
80
80
5
9
21
75
80
60
4
7
15
56
80
40
2
4
10
37
80
20
1
2
5
18
exceeding the combined generator maximum of 82 MW. At a base power of 80 MW,
all pulse profiles result in an eventual depletion of the energy storage. As can be
noted, while the scaling of the pulse magnitude is linear, the feasible number of
pulses at each magnitude is non-linear. This is due to the non-linear scaling of the
energy content of each pulse due to the reduced rising and falling times.
While this decision matrix is not a definitive source due to the assumptions in
construction, the numbers presented within can provide an approximation of the
trade-off between the energy produced in a pulse and the number of pulses that can
be produced by the system. This can be useful in any system that utilizes pulsed
loads. In fabrication, arc furnaces create a pulsed load profile as they are used.
By utilizing a decision matrix similar to this, facility operators could use integrated
energy storage and decide on a fractional utilization of the facility that allows the
energy storage to provide continuous benefit rather than needing to start and stop as
the energy storage is charged and discharged.
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