Goodisman, Jerry, "Scaling in Isoelectronic Molecules" (1965). Chemistry Faculty Scholarship. 47. https://surface.syr.edu/che/47 2520 JERRY GOODISMAN phosphor) molecules may be located and that these sites differ in local vibrational properties and hence in thermal quenching coefficient. Although this view does not seem to conflict with any of the experimental evidence presented, the relationship between the thermal quenching of phosphorescence and the polymer environment does not appear to be understood on a theoretical level ; therefore comparisons with theory cannot be made.
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Conclusions
Several conclusions can be drawn from these data without further analysis. The time dependence of decay rate in PBA in the rubbery phase is seen to have a plateau of uniform rate followed by a tail of varying rate extending to the limits of observability. The existence of a plateau in k(t) implies that there are a large number of sites having the same rate constant, if the statistical interpretation of the previous section is valid. The "tail" coincides almost perfectly with that observed in PMMA at corresponding temperatures, implying that glass-like regions continue to exist in the rubbery phase. A comparison of residual intensity leads to the conclusion that perhaps part by volume of PBA maintains the glassy phase microstructure at 20". The temperature dependence of rate constants in PMMA clearly indicates that considerable variations in microstructure exist even at -120°, but more work needs to be done to clarify the nature of the interaction which leads to nonradiative quenching of the triplet state in such an environment before specific deductions based on these observations can be made.
In an a priori molecular calculation, physical intuisuch fundamental theorems as the virial and Hellmantion may help in choosing the form for a trial wave Feynman theorems to elucidate relations between function for variation, but one is very rarely in the wave functions for various different systems.2 Ellison position of being able to use the wave function for one they are related physically. For atoms, one can use System for a calculation on another, however closely and Huff3 have taken advantage of a scaling procedure, closely related to that used in Fock's proof of the virial theorem,4 to calculate the energy of an atomic system from one isoelectronic to it. Tests of the method for various show impressive agreement.
It is well known that, for molecules, when the u s d Borri-Oppenheimer separation is used and electronic wave functions are calculated with the nuclei fixed, the virial theorem does not hold in its simple Hirschfelder and Kincaid6 have given one way of modifying this theorem, and this suggests a corresponding modification af Ellison's procedure for use in molecules. We first sketch out the arguments of Hirschfelder-Kincaid and Ellison, then formulate the new procedure and apply it to simple cases.
We denote all the electronic coordinates by small r and all the nuclear coordinates, which enter as parameters in the usual treatment, by capital R. If we scale (ie., multiply) all coordinates by a parameter, s, we get the scaled wave function G1,(r;R) = ~~" '~$l(sr,sR) . The s~~/~ is the correct normalizing factor where n is the number of electrons. We do not integrate over nuclear coordinates in computing norms and expectation values.
It is straightforward to show by changing variables in the integral^*^^^^^ that T,(R) = s2T1(sR) and V,(R) = sVl(sR), where the T's are expectation values of the kinetic energy and the V's expectation values of the potential energy. The R or SR in parentheses means this is computed with the internucleaT distance held fixed a t R or sR, while the subscript 1 or s indicates the use of G1 or $ls for the calculation. We find the value of s, so, which minimizes E,(R) = T,(R) + V8(R).
If
is the exact wave function, so must equal 1. Then, at the equilibrium R, the simple virid theorem holds6; at some other R, Slater's modification6 will hold.
Let ILl(r;R) be a wave function for a molecule. Now the potential energy consists of three parts
and similarly for VI, where the three parts are the expectation values of the electron-electron, electronnucleus, and nucleus-nucleus Coulombic interactions. We want to use the scaled wave function for one molecule for calculation on another molecule isoelectronic with it and related to it by having all nuclear charges multiplied by a constant 2. Then C,(R) is unchanged, L,(R) is multiplied by 2, and M,(R) is multiplied by Z 2 . The expectation value of the energy, using the scaled wave function for the first molecule and the Hamiltonian for the second, is B,(R) = s~T~( s R )
If we minimize E,(R) with respect to s, holding sR k e d equal to a constant Ro, Hirschfelder and Kincaid6 note that we will alwaya get an improvement on the energy, but, with sR fixed and s in general different from 1, we will be calculating the energy for the system at R = Ro/so. This is also true if we minimize E8(R). One finds easily
and the new energy equals
The last relation expresses the faet that the virial theorem is being satisfied by the scaled function with the Hamiltonian for the second molecule. The case Z = 1 is of course the usual.case, where a molecular wave function is improved by scaling.
We consider as our unscaled function that for Hz a t its equilibrium internuclear distance, 1 .4ao. According to the Koloa-Roothaan 40-term functions the tots1 energy in atomic units here is -1.174440, the total potential energy is -2.349279 (electronelectron potential energy = 0.58737, nucleus-nucleus potential energy = 0.714286, electron-nucleus potential energy = -3.65094), and the electronic kinetic energy = 1.174839. We use this for the He22+ ion, for which good wave functions are also available.8 By the above equations, we find so = 1.64165 so that cases where the isoelectronic molecules are related by symmetric scaling of the nuclear charges. Let us increase the charge on nucleus A by a factor ZA and the charge on nucleus B by ZB (generally, one of these will be >1 and the other <l). Minimizing the energy with respect to the scaling parameter s while holding
where we write hA for the expectation value of the interaction of the electrons with nucleus A, and LIB for that for nucleus B. The energy obtained is equal to I n attempting to apply this to molecules, one finds that the literature offers a paucity of published calculations with sufficient data for our procedure. We require the expectation values of total energy, kinetic energy, and electron-nucleus interaction for each nucleus. From data in Herzberg,'l we estimate the true total energy of Be0 at the equilibrium distance as -89.784 a.u. Our energy a t the minimum, -87.478, is off by 2.5%. We have fitted the five calculated energies to a parabola in the internuclear distance.12 The result is an equilibrium distance of 2.55 f 0 . 0 1~~0 and a force constant of 0.88 i . 0.20 a.u./uo2 or 13.7 X lo5 dynes/ -so2 2 ' 1 (sR) .
cm.2, to be compared with the experimentalll 2 . 5 1 4 7~~ and 7.5089 X lo5 dynes/cm.2. Now we refer to the calculations of Yoshiminel0 on BeO, similar in scope to McLean's for LiF. This enables us, first, to decide whether the errors in the quantities calculated above are to be considered large and, second, to compare a wider variety of scaled expectation values (whose calculation we discuss below) , for some of which experimental data are not available, with their values as predicted by an a priori calculation on BeO. Finally, the expectation values furnished by Yoshimine allow us to accomplish the scaling transformation from Be0 to LiF.
With reference to the first point, we note that Yoshimine's calculated equilibrium internuclear distance for Be0 is 2.4378~0, i.e., 3% too low, whereas ours is about 1.0501, too high. His calculated force constant (proportional to the square of the frequency) is high by a factor of 1.2, ours by a factor of 1.8.
The calculation of expectation values with the scaled function is straightforward. Let f(re) be a function homogeneous of degree i in the electronic coordinates, i.e., f(sc) = s'f(<). The electron-electron potential energy, for instance, is homogeneous of degree -1; the kinetic energy operator for the electrons may be (12) Strictly speaking, these are not the points we should be fitting to get the equilibrium distance and force constant. What we really would like to have is a contour map, giving calculated energy as a function of both scaling parameter 8 and Be0 internuclear distance R. We should then obtain the best scaling parameter and minimum energy for each internudear distance and fit these points to a parabola. The path through the minima would not, in general, be parallel to either the 8 or the R axis. What we are doing now is finding the best scaling parameter and minimum energy on the hyperbolae 8R -1.60, 1.85, 2.10, etc., and fitting these minima to a parabola. We could, i n principle, interpolate on each hyperbola to get energies at any value of R, then use these to find the best energy and scaling parameter for each R. This interpolation turns out to be far from reliable and seems to lead to only small changes in the equilibrium distance and force constant for LiF -+ BeO. considered as homogeneous with i = -2. Note that the complete potential energy function is not homogeneous in the electronic coordinates alone. Denoting by (f)sR the expectation value of f at an internuclear distance R, calculated with the scaled wave function, and (f)lsR the expectation value calculated with the unscaled function at internuclear distance sR, we have
This is shown by a simple change of variables in the integral, as in the proofs of the virial theorem itself.1,6
I n Table I have been employed. For ( P ) B~, we get good agreement with Yoshimine's to a few per cent. The average or expectation value of the square of a distance of an electron from a nucleus is a measure of the size of a molecule. It is the size which a scaling factor can adjust, so that we probably should expect good results here. On the other hand, the expectation value of (~x B , ' -r g e 2 ) = 2(2~e' -Z B~' ) , which is essentially the electronic contribution to the molecular quadrupole moment, is a measure of the shape of the electron distribution. The agreement here is not nearly as good, but still satisfactory. We should expect the agreement in both cases to get progressively worse at large R. The dipole moment consists of an electronic part and a nuclear part. The latter can be separated out and calculated exactly, while the former's operator is homogeneous of degree 1. It is, in fact, .Z,xj, where x j is the distance of electron j along the internuclear axis from some origin. For an electrically neutral molecule, the origin may be chosen arbitrarily, as long as it is used consistently for both the electronic and nuclear parts. Taking it on the Li nucleus, we have
I~ in atomic units, where p represents the total dipole moment. Scaling to obtain the expectation value for BeO, we have ( z B~) = ( z )~i / s , to which we must add ~R B , o to get the predicted dipole moment for Be0 at an internuclear distance of R B~o . The next to the last column in Table I1 was obtained in this manner. One can, in fact, show that, for our case, the same answer is obtained for any origin, provided that this origin is defined relative to the internuclear distance and not to some space-fixed system of coordinates. Note that we change the internuclear distance in scaling from LiF to BeO. Thus, take the distance from nucleus 1 to the origin as j times the internuclear distance (1 = Li, Be and 2 = F, 0). We The term depending on f vanishes as long as ql + q 2 = pl' + qZ', Le., no change in the total nuclear charge between the two isoelectronic molecules. Only for neutral molecules, however, is the dipole moment expected to be independent of origin in the first place.
The agreement for the dipole moment (last two columns of Table 11 ) is poor and gets worse at larger R. This comes from the fact that P L~F --t eR as R --t a, while ybe,) + 0 as R --t 03. In chemical terms, LiF dissociates into ions and Be0 into neutral atoms. The molecules are thus completely different at large R. We see this reflected also in the increasing errors in ( T~) B~ and ( 3 2 -T~) B~ as R gets large. The dipole moment, which has often been used as the measure of ionic character, is more sensitive to the qualitative differences in bonding between LiF and Be0 than either of the above eo that errors set in earlier. Table IV , the scaling parameters deterniinsd in Table I11 are used for the calculation of expectation values. These are compared to McLean's results.
Agreement for (T2)Li is good, agreement for (3z2 -T~) L~ is a bit less good, and agreement for the dipole moment is poor. As one might have anticipated, the pattern isinverse to that for LiF + Be0 (Table 11 ). In this case, the dipole is consistently too low. Here, all the expectation values are too small and get worse at larger R, as the difference in the ionic character of the bonds Rmin) = -100.977 a.u., (d2E/dR2).=,,i, E 0.194 In fact, Be0 and LiF would certainly be considered by a chemist as almost totally dissimilar molecules. This makes it all the more surprising that our scaling allowed us to do so well on the various molecular constants. It is tempting to think that this sort of calculation suffers from disadvantages opposite to those of simple variational calculations; that is, it allows one to do well on the inner shells but describes the valence, or chemical, electrons less adequately.
We must remember that the wave functions we used for LiF and Be0 are not exact-errors in the energies run about 0.50Jo-and that we require several expectation values which are more sensitive than the energy to errors in the wave In this connection, the self-consistent field wave function (to which McLean's and Yoshimine's wave functions are approximations) is most suitable for a starting point in the present, calculations. Brillouin's theorem14 guarantees that one-electron operators, as well as the total energy, have second-order errors when the wave function is in error in first order. The kinetic energy and the electron-nucleus potential energies are one-electron, while the elec,tron-electron repulsion is a difference between the tota.1 energy and one-electron operators.
It is unfortunate that, there are not more published calculations giving expectation values other than total energy to allow more calculations like those above. An interesting case would be CO + Nz, as the two are often considered to be very similar.'j If we consider the scaling process to change the "size" of the wave function but not its "shape," we do not anticipate very good results when the nuclear charges are changed too radically.
