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Abstract
Let W(G) and L(G) denote the path and loop groups respectively of a connected real unimodular Lie
group G endowed with a left-invariant Riemannian metric. We study the Ricci curvature of certain finite
dimensional approximations to these groups based on partitions of the interval [0,1]. We find that the Ricci
curvatures of the finite dimensional approximations are bounded below independent of partition iff G is of
compact type with an Ad-invariant metric.
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1. Introduction
The geometry of loop and path groups of a compact connected Lie group G has been studied
extensively, starting with [12] and continuing with [8,11,13,16] and more recently [4]. When
given the H1 metric, the curvature tensor of the loop group can be shown to have finite two-step
trace [8,12] (the path group is flat [7,11]).
In this work, we consider G to be an arbitrary real connected unimodular Lie group with
a left-invariant Riemannian metric. We study the Ricci curvatures of the path and loop groups
of G by considering natural finite dimensional approximations associated to partitions of the
interval [0,1]. We define “Ricci curvatures” on the loop and path groups motivated by the ex-
pressions obtained on a finite dimensional unimodular group and show that the Ricci curvatures
E-mail address: cecil@math.uconn.edu.0007-4497/$ – see front matter © 2008 Elsevier Masson SAS. All rights reserved.
doi:10.1016/j.bulsci.2008.10.002
384 M. Cecil / Bull. Sci. math. 133 (2009) 383–405of the finite dimensional approximations approach a similar expression as the partition mesh
tends to zero. We are particularly interested in the criteria on the group G and its left-invariant
metric such that the Ricci curvatures of the finite dimensional approximations are bounded below
independent of the chosen partition.
The present work was primarily motivated by the desire to prove quasi-invariance of heat
kernel measures constructed in [2] with respect to translations by finite energy paths. A more
detailed description of this programme in contained in Appendix A, however the main results of
this work indicate that these techniques are valid only in the known case, that of G compact type
with Ad-invariant Riemannian metric [8,10].
1.1. Lie group setup
Let G denote a real connected unimodular Lie group with identity element e. We will denote
the group multiplication on G by juxtaposition. We assume that G is given a left-invariant Rie-
mannian metric 〈 , 〉. Recall that the Lie algebra of G, denoted g, is the tangent space to G at the
identity. We will let B denote an orthonormal basis for (g, 〈 , 〉e) and ‖ · ‖g := √〈·,·〉. We will
let [ , ] denote the Lie bracket on g, which can be identified with the Lie bracket of left-invariant
vector fields. For X ∈ g, we will let adX :g → g denote the adjoint endomorphism determined
by adX Y := [X,Y ], ad†X its transpose, and tr(adX) its trace.
We will concern ourselves with the Ricci curvature of certain infinite and finite dimensional
groups based on G described in the following sections. The remainder of this section is a brief
review of statements about the Riemannian geometry of Lie groups with left-invariant Rieman-
nian metrics. For a more thorough description of the Riemannian geometry of Lie groups, the
reader is urged to consult [3,14].
The left-invariance of the Riemannian metric implies that, for all g ∈ G, the automorphism Lg
defined by Lg(h) = gh is an isometry. It therefore suffices to restrict curvature calculations to
left-invariant vector fields at the identity. For example, if X˜, Y˜ are the left-invariant extensions
of X,Y ∈ g, then the Levi-Civita connection ∇ satisfies
(∇
X˜
Y˜ )g = Lg∗(∇X˜Y˜ )e.
It can be shown (see Proposition 3.18 of [3] for example) that
(∇
X˜
Y˜ )e = 12
(
adX Y − ad†X Y − ad†Y X
)
. (1)
With the identification between left-invariant vector fields and Lie elements in mind, we can
treat the Riemannian curvature tensor, R, acting on left-invariant vector fields at the identity as a
g-valued 2-form on g. We will adopt this viewpoint throughout the sequel.
We define the Ricci curvature tensor at e by
Ric(X,Y ) :=
∑
Z∈B
〈
R(X,Z)Z,Y
〉
, (2)
where X,Y,Z ∈ g. This expression is equivalent to the trace of the Ricci curvature endomor-
phism, the map Z → R(Z,Y )X. One can confirm (by using Eqs. (1), (2), and the definition of R)
that for any X ∈ g,
Ric(X,X) = −1
2
tr(adX adX)− 12 tr
(
ad†X adX
)+ 1
4
∑〈
adZ ad†Z X,X
〉
. (3)Z∈B
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symmetric, the Ricci curvatures and the polarization identity completely determine the Ricci
tensor at the identity (and on the whole of G by left-invariance of the metric). We will say that
the Ricci curvature of G is bounded below if there exists a constant C such that for all X ∈ g,
Ric(X,X) C‖X‖2g.
Note that if G is finite dimensional, then its Ricci curvature is always bounded below and the
bound C can be interpreted as the smallest eigenvalue of the linear map X →∑Z∈B R(X,Z)Z.
1.2. Path and loop groups
Let W(G) and L(G) denote the pinned path and loop groups of G respectively. That is
W(G) := {σ : [0,1] → G ∣∣ σ is continuous and σ(0) = e}
and
L(G) := {σ ∈ W(G) ∣∣ σ(1) = e}.
For σ, τ ∈ W(G), the group product · is given by (σ · τ)(s) = σ(s)τ (s). The finite energy sub-
groups, H(G) ⊂ W(G) and H0(G) := H(G) ∩ L(G) are those paths σ which are absolutely
continuous and have finite energy
E(σ) =
1∫
0
〈
σ ′(s), σ ′(s)
〉
ds < ∞.
It is well known that H(G) and H0(G) are Hilbert–Lie groups [12,15], locally modeled on the
Cameron–Martin spaces
H(g) :=
{
h : [0,1] → g
∣∣∣ h is abs. cont., h(0) = 0, and
1∫
0
∥∥h′(s)∥∥2
g
ds < ∞
}
and
H0(g) :=
{
h ∈ H(g) ∣∣ h(1) = 0}
respectively. We give H(g) an inner product
〈h, k〉H :=
1∫
0
〈
h′(s), k′(s)
〉
ds,
which H0(g) inherits as a subspace. We set ‖ · ‖H := √〈·,·〉H . We assume that 〈 , 〉H is ex-
tended to a left-invariant Riemannian metric on W(G) and L(G). Note that H(R) is the classical
Cameron–Martin space.
It is useful to consider the Cameron–Martin spaces as the Lie algebra of the path and loop
groups with pointwise Lie bracket
[h, k](s) := [h(s), k(s)].
Note that H0(g) is a Lie subalgebra of H(g). For h ∈ H(g), we will let adh denote the adjoint
endomorphism. We will let ad∗h denote the transpose of adh on (H(g), 〈 , 〉H ), while adh will
denote the transpose of adh on (H0(g), 〈 , 〉H ).
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Let P = {0 < s1 < · · · < sn < 1} denote a partition of [0,1]. For convenience, we will
set s0 = 0 and sn+1 = 1. To each partition P , we associate a surjective homomorphism
πP : W(G) → G#(P), where #(P) denotes the number of partition points of P , by
πP (σ ) = (σ(s1), σ (s2), . . . , σ (sn)).
We will let πP0 denote the map π
P |L(G). The associated Lie algebra homomorphisms are given
by dπP :H(g) → g#(P)
dπP (h) = (h(s1), h(s2), . . . , h(sn)),
and dπP0 = dπP |H0(g).
For X ∈ g, we let X(i) denote the element (0, . . . ,0,X,0, . . . ,0) ∈ g#(P), where the X occurs
in the ith coordinate. We then define two left-invariant metrics on G#(P) by specifying them
on g#(P):〈
X(i), Y (j)
〉P := Qij 〈X,Y 〉 and 〈X(i), Y (j)〉P0 := Q˜ij 〈X,Y 〉. (4)
Here Q and Q˜ are the n× n inverse matrices to P and P˜ given by
Pij := si ∧ sj and P˜ij := si ∧ sj − sisj . (5)
The inner products specified in Eq. (4) above are chosen so that gP and gP0 can be identified with
certain subspaces of H(g) under the map dπP . See Proposition 3 below.
Notation 1. The two Riemannian manifolds GP := (G#(P), 〈 , 〉P ) and GP0 := (G#(P), 〈 , 〉P0 ) are
the finite dimensional approximations to W(G) and L(G) respectively associated to the parti-
tion P . We will also use gP and gP0 to denote the Lie algebra g#(P) equipped with the respective
inner products.
We will find it convenient to do our calculations on the following P-indexed subsets of H(g)
instead of gP or gP0 . This is justified by Proposition 3 below. For a more detailed description, we
reference [1] in the path case and [5] in the loop case.
Definition 2. Let HP (g) denote the subspace of H(g) given by
HP (g) := {h ∈ H(g)∩C2((0,1)/P) ∣∣ h′′ = 0 on [0,1]/P},
i.e. the set of continuous, piecewise linear paths which are differentiable everywhere ex-
cept at the partition points. Similarly, we define HP0 (g) := HP (g) ∩ H0(g). We will let
P P :H(g) → HP (g) denote orthogonal projection.
HP (g) is a subspace of H(g) and hence inherits the inner product 〈 , 〉H . It is not a Lie
subalgebra with the inherited pointwise commutator. However, the binary operation [h, k]P :=
P P [h, k], for h, k ∈ HP (g) makes HP (g) into a Lie algebra. With this Lie bracket, HP0 (g) is
a Lie subalgebra of HP (g).
The following proposition clarifies the relationship between these piecewise linear subspaces
of H(g) and the Lie algebras of our finite dimensional approximations described in Notation 1
above. Proofs can be found in Lemma 5.6 of [5] and Proposition 14 of [1].
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Lie algebra isomorphisms.
1.4. Statement of results
Section 2 is devoted to a computation of the “Ricci curvatures” of the infinite dimensional
groups W(G) and L(G). Here, we use a definition of Ricci curvature (Definition 9) motivated
by the expression for that on a finite dimensional unimodular Lie group (see Eq. (3)). The re-
sulting expressions will be integrals which depend on the geometry of the base group G (see
Theorem 19). After determining the divergent integrals, we get a clear criteria on G and its met-
ric for which our Ricci curvatures are bounded below. In the case where G is of compact type,
we see that our Ricci curvatures agree with calculations previously obtained by other methods
(see Example 21).
In Section 3, we compute the Ricci curvatures of the finite dimensional approximations GP
and GP0 given in Notation 1 using the piecewise linear spaces H
P (g) and HP0 (g). It will be
evident that these Ricci curvatures are closely related to Riemann sum approximations of the
expressions obtained in the path and loop case in Section 2. We are primarily interested in the
criteria on G and 〈 , 〉 such that the Ricci curvatures of GP and GP0 are bounded below inde-
pendent of partition P . To say GP has Ricci curvature bounded below independent of partition
means that there exists a finite constant C such that
RicP (h,h) C〈h,h〉P ,
for all h ∈ gP and all partitions P , where RicP is the Ricci tensor of GP at the identity. The same
identity holds when GP0 has Ricci curvatures bounded below independent of partition, with the
appropriate substitution of Ricci tensor and Riemannian metric.
We find in Corollary 34 that the Ricci tensors of GP and GP0 are bounded below independent
of partition iff, for all X ∈ g, we have
tr(adX adX)+ tr
(
ad†X adX
)
 0. (6)
The above criteria falls out of the expressions for the Ricci curvatures of GP and GP0 obtained in
Theorem 33. It is relatively easy to see that the criterion is equivalent to G being of compact type
and the Riemannian metric being Ad-invariant. We prove this below. We first recall the definition
of a compact type Lie group.
Definition 4. A Lie group G is of compact type if there exists an Ad-invariant inner product.
One can interpret compact type Lie groups as the semi-direct product of a compact Lie group
with some Rn.
Theorem 5. The Ricci curvatures of GP and GP0 are bounded below independent of partition iff
G is of compact type with Ad-invariant Riemannian metric.
Proof. We will use Corollary 34 and show that G is of compact type iff Eq. (6) is satisfied for
all X ∈ g. We first note that the inner product 〈 , 〉 is Ad-invariant iff adX is skew-symmetric for
all X ∈ g (see, for example, Proposition 3.16 of [3]). It follows that if G is of compact type with
Ad-invariant Riemannian metric, then the expression in Eq. (6) is identically zero.
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we have that |tr(B2)|  tr(B†B). This statement is true in the more general setting of Hilbert–
Schmidt operators on a Hilbert space using the Hilbert–Schmidt inner product 〈A,B〉HS =
tr(A†B) (see Theorem 18 of [9]). This and Eq. (6) imply that
tr(adX adX) = − tr
(
ad†X adX
)
for all X ∈ g. (7)
If we decompose adX = S + A where S is symmetric and A is skew-symmetric, then using the
fact that 〈S,A〉HS = 0, Eq. (7) implies that ‖S‖2HS + ‖A‖2HS = −‖S‖2HS + ‖A‖2HS, i.e. S = 0 and
adX is skew-symmetric. Hence 〈 , 〉 is Ad-invariant. 
Finally, in Appendix A, we briefly state the results from [2,6] which motivated this work.
2. Path and loop group calculations
2.1. Definition of Ricci curvature
In [8,12], the assumption that G was of compact type with an Ad-invariant metric gave
a fairly succinct expression for the Levi-Civita connection restricted to left-invariant vector fields
on L(G), and therefore a usable expression for the curvature tensor. The Ricci curvature tensor
is shown to have finite two-step trace (trace taken with respect to a “good” basis defined below).
In the case of a general unimodular G, there is no simplification in the expression of the Levi-
Civita connection. Instead, we use the expression for the Ricci curvature of a general unimodular
Lie group with left-invariant metric (see Eq. (3)) as motivation for a definition of Ricci curvature
in the path and loop cases. We will see that the two methods agree in the case where G is of
compact type.
Definition 6. A good basis for H(g) is a basis of the form {uX}u∈S(R),X∈B , where S(R) is an
orthonormal basis for H(R) and B is an orthonormal basis for g. We will denote this good basis
by S. Similarly, a good basis for H0(g) is of the form {uX}u∈S0(R),X∈B , where S0(R) is an
orthonormal basis for H0(R), and is denoted S0.
Remark 7. The terminology “good” basis was introduced in [8] and there referred to a more
general class of bases, of which the above is an example.
Notation 8. Given endomorphisms A :H(g) → H(g) and B :H0(g) → H0(g), we denote the
traces of A and B with respect to good bases by
Tr(A) :=
∑
k∈S
〈Ak,k〉H and Tr0(B) :=
∑
k∈S0
〈Bk, k〉H .
Though the path and loop groups are not unimodular, it is clear that the finite dimensional
approximations are unimodular, so we might expect the limit of the finite dimensional approxi-
mations to follow the form of Eq. (3).
Definition 9. For h ∈ H(g), we define the Ricci curvature of H(G) to be the bilinear form
on H(g) determined by
Ric(h,h) := −1
2
Tr(adh adh)− 12 Tr
(
ad∗h adh
)+ 1
4
∑〈
adk ad∗k h,h
〉
H
. (8)k∈S
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determined by
Ric0(h,h) := −12 Tr0(adh adh)−
1
2
Tr0
(
adh adh
)+ 1
4
∑
k∈S0
〈
adk adk h,h
〉
H
. (9)
2.2. Preliminary calculations
Our goal is to determine alternate expressions for the path and loop group Ricci curvatures
defined in Definition 9. We begin by giving explicit forms of ad∗h and ad

h.
Proposition 10. For h, k ∈ H(g) and s ∈ [0,1]
(
ad∗h k
)
(s) =
s∫
0
(
ad†h(τ) k
′(τ )+
1∫
τ
ad†
h′(σ ) k
′(σ ) dσ
)
dτ, (10)
while for h, k ∈ H0(g) and s ∈ [0,1],
(
adh k
)
(s) =
s∫
0
(
ad†h(τ) k
′(τ )+
1∫
τ
ad†
h′(σ ) k
′(σ ) dσ
)
dτ
− s
1∫
0
(
adh(τ) k′(τ )+
1∫
τ
ad†
h′(σ ) k
′(σ ) dσ
)
dτ. (11)
Proof. We set F(s) to be equal to the right-hand side of Eq. (10), and observe that for l ∈ H(g)
〈F, l〉H =
1∫
0
〈
ad†h(s) k
′(s)+
1∫
s
ad†
h′(σ ) k
′(σ ) dσ, l′(s)
〉
ds
=
1∫
0
〈
ad†h(s) k
′(s), l′(s)
〉
ds +
1∫
0
〈 1∫
s
ad†
h′(σ ) k
′(σ ) dσ, l′(s)
〉
ds
=
1∫
0
〈
k′(s),adh(s) l′(s)
〉
ds +
1∫
0
〈
k′(s),adh′(s) l(s)
〉
ds
= 〈k,adh l〉H .
Notice that for h, k ∈ H0(g), the expression in Eq. (10) need not be zero at s = 1. Hence to get the
analogous expression on H0(g) we must orthogonally project Eq. (10) onto H0(g). The reader
can verify that this orthogonal projection P :H(g) → H0(g) is given by
(Ph)(s) = h(s)− sh(1).
It follows that adh k = P(ad∗h k). This is Eq. (11). 
The principal benefit to using a good basis is that calculations on H(g) “split” into calculations
on H(R) and g. In taking the traces with respect to our good basis, we will need the following
rules, which follow from well-known properties of the reproducing kernels of H(R) and H0(R).
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of H0(R), the following sums converge in the distributional sense:
(1) ∑u∈S(R) u(s)u(t) = s ∧ t .
(2) ∑u∈S(R) |u(s)||u(t)| 1.
(3) For s = t , ∑u∈S(R) u′(s)u(t) = 1s<t .
(4) ∑u∈S(R) u′(s)u(s) = 12 .(5) ∑u∈S(R) u′(s)u′(t) = δ(s − t).
(6) ∑u∈S0(R) u(s)u(t) = s ∧ t − st .
(7) ∑u∈S0(R) |u(s)||u(t)| 14 .(8) For s = t , ∑u∈S0(R) u′(s)u(t) = 1s<t − t .
(9) ∑u∈S0(R) u′(s)u(s) = 12 − s.(10) ∑u∈S0(R) u′(s)u′(t) = δ(s − t)− 1.
Here δ denotes the Dirac delta function and 1s<t denotes the indicator function on [0,1]2 which
takes the value of 1 on the set {(s, t) ∈ [0,1]2 | s < t} and 0 elsewhere.
Proof. Proofs of some of the above items can be found in Lemma 3.8 of [8]. Items (1) and (6)
follow directly from the reproducing properties of H(g) and H0(g). For item (1), we note that
κt (s) := s ∧ t has the property that for any u ∈ H(g), we have 〈κt , u〉H = u(t), and hence∑
u∈S(R)
u(s)u(t) =
∑
u∈S(R)
〈κs, u〉H 〈κt , u〉H = 〈κs, κt 〉H = s ∧ t.
Item (6) is the identical calculation with κ0t (s) := s ∧ t − st . Items (3)–(5) and (8)–(10) follow
by taking distributional derivatives of these expressions.
To see item (2), we note that ∑u∈S(R) u(s)2 = s  1, and hence
∑
u∈S(R)
∣∣u(s)∣∣∣∣u(t)∣∣ ( ∑
u∈S(R)
u(s)2
)1/2( ∑
u∈S(R)
u(t)2
)1/2
 1.
Item (7) follows similarly after noting that s − s2  14 for all s ∈ [0,1]. 
Remark 12. Item (2) above will be used in conjunction with the dominated convergence theorem
in the next section. In particular, if F is an integrable function of [0,1], then
∑
u∈S(R)
1∫
0
u(s)u(s)F (s) ds =
1∫
0
sF (s) ds,
and
∑
u∈S(R)
1∫
0
u′(s)u(s)F (s) ds =
1∫
0
1
2
F(s) ds,
where the second follows from the first after an integration by parts. Item (7) will be used in the
loop case in a similar manner.
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We now turn to evaluating the Ricci curvatures given in Definition 9. Throughout this sec-
tion S and S0 will denote good bases for H(g) and H0(g) respectively (see Definition 6). It will
be important to keep track of the divergent integrals.
Notation 13. For F : [0,1] →R an integrable function, we will use the notation
δ(0)
1∫
0
F(s) ds :=
∑
u∈S(R)
1∫
0
u′(s)u′(s)F (s) ds.
This notation is motivated by items (4) and (8) of Proposition 11.
Proposition 14. For all h ∈ H(g),
Tr(adh adh) = 12 tr(adh(1) adh(1))+ δ(0)
1∫
0
tr(adh(s) adh(s)) ds,
while for all h ∈ H0(g),
Tr0(adh adh) = δ(0)
1∫
0
tr(adh(s) adh(s)) ds.
Proof. The proof is a straightforward computation using Proposition 11. Note that in passing
from lines (12) and (13) we use Remark 12.
Tr(adh adh)
=
∑
k∈S
1∫
0
〈
adh′(s) adh(s) k(s)+ adh(s) adh′(s) k(s), k′(s)
〉
ds
+
∑
k∈S
1∫
0
〈
adh(s) adh(s) k′(s), k′(s)
〉
ds
= 2
∑
u∈S(R)
1∫
0
u′(s)u(s) tr(adh(s) adh′(s)) ds (12)
+
∑
u∈S(R)
1∫
0
u′(s)u′(s) tr(adh(s) adh(s)) ds (13)
=
1∫
0
tr(adh(s) adh′(s)) ds + δ(0)
1∫
0
tr(adh(s) adh(s)) ds
= 1
2
tr(adh(1) adh(1))+ δ(0)
1∫
tr(adh(s) adh(s)) ds.
0
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from Proposition 11 in lines (12) and (13). 
Proposition 15. For all h ∈ H(g),
Tr
(
ad∗h adh
)=
1∫
0
s tr
(
ad†
h′(s) adh′(s)
)
ds + δ(0)
1∫
0
tr
(
ad†h(s) adh(s)
)
ds
+ 1
2
tr
(
ad†h(1) adh(1)
)
,
while for all h ∈ H0(g),
Tr0
(
adh adh
)=
1∫
0
(
s − s2) tr(ad†
h′(s) adh′(s)
)
ds + δ(0)
1∫
0
tr
(
ad†h(s) adh(s)
)
ds.
Proof. We again exhibit the path calculation. The loop calculation will follow with the appro-
priate substitutions from Proposition 11.
Tr
(
ad∗h adh
)
=
∑
k∈S
1∫
0
∥∥adh′(s) k(s)+ adh(s) k′(s)∥∥2g ds
=
∑
u∈S(R)
1∫
0
u(s)u(s) tr
(
ad†
h′(s) adh′(s)
)
ds (14)
+
∑
u∈S(R)
1∫
0
u′(s)u(s)
(
tr
(
ad†h(s) adh′(s)
)+ tr(ad†
h′(s) adh(s)
))
ds (15)
+
∑
u∈S(R)
1∫
0
u′(s)u′(s) tr
(
ad†h(s) adh(s)
)
ds (16)
=
1∫
0
s tr
(
ad†
h′(s) adh′(s)
)
ds + δ(0)
1∫
0
tr
(
ad†h(s) adh(s)
)
ds + 1
2
tr
(
ad†h(1) adh(1)
)
. 
We now turn our attention to the third term in our definition of the Ricci curvatures. We will
do these calculations separately in the path and loop case. We first establish some convenient
notation.
Notation 16. Define Γ :g→ g by
Γ (X) :=
∑
adA ad†AX.A∈B
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Γ (X,Y ) := 〈Γ (X),Y 〉.
Proposition 17. For any h ∈ H(g)
∑
k∈S
〈
adk ad∗k h,h
〉
H
= 2
1∫
0
sΓ
(
h′(s), h′(s)
)
ds. (17)
Proof. We compute using Notation 16 and Proposition 10
∑
k∈S
(
adk ad∗k h
)
(s) =
∑
k∈S
s∫
0
(
adk(s) ad†k(τ) h
′(τ )+
1∫
τ
adk(s) adk′(σ ) h′(σ ) dσ
)
dτ
=
s∫
0
(
(s ∧ τ)Γ (h′(τ ))+
1∫
τ
1σ<sΓ
(
h′(σ )
)
dσ
)
dτ
=
s∫
0
(
τΓ
(
h′(τ )
)+
s∫
τ
Γ
(
h′(σ )
)
dσ
)
dτ
= 2sΓ (h(s))− 2
s∫
0
Γ
(
h(τ)
)
dτ.
Eq. (17) follows since we have shown that
d
ds
(∑
k∈S
adk ad∗k h
)
(s) = 2sΓ (h′(s)). 
Proposition 18. For any h ∈ H0(g)
∑
k∈S0
〈
adk adk h,h
〉
H
=
1∫
0
(
2s − 2s2)Γ (h′(s), h′(s))ds
− 4
1∫
0
Γ
(
h(s), h(s)
)
ds + 4
1∫
0
1∫
0
Γ
(
h(τ),h(s)
)
dτ ds.
Proof. Using the form of adh given in Propositions 10 and 11, we see that
∑
k∈S0
(
adk adk h
)
(s) =
∑
k∈S0
s∫
0
(
adk(s) ad†k(τ) h
′(τ )+
1∫
τ
adk(s) ad†k′(σ ) h
′(σ ) dσ
)
dτ
− s
∑
k∈S
1∫ (
adk(s) ad†k(τ) h
′(τ )+
1∫
adk(s) ad†k′(σ ) h
′(σ ) dσ
)
dτ0 0 τ
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s∫
0
(
(s ∧ τ − sτ )Γ (h′(τ ))+
1∫
τ
(1σ<s − s)Γ
(
h′(σ )
)
dσ
)
dτ
− s
1∫
0
(
(s ∧ τ − sτ )Γ (h′(τ ))+
1∫
τ
(1σ<s − s)Γ
(
h′(σ )
)
dσ
)
dτ.
We now compute this term by term.
s∫
0
(s ∧ τ − sτ )Γ (h′(τ ))dτ = (1 − s)
s∫
0
τΓ
(
h′(τ )
)
dτ
= s(1 − s)Γ (h(s))+ (s − 1)
s∫
0
Γ
(
h(τ)
)
dτ,
s∫
0
1∫
τ
(1σ<s − s)Γ
(
h′(σ )
)
dσ dτ =
s∫
0
s∫
τ
Γ
(
h′(σ )
)
dσ dτ − s
s∫
0
1∫
τ
Γ
(
h′(σ )
)
dσ dτ
= sΓ (h(s))+ (s − 1)
s∫
0
Γ
(
h(τ)
)
dτ,
−s
1∫
0
(s ∧ τ − sτ )Γ (h′(τ ))dτ = (s2 − s)
s∫
0
τΓ
(
h′(τ )
)
dτ − s2
1∫
s
(1 − τ)Γ (h′(τ ))dτ
= s
s∫
0
Γ
(
h(τ)
)
dτ − s2
1∫
0
Γ
(
h(τ)
)
dτ.
Finally,
−s
1∫
0
1∫
τ
(1σ<s − s)Γ
(
h′(σ )
)
dσ dτ
= −s
s∫
0
1∫
τ
(1σ<s − s)Γ
(
h′(σ )
)
dσ dτ + s2
1∫
s
1∫
τ
Γ
(
h′(σ )
)
dσ dτ
= −s2Γ (h(s))+ s
s∫
0
Γ
(
h(τ)
)
dτ − s2
1∫
0
Γ
(
h(τ)
)
dτ.
Summing the four expressions to and taking a derivative with respect to s indicates that
d
ds
(∑
k∈S0
adk adk h
)
(s) = (2s − 2s2)Γ (h′(s))+ 4
s∫
0
Γ
(
h(τ)
)
dτ − 4s
1∫
0
Γ
(
h(τ)
)
dτ,
and the desired expression follows after an integration by parts. 
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The proof of the following theorem is merely the substitution of the above calculations into
Definition 9.
Theorem 19. For any h ∈ H(g),
Ric(h,h) = −1
2
δ(0)
1∫
0
(
tr(adh(s) adh(s))+ tr
(
ad†h(s) adh(s)
))
ds
+ 1
2
1∫
0
s
(
Γ
(
h′(s), h′(s)
)− tr(ad†
h′(s) adh′(s)
))
ds
− 1
4
(
tr(adh(1) adh(1))+ tr
(
ad†h(1) adh(1)
))
.
Furthermore, for any h ∈ H0(g),
Ric0(h,h) = −12δ(0)
1∫
0
(
tr(adh(s) adh(s))+ tr
(
ad†
h(s)
adh(s)
))
ds
+ 1
2
1∫
0
(
s − s2)(Γ (h′(s), h′(s))− tr(ad†
h′(s) adh′(s)
))
ds
−
1∫
0
Γ
(
h(s), h(s)
)
ds +
1∫
0
1∫
0
Γ
(
h(s), h(τ )
)
ds dτ.
Remark 20. It is clear that Ric(h,h) > −∞ and Ric0(h,h) > −∞ iff
1∫
0
(
tr(adh(s) adh(s))+ tr
(
ad†h(s) adh(s)
))
ds  0.
Since it is possible to let h = uX for u ∈ H(R) and X ∈ g, for the Ricci tensors to be bounded
below it is necessary that
tr(adX adX)+ tr
(
ad†X adX
)
 0
for all X ∈ g.
Example 21. In the case where G is of compact type with an Ad-invariant metric, we have for
X ∈ g, the Killing form B (see Section II.6 of [14], for example) satisfies
B(X,X) := tr(adX adX) = − tr
(
ad†X adX
)= −Γ (X,X).
We observe then that this implies that for any h ∈ H(g) and all s ∈ [0,1],
tr(adh(s) adh(s))+ tr
(
ad† adh(s)
)= 0h(s)
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Γ
(
h′(s), h′(s)
)− tr(ad†
h′(s) adh′(s)
)= 0
for all s.
Substituting these into the expression in Theorem 19, we see that for all h ∈ H(g),
Ric(h,h) = 0.
This agrees with the observation that path group is flat (see Theorem 2.3 of [11] or Theorem 8.1
of [7]). For any h ∈ H0(g), we get
Ric0(h,h) = −
1∫
0
Γ
(
h(s), h(s)
)
ds +
1∫
0
1∫
0
Γ
(
h(s), h(τ )
)
ds dτ
=
1∫
0
B
(
h(s), h(s)
)
ds −
1∫
0
1∫
0
B
(
h(s), h′(τ )
)
ds dτ. (18)
This expression is consistent with Proposition 2.10 of [12] and Theorem 3.12 of [8].
3. Finite dimensional calculations
In this section, we compute the Ricci tensor of GP and GP0 , the finite dimensional approx-
imations to H(G) and H0(G) described in Notation 1. By Proposition 3, it suffices to consider
the appropriate bilinear forms on the spaces HP (g) and HP0 (g) described in Definition 2.
3.1. Preliminaries
Recall that the Lie bracket on HP (g) and HP0 (g) is given by [h, k]P = P P [h, k], where
P P :H(g) → HP (g) denotes orthogonal projection. We will let adPh :HP (g) → HP (g) de-
note the adjoint endomorphism, and we will denote the transposes adP∗h and adPh on HP (g)
and HP0 (g) respectively.
For P = {0 = s0 < s1 < · · · < sn < sn+1 = 1}, we note that HP (g) consists of all paths which
can be written as
h(s) =
n+1∑
i=1
χi(s)
δih
δi
, (19)
where δi := si − si−1, δih ∈ g, and
χi(s) := s ∧ si − s ∧ si−1
for all 1  i  n + 1. The use of the notation δih is suggestive of the fact that δih =
h(si)− h(si−1). Notice that
χ ′i (s) = 1s∈(si−1,si ),
and for h given by Eq. (19),
‖h‖2H(g) =
n+1∑ ‖δih‖2g
δi
. (20)i=1
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that for h, k ∈ HP (g)
(
adPh k
)
(s) =
n+1∑
i=1
χi(s)
1
δi
(
adh(si ) k(si)− adh(si−1) k(si−1)
)
.
Notation 22. We will let SP and SP0 denote orthonormal bases of H
P (g) and HP0 (g) respec-
tively.
Notation 23. Given endomorphisms A :HP (g) → HP (g) and B :HP0 (g) → HP0 (g), we will
denote the traces
TrP (A) :=
∑
k∈SP
〈Ak,k〉H and TrP0 (B) :=
∑
k∈SP0
〈Bk, k〉H .
Definition 24. For h ∈ HP (g), define the Ricci curvatures
RicP (h,h) := −1
2
TrP
(
adPh adPh
)− 1
2
TrP
(
adP∗h adPh
)+ 1
4
∑
k∈SP
〈
adPk adP∗k h,h
〉
H
and for h ∈ HP0 (g),
RicP0 (h,h) := −
1
2
TrP0
〈
adPh adPh
〉
H
− 1
2
TrP0
(
adPh ad
P
h
)+ 1
4
∑
k∈SP0
〈
adPk ad
P
k h,h
〉
H
.
Remark 25. Due to Proposition 3, the above Ricci curvatures are identified with those of GP
and GP0 under the maps π
P and πP0 . Hence a bound on the above is equivalent to a bound on
the Ricci curvature of our finite dimensional approximations.
Since HP (g) and HP0 (g) are finite dimensional, the traces defined above are clearly ba-
sis independent. We will find it convenient to do our calculations with a basis similar to
the good bases described in Definition 6. Specifically, we let SP (R) and SP0 (R) denote or-
thonormal bases for HP (R) and HP0 (R), then use the bases S
P = {uX}u∈SP (R),X∈B and
SP0 = {uX}u∈SP0 (R),X∈B .
Proposition 26. For 1 i, j  n+ 1, we have∑
u∈SP (R)
u(si)u(sj ) = si ∧ sj
and ∑
u∈SP0 (R)
u(si)u(sj ) = si ∧ sj − sisj .
Proof. If h ⊥ HP (R), then h(si) = 0 for all i = 0,1, . . . , n+ 1. So it follows by Proposition 11
that for any si , sj ∈ P ,
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∑
S(R)
u(si)u(sj ) =
∑
SP (R)
u(si)u(sj ).
The loop case is similar. 
Remark 27. Some useful applications of the above proposition are
∑
u∈SP (R)
u(si)δju =
{
0 if i < j,
δj if i  j
and ∑
u∈SP0 (R)
u(si)δju =
{−siδj if i < j,
(1 − si)δj if i  j.
Finally we make some remarks on estimates that will prove useful in the sequel.
Remark 28. For all h ∈ H(g) and any s ∈ [0,1], we have ‖h(s)‖g  ‖h‖H . This follows since
∥∥h(s)∥∥
g
=
∥∥∥∥∥
s∫
0
h′(t) dt
∥∥∥∥∥
g

s∫
0
∥∥h′(t)∥∥
g
dt  ‖h′‖L1([0,1])  ‖h‖H .
Furthermore, we note that if h ∈ HP (g) is given as in Eq. (19), then
‖h′‖L1([0,1]) =
n+1∑
i=1
‖δih‖g  ‖h‖H .
3.2. Evaluation of the Ricci curvatures
We start by observing that since adPh k only depends on the values of h and k at the partition
points, we have that for h, k ∈ HP (g),
adPh adPh k = P P (adh adh k),
and so
(
adPh adPh k
)
(s) =
n+1∑
i=1
χi(s)
1
δi
(
adh(si ) adh(si ) k(si)− adh(si−1) adh(si−1) k(si−1)
)
.
So now it follows that
TrP
(
adPh adPh
)= ∑
k∈SP
1∫
0
〈(
adPh adPh k
)′
(s), k′(s)
〉
ds
=
∑ n+1∑ 1
δi
〈
adh(si ) adh(si ) k(si)− adh(si−1) adh(si−1) k(si−1), δik
〉
k∈SP i=1
M. Cecil / Bull. Sci. math. 133 (2009) 383–405 399=
n+1∑
i=1
1
δi
( ∑
u∈SP (R)
u(si)δiu
)
tr(adh(si ) adh(si ))
−
n+1∑
i=1
1
δi
( ∑
u∈SP (R)
u(si−1)δiu
)
tr(adh(si−1) adh(si−1)).
This, along with Proposition 26 and a short calculation yields the following:
Proposition 29. For h ∈ HP (g),
TrP
(
adPh adPh
)= n+1∑
i=1
tr(adh(si ) adh(si )),
and for h ∈ HP0 (g),
TrP0
(
adPh adPh
)= n+1∑
i=1
tr(adh(si ) adh(si )).
For the next term,
TrP
(
adP∗h adPh
)= ∑
k∈SP
1∫
0
〈(
adPh k
)′
(s),
(
adPh k
)′
(s)
〉
ds
=
n+1∑
i=1
1
δi
∑
k∈SP
∥∥adh(si ) k(si)− adh(si−1) k(si−1)∥∥2
=
n+1∑
i=1
1
δi
( ∑
u∈SP (R)
u(si)u(si)
)
tr
(
ad†h(si ) adh(si )
)
+
n+1∑
i=1
1
δi
( ∑
u∈SP (R)
u(si−1)u(si−1)
)
tr
(
ad†h(si−1) adh(si−1)
)
−
n+1∑
i=1
1
δi
( ∑
u∈SP (R)
u(si−1)u(si)
)
tr
(
ad†h(si−1) adh(si )
)
−
n+1∑
i=1
1
δi
( ∑
u∈SP (R)
u(si)u(si−1)
)
tr
(
ad†h(si ) adh(si−1)
)
.
We now substitute the expressions from Proposition 26 in the above in both the path and loop
cases and, after some simplification, get the following:
Proposition 30. For h ∈ HP (g),
TrP
(
adP∗h adPh
)= n+1∑ tr(ad†h(si ) adh(si ))+
n+1∑ si−1
δi
tr
(
ad†δih adδih
)
,i=1 i=1
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TrP0
(
adPh ad
P
h
)= n+1∑
i=1
tr
(
ad†h(si ) adh(si )
)+ n+1∑
i=1
si−1 − sisi−1
δi
tr
(
ad†δih adδih
)
.
For the last terms in Definition 24 we begin by observing that
adP∗k h =
∑
l∈SP
〈
adP∗k h, l
〉
H
l =
∑
l∈SP
〈
h,adPk l
〉
H
l,
and so∑
k∈SP
〈
adPk adP∗k h,h
〉
H
=
∑
k∈SP
〈
adPk
( ∑
l∈SP
〈
h,adPk l
〉
H
l
)
, h
〉
H
=
∑
k,l∈SP
∥∥(h,adPk l)∥∥2H .
Setting δi(adk l) := adk(si ) l(si)− adk(si−1) l(si−1), we see that
〈h,adk l〉H =
n+1∑
i=1
1
δi
〈
δih, δi(adk l)
〉
and hence it follows that
∑
k,l∈SP
∥∥(h,adk l)∥∥2H =
n+1∑
i,j=1
∑
k,l∈SP
1
δiδj
〈
δih, δi(adk l)
〉〈
δjh, δj (adk l)
〉
=
n+1∑
i,j=1
∑
u,v∈SP (R)
δi(uv)δj (uv)
δiδj
Γ (δih, δjh) (21)
where δi(uv) := u(si)v(si)− u(si−1)v(si−1) and Γ is defined as in Notation 16.
Proposition 31. For all 1 i, j  n+ 1,∑
u,v∈SP (R)
δi(uv)δj (uv) = 1i=j (si + si−1)δi
and ∑
u,v∈SP0 (R)
δi(uv)δj (uv) = δiδj (si ∧ sj + si−1 ∧ sj−1)(−2 + si ∨ sj + si−1 ∨ sj−1)
+ 1i=j δi(si + si−1 − 2sisi−1).
Proof. Set
F(i, j) :=
∑
u,v∈SP (R)
δi(uv)δj (uv) and F0(i, j) :=
∑
u,v∈SP0 (R)
δi(uv)δj (uv).
Notice that if i < j , then
F(i, j) = s2 − s2 − s2 + s2 = 0.i i−1 i i−1
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F(i, i) = s2i − 2s2i−1 + s2i−1 = s2i − s2i−1 = δi(si + si−1)
which gives the first result. If again i < j , then
F0(i, j) = (si − sisj )2 − (si − sisj−1)2 − (si−1 − si−1sj )2 + (si−1 − si−1sj−1)2
= δiδj (si + si−1)(−2 + sj + sj−1).
Finally,
F0(i, i) = δi(si + si−1 − 2sisi−1)+ δ2i (si + si−1)(−2 + si + si−1). 
Proposition 32. For any h ∈ HP (g),
∑
k∈SP
〈
adPk adP∗k h,h
〉
H
=
n+1∑
i=1
si + si−1
δi
Γ (δih, δih),
while for any h ∈ HP0 (g),
∑
k∈SP0
〈
adPk ad
P
k h,h
〉
H
=
n+1∑
i=1
si + si−1 − 2sisi−1
δi
Γ (δih, δih)
+
n+1∑
i=1
2(si + si−1)Γ
(
δih,h(si)+ h(si−1)
)
+
n+1∑
i,j=1
(si + si−1)(sj + sj−1)Γ (δih, δjh).
We put Propositions 29, 30, and 32 together to get the following theorem.
Theorem 33. For any h ∈ HP (g),
RicP (h,h) = −1
2
n+1∑
i=1
(
tr(adh(si ) adh(si ))+ tr
(
ad†h(si ) adh(si )
))
− 1
2
n+1∑
i=1
si−1
δi
tr
(
ad†δih adδih
)+ 1
4
n+1∑
i=1
si + si−1
δi
Γ (δih, δih),
while for h ∈ HP0 (g),
RicP0 (h,h)
= −1
2
n+1∑
i=1
(
tr(adh(si ) adh(si ))+ tr
(
ad†h(si ) adh(si )
))
+
n+1∑ 1
δi
(
1
4
(si + si−1 − 2sisi−1)Γ (δih, δih)− 12 (si − sisi−1) tr
(
ad†δih adδih
))
i=1
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2
n+1∑
i=1
(si + si−1)
(
Γ
(
δih,h(si)
)+ Γ (δih,h(si−1)))
+ 1
4
n+1∑
i,j=1
(si + si−1)(sj + sj−1)Γ (δih, δjh).
Corollary 34. The Ricci curvatures of GP and GP0 are bounded below independent of partition
iff for all X ∈ g,
tr(adX adX)+ tr
(
ad†X adX
)
 0.
Proof. Define the constants
C1 := sup
‖X‖g=1
∣∣tr(ad†X adX)∣∣ and C2 := sup‖X‖g,‖Y‖g=1
∣∣Γ (X,Y )∣∣. (22)
Then the following inequalities hold∣∣∣∣∣
n+1∑
i=1
tr(ad†δih adδih)
δi
∣∣∣∣∣
n+1∑
i=1
C1
‖δih‖2g
δi
= C1‖h‖2H ,
∣∣∣∣∣
n+1∑
i=1
Γ (δih, δih)
δi
∣∣∣∣∣
n+1∑
i=1
C2
‖δih‖2g
δi
= C2‖h‖2H ,
and using Remark 28∣∣∣∣∣
n+1∑
i=1
Γ
(
δih,h(si)
)∣∣∣∣∣
n+1∑
i=1
C2‖δih‖g
∥∥h(si)∥∥g  C2‖h‖H
n+1∑
i=1
‖δih‖g  C2‖h‖2H .
These and very similar estimates can be used to show that both RicP (h,h) and RicP0 (h,h) are
of the form
−1
2
n+1∑
i=1
(
tr(adh(si ) adh(si ))+ tr
(
ad†h(si ) adh(si )
))+CP (h,h), (23)
where CP satisfies |CP (h,h)| C‖h‖2H with the constant C independent of partition. Of course,
CP and C are different in the path and loop case. We will restrict the remainder of our argument
to the path case. The loop case will follow by very similar arguments.
It is clear that if tr(adX adX)+ tr(ad†X adX) 0 for all X ∈ g, then
−1
2
n+1∑
i=1
(
tr(adh(si ) adh(si ))+ tr
(
ad†h(si ) adh(si )
))
 0
for all h ∈ HP (g), and hence
RicP (h,h) CP (h,h)−C‖h‖2H .
Assume that there exists an X ∈ g with tr(adX adX) + tr(ad†X adX) = 2
 > 0. We further-
more assume that ‖X‖g = 1. Let u ∈ H(R) be given by u(s) = 2s if 0 s  1 and u(s) = 1 if2
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2  s  1. Note that ‖u‖H(R) =
√
2. Suppose P is a partition such that #(P) = n, 12 ∈ P , and P
has m partition points in the interval [ 12 ,1]. Then
n+1∑
i=1
u(si)
2 m = m
2
‖u‖2H(R). (24)
Set h = uX ∈ HP (g). Then ‖h‖H = ‖u‖H(R) and we see that
RicP (h,h) = −

n+1∑
i=1
u(si)
2 +CP (h,h).
Eq. (24) makes it clear that by choosing m large enough, we get
RicP (h,h) < −N‖h‖2H(g),
for any N > 0. Hence RicP is not bounded below independent of partition. 
Example 35. We consider the case where G is of compact type with Ad-invariant metric. Con-
sider h ∈ H(g), and the corresponding P Ph ∈ HP (g). Then by Theorem 33 and the relations
outlined in Example 21, we see that
RicP
(
P Ph,P Ph
)= 1
4
n+1∑
i=1
Γ (δih, δih).
Notice that if we let Q denote the quadratic variation and C2 the constant defined in Eq. (22),
then
lim
|P |→0
∣∣∣∣∣14
n+1∑
i=1
Γ (δih, δih)
∣∣∣∣∣ lim|P |→0C2/4
n+1∑
i=1
‖δih‖2g  C2/4Q(h) = 0,
which is in agreement with Example 21. Furthermore, if h ∈ H0(g), then
RicP0
(
P Ph,P Ph
)= 1
2
n+1∑
i=1
(si + si−1)
(
Γ
(
δih,h(si)
)+ Γ (δih,h(si−1)))
+ 1
4
n+1∑
i,j=1
(si + si−1)(sj + sj−1)Γ (δih, δjh)+ 14
n+1∑
i=1
Γ (δih, δih).
The third term tends to zero in the manner described above as |P| → 0, while the other two terms
can be seen as Riemann sum approximations to Eq. (18).
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We briefly discuss the primary motivation for this work: the application of lower bounds
on Ricci curvature of the finite dimensional approximations to quasi-invariance of heat kernel
measures on loop and path groups.
Given a connected unimodular Lie group G with left-invariant metric and B an orthonormal
basis for g = Lie(G), one can construct a G-valued process Σt with generator the elliptic oper-
ator 12 := 12
∑
X∈B X˜2. Here X˜ denotes the left-invariant extension of X ∈ g. For fixed T > 0,
the law of the endpoint process, νT := Law(ω → ΣT (ω)), is called the heat kernel measure
associated to the operator 12. Since G is unimodular,  is the Laplace–Beltrami operator.
In [6], estimates on the Lp(G,νT )-norms of the Radon–Nikodym derivatives of the translated
heat kernel measure with respect to the original are given. Specifically, if y ∈ G and p  1, then
it is shown that there is a constant c such that∥∥∥∥d(νT ◦Ly−1)dνT
∥∥∥∥
Lp(G,νT )
 exp
(
c(k, T ,p)d2(e, y)
)
, (A.1)
where k denotes a lower bound on the Ricci curvature of G and d2(e, y) represents the Rieman-
nian distance squared between y and the identity (see Remark 1.3 of [6]). It is important to note
that these estimates are independent of the dimension of the group G.
It is pointed out in Section 6 of [6] that Eq. (A.1) can be applied to certain infinite dimensional
situations where the infinite dimensional group G can be considered as a projective or injective
limit of finite dimensional unimodular Lie groups. It is necessary that these “finite dimensional
approximations” have Ricci curvature uniformly bounded below. For a more detailed statement,
see Theorems 6.1 and 6.2 of [6].
In [2], heat kernel measures are constructed on W(G) and L(G) associated to the differen-
tial operators on cylinder functions L = 12
∑
h∈S h˜2 and L0 = 12
∑
h∈S0 h˜
2
. Here S and S0 are
orthonormal bases for H(g) and H0(g) and h˜ represents the left-invariant extension of h ∈ H(g)
(or H0(g)). It is not difficult to show that the finite dimensional approximations of Notation 1 sat-
isfy the additional hypotheses of Theorem 6.1 of [6], hence a lower bound on the Ricci curvature
of our finite dimensional approximations independent of partition would indicate that the heat
kernel measures constructed in [2] are quasi-invariant under translations by finite energy paths.
Our main result, Theorem 5, indicates that the techniques of [6] can only be used to show
quasi-invariance of the heat kernel measures constructed in [2] in the case which was previously
known, that of G compact type with Ad-invariant metric (see [8,10]).
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