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Abstract—Determining the compression quality of an image
is important for photo forensics and image enhancement algo-
rithms. Unfortunately, there are a number of issues involved in
determining the compression quality of an image from its meta-
data or quantization tables. A compression quality estimation
algorithm based on visual inspection of detected compression
artefacts is presented. This method detects and extracts fea-
ture samples around compression block corners. These feature
samples are then pre-filtered to enhance the discontinuities
produced by compression artefacts. The feature samples are then
classified using a constricted Neural Network. The local quality
estimations are then combined using robust statistics to estimate
the maximum likelihood compression quality. This method was
shown to accurately estimate the compression quality of an image
without prior knowledge of the original uncompressed image.
Index Terms—Image compression quality, Blocking artefacts,
JPEG compression.
I. INTRODUCTION
Lossy compression has become popular due to the introduc-
tion of digital photography and the World Wide Web, where
data storage and data transmission bandwidth is limited. [1].
It allows a trade-off to be made between the compression
level and quality of an image, enabling reduced storage
requirements. The most popular method of lossy compression
is the JPEG compression standard, that is based on a discrete
cosine transform (DCT) block compression algorithm [2].
Each image is divided into 8×8 blocks, that are independently
compressed by discarding high-frequency information. If high
levels of compression are applied noticeable compression arte-
facts start to appear, the most common artefacts are blocking
artefacts and mosquito noise. A visual demonstration of the
effect of compression quality and the introduced blocking
artefacts can be seen in Fig. 1.
Knowing the compression quality of an image is important
for a number of applications. Methods that attempt to remove
or reduce the effect of compression artefacts require a measure
of how many artefacts might be present in an image [3].
Another important application is the detection of tampering
and manipulation within digital images [4]. The local quality
of different regions in an image can change when regions are
altered. The detection of these changes allows the automation
of digital image forensics [5]. Also, for archival purposes, it is
important to know the quality of different images, representing
the same information, so that the best image can be used for
storage [6].
(a) Original image (b) 75% Quality
(c) 50% Quality (d) 25% Quality
Fig. 1. The effect of different compression quality levels and the introduction
of blocking artefacts
The compression quality of a JPEG compressed image is
difficult to find as it is not stored in the metadata of the file
format. Some applications and cameras store the compression
quality as comments in the metadata, but this is inconsistent
between different manufacturers and software providers. Also,
when a previously compressed image is re-compressed and
stored using a different package, multiple comments with
compression quality values might be present in the metadata
[7].
Another more reliable method of estimating the com-
pression quality is to analyse the quantization tables of the
compressed image [8]. Brute force methods compare the
quantization tables of an image against a database of all
known cameras and software applications to determine the
compression quality. This comparison search can be com-
putationally expensive and the construction of an extensive
quantization table database can be difficult. Estimating the
ratio of values between quantization tables, and the scalar
factor used to construct quantization tables are other methods
that are sometimes used to estimate the compression quality
[7].
The issue with estimating the compression quality of an
image using the quantization tables is, when an image has
been compressed a number of times the compression qual-
ity might be much lower than what is represented in the
quantization tables [9]. Also, the quantization table might
not always be present such as when an image was stored
in a different image format or when an image was extracted
from an unknown video sequence or video feed. Therefore,
estimating the compression quality from the image’s visual
information must be considered as an alternative estimation
method.
In this work the discontinuities introduced by compression
blocking artefacts between different compression blocks are
used to estimate the compression quality of local regions in
an image. This is achieved without knowledge of the original
uncompressed image. The relationship between the introduced
artefact discontinuities observed at the corners between differ-
ent compression blocks and the compression quality is trained
using a Back-propagated Neural Network. Finally, all the
local quality estimates are then used to construct a probability
distribution function using Kernel Density Estimation (KDE).
The probability distribution function can then be used to de-
termine the maximum likelihood compression quality estimate
for an image.
This paper is organized as follows. A brief introduction
to Kernel density estimation and Neural Networks will be
provided in Section 2. In Section 3 a description of the algo-
rithmic steps involved in estimating the compression quality
from the compression artefacts will be presented. Section 4
contains the process of developing the testing dataset as well
as a description of the testing process. The results and an
analysis of the results will be provided in Section 5. Section 6
will conclude and some suggestions of possible improvements
will be provided.
II. BACKGOUND THEORY
A. Artificial Neural Networks
An Artificial Neural Network is a mathematical model that
enables the construction of a function that can map a set of
input data samples to a set of desired output data samples.
An example of this mapping can be seen Eqn. 1.
f : X → Y (1)
where X represents the input of the system and Y represents
the output.
The typical construction of an Artificial Neural Network is
provided in Fig. 2. The Network consists of an input layer, a
number of hidden layers and an output layer. Each of these
layers consist of a number of simple neuron nodes that are
linked together. Each of these neuron nodes have the ability
to linearly combine the the inputs provide from other nodes.
Information is propagated from the input layer, through the
hidden layers until the output layer is reached. Each input
Fig. 2. Overview of the structure of an Artificial Neural Network [10]
is weighted and accumulated for each neuron, then a non-
linear activation function is used to scale the response before
it is propagated [11]. When a training dataset is constructed of
example pairs such that (x, y), x ∈ X, y ∈ Y then the weights
of the network can be trained using supervised learning. This
will result in a mapping from the desired input to the desired
output of the system.
III. IMPLEMENTATION
A number of processing steps are required to estimate the
compression quality of an image. First, the colour information
of the input image is discarded, then the corners of the com-
pression blocks can be localized and the local regions around
these interest points can be extracted for further processing.
The extracted feature samples that have a sufficiently large
minimum and maximum intensity difference will be pre-
filtered or normalized to remove lighting effects and enhance
edge discontinuities. After the feature sample images have
been pre-filtered the compression quality of that sample can
be estimated using the trained Neural Network. The different
quality level estimates of each sample can then be used to
construct a Probability Distribution Function (PDF) using
Kernel Density Estimation. The maximum likelihood peak
of the PDF can then be used as the final estimate of the
compression quality. Each of these processing steps will now
be discussed in more detail.
A. Discard Colour Information
Since human observers are more sensitive to changes
in intensity, rather than differences in colour. The JPEG
compression algorithm converts images to the YCbCr colour-
space format [12], that allows it to discard more of the colour
information that is presented in the CbCr space and preserve
the intensity information that is stored in the Y channel. The
first stage of the compression quality estimator is to discard
the colour information and calculate the original Y channel of
the YCbCr colour space from the red, green and blue (RGB)
values of an image. Discarding of the colour information has
an added benefit that it will reduce the dimensionality of the
classification task. The Y channel can be calculate by linearly
weighing the red, green and blue components of each pixel
using Eqn. 2.
Y = 0.299×R+ 0.587×G+ 0.114×B (2)
B. Extract Artifact Features for Classification
As we want to analyse the compression artefacts to deter-
mine the compression quality, there are two possible regions
that can be evaluated. Most of the compression artefacts
occur on the edges and the corners between neighbouring
compression blocks as seen in Fig. 1. The reason for this
is that the compression algorithm does not take into account
the image information of the neighbourhood around the com-
pression block, this causes visible seams and discontinuities
to form. The edges between compression blocks separate
only two compression blocks whereas the corners separate
four compression blocks and the artefacts tend to be more
pronounced.
Fig. 3. Detection of compression block corners and extraction of feature
samples
The next step of the compression quality estimation algo-
rithm is to detect the corners between compression blocks.
This is a simple process as the compression blocks have a
fixed size of 8× 8, specified by the JPEG standard. A small
window of 8×8 pixels around each compression block corner
is extracted and will be processed by the following steps in
the algorithm. An overview of the feature sample extraction
process can be seen in Fig. 3.
Flat local image regions or regions with small gradient
changes do not produce strong artefacts over different com-
pression quality levels, these regions should be excluded from
the classification stage. This is achieved by calculating the
difference between the minimum and maximum intensity in
the extracted sample image. The difference is then compared
to an intensity threshold, and samples with an intensity
difference of less than 0.1 were discarded. These samples
would not provide valid contributions during the estimation
stage. An intensity threshold of 0.1 was empirically selected
and used by this algorithm.
The last processing step before samples can be classified
is the Normalization / Pre-filtering stage. As we are primarily
interested in discontinuities that form between neighbouring
compression blocks, thus the intensity values itself are not
important but the differences between local intensity values
are. Three different methods will be used to transform the in-
tensity values of the extracted regions into a more appropriate
form that will improve the classification ability of the Neural
Network. Mean-normalization of the intensity values, the 1st
order gradient magnitude calculated using the Sobel filter and
finally the 2nd order derivate calculated using the discrete
Laplacian kernel will be used to filter the extracted samples.
By performing this Normalization / Pre-filtering, less training
samples will be required when training the classification
network. The best Normalization / Pre-filtering method will
be determined during the testing of the quality estimation
algorithm.
1) Mean-Normalization: The first method, Mean-
normalization can be performed by calculating the mean
intensity value of an extracted sample image. The mean value
can then be subtracted from each pixel value of the sample
image; this has the effect of removing lighting changes over
large regions and scale the samples to have a zero mean. The
values of the feature sample images will be scaled between
the range of -1 and 1.
2) Calculating the Gradient Magnitudes of the Sample
Images: The magnitudes of the first order gradients act as a
form of edge detection. It will have a high response at regions
where edges are present and a low response on flat regions
or regions with slow gradient changes. The Sobel kernel was
used to filter the feature sample images [13]; regions with
discontinuities such as created by the compression artefacts
would will produce high 1st order gradient responses. After
the Sobel filter has been applied and the magnitudes have been
calculated, the output values of the feature sample images will
be in the range 0 to 1.
3) Pre-filtering the Sample Images using the Discrete
Laplace Filter: The final filtering method will be a convo-
lution operation of the feature sample images with a small
3x3 discrete Laplace kernel [14]. Filtering the feature sample
images with a discrete Laplace filter will result in the calcu-
lation of the 2nd order derivatives. Second order derivatives
have the high response where gradients change in more than
one direction such as at corners; it has a lower response at
edges and a very low response on flat region. This allows
edges and potentially corner like feature to be used during
the classification process.
C. Compression Quality estimation using a Neural Network
This problem can be solved as a supervised learning prob-
lem as we are able to construct a large dataset of input feature
samples and what their corresponding output compression
quality values should be. The MIRFLICKR25000 dataset was
used, this dataset consist of 25000 images and photos that
were upload on the social photography site Flickr [15]. It
consists of a wide variety of photos of nature, architecture,
people and animals.
To construct the training dataset, each of the images in this
dataset was down-sampled by a factor of 2 and compressed
with the JPEG algorithm using a uniform random compression
quality between 1% and 100%. The colour information was
discarded and the feature extraction process provided in Fig.
3 was performed. Each of the samples was stored including
the compression quality of the image that the feature was
extracted from, the stored compression quality was scaled
between the range 0 and 1 where 0 represent 0% compres-
sion quality and 1 represents 100% compression quality. A
dataset of 423133 example feature samples with compression
qualities could be generated and was used for training
The neural network has 64 inputs for each of the pixel
values of the extracted feature sample image and 1 output,
that is the scaled compression quality. A number of different
restricted Neural Network architectures were tested:
• Single Layer Network:
64(inputs)→ 1(Output)
• Two Layer Network:
64(inputs)→ 32→ 1(Output)
• Three Layer Network:
64(inputs)→ 43→ 22→ 1(Output)
• Four Layer Network:
64(inputs)→ 48→ 32→ 16→ 1(Output)
This Neural Network was optimized by using an ADAM
based gradient decent algorithm with Beta1 set to 0.9 and
Beta2 set to 0.995 with Bias units that were added to the
input nodes and the hidden layers. Max-norm regularization
of 5 was also used. The learning rate was decayed linearly
from the max learning rate, 0.01, at iteration 1 until 0 was
reach for the maximum iteration, limited to 5000 iterations.
D. Combining Weak Estimates
After the Neural Network was trained, each of feature sam-
ples extracted from the corners of the compression blocks can
be classified using the Quality Estimation Neural Network.
This will result in a number of compression quality estimates
that was derived for a single image; a robust technique needs
to be used to combine these values into a single reliable
estimate.
Kernel Density Estimation (KDE) was used to construct a
probability density function of the underlying density distri-
bution. An array was create with 101 buckets, each buckets
corresponds to a single compression quality ranging from 0
to 100. Where the first bucket refers to a compression quality
of 0% and the last bucket refers to a compression quality of
100%.
The probability value of each bucket was calculated by
accumulating the contributions of each estimated compression
quality level. Each of these estimate’s contributions was
weighted by sampling a Gaussian Kernel with a sigma of 4.0
for the corresponding bucket position. After the probability
distribution was calculated the location of the maximum
probability can be found, the location or bucket with the
maximum probability response relates to the most probable
compression quality estimate.
IV. EXPERIMENTAL SETUP
A subset of 300 images from the MIRFLICKR25000
dataset was randomly selected for testing [15]. These images
were excluded from the training dataset and was primarily
used for testing. Each image was down-sampled by a factor
of two to reduce the effect of previous compression artifacts
that might have been introduced.
A series of tests will be performed to find the optimal
configuration of the proposed method, the compression quality
will be tested for 10%, 30%, 50%, 70% and 90% quality.
These selected compression quality tests will provided a suf-
ficient spectrum of the estimation results that can be expected
from the proposed algorithm. Each test will compress each
of the testing images using the same specified compression
quality settings. Then the compressed image will be processed
by the proposed compression quality estimator to find the
maximum likelihood quality estimate for that image. A prob-
ability distribution of all these estimates will be constructed
providing an indication of the estimation accuracy achieved
over the full testing dataset for the different configurations of
the algorithm.
V. RESULTS
A. Pre-filtering and Neural Network Architecture Results
TABLE I
THE COMPRESSION QUALITY ESTIMATION MEAN SQUARED ERROR
(MSE) OF THE TRAINING DATASET AFTER 5000 TRAINING ITERATIONS
A number of pre-filtering and normalization techniques
were used to process the extracted feature samples, these
pre-processing steps helped to removed global lighting effects
and enhance the discontinuities of the compression artefacts.
Different constricted Neural Network architectures were also
tested to find a good balance between processing complexity
and estimation accuracy. The Mean Square Error (MSE),
calculated by comparing the estimation results of the clas-
sification networks to the training dataset for the different
configurations are provided in Table I. This will provide
a measure of how well the trained Neural Networks can
Fig. 4. The estimation results for 10% compression quality
Fig. 5. The estimation results for 30% compression quality
describe the transformation between the training dataset’s
inputs and outputs. A lower MSE value specifies that a better
fit was achieved. The four best configurations with the lowest
estimation errors were selected for further testing as seen in
Table I.
The Sobel pre-filtering slightly improved the MSE com-
pared to the Mean Normalized data, except when a complex 4
layer network was utilized. This allowed the Mean-normalized
Network to better handle complex transformations and pat-
terns. In almost all cases did the Laplacian based pre-filtering
have superior results compared to the other Normalization and
Pre-filtering methods. From these initial results it seems as if
the Laplacian based pre-filtering allows the Neural Network
to fit the data better.
B. Compression Quality Estimation Results
The compression quality estimation accuracy results for
the 10% compression quality level of the four best Neural
Network architectures can be seen in Fig. 4. As seen from
these results most of the methods overestimate the quality
of the image. At this low level of compression quality
the compression artefacts are severe and should be easily
distinguished from the image information. The Laplacian pre-
filtered Networks had the best estimation results and only
overestimated the quality by 3 levels. Mean normalization
overestimated by 7 levels. The Sobel pre-filtered Network
was the worst performer, it successfully classified some of
the images correctly,but on average it overestimated a large
majority of the images by 28 levels.
Fig. 6. The estimation results for 50% compression quality
Fig. 7. The estimation results for 70% compression quality
At the 30% compression quality it is becoming more
difficult to detect the compression artefacts compared to the
10% compression quality level. The spread of the errors
are becoming more pronounced as the different architectures
over- and underestimate the compression quality levels as
seen in Fig. 5. The 4-layer Laplacian pre-filtered Network
and the Mean-normalized Network had similar estimation
accuracies, they overestimated slightly by 7 levels. The 3-layer
Laplacian pre-filtered Network was not as consistent as the
4-Layer Laplacian pre-filtered Network, but it still had good
estimation accuracy. Again, the Sobel pre-filtered Network
was the worst performer as it struggled to accurately estimate
the compression quality of the test images.
For the 50% compression quality test provided in Fig. 6,
the 3 and 4-layer Laplacian pre-filtered Networks as well as
the Mean-normalized Network had very consistent estimation
results. The Sobel pre-filtered Network did not overestimate
the quality levels as severely as on the previous tests, it only
overestimated by 7 quality levels.
In the 70% compression quality test it can be seen that
error spread of the estimators are becoming wider, at this
compression quality level it is starting to become difficult
to distinguish the compression artefacts from image detail.
Human observers also struggle at these compression levels
as the image quality of the compressed image is good and
very few compression artefacts are visible. The Sobel pre-
filtered Network now underestimates the compression quality
level and the remaining networks had similar results as seen
in Fig. 7.
Fig. 8. The estimation results for 90% compression quality
At the 90% compression quality all the Neural Network
estimators are underestimating the image compression quality
level. There is only a slight visual difference between a
70% and 90% compressed images, which make is difficult
to detect compression artefacts and discontinuities between
neighbouring compression blocks. The 3-layer Laplacian pre-
filtered network had slightly better results compared to its
4-layer network counterpart. The Mean-normalized network
had similar results to the Laplacian pre-filtered Network
and the Sobel pre-filtered network performed poorly as it
underestimated the quality level dramatically.
The 3-layer Laplacian pre-filtered Network is selected as
the best configuration as it provides a good balance between
estimation accuracy and computational complexity. It has one
less hidden layer that needs to be processed to perform a
classification task and achieved results on-par with the more
complex tested network estimators.
VI. CONCLUSION
A method of estimating the compression quality level
from an image’s visual information was presented. Visual
compression artefacts are detected and analysed to estimate
the compression quality of the image without prior knowledge
of the original uncompressed image. The presented method
detects and extract feature samples at the corners between
compression blocks, these regions are filtered using a Lapla-
cian kernel to enhance the discontinuities of the compression
artefacts. A Neural Network is then used to classify the com-
pression quality of each of these extracted feature samples.
These compression quality estimates are then combined to
construct a probability distribution function that allows the
compression quality estimate with the highest probability to
be selected. The presented compression quality estimator was
tested over a wide range of compression quality settings
using photos from the MIRFLICKR25000 dataset. The results
demonstrated that this method is able to successfully estimate
the compression quality level from the observed compression
artefacts.
Currently, the local compression quality estimates are
combined to form a single global estimate, as a possible
future research direction differences between the estimated
local compression quality levels can be compared to estimate
alterations or insertions of visual data. Also, the estimation
accuracy can potential be improved by developing a system to
compensate for the overestimation of low compression quality
levels and the underestimation of high compression quality
levels.
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