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nung übernommen zu haben. Eine Zitierung von Textpassagen anderer
Autoren ist stets mit Quellenangaben versehen. Auswahl und Auswer-
tung des der Dissertation zugrundeliegenden Materials als auch die Erstel-
lung des Manuskriptes erfolgten eigenständig. Dabei habe ich weder die
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Retrieving three-dimensional data using imaging devices is a relevant task
for many applications in medical imaging, surveillance, industrial quality con-
trol, and others. As soon as we gain procedural control over parameters of
the imaging device, we encounter the necessity of well-defined reconstruction
goals and we need methods to achieve them. Hence, we enter next-best-view
planning. The vast part of relevant literature discusses planning approaches
to sample the whole surface of an object using a range scanning device. In this
work, we present a formalization of the abstract view planning problem and
deal with different planning aspects, whereat we focus on using an intensity
camera without active illumination. As one aspect of view planning, employ-
ing a controlled environment also provides the planning and reconstruction
methods with additional information. We incorporate the additional know-
ledge of camera parameters into the Kanade-Lucas-Tomasi method used for
feature tracking. The resulting Guided KLT tracking method benefits from a
constrained optimization space and yields improved accuracy while regarding
the uncertainty of the additional input. Serving other planning tasks dealing
with known objects, we propose a method for coarse registration of three-
dimensional surface triangulations. By the means of exact surface moments
of surface triangulations we establish invariant surface descriptors based on
moment invariants. These descriptors allow to tackle tasks of surface re-
gistration, classification, retrieval, and clustering, which are also relevant to
view planning. In the main part of this work, we present a modular, online
approach to view planning for three-dimensional reconstruction. Based on
the outcome of the Guided KLT tracking, we design a planning module for
accuracy optimization with respect to an extended E-criterion. Further plan-
ning modules endow non-discrete surface estimation and visibility analysis.
The modular nature of the proposed planning system allows to address a
wide range of specific instances of view planning. The theoretical findings in




Die Rekonstruktion dreidimensionaler Modelle von Objekten unter Verwen-
dung bildgebender Sensoren ist eine bedeutende Aufgabenstellung hinsichtlich
vieler Anwendungsbereiche in der Medizin, bei der Überwachung, bei der
industriellen Qualitätskontrolle und anderswo. Sobald sich die Sensorik
innerhalb einer kontrollierten Umgebung befindet, also gewisse Parameter
zur Laufzeit angepaßt werden können und müssen, befindet man sich im
Anwendungsfeld der Ansichtenplanung. Die Ansichtenplanung zur dreidi-
mensionalen Rekonstruktion innerhalb einer kontrollierten Umgebung umfaßt
Methoden mit der Zielstellung, wohldefinierte Rekonstruktionsziele durch ab-
sichtsvolle Wahl der Parameter der kontrollierten Umgebung zu erreichen.
Ein Großteil der Literatur zur Ansichtenplanung beschäftigt sich mit der
Aufgabe, die Oberfläche eines Objektes mit einem Tiefensensor vollständig
abzutasten. Diese Arbeit befaßt sich, basierend auf einer abstrakten For-
malisierung, mit verschiedenen Teilaspekten der Ansichtenplanung, wobei die
Verwendung einer Intensitätskamera ohne aktive Lichtprojektion angenom-
men wird. Ein Aspekt der Ansichtenplanung ist die Anwendung zusätzlicher
Information, die durch die kontrollierte Umgebung geliefert wird. Hin-
sichtlich dessen stellt diese Arbeit eine Erweiterung der Merkmalsverfolgung
nach Kanade, Lucas und Tomasi vor. Als Ergebnis nutzt die erweiterte
Merkmalsverfolgung Wissen über die Kameraparameter zur Einschränkung
des Suchraumes der Optimierung unter Berücksichtigung von Unsicherheit,
was erhöhte Genauigkeit zur Folge hat. Des weiteren präsentiert diese Ar-
beit ein Verfahren zur Grobregistrierung von dreidimensionalen Oberflächen-
triangulationen mittels Momentinvarianten. Zu diesem Zweck werden exakte
Oberflächenmomente berechnet, welche die Grundlage bilden zur Erstel-
lung von Momentinvarianten. Die so erzeugten Merkmale von Oberflächen-
triangulationen können ebenfalls in Klassifikations- und Erkennungsaufgaben
Anwendung finden, so zum Beispiel in der modellbasierten Ansichtenpla-
nung, die Planungsziele bezüglich bekannter Objektmodelle umsetzt. Im
Hauptteil der Arbeit wird ein modularer, schritthaltender Ansatz zur An-
sichtenplanung bezüglich verschiedenster Teilziele vorgestellt. Basierend auf
der erweiterten Merkmalsverfolgung wird eine Methode zur Genauigkeits-
optimierung entwickelt. Weitere Planungsmodule leisten die Schätzung einer
kontinuierlichen Oberfläche und Sichtbarkeitsanalyse, wodurch der Weg zum
Planungsziel Vollständigkeit bereitet wird. Der modulare Aufbau des Pla-
nungssystems bietet die Möglichkeit, viele konkrete Instanzen des abstrak-
ten Problems Ansichtenplanung zu bearbeiten. Die theoretischen Ergeb-
nisse dieser Arbeit werden durch Experimente und Auswertung der relevanten
Größen untermauert.
vi
Owing to the fact that all experience is a process, no point of view




1.1 3D Reconstruction and View Planning . . . . . . . . . . . . . . . 1
1.1.1 Problem Existence and Motivation . . . . . . . . . . . . 3
1.1.2 Problem Formalization . . . . . . . . . . . . . . . . . . . 5
1.1.3 Applications of Solutions . . . . . . . . . . . . . . . . . . 7
1.2 Theoretical Approaches to View Planning . . . . . . . . . . . . . 11
1.2.1 Sampling and Interpolation . . . . . . . . . . . . . . . . 11
1.2.2 Probabilistic State Estimation . . . . . . . . . . . . . . . 15
1.3 Selected Approach and Contribution . . . . . . . . . . . . . . . . 18
1.4 Structure of this Work . . . . . . . . . . . . . . . . . . . . . . . 21
2 Literature Review of View Planning Methods 23
2.1 Model-based View Planning Approaches for 3D Reconstruction . 24
2.2 Data-driven View Planning Approaches for 3D Reconstruction . . 26
2.3 Further Aspects of View Planning . . . . . . . . . . . . . . . . . 29
2.4 Critical Acclaim . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3 Relevant Basics of Computer Vision 33
3.1 Camera Models . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.1.1 Affine Camera Models . . . . . . . . . . . . . . . . . . . 36
3.1.1.1 The Orthographic Camera Model . . . . . . . . 36
3.1.1.2 The Isotropically Scaled Orthographic Camera
Model . . . . . . . . . . . . . . . . . . . . . . 37
3.1.1.3 The Anisotropically Scaled Orthographic Cam-
era Model . . . . . . . . . . . . . . . . . . . . 37
3.1.1.4 The Paraperspective Camera Model . . . . . . . 38
3.1.2 Non-affine, Projective Camera Models . . . . . . . . . . . 40
3.1.2.1 The Pinhole Camera Model . . . . . . . . . . . 41
vii
viii CONTENTS
3.2 Camera Calibration . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2.1 Direct Calibration . . . . . . . . . . . . . . . . . . . . . 43
3.2.2 Self-Calibration . . . . . . . . . . . . . . . . . . . . . . . 45
3.3 3D Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.4 The Epipolar Geometry . . . . . . . . . . . . . . . . . . . . . . 51
3.5 The Correspondence Problem for Data Registration . . . . . . . 56
3.5.1 RANSAC Approaches . . . . . . . . . . . . . . . . . . . 57
3.5.2 The Correspondence Problem for Image Data . . . . . . . 59
3.5.2.1 Stereo Matching . . . . . . . . . . . . . . . . . 60
3.5.2.2 Feature Tracking . . . . . . . . . . . . . . . . 61
3.5.3 The Correspondence Problem for 3D Data . . . . . . . . 62
3.5.3.1 The Iterative-closest-points Algorithm . . . . . 62
3.5.3.2 Non-iterative Approaches . . . . . . . . . . . . 63
4 Guided KLT Feature Tracking for Controlled Environments 65
4.1 Applications and Relevance to View Planning . . . . . . . . . . . 65
4.2 Previous Work . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.3 Original KLT Feature Tracking . . . . . . . . . . . . . . . . . . 67
4.4 GKLT Tracking Using Known Camera Parameters in Considera-
tion of Uncertainty . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.4.1 GKLT Tracking with Manual Uncertainty Adjustment . . 70
4.4.2 GKLT Tracking with Integrated Uncertainty Estimation . 73
4.4.3 Combined GKLT Feature Tracking and 3D Reconstruction 77
4.5 Experimental Evaluation . . . . . . . . . . . . . . . . . . . . . . 81
4.5.1 Tracking Duration of GKLT1 Using Translational Warping 83
4.5.2 Accuracy of GKLT1 Using Translational Warping . . . . . 85
4.5.3 A Case Study: Comparing Optimization Steps . . . . . . 87
4.5.4 GKLT1 and GKLT2 with Translational Warping . . . . . . 88
4.5.5 GKLT2 Using Affine Warping . . . . . . . . . . . . . . . 92
4.5.6 Comparing KLT, GKLT2, and GKLT3D . . . . . . . . . . 93
4.6 Conclusion and Future Work . . . . . . . . . . . . . . . . . . . . 99
5 Coarse Registration of 3D Surface Triangulations 101
5.1 Applications and Relevance to View Planning . . . . . . . . . . . 101
5.2 Challenges and Selected Approach . . . . . . . . . . . . . . . . . 102
5.3 Previous Work . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.4 3D Coarse Registration . . . . . . . . . . . . . . . . . . . . . . 109
CONTENTS ix
5.4.1 Computing Local, Invariant Features of 3D Surface Tri-
angulations . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.4.2 Feature Selection . . . . . . . . . . . . . . . . . . . . . . 114
5.4.3 Registration by Optimal Point Assignment . . . . . . . . 115
5.5 Experimental Evaluation . . . . . . . . . . . . . . . . . . . . . . 116
5.5.1 The Influence of Different Point Densities on the 3D Reg-
istration . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.5.2 The Influence of Additional Noise on the 3D Registration 119
5.5.3 The Influence of Real Partial Overlap on the 3D Registration120
5.5.4 Registration Results Using Technical Surfaces with Real
Partial Overlap . . . . . . . . . . . . . . . . . . . . . . . 121
5.5.5 Assessing Surface Similarity and Clustering . . . . . . . . 124
5.6 Conclusion and Future Work . . . . . . . . . . . . . . . . . . . . 128
6 A Modular Approach to Online Next-best-view Planning 131
6.1 Benchmarking 3D Reconstructions from Next-best-view Planning 132
6.1.1 Literature Review . . . . . . . . . . . . . . . . . . . . . 132
6.1.2 The NBV Test Object . . . . . . . . . . . . . . . . . . . 133
6.1.3 Evaluating the Planning Result . . . . . . . . . . . . . . 136
6.1.3.1 Benchmarking Accuracy . . . . . . . . . . . . . 136
6.1.3.2 Benchmarking Completeness . . . . . . . . . . 136
6.1.3.3 The Overall Benchmark and an Example of Ap-
plication . . . . . . . . . . . . . . . . . . . . . 139
6.2 The Modular Online Planning System . . . . . . . . . . . . . . . 141
6.3 Accuracy Optimization Using an Extended E-criterion . . . . . . 145
6.3.1 Assessing Triangulation Uncertainty . . . . . . . . . . . . 146
6.3.2 Deriving an Extended E-criterion and Implementing a Closed-
form, Optimal Solution . . . . . . . . . . . . . . . . . . 155
6.4 Probabilistic Surface Estimation . . . . . . . . . . . . . . . . . . 160
6.5 Including Visibility Constraints . . . . . . . . . . . . . . . . . . . 165
6.6 Model-based Treatment of Geometric Primitives . . . . . . . . . 167
6.7 View Planning with Respect to the Reconstruction Method of
Factorization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
6.7.1 Reviewing Factorization . . . . . . . . . . . . . . . . . . 169
6.7.2 Simulating Planning Aspects . . . . . . . . . . . . . . . 173
6.7.2.1 Counting Degrees of Freedom . . . . . . . . . . 174
6.7.2.2 Assessing the Numbers of Points and Cameras . 175
x CONTENTS
6.7.2.3 Assessing Issues Regarding the Weak-perspective
Model . . . . . . . . . . . . . . . . . . . . . . 177
6.7.2.4 Assessing Rank Criteria . . . . . . . . . . . . . 180
6.7.3 Implications for View Planning Using Iterations of Weak-
perspective Factorization . . . . . . . . . . . . . . . . . 184
7 Experimental Evaluation 189
7.1 Basic Aspects of the Experimental Evaluation . . . . . . . . . . . 189
7.2 Assessing Accuracy Optimization Regarding the Extended E-criterion192
7.2.1 Catching Points . . . . . . . . . . . . . . . . . . . . . . 192
7.2.2 Evaluating Random, Regular, and Planned Camera Move-
ments . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
7.2.3 Evaluating Different Planning Strategies . . . . . . . . . 203
7.3 Assessing the Probabilistic Surface Estimation . . . . . . . . . . 209
7.4 Applying the Probabilistic Surface Estimation . . . . . . . . . . . 217
7.4.1 Visibility Analysis . . . . . . . . . . . . . . . . . . . . . 217
7.4.2 View Planning Using Surface Normals . . . . . . . . . . . 219
8 Conclusion 221
8.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221
8.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222
8.3 Acknowledgment . . . . . . . . . . . . . . . . . . . . . . . . . . 224
A Derivatives of Warping Functions 225
A.1 Warping Functions Used with the Original KLT Tracking . . . . . 225
A.2 Warping Functions for GKLT Tracking . . . . . . . . . . . . . . 227
B 3D Surface Moments 229
C 3D Moment Invariants 239
Bibliography 245
List of Own Publications 259
Index 263
List of Figures
1.1 An intensity camera mounted on a robotic arm serving as con-
trolled environment. . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 An abstract scheme of view planning essentials. The method of
view planning comprises 3D reconstruction and relates it to prior
knowledge, uses controlling abilities, and optimizes reconstruction
procedure and result with respect to well-defined reconstruction
goals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Examples of controlled imaging environments. The areas of ap-
plication comprise robots for hazardous and hostile areas, surveil-
lance, assistance and entertainment, medical imaging, industrial
quality control, and others. . . . . . . . . . . . . . . . . . . . . 12
1.4 The online planning cycle proposed in this work. . . . . . . . . . 20
3.1 An abstract scheme of image formation and 3D reconstruction
using a passive camera. The effects of dimension reduction, sam-
pling, quantization, and noise within the imaging process state
the inverse task of 3D reconstruction a difficult problem. . . . . . 34
3.2 A geometric interpretation of the paraperspective camera model
using terms of the perspective projection model, in particular the
camera center C and the image plane Z = f . The first stage of
the mapping is a parallel projection to the virtual support plane
Z = Z0. As the second stage, the model performs a perspective
projection of points on the support plane to the image plane. . . 38
3.3 A geometric interpretation of the pinhole camera model using the
camera center C and the image plane Z = f . The ray starting at
C and passing through a point P1 is the ray of sight of P1. The
intersection point of the ray of sight and the image plane defines
the corresponding image point p1. . . . . . . . . . . . . . . . . . 41
xi
xii LIST OF FIGURES
3.4 The principle of triangulation. Ideally, the task of 3D reconstruc-
tion using calibrated cameras consists of intersecting the rays of
sight of at least two image point correspondences x1 and x2. In
practice, one has to take into account various kinds of errors and
noise. The cameras having centers at C1 and C2 define a base-
line b12 that has influence on the robustness of the reconstruction
of the 3D point X. . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.5 A setup of two cameras. The properties of the epipolar geometry
are outlined in Section 3.4. . . . . . . . . . . . . . . . . . . . . 51
3.6 The aperture problem for 2D image correspondences. Given the
image point x1 in the first image, we aim at the correspond-
ing point in the second image. We observe the image structure
around x1 inside a local region r, which is an edge. Due to the
definition of the local region r, the image data does not provide
enough information to decide the correct position of the corre-
sponding point in the second image. We are left with the posi-
tional uncertainty along the image edge. The further description
is given in Section 3.5. . . . . . . . . . . . . . . . . . . . . . . . 55
4.1 Guided KLT feature tracking is a fundamental component of the
view planning method proposed in this work. . . . . . . . . . . . 66
4.2 The epipolar geometry theoretically constrains the feature trans-
lation along the epipolar line. Section 4.4 provides further expla-
nations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.3 The GKLT3D framework from a relational point of view. Inte-
grating 3D estimation in the tracking process allows additional
extensions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.4 Initial frame and 100 features selected for tracking. . . . . . . . . 83
4.5 Frame 9 of the tracking sequence. Light green crosses mark the
feature positions tracked by KLT, yellow diamonds by GKLT1
using w = 0.9. . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.6 First frame and 100 features selected for tracking. . . . . . . . . 85
4.7 Second frame. Light green crosses mark the feature positions
tracked by KLT, yellow diamonds by GKLT1 using w = 0.5. . . . 86
4.8 Close-ups from Figures 4.6 and 4.7. GKLT1 tracks all features
and preserves point alignment. . . . . . . . . . . . . . . . . . . . 87
4.9 Case study comparing KLT and GKLT1 using one feature. . . . . 87
LIST OF FIGURES xiii
4.10 KLT objective function and performed optimization steps while
tracking the feature shown in Figure 4.9. The initial solution is
in the convergence radius of a local, non-global minimum. Opti-
mizing unweightedly along the image axes favors the wrong local
minimum, KLT tracking does not reach convergence. . . . . . . . 89
4.11 GKLT1 (w = 0.9) objective function and optimization steps re-
garding the feature shown in Figure 4.9. Note that the objective
function is flipped with respect to Figure 4.10. GKLT only exe-
cutes small steps in non-epipolar direction. Large steps along the
epipolar line lead the optimization algorithm to the true optimum.
GKLT tracking reaches convergence. . . . . . . . . . . . . . . . 90
4.12 Test image and 3D reference data of the Horschtl figurine. . . . 91
4.13 Initial frame of a test sequence. The features used for tracking
are separated in terms of the optical structure. . . . . . . . . . . 93
4.14 All-aluminum NBV test object proposed in [Munkelt et al., 2007].
An outstanding artistic design provides optical surface structure
and hence features for tracking. . . . . . . . . . . . . . . . . . . 96
4.15 Initial frame and selected features. . . . . . . . . . . . . . . . . 98
5.1 In [Voß et al., 2001], the authors present 2D affine point match-
ing using invariants of non-centralized point moments. That is
to say, for point P the non-centralized moments of the whole
discrete point set endow moment invariants that can be seen as
a descriptor for point P in this particular point set. . . . . . . . . 103
5.2 Different sets of points (red) derived from the same real-world
surface S (black). The point sets are not equal, they differ in
terms of cardinality, distribution, density, and accuracy with re-
spect to S. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.3 Including non-discrete surface information (red dashed line seg-
ments) eases the strict inequality shown in Figure 5.2. We use
piecewise-linear approximations of the real-world surface. For the
particular case of 3D registration, we employ 3D surface triangu-
lations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.4 Since S′ 6= S, neither the surfaces nor the surface triangulations
are equal or similar, globally. Yet, regarding local regions (blue)
yields local similarity. . . . . . . . . . . . . . . . . . . . . . . . . 106
xiv LIST OF FIGURES
5.5 The task is to find a Euclidean transformation that aligns S1 and
S2 optimally in terms of representing the real-world surface S of
Dino Detlef. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
5.6 Spherical local regions (blue dashed) confine the triangles to use
for the calculation of moment invariants for the respective point
(red). The resulting feature describes the local surface around
the point. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5.7 Test data and results for Section 5.5.1. In spite of strongly differ-
ing sampling resolutions, we yield a 3D coarse registration valu-
able as an ICP initialization. Numerical results are given in Table
5.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
5.8 Test data and results for Section 5.5.2. For single cases, the pro-
posed method handles Gaussian noise up to σ = 4mm applied
to the vertex coordinates. Numerical results are given in Table 5.2.120
5.9 Test result for Section 5.5.3 and r = 25mm. The partially over-
lapping input surfaces are illustrated in Figures 5.5(a) and 5.5(b).
Numerical results are listed in Table 5.3. . . . . . . . . . . . . . 121
5.10 Test data and result for Section 5.5.4. The partially overlapping,
technical surfaces pose a special challenge for the proposed reg-
istration method. Numerical results are listed in Table 5.4. . . . . 123
5.11 Comparing local self-similarities as depicted in Section 5.5.5 using
the 3D reconstruction of the dinosaur, the length of which is
about 200mm. We select the middle toe on the left back foot
of the model as the reference vertex. The colors indicate feature
similarity of the respective vertex regarding the feature of the
reference point, reaching from red (most similar) over gray to
blue. Note that the colors depend on the similarity rank. . . . . . 125
5.12 Comparing local self-similarities as depicted in Section 5.5.5 using
the 3D reconstruction of the NBV object, the edge length of which
is 160mm. We select a corner of the notch as the reference
vertex. The colors indicate feature similarity of the respective
vertex regarding the feature of the reference point, reaching from
red (most similar) over gray to blue. Note that the colors depend
on the similarity rank. . . . . . . . . . . . . . . . . . . . . . . . 126
5.13 Clustering of local surface features (r = 10mm) according to
Section 5.5.5. Each random color represents a cluster. The ver-
tices of the surface triangulation are assigned to the cluster of
their respective surface feature. . . . . . . . . . . . . . . . . . . 127
LIST OF FIGURES xv
6.1 Model views of the proposed reference test object for view plan-
ning. The numbered elements are referred to in Section 6.1.2.
The Figures 4.14 and 4.15 present views of the manufactured
aluminum object. . . . . . . . . . . . . . . . . . . . . . . . . . . 134
6.2 Coverage analysis using a homogeneous point cover of the CAD
model as reference points. Some reference points are covered by
reconstructed points, some are not. For the depicted example, 10
of 16 reference points are covered, hence c = 62.5%. Further
explanations are given in Section 6.1.3.2. . . . . . . . . . . . . . 137
6.3 Different reconstructions of the negative half sphere, which is a
detail of the NBV test object. The surface meshes are shown for
better visualization only, while the benchmark uses not more than
the 3D points. . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
6.4 A specification of the proposed modular approach to view plan-
ning. The module of GKLT3D tracking is the only mandatory
one, since there is no 3D reconstruction without this module.
It enables accuracy optimization if wanted. Depending on the
planning goals and constraints, the algorithm may employ further
modules for surface estimation, visibility analysis, model-based
tasks, and completeness issues. . . . . . . . . . . . . . . . . . . 143
6.5 An illustration of the uncertainty of a 3D point estimate using
passive cameras and triangulation. The noise assumption is a
disturbance of the 2D image points. . . . . . . . . . . . . . . . . 146
6.6 A simple 2D geometric model investigating triangulation uncer-
tainty, and the symbols used in Section 6.3.1. Based on noisy
image points, the position of the observed point is uncertain in-
side the characterized region. Specification of Figure 6.5(c). . . . 147
6.7 A visual fortification of the assumption that the maximal diameter
of the 3D uncertainty volume equals the maximal diameter of the
2D uncertainty kite in Figure 6.6(a). . . . . . . . . . . . . . . . 149
6.8 Camera center ci lies on sphere S. Point estimate P̂ = C is
shown together with its covariance ellipsoid. . . . . . . . . . . . 157
6.9 Vector v1 indicates the direction of largest uncertainty of P̂.
Plane πp through P̂ = C is perpendicular to v1. The intersection
of πp and S yields the great circle ξp on S. . . . . . . . . . . . . 158
xvi LIST OF FIGURES
6.10 The shortest way from ci to ξp leads along the great circle ξs on
πs perpendicular to ξp. Intersecting the great circles ξs and ξp
provides points I1, I2. Point I1 is closer to ci. The camera is
moved on ξs towards I1 (red arrow). . . . . . . . . . . . . . . . 159
6.11 Establishing and reducing 3D triangles based on Delaunay trian-
gulation and visibility constraints. Colors (red to green) originate
from uncertainty ratings of the 3D points and from overlay in the
viewport (towards white). White pyramids indicate camera poses. 161
6.12 Candidate triangles and static voxel space. Each voxel (white
points) receives a probability to belong to the object surface.
Based on the voxel probabilities, we establish the respective prob-
ability for each triangle. . . . . . . . . . . . . . . . . . . . . . . 162
6.13 Concurrent probabilistic surface estimation for the dinosaur fig-
urine. Transparency indicates probability for each 3D triangle.
Colors (red to green) originate from uncertainty ratings of the 3D
points and from overlay in the viewport (towards white). . . . . . 163
6.14 An example of a simulated scene of 50 3D points (white dots) in
the unit cube and 50 cameras on a half sphere, the optical axes
of which (blue lines) are oriented towards the center of the corre-
sponding sphere with radius 10. The camera x-/y-axes (red/green
lines) are tangential to the sphere surface. More details are given
in Section 6.7.2. . . . . . . . . . . . . . . . . . . . . . . . . . . 174
6.15 Box plots of the reconstruction errors ǫ for P = 10 points and
F = 5, 6, . . . , 50 cameras. The points lie in a cube with edge
length 1, and the cameras on a half sphere with radius r = 10,
cf. Figure 6.14. . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
6.16 Median errors ǫ50 for simulations featuring different point num-
bers. An increasing number of points improves both accuracy and
reconstruction stability. . . . . . . . . . . . . . . . . . . . . . . 177
6.17 Box plots of the reconstruction errors for different values of radius
r, i. e. for different distances between scene points and cameras
and constant extent of scene points. Larger radii yield better
accuracy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
6.18 Box plots of the reconstruction errors for decentration dx and
sphere radius r = 10. The weak-perspective model penalizes the
gravity center of the image points being out of (0, 0)T. . . . . . . 179
LIST OF FIGURES xvii
6.19 Reconstruction errors for P = 5/40 collinear points (red/green)
in the unit cube, F = 5, 6, . . . , 50 cameras and r = 10. In com-
parison, the median error for 5 random points is around 0.0002. . 180
6.20 Reconstruction errors for P = 5/40 coplanar points (red/green)
in the unit cube, F = 5, 6, . . . , 50 cameras and r = 10. In com-
parison, the median error for 5 random points is around 0.0002. . 181
6.21 Reconstruction errors for P = 5 random points and F = 5, 6, . . . , 50
cameras, the positions of which are restricted to one meridian of
the camera sphere with r = 10. The x-/y-orientations are random
(red) or the x-orientation is constant (green). In comparison, the
median error for random cameras is around 0.0002. . . . . . . . . 182
6.22 Reconstruction errors for P = 5 random points and F = 5, 6, . . . , 50
cameras featuring identical orientations. The points are still es-
tablished inside the unit cube with edge length 1. . . . . . . . . . 184
6.23 Reconstruction errors for P = 5 random points and F = 5, 6, . . . , 50
camera positions that are random but optimized towards a maxi-
mal ratio of the singular values of the image points, i. e. preferably
collinear image points in the respective image. . . . . . . . . . . 185
7.1 General experimental setup exemplified by Dino Detlef. . . . . . . 190
7.2 Ground-truth 3D model of Dino Detlef obtained by a fringe-
projection system. . . . . . . . . . . . . . . . . . . . . . . . . . 191
7.3 3D scenes and camera positions achieved with/without catching
of lost points. . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
7.4 Numerical evaluation comparing ignoring and catching of lost
points after v views. Trivially, uncertainties and errors are re-
duced only for points that are tracked. For an increasing number
of lost features and without catching, the values stagnate. Catch-
ing allows to further reduce uncertainty and errors. . . . . . . . . 195
7.5 Example image of coplanar points and 3D scenes achieved with
different strategies using 250 frames each. . . . . . . . . . . . . 196
7.6 Numerical results for three runs using view planning according to
IMPROVE WORST. . . . . . . . . . . . . . . . . . . . . . . . . 197
7.7 Numerical results for three runs without view planning and ac-
cording to strategy RANDOM. . . . . . . . . . . . . . . . . . . 198
7.8 Numerical results for three runs without view planning and ac-
cording to strategy FIXED DIRECTION, which performs regular
camera movements. . . . . . . . . . . . . . . . . . . . . . . . . 199
xviii LIST OF FIGURES
7.9 Comparing the worst run of IMPROVE WORST with the best
ones of RANDOM and FIXED DIRECTION. . . . . . . . . . . . 200
7.10 Comparing median values of all runs from all strategies. . . . . . 201
7.11 3D scenes achieved with different strategies using 250 frames
each. Observed scene as in Figure 7.5(a). . . . . . . . . . . . . . 203
7.12 Numerical results for three runs using view planning according to
IMPROVE MEAN. . . . . . . . . . . . . . . . . . . . . . . . . . 205
7.13 Comparing median values of all runs of IMPROVE MEAN with
RANDOM and IMPROVE WORST. . . . . . . . . . . . . . . . . 206
7.14 Numerical results for three runs using view planning according to
IMPROVE CLUSTER. . . . . . . . . . . . . . . . . . . . . . . . 207
7.15 Comparing median values of all runs of IMPROVE CLUSTER
with RANDOM and IMPROVE WORST. . . . . . . . . . . . . . 208
7.16 Reconstruction example and completeness reference feature the
same mean distance of nearest neighbors µd. Surface information
not used. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210
7.17 Benchmarking accuracy and completeness using only reconstructed
3D points, i. e. the vertices of the estimated 3D surface triangu-
lation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211
7.18 Reconstruction example and resampled surfaces used for evaluat-
ing the estimated surface. . . . . . . . . . . . . . . . . . . . . . 213
7.19 Benchmarking accuracy and completeness using wanted 104 ran-
domly resampled points of the reconstructed surface triangula-
tion in Figure 7.18(b) and triangles with a surface probability
larger than zero. First surface estimation is triggered at frame
50. Results vary according to the continuously updated surface
probabilities of voxels. . . . . . . . . . . . . . . . . . . . . . . . 214
7.20 3D scene, i. e. cameras and estimated surface, as in Figure 7.18(b).
Additional points are random samples that have not been ob-
served by any camera, which is decided using the estimated sur-
face. The depicted samples hence describe the unseen part of the
measurement volume. . . . . . . . . . . . . . . . . . . . . . . . 218
7.21 Benchmarking accuracy and completeness considering the vertices
of an estimated surface. The optimization strategy is moving
the camera to sense the worst point preferably along the local
surface normal. While the 3D errors are mainly decreasing, the
reduction is not as straight and stable as the one achieved by
IMPROVE WORST. . . . . . . . . . . . . . . . . . . . . . . . . 220
List of Tables
4.1 A comparison of the KLT and GKLT3D frameworks in flowcharts.
The listed steps describe the performed actions for tracking one
feature in one frame. Further explanations are given in Section
4.4.3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.2 Tracking durations of KLT and GKLT1 in a sequence of 20 frames
for tracking. Further details in Section 4.5.1. . . . . . . . . . . . 84
4.3 Tracking accuracies of KLT and GKLT1 in two images. Further
details in Section 4.5.2. . . . . . . . . . . . . . . . . . . . . . . 86
4.4 Accuracy evaluation by mean error distance µE(mm) and stan-
dard deviation σE(mm) for each tracker. GKLT1 shows accu-
racy from 9% better to 269% worse than KLT, depending on
choice of w relative to respective uncertainty of camera param-
eters. GKLT2 performs slightly better than standard KLT in any
case tested. Without additional noise, the accuracy of GKLT2 is
5% better than KLT. . . . . . . . . . . . . . . . . . . . . . . . . 92
4.5 Tracking the 499 1D features shown in Figure 4.13(a) in 50
frames. GKLT2 provides better tracking duration and better ac-
curacy compared to KLT. The mean trail length is about 6%
larger and the mean error about 41% smaller for GKLT2. . . . . . 94
4.6 Skipping every second frame, we track 499 1D features in 25
frames, i. e. we increase the baseline between consecutive frames.
Again, GKLT2 provides better tracking duration and better accu-
racy compared to KLT. . . . . . . . . . . . . . . . . . . . . . . 94
4.7 Tracking the 100 2D features shown in Figure 4.13(b) in 50
frames. GKLT2 provides slightly better tracking duration and
better accuracy compared to KLT. . . . . . . . . . . . . . . . . 94
xix
xx LIST OF TABLES
4.8 The increased baseline also increases the performance gain: GKLT2
handles the larger baseline clearly better than KLT in terms of
tracking duration and accuracy. . . . . . . . . . . . . . . . . . . 95
4.9 Tracking the 28018 features shown in Figure 4.13(c) in 50 frames.
GKLT2 provides slightly better tracking duration and clearly bet-
ter accuracy compared to KLT. . . . . . . . . . . . . . . . . . . 95
4.10 Tracking 28018 features in 25 frames with increased baseline.
The advantage of GKLT2 over KLT is comparable to the case of
smaller baseline. . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.11 Comparison of tracking duration and accuracy for tracking the
features from Figure 4.15(b) in a short sequence of 11 frames,
one frame for feature detection. GKLT3D offers best accuracy. . . 97
4.12 Comparison in a long sequence of 201 frames, one frame for fea-
ture detection. GKLT3D shows, by far, the best tracking duration
and reconstruction accuracy. . . . . . . . . . . . . . . . . . . . . 97
5.1 Evaluating registration of surface triangulations with different
point densities. Our method proofs to be robust. Alignment
convergence is reached for strongly differing densities. . . . . . . 117
5.2 Evaluating registration of surface triangulations (10000 ↔ 1000
faces) with Gaussian noise of different levels. For single cases, the
coarse alignment still works with σ = 4mm, i. e. 99.73% of all
vertex X/Y/Z-coordinates are disturbed up to 12mm in each
dimension within the 3D model of length 200mm. . . . . . . . . 119
5.3 Evaluating registration in the presence of partial overlap. ICP
reaches convergence for a large range of values for radius r. . . . 122
5.4 Evaluating registration of technical surfaces shown in Figure 5.10
in the presence of partial overlap. ICP reaches convergence for
a large range of values for radius r, compared to the 32.5mm
radius of the half sphere in Figure 5.10(b). . . . . . . . . . . . . 124
6.1 Benchmark according to (6.1). For a particular object detail, the
specific number of views is hard to determine, so we omit it. The
basic benchmark is given by taking the average of the whole basic
object and the average of the details. The numbers reflect the
quality differences shown in Figure 6.3. . . . . . . . . . . . . . . 141
LIST OF TABLES xxi
7.1 Resampling of the reconstruction in Figure 7.18(b) using NR
points. Regard all triangles with surface probability P (T ∈ S) > 0.
Using more points, errors increase, resolution increases, but cov-
erage remains nearly constant. . . . . . . . . . . . . . . . . . . . 215
7.2 Resampling of the reconstruction in Figure 7.18(b). Regard all
NT triangles featuring surface probability P (T ∈ S) > tSP . Ex-
cluding triangles with low probability slightly improves accuracy. . 216
xxii LIST OF TABLES
Chapter 1
Introduction
This introductory chapter provides motivating thoughts concerning this en-
tire work as well as a concise problem specification. We grow the plot of this
work, give reasoning for its structure, and describe further framing aspects.
In addition, we endeavor to elaborate strictly theoretical approaches to the
task of next-best-view (NBV) planning, and reveal their implications and
practical boundaries.
1.1 3D Reconstruction and View Planning
The basic topic of this work is the task of three-dimensional (3D) reconstruc-
tion of a rigid object, given intensity images of this specific object. Mapping
an object to an intensity image reduces the dimension of the representation
from 3D to 2D, which makes the inverse – the 3D reconstruction – hard
to determine. Without further information, we have to use more than one
image of the object to estimate its 3D shape. In addition, we assume a po-
sitional difference, i. e. a translation between the imaging intensity cameras,
whereat one moving camera is equivalent to two stationary cameras assum-
ing a constant appearance of the scene. This problem formulation is known
as the structure-from-motion problem. In general, structure-from-motion
approaches try to estimate the 3D shape of an object. Simultaneously re-
covering the camera poses and internal properties is called self-calibration.
Either way, such approaches use correspondences of image points, cf. [Hart-
ley and Zisserman, 2003] page 238 and [Faugeras and Luong, 2001] page 19,
which are mappings of the same 3D world points, respectively.
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Figure 1.1: An intensity cam-
era mounted on a robotic arm
serving as controlled environ-
ment.
Many methods for 3D reconstruction make
use of additional prior knowledge about the
cameras. For instance, the knowledge of the
internal camera properties facilitates to ap-
ply the Tomasi-Kanade factorization [Tomasi
and Kanade, 1992] which yields camera mo-
tion and object shape. The case of known
cameras, in particular internal properties and
camera motion, allows standard triangulation
to compute the 3D object shape, cf. [Hart-
ley and Zisserman, 2003] page 312. These
examples illustrate the incorporation of prior
knowledge for the benefit of accuracy, robust-
ness, the simplicity of computation, or opti-
mality assertions. Chapter 3 gives a more in-
depth survey of approaches to 3D reconstruc-
tion with and without using prior knowledge.
Now, we go one step further and allow to
control the camera parameters during the re-
construction procedure. In doing so, we enter
active 3D reconstruction. Within this work,
the concept of active reconstruction does not
touch special lighting conditions such as structured ligth patterns, but re-
mains in the control of camera parameters. Figure 1.1 shows a controlled
environment consisting of an intensity camera mounted on a robotic arm.
The work at hand focuses on view planning, i. e. active 3D reconstruction,
using an intensity camera without controlled illumination, which we call pas-
sive camera in the following. As we show in Chapter 2, there are many view
planning approaches for different kinds of range scanners, including laser
scanners and fringe projection systems. However, the use of a passive cam-
era is worthy of a more thorough examination for several reasons. First, the
price tag compared to range sensors is smaller for a passive camera. Second,
range scanners such as fringe projection systems cannot cope with severe
optical structure on the object surface, since the optical structure interferes
with the light pattern. This is exactly the field of application where passive
cameras use the optical structure to solve the correspondence problem, which
also promotes combined sensor systems for view planning. Third, the wide
application of passive cameras in all-day life favors to transfer and scale view
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planning elements to related areas of interest.
In the following section we elaborate the consequences of using a con-
trolled environment for 3D reconstruction. We formalize the task and argue
that the additional controlling ability implies the need for explicitly defined
reconstruction goals.
1.1.1 Problem Existence and Motivation
A controlled environment, like a camera mounted on a robotic arm as shown
in Figure 1.1, provides the reconstruction procedure with additional prior
knowledge and active controlling abilities. These controlling abilities require
to purposively adjust the camera parameters during the reconstruction proce-
dure, which we call Next-best-view Planning or simply View Planning.
Initially, let us assume that we use a controlled environment, but do
not make any efforts to adapt our reconstruction procedure for purposive
actions, i. e. we do not apply view planning. In this case, we still want to
avoid random camera movements in an at least 6D parameter space of 3D
rotation and 3D translation, and we want to avoid a complete sampling of
this continuous 6D parameter space for obvious reasons. A human expert
could now find a simple non-random solution that leads the camera on a helix
path around the object, while the camera is directed to the object at each
position. The expert fixes the parameters of this path in order to achieve,
for instance, a complete 3D reconstruction of the object with a constant
large number of views, or to perform a quick reconstruction. For the former
case, the reconstruction algorithm is likely to process lots of data with only
little contribution to the result, which also means heavy load for the data
fusion; the latter case, on the contrary, is likely to miss details of the 3D
object shape. In either case, the first reconstruction attempt may miss the
implicitly designated goals, which would necessitate further runs and, hence,
further costs.
From the simple example described above we state the following obser-
vations.
1. We use a controlled environment for 3D reconstruction.
2. We do not aim at a random camera path, but we also work without
using a view planning algorithm.
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3. We have to move the camera somehow, so we consider what we want
to achieve, and we try to figure out how to achieve our findings.
4. We try to reach our goals by pre-plotting a camera path and assess the
result.
5. We are likely to find our goals unmet, at least we do not know exactly.
6. We adjust the plot of our camera path and hope to improve the result
in further runs.
7. We want to better adjust the camera parameters for a certain purpose,
in fact we do view planning.
Utilizing the above observations, we draw the following conclusions.
• Our observations contain a contradiction; we started by assuming that
we do not use view planning, but in the end we realized that we ac-
tually did. We resolve this contradiction by the following assertion:
If we want to carry out non-random 3D reconstruction within a con-
trolled environment, we implicitly perform at least a simple kind of view
planning.
• View planning should optimize the reconstruction procedure as well
as the result in terms of formalized, pre-defined reconstruction goals,
making obsolete any user interaction during the reconstruction process.
• We can think of contradictory reconstruction goals. Thus, view plan-
ning requires the user to define the planning goals and constraints con-
sistently.
• View planning needs to be data-driven in order to serve as a valid
approach for arbitrary objects. Otherwise, the planning method would
not be able to incorporate information that deviates from the intial
assumptions.
In summary we note that any 3D reconstruction using a controlled environ-
ment includes a more or less sophisticated way of view planning. Accordingly,
a view planning method should incorporate data feedback in order to meet
well-defined reconstruction goals in an optimal manner. We express our un-
derstanding of the view planning essentials in the abstract scheme of Figure
1.2, which we are going to formalize in the next section.
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Figure 1.2: An abstract scheme of view planning essentials. The method of
view planning comprises 3D reconstruction and relates it to prior knowledge,
uses controlling abilities, and optimizes reconstruction procedure and result
with respect to well-defined reconstruction goals.
1.1.2 Problem Formalization
With regard to standard methods for 3D reconstruction, view planning is
a high-level approach that parameterizes the reconstruction procedure for
a certain purpose. Likewise, view planning adjusts this parameterization
to the input data during the reconstruction process. In the following we
present a possible way to formalize next-best-view planning as a constrained
optimization procedure.
Optimization goals and constraints. The purpose of the 3D reconstruction
is to be defined by a set G of planning goals,
G = {g1, g2, . . .} , (1.1)
whereat the goals gi are formulated as equations, inequalities, or optimization
problems. For instance, we can aspire to reconstruct points of a certain part
of an object, to improve our reconstruction as long as the accuracy is below
a certain value, or to produce a maximal accuracy, respectively. While some
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planning goals may bring along an infinite optimization process, we find it
necessary to apply a set C of constraints,
C = {c1, c2, . . .} , (1.2)
that, for example, limit the number of views or demand a minimal change
of some measure between consecutive views. The consistent definitions of G
and C are due to the user and will not be addressed by this work.
Additional prior knowledge. Using a controlled environment provides prior
knowledge K,
K = {k1, k2, . . .} . (1.3)
An example is the case of given camera rotations and translations for each
view.
In addition to the information K provided by the environment, we also
know the current state of the reconstructed 3D data stored in a set R, which
is important to data-driven view planning.
Active control over camera parameters. Another important aspect of a
controlled environment is, trivially, the ability to actively control a set P of
parameters,
P = {p1, p2, . . .} . (1.4)
It is likely that we find P and K coming from the same basic set. Observing
the fact that we know at least the parameters that we have actively adjusted,
K contains the resulting parameters of previous planning steps.
Further we formally introduce the respective notations for view v. Given
the additional prior knowledge K(v), the view planning method yields a set
of parameters P(v) and computes a 3D reconstruction R(v). Having taken
v ≥ 2 views, a 3D reconstruction R(k) with k > v denotes an expected 3D
reconstruction R̂(k), which can also be seen as an a priori estimation. Without
using view indices, we denote the expected 3D reconstruction by R̂.
View Planning as an overall, constrained optimization. As stated above,
let R be a set comprising all reconstructed data at the current state, which
are, for instance, 3D points, 3D triangles, and further attributes to these
entities. View planning then tries to optimally transform R in order to reach
the planning goals G while sustaining the constraints C. Here, optimality
1.1. 3D RECONSTRUCTION AND VIEW PLANNING 7
can be associated both with the process and the result of view planning and
3D reconstruction. We simplify this fact by just pointing out that either of
these optimality criteria may be formulated in terms of planning goals and
constraints. Thus, by defining a suitable distance measure dG(R)→ R we are
able to assess the reconstruction qualities with regard to the planning goals.
Eventually, view planning adjusts the parameters in P in order to minimize
the distance measure dG applied to the expected 3D reconstruction R̂. As
a central statement of this work we conclude that one-step next-best-view







subject to C, (1.5)
where the reconstruction R depends on the actively chosen parameters P.
The expression in (1.5) is abstract enough to be valid for any kind of
sensing technique, planning goals, and constraints. Still, the actual objective
function dG(R̂) has to be chosen individually with respect to particular plan-
ning goals and reconstruction representations. The design and computation
of this objective function is one of the great challenges in developing view
planning methods.
Having found an optimal set of parameters P∗, we are able to actively
adjust our controlled environment accordingly. After the following sensing
process, our reconstruction data gathered in R is updated. By this means,
different choices of P influence the objective function in (1.5). We formalize
the way of computing the one set of optimal parameters for the one next
best view, so we regard one-step planning. Planning multiple steps can be
formalized as optimizing the objective function from (1.5) for a sequence, or







subject to C. (1.6)
While this formalization, naturally, is quite abstract, the next section will
give practical examples on view planning and describe the formulation of the
terms introduced above.
1.1.3 Applications of Solutions
Now, we take a closer look at actual view planning problems. We apply
our formalization, and we describe possible applications for view planning
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solutions. The following examples shall both fortify feasibility and provide
handy prospect of our formal definitions in Section 1.1.2.
Example A. One classical field of application for controlled environments
is industrial quality control. The task is to assess the quality of an object
that has been manufactured by machines based on a 3D CAD model. For
this example, we assume a controlled environment as illustrated in Figure 1.1,
i. e. a robotic arm and an intensity camera mounted upon. The motivation to
use view planning here is given by several reasons. First, a quality assessment
needs time and hardware usage, both of which cause costs that are to be
minimized. Second, a quality assessment shall provide an objective quality
measure that is reproducible in further runs. The latter cannot be achieved
by human experts planning the camera positions that seem optimal to them.
Formally, the reconstructed data R
(v)
A after view v comprises the K 3D points


























The planning goal is to limit the maximal reconstruction uncertainty, for
example, a suitable standard deviation σ
(v)






k ≤ b, (1.10)
GA = {gA1} , (1.11)
with a threshold b. Since this planning goal is mandatory to achieve compa-
rable 3D reconstructions, we do not apply any constraints,
CA = Ø. (1.12)
In order to meet the planning goal, the view planning method uses the robotic
arm to adjust camera rotation and translation (R(v+1), t(v+1)), thus the ac-
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with view v being the last one taken. The parameters of all previous views







: k = 1, . . . , v
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. (1.14)
Finally, the objective function dGA(R̂
(v+1)
A ) evaluates the distance between b













k − b , maxk σ̂
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k and j = 0 the expected variance equals the one observed, which
provides a further condition for termination. By this means, a proper view
planning method continues the reconstruction process until the standard de-
viation of each point is smaller than or equal to the threshold b. This is done
by maximally reducing the maximal expected variance at each step.
Example B. As a second example we consider the task of computing a 3D
city model using a mobile laser scanning system. A mobile laser scanner can
be attached to a car or can be lifted upon roofs, if necessary. In general,
laser scanners produce large amounts of data that challenge any data fusion
method. For this reason and in order to keep moving costs low, we want
to optimize the completeness of our 3D reconstruction while not exceeding a
number of vmax views. Formalizing completeness claims is a difficult task due
to the discrete nature of 3D point reconstruction, as we will outline in Section
6.1.3.2. That is why we keep this example abstract enough to assume that we
know a function c(RB)→ [0, 1] measuring the completeness of reconstruction
RB. The 3D data R
(v)
B after view v stores the reconstructed 3D points as well
















































10 CHAPTER 1. INTRODUCTION
i
(v)
kl ∈ N, 1 ≤ i
(v)
kl ≤M , k, l ∈ N, 1 ≤ k ≤ N , and 1 ≤ l ≤ 3. The additional
prior knowledge K
(v+1)
B includes the sensor position t
(v) and sampling density
s(v), whereat t(v) may be known from an integrated GPS system, and s(v) is
a hardware parameter of the laser scanner. Assuming we already have taken
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. (1.19)








in order to achieve maximal completeness,







GB = {gB1} . (1.22)
We restrict ourselves to take not more than vmax views, so
cB1 : v + 1 ≤ vmax, (1.23)
CB = {cB1} . (1.24)














Again, a suitable view planning method solves the constrained optimization
problem from (1.5) and, in this case, optimizes the completeness of the 3D
reconstruction within the constrained number of views.
The above examples formalize and illustrate two practical applications of
next-best-view planning, and they also emphasize the need to use a controlled
environment in such a purposive manner. Otherwise we compare reconstruc-
tion results that are not comparable (example A), and we waste effort and
energy by collecting more data than actually necessary (example B). Further-
more, the examples show that the actual challenges in view planning come
with the concrete formulation of the planning goals and the view planning
objective function. In doing so, we have to answer the following questions.
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• How do we represent our 3D reconstruction R?
• How do we express our planning goals with respect to R?
• What does an algorithm look like that actually optimizes the planning
goals in some sense?
Once we have answered these questions for a certain problem formulation,
it is possible to transfer and scale the solution to other problems. We find
it worthy to point this out; while a view planning method provides a quite
specific solution to a specific problem, it is still not confined to this initial
problem, in general. For example, a view planning method solving the prob-
lem from example A may also give a valuable foundation to another applica-
tion, that deals with optimizing the reconstruction accuracy using controlled
airborne sensors. There are many other controlled imaging environments
that allow for view planning approaches or, in our understanding, make a
well-defined view planning necessary. These devices include solutions for in-
dustrial quality control, medical imaging, robots for hazardous and hostile
areas, surveillance systems, and others, cf. Figure 1.3. Still, the above stated
questions remain. In the next section we try to answer them from a strictly
theoretical point of view.
1.2 Theoretical Approaches to View Planning
This section gives place to theoretical considerations about how to tackle the
view planning optimization problem. In opposition to Chapter 2, where we
provide a literature survey of known methods, the following lines describe
mathematical ideas for next-best-view planning. We start these consider-
ations regardless of practical circumstances and feasibility. Of course, we
could find innumerous theoretical approaches without stating further restric-
tions. Instead, we concentrate ourselves on nearby ideas and have a look at
interpolation and probabilistic estimation. Without getting lost in too much
detail, we describe view planning in terms of the respective vantage point
and examine limitations as well as implications in the context of this work.
1.2.1 Sampling and Interpolation
Given a real-world surface S, we take samples of this surface and compute
an interpolated surface S, which approximates S. This is the paradigm
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Figure 1.3: Examples of controlled imaging environments. The areas of appli-
cation comprise robots for hazardous and hostile areas, surveillance, assistance
and entertainment, medical imaging, industrial quality control, and others.
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of restoring a non-discrete function taking sample values. For the sake of
simplicity and without loss of generality, we refer to 1D surfaces. If S is
continuous, we can find a polynomial surface that approximates S inside an
interval arbitrarily exact, which is stated by the approximation theorem of
Weierstraß, cf. [Jeffreys and Jeffreys, 1988] page 446. Thus, the whole con-
tinuous surface S finds an arbitrarily exact approximation by a polynomial
or a piecewise polynomial representation.
Interpolation is based on sampling positions xn that provide sampling val-












[Jeffreys and Jeffreys, 1988] page 260. By setting SL(x) = L(x) we get
S(xn) = yn = SL(xn) and, hence, a (N − 1)th-order smooth approximation
of N points from S. Another way of interpolation is given by the Fourier
transformation, [Bose, 2003] page 75, [Süße, 20xx], which takes a periodic
function and transforms it into a trigonometric series. The periodic, discrete
function is given by the samples y(n) = S(xn) = yn, 0 ≤ n ≤ N − 1, whereat
we assume N -periodicity in the shape of yn = yn+kN , k ∈ Z, as a theoretical













where gk is the conjugate complex of gk. By this means we express the
discrete Fourier transform of our periodic function y by computing the finit-
number, discrete Fourier coefficients
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The inverse Fourier transform








reproduces the original function y using the Fourier coefficients αk, the fre-
quencies of y. Eventually, we yield a trigonometric interpolation ST (x) of the
discrete function y by replacing the argument n in (1.30) with a real-valued










X = ST (x). (1.31)
This interpolation holds for X = xN−1 − x0 and equidistant sampling posi-
tions xn = n
X
N
, 0 ≤ n ≤ N − 1, which can be seen from simply substitut-
ing the positions x in (1.31). At this point, we may focus on the num-
ber N of samples necessary to achieve an exact reconstruction of S, which
leads to the well-known sampling theorem, cf. [Bose, 2003] page 97. Given
the continuous function S(x) and kmax with the analog Fourier coefficients
βk = 0, |k| > kmax, the sampling theorem states that we can exactly restore
the original function S(x) using at least Nkmax = 2kmax + 1 equidistant sam-
ples (xn, yn), 0 ≤ n ≤ Nkmax . In this case the original function S(x) equals
the trigonometric interpolation polynom ST (x) from (1.31), and kmax is the
maximal frequency limiting the bandwith of the original function.
The theoretical consequences in the context of view planning are the fol-
lowing. In order to yield a true reconstruction of the real-world surface, we
have to sample the surface at a number of positions that depends on its lim-
iting frequency. Since this limiting frequency is unknown in general, we do
not know about the necessary number of samples. Nonetheless, the sampling
positions should be equidistant on the surface in order to confine the well-
known interpolation effect of uncontrolled oscillation. In this case, there is
nothing left to do for the view planning method, also since the interpolation
model does not regard camera positions. Another crucial assumption is a
continuous real-world surface, which does not hold for many technical ob-
jects containing corners or steps. Such discontinuities cause high-frequency
reconstruction errors known as the Gibbs phenomenon, cf. [Bose, 2003] page
232.
With regard to practical conducting, we have to take the passive imaging
sensor into account. Since passive cameras measure light intensities, we are
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not able to directly sample a 3D surface point. Furthermore, a passive cam-
era cannot sense any point on the surface, because sufficient optical structure
is a condition for solving the correspondence problem and thereby perform-
ing 3D reonstruction. So, the view planning method is not free to choose
optimal sampling positions. In conclusion, the approach of sampling and
interpolation shows to be inappropriate for view planning using a passive
camera. While the approach remains an interesting theoretic consideration,
the abstract pattern is not compatible with view planning using a passive
camera. What we learn from this consideration is the fact that the actual
sampling process itself is a challenging part in the context of this work, since
sampling values are not just given by the sensor. This sampling process,
which computes 3D surface information from passive sensor data, requires
to solve the 2D correspondence problem as well as a proper camera motion
optimized by view planning. The theoretical approach assumes exact sam-
ples (xn, yn) to be given. In the context of this work, the surface sampling,
which is actually an indirect sampling by combining information of differ-
ent domains, is an imperfect process and should as well be optimized by a
suitable view planning method.
1.2.2 Probabilistic State Estimation
While the framework of sampling and interpolation does not provide the
means to serve view planning, another reasonable theoretic approach is prob-
abilistic state estimation, see [Denzler, 2003] and [Fisz, 1980] page 536.
We refer to a steady system that owns a steady state q ∈ Rs. At time t,
1 ≤ t ≤ T , we make an observation ot ∈ Ro depending on the system state
q, but we are not able to observe the system state directly. The observation
ot is given by an observation function,
ot = ht(q,wt) (1.32)
that takes into account the system state q and noise wt, which is character-
ized by its probability density function p(wt). It is this probabilistic noise
modeling that prohibits a direct analytic solving of (1.32) to yield q. Conse-
quently, an estimator κ(·) uses the sequence of observations 〈o〉t = 〈o1, . . . ,ot〉
to produce an estimate q̂ of the hidden state q, so
q̂t = κ(〈o〉t). (1.33)
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The task is then to find an estimator κ that is unbiased, i. e. the expecta-
tion value of the estimate equals the true state, E(q̂) = q. Additionally,
the estimator shall be consistent, which expresses an asymptotically vanish-
ing variance V(q̂), i. e. limt→∞V(q̂t) = limt→∞E((q̂t − q)(q̂t − q)T) = 0. As
for estimation methods, we distinguish whether the incorporation of prior
knowledge is modeled or not. A well-known estimation method not using
prior information is maximum likelihood estimation. Here, the estimator




(ML)(〈o〉t) = arg max
q
Λ(q) = arg max
q
p(〈o〉t|q). (1.34)
An example of using prior information in the shape of a probabilistic density
function p(q) is given by the maximum a posteriori estimator κ(MAP). To





which relates the prior density p(q), the likelihood Λ(q) = p(〈o〉t|q), and the
a posteriori density p(q|〈o〉t). By means of (1.35) we are able to state the




(MAP)(〈o〉t) = arg max
q
p(〈o〉t|q)p(q), (1.36)
since p(〈o〉t) is independent of q. The linkage between ML and MAP estima-
tion shows up if we assume a uniformly distributed state prior p(q), which
actually symbolizes the absence of any prior information. In this case, the
prior part in (1.36) does not depend on q and, hence, can be deleted from
the objective function, which transforms (1.36) into (1.34). Thus, MAP es-
timation can be seen as a regularization of ML estimation by the prior p(q).
For view planning, we first have to decide which entity shall be modeled
by the system state q.
Model I. A natural choice seems to be if we define the true 3D reconstruc-
tion R as the steady system state. We formally switch the index from time
to parameter domain. That means we make an observation oPt depending
on a set of actively adjusted parameters Pt. Likewise, all other variables
originally marked by t do now depend on Pt. Hence we make estimates R̂Pt
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depending on the observed images oP1 , oP2 , . . ., oPt . An appropriate prior
pK(R) models the influence of additional prior knowledge K, thus establishing
a maximum a posteriori framework as in (1.36). Right now, one flaw of this
modeling is that our actual planning objective (1.5) is not regarded. So we
can try to include the planning error dG(R̂Pt) into the observation oPt . This
requires us to model a proper likelihood p(oP1 , . . . ,oPt |R) that refers the
images and the planning objective to the unknown true 3D reconstruction.
While finding a practical solution for this likelihood seems unlikely enough,




of the true 3D reconstruction R, which is not a solution
to the planning objective (1.5).
Model II. Learning from the shortcomings of our first modeling, we now
render the optimum P∗t of the planning objective (1.5) as the system state
qt. Thus, we switch from static to dynamic state estimation and try to find
the optimal set of parameters for the next view. As observations we state
the sequence of 3D reconstructions 〈R〉t, while the additional prior planning
knowledge is represented by the estimation prior pK(Pt). The likelihood
p(〈o〉t|qt, 〈q̂〉t−1), which also takes the former system states into account for
the dynamic case, actually relates the set of parameters to adjust P̂∗t = q̂t
to the current 3D reconstruction Rt = ot. A drawback of this modeling is
that the 3D reconstruction is stated as an absolute observation and is not
included in the optimization process.
Compared to the approach of sampling and interpolation, the optimization
method of probabilistic state estimation provides better means to model the
complex task of view planning for 3D reconstruction. However, the standard
approach of state estimation as well does not allow to directly represent
all inherent relations. Further it is a hard problem itself to find an actual
optimization procedure to calculate an MAP estimate. In particular, such
an optimization procedure surely depends on the current specification of the
planning goals G and constraints C, which imposes additional difficulty on
the MAP framework. While certain specific and constrained view planning
tasks may find an appropriate MAP solution, the MAP estimation does not
directly provide the means to deal with the general view planning problem
as described in Section 1.1.2.
Additionally, we want to mention the possibility to design a numerical
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optimization scheme. Using an objective function according to (1.5) and an
initial solution allow to perform iterative, non-linear numerical optimization.
For this approach, the main effort is to find a suitable initial solution that
lies within the basin of attraction of the global optimum. Thus, the whole
task is just transferred to hold another title, but remains unsolved. Trivial
or random initial solutions do not cope with the complexity of the problem.
Hence, pure numerical optimization methods for view planning do not meet
the claim stated by the complex and various problem of next-best-view plan-
ning. The next section will outline the view planning approach presented in
this work.
1.3 Selected Approach and Contribution
The previous section has shown that it is hard to reference each detail of
the view planning task within the depicted theoretical approaches. While we
made these descriptions on high level, we expect even more modeling inca-
pabilities when moving towards low level. For sampling and interpolation in
Section 1.2.1, we demonstrated that important aspects as the sampling pro-
cess itself are not regarded. As for state estimation in Section 1.2.2, we were
also not successful in modeling all possible dependencies, and we suppose it
merely feasible even to compute a good approximation of the respective like-
lihood function. The main reason for these difficulties is the inherent level of
abstraction of the view planning task. View planning as such does not state
what is wanted; it rather says that we know well-defined reconstruction goals,
constraints, and prior knowledge, such that a properly designed method op-
timizes defined adjustable parameters in order to minimize a defined view
planning objective function. This section gives a survey on how we construct
a novel online optimization pattern to deal with the general view planning
problem using a passive camera.
Instead of pursuing a top-down approach, which did not appear to be
very promising in Section 1.2, we initially dedicate our considerations to
the actual requirements of 3D reconstruction using a passive camera. Start-
ing with intensity images, we need to solve the 2D correspondence problem,
which we tackle by means of the well-known KLT feature tracking [Lucas
and Kanade, 1981]. Given that we use a controlled environment providing
additional prior knowledge, we state the requirement of each reconstruction
step taking advantage of the additional prior knowledge. Hence we extend
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the KLT tracking to use knowledge about extrinsic parameters in consider-
ation of uncertainty [Trummer et al., 2008,Trummer et al., 2009b,Trummer
et al., 2009a], and to implicitly perform robust 3D reconstruction [Trummer
et al., 2009c]. The resulting tracking method we call Guided KLT tracking,
or GKLT tracking. As the framework of feature tracking dictates a cycle con-
sisting of camera movement, image acquisition, and feature tracking, we use
this structure as a basis and develop a modular, online planning cycle. This
online view planning method, as illustrated in Figure 1.4, performs cycles
consisting of an active camera movement, image acquisition, GKLT feature
tracking, and next-best-view planning. The view planning part of this cycle
uses the collected data to adjust the extrinsic camera parameters optimally
with respect to pre-defined reconstruction goals and constraints. By using
GKLT tracking we are able to establish 3D covariance data during the 3D re-
construction. This data basis allows active accuracy optimization, which we
perform by applying an extended E-criterion and developing a closed-form,
optimal solution [Trummer et al., 2010a]. Further we facilitate completeness
optimization, that may be found desirable since 3D reconstruction based on
feature tracking only computes a finite set of 3D points. To fulfill needs of a
continuous surface representation, we apply voxel-space techniques and con-
sistency checking. By this means we compute a probabilistic, non-discrete 3D
surface estimation that serves the respective planning goals. One particular
aspect of view planning can be to detect and to improve special 3D object
features requiring special views, such as notches on technical objects. To this
end we introduce a novel approach to compute direct features of 3D surface
triangulations for detection, classification and registration tasks [Trummer
et al., 2009d]. Beholding its characteristics described later on, this novel 3D
registration method can find broad application far beyond view planning.
Finally, any view planning method shall be comparable to others in terms of
how well the planning result meets pre-defined goals. While conditions con-
straining the reconstruction procedure are mostly trivially to compare, for
instance, the number of views, the criteria for benchmarking 3D reconstruc-
tions state some severe questions. Attempting to answer these questions,
we formulate a benchmarking scheme for 3D reconstructions that addresses
accuracy and completeness issues [Munkelt et al., 2007]. Additionally we con-
sider the 3D reconstruction method of factorization based on [Tomasi and
Kanade, 1992]. We investigate the possibilities and effects due to actively
adjusted parameters and draw implications for view planning.
In comprehension, we contribute to the field of 3D reconstruction and
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Figure 1.4: The online planning cycle proposed in this work.
next-best-view planning by the following achievements, mainly:
• a formalization of the general task of view planning,
• GKLT feature tracking using prior knowledge about camera parameters
in combination with online, robust 3D reconstruction, cf. [Trummer
et al., 2008, Trummer et al., 2009b, Trummer et al., 2009a, Trummer
et al., 2009c],
• an online, combined optimization approach for next-best-view planning
comprising tracking, reconstruction, and planning, cf. [Trummer et al.,
2010a],
• an extended E-criterion and a closed-form solution for accuracy opti-
mization, cf. [Trummer et al., 2010a],
• a voxel-based, probabilistic 3D surface estimation for addressing com-
pleteness issues,
• a way to compute invariant features of 3D surface triangulations and a
corporate 3D registration method for general 3D surface triangulations,
cf. [Trummer et al., 2009d],
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• a benchmarking method regarding the special needs of view planning
for 3D reconstruction, cf. [Munkelt et al., 2007],
• a methodology-based investigation of view planning using the factor-
ization method for 3D reconstruction.
1.4 Structure of this Work
The thoughts in this chapter provide an introduction to next-best-view plan-
ning. Besides showing the existence of the view planning problem and moti-
vating solutions, we give a concrete formalization that describes view plan-
ning as a constrained optimization problem. We underline the feasibility of
the formal description by drafting very practical examples and applying our
formalization. Since the formal description of the optimization problem does
not define the optimization method, we examine standard approaches with
respect to view planning, learn about view planning, and draw conclusions.
Answering the drawbacks of standard optimization approaches, we state a
novel online combined optimization approach for next-best-view planning
and outline our further contributions to this field.
Chapter 2 provides a review of literature relevant to view planning and
relates the known approaches to our contribution. A repetition of computer
vision basics is given in Chapter 3. There, we sketch fundamental methods
used in the later chapters.
The methodical starting point of our online view planning approach is
the GKLT feature tracking, which we develop in Chapter 4. GKLT feature
tracking extends the well-known KLT tracker to use known camera parame-
ters regarding uncertainty. We emphasize that GKLT tracking is an integral
component of our view planning approach as well as an independent feature
tracking procedure.
For Chapter 5, we shortly deviate from the direct path to view planning.
We describe a method to derive descriptors of 3D surface triangulations that
are invariant to 3D Euclidean or similarity transformations, by choice. We
compute these descriptors without sampling or projection by directly using
the continuous surface itself. Further we propose an optimal 3D registration
method based on these surface features. One application to view planning
is, for instance, detecting special object features to be optimized. Beyond
view planning, the methods depicted in this chapter find application in the
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whole context of 3D reconstruction, particularly in dealing with recognition
and registration tasks involving 3D surface triangulations.
Getting back to next-best-view planning, Chapter 6 specifies the modular,
online planning framework proposed in this work. We describe the junction of
GKLT tracking and online view planning, present an extended E-criterion for
accuracy optimization, and we show probabilistic surface estimation allowing
visibility checking. Further we propose a benchmark scheme to evaluate 3D
reconstructions achieved by view planning. Additionally, we examine view
planning with respect to the reconstruction method, for which we focus on
the factorization method.
Finally, we provide an experimental evaluation of our findings in Chapter
7, which regard the view planning procedure as a whole. Further practi-
cal assessments of GKLT tracking and 3D registration are situated in the
respective chapters. We conclude this work in Chapter 8.
Chapter 2
Literature Review of View Planning
Methods
In the following we give a review of view planning methods known from
literature. We already outlined in the previous chapter that view planning
finds broad application for different tasks. However, the main interest of this
work is view planning for 3D reconstruction, and therefore we concentrate
on the respective view planning references. For the many possibilities to
group known methods, we settle for reviewing model-based approaches in
Section 2.1 and data-driven approaches in Section 2.2. While we hold up
the clear focus on 3D reconstruction, we still have a look at view planning
methods for other tasks in Section 2.3. Concluding this chapter, we provide
a critical acclaim of the mentioned view planning methods in Section 2.4.
Unless stated otherwise, all the approaches regard static scenes.
Standing above the sections of this chapter, the work of Scott, Roth, and
Rivest [Scott et al., 2003] and the one of Chen, Li, Zhang, and Wang [Chen
et al., 2008] provide surveys of view planning methods. While Scott et al. give
an in-depth comparison of view planning in conjunction with range scanning,
Chen et al. staple together view planning articles dealing with all kinds of
tasks and sensors.
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2.1 Model-based View Planning Approaches for
3D Reconstruction
Model-based view planning uses prior knowledge about the shape of an object
– an object model – in order to improve the 3D reconstruction by active sensor
control.
In [Tarbox and Gottschlich, 1995], Tarbox and Gottschlich present the
concept of the binary measurability matrix representing which point of an
object model is visible to a range scanner from which position of a dis-
cretized sensor space. Optimizing a viewpoint selection corresponds to the
NP-complete minimum-set-cover problem, i. e. the goal is to find a minimal
set of viewpoints that cover the whole object surface. Due to the mentioned
runtime requirements, the authors compare different search strategies for
complete surface reconstruction.
Chaumette, Boukir, Bouthemy, and Juvin [Chaumette et al., 1996] for-
mulate a mainly model-based approach for applying a control law of visual
servoing. The authors give implicit representations of geometric primitives
as points, lines, spheres, and cylinders, which allow them to address the re-
duction of discretization and measurement errors in 3D reconstruction. As
for a single point, the optimal controlled motion renders a camera path such
that the intensity sensor moves at constant speed on a sphere around the
point while keeping the point in the image center.
In [Madsen and Christensen, 1997], Madsen and Christensen investigate
viewpoint planning with respect to polyhedral objects. They do not regard
3D reconstruction but the determination of the true angle between linked
edges of the object using a passive camera. The work describes an iterative
camera motion optimization that aims at a local extremum of the respective
apparent angle in the image. This extremum is regarded as the case in which
the true angle equals the apparent angle.
Whaite and Ferrie [Whaite and Ferrie, 1997] explore model-based view
planning additionally applying a linear model of the measurement formation.
The authors derive a maximum likelihood estimate of the surface model
parameters and the according covariance matrix, which depends on the sensor
parameters and the linear observation model. Minimizing the determinant
of the mentioned covariance matrix performs the desired reduction of the
uncertainty of the surface model parameters.
In [Marchand and Chaumette, 1999], Marchand and Chaumette extend
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the approach of [Chaumette et al., 1996] by combining scene exploration
and the reconstruction of 3D primitives, like cylinders and prisms, using
a passive camera. The combined method performs an active estimation of
detected primitives, followed by a global exploration in order to detect further
primitives. The work also deals with the case of primitives occluding each
other.
Banta, Wong, Dumont, and Abidi [Banta et al., 2000] exploit volumetric
data representation to perform view planning by means of a range scanner.
The approach uses model information given as a 3D CAD model or, if not
available, created within an initial scanning stage. The actual view planner
registers the acquired range data to the voxel space representing the scanner
volume. Each voxel carries an attribute saying if it is occupied by the object
surface or not. As a whole the voxels constitute the occupancy grid of the
scanning volume. Additional information stores which parts of the scanning
volume have been scanned and which have been occluded. The work proposes
several heuristic criteria to both reach maximal information gain with the
next view and perform complete surface reconstruction.
Reed and Allen [Reed and Allen, 2000] divide their view planning ap-
proach into two components, an incremental modeler building 3D models
from range images and a planner optimizing the next sensor position. The
modeler creates closed, bounded 3D surfaces containing surface tags marking
imaged regions, occlusion boundary, and boundary of measurement space, all
of which are updated after each scanning step by regularized set intersection.
As the second step of the planning cycle, the method computes sets repre-
senting sensor imaging constraints, sensor placement constraints, occlusion
constraints, and further stated constraints in terms of 3D subspaces. Finally,
the planner uses set arithmetics to determine the resulting set holding valid
positions for the next best view. Hence it is due to the definition of further
constraints, if the method achieves a single next best view that is optimal in
some sense.
Scott [Scott, 2009] formulates general requirements on view planning us-
ing laser scanning, in which he mainly aims at complete surface reconstruc-
tion. The work regards accuracy issues only in terms of positional errors
of the scanning device. By establishing a measurability matrix connecting
sensor positions and scannable areas, Scott tackles the specific multi-view
planning problem applying optimization techniques to solve the set covering
problem for the measurability matrix.
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2.2 Data-driven View Planning Approaches for
3D Reconstruction
The focus of this work is on view planning for 3D reconstruction without
using knowledge of the object structure. According data-driven approaches
have also been studied in previous works.
One of the pioneer works of view planning is the one of Aloimonos, Weiss,
and Bandyopadhyay [Aloimonos et al., 1988]. While there have been inves-
tigations on purposive, active sensor control before, for instance, in [Fraser,
1982], the work of Aloimonos et al. establishes a reasoning on the virtues
of active vision. The work outlines the benefits of active vision using the
examples of shape from shading, shape from contour, shape from texture,
area-based optical flow, and structure from motion. Anyhow, the authors
locate their active vision paradigm in the low- and intermediate-level com-
puter vision, which, by the many research articles following, has shown to be
an underestimation of the concept. In the fundamental work [Bajcsy, 1988],
Bajcsy presents her understanding of active perception as an intelligent data
acquisition, and she argues on a more abstract level than Aloimonos et al.
She already states the necessity of modeling that regards scanner physics, sig-
nal processing, and data disturbance. As further important components she
names the study of control strategies and the understanding of interactions
between scanning and processing.
Shmuel and Werman [Shmuel and Werman, 1990] focus on accuracy op-
timization of depth estimation based on an a priori estimation of the corre-
lation function. The basic idea of this work is to tackle the problem of image
correspondence search by correlation analysis and to derive an uncertainty
measure from the correlation function. To this end, an approximation of the
correlation function by auto-correlation helps to find a camera translation
that optimizes the a priori estimate of the image correlation.
Maver and Bajcsy [Maver and Bajcsy, 1993] examine view planning using
a range scanner for complete scene reconstruction. Figuring out two kinds
of occlusions for their scanning system, the authors approximate sensing
shadows by polygons and compute viewing directions according to occluded
parts of the scene. A histogram-based selection of the next best view shall
then minimize the scene occlusions.
Massios and Fisher [Massios and Fisher, 1998] discuss view planning using
a range scanner and a volumetric representation of the scene. The elements
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of the measurement volume, the voxels, hold one of the attributes seen,
unseen, empty, or occlusion plane. Additionally, the voxels are marked by a
quality attribute that relates the scanning direction and the direction of the
estimated surface normal preferring collinear scanning direction and surface
normal. In conclusion this approach allows the weighted selection of the next
best view with respect to completeness and accuracy.
Pito [Pito, 1999] describes an automated approach for complete surface
reconstruction by means of a range scanner. Pito outlines that, especially for
NBV algorithms, each step of the method has impact on the whole method.
In particular, he exhibits the need to respect the physics of the scanner
hardware. Further he designs the so called positional space algorithm for
next-best-view planning. This algorithm uses a discretization of the space
of hardware parameters to search for the next best view. Pito also defines
desirable constraints for view planning using a range scanner.
In [Olague and Mohr, 2002], Olague and Mohr discuss view planning for
accurate 3D reconstruction using a passive camera. The authors restrict the
method to situations of a fixed distance between the camera and the objective
points, which might raise the question how this distance can be known for
points that are to be reconstructed. The approach in this work consists of
two steps: First, the assumption of a Gaussian-distributed point position
and a first-order Taylor expansion of the triangulation function yield a first-
order approximation of the positional covariance matrix with respect to the
triangulation process. Second, a genetic algorithm minimizes the maximum
diagonal entry, which is the maximal variance of the respective approximated
covariance matrix. In [Dunn et al., 2006], Dunn, Olague, and Lutton extend
this kind of accuracy optimization for optimizing camera networks using an
evolutionary algorithm.
Sablatnig, Tosovic, and Kampel [Sablatnig et al., 2003] place passive
cameras, a laser scanner, and a light source around a turntable and examine
the combination of these active and passive devices for view planning. The
work employs the methods of shape from shading and active light patterns for
3D reconstruction. While the main focus of this work is an early data fusion
of actively and passively yielded data for volumetric 3D reconstruction, the
authors also describe a way to actively adjust the angle of the turntable in
order to achieve a complete 3D representation of the object.
Chen and Li [Chen and Li, 2005] analyze the concept of the trend sur-
face to predict the unseen part of a surface and to place a range scanner
accordingly. For establishing the trend surface, the authors determine the
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local smoothness of the measured surface boundary and use smooth regions
to estimate the structure of the unseen surface. The next best view is then
given in terms of sensor position and rotation such that a large part of the
predicted surface is being scanned collinear to the estimated average surface
normal.
Low and Lastra [Low and Lastra, 2006] concentrate on complete 3D re-
construction of indoor scenes using a range scanner. They authors develop
a hierarchical method to evaluated feasible views. The fitness of a view is
assessed by a view metric that takes into account reconstruction quality in
terms of completeness and sampling density as well as acquisition constraints.
These evaluation criteria are similar to the view planning constraints pro-
posed by Pito [Pito, 1999].
Wenhardt, Deutsch, Hornegger, Niemann, and Denzler [Wenhardt et al.,
2006] propose active accuracy optimization based on 3D reconstruction using
a passive camera and an extended Kalman filter. This work models recon-
struction uncertainty in terms of the entropy of a point estimate. Stating
the assumption that the reconstruction error is caused by Gaussian noise, the
optimization criterion minimizes an a priori estimate of the state entropy. In
consequence of this modeling, the determinant of the state covariance matrix
is being minimized. The optimization procedure performs a complete search
over the set of possible camera positions. Once the optimal camera position
out of presampled candidates is found, the planning method moves the cam-
era on a direct path to that position while continuously taking images for
feature tracking. The consecutive planning step is postponed until the cam-
era has reached the previously planned position. In [Wenhardt et al., 2007],
the authors compare the criteria of D-, E-, and T-optimality, which refer
to the determinant, the eigenvalue, and the trace of the covariance matrix,
respectively. The comparison does not yield a clear winner.
In [Loriot et al., 2008], Loriot, Seulin, and Gorria outline the growing im-
portance of creating 3D models using a controlled environment and holding
up well-defined quality criteria, i. e. the importance of next-best-view plan-
ning. The authors present a hierarchical approach for laser scanning cultural
heritage. While the first step establishes a coarse 3D model of the object
of interest, the second step detects wholes and computes optimal sensor po-
sitions to reach a complete 3D reconstruction. The work is extended for
practical issues in [Rozenwald et al., 2010].
Munkelt, Trummer, Kühmstedt, Notni, and Denzler [Munkelt et al., 2009]
propose a borderline approach between model-based and data-driven view
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planning. The authors combine a fringe-projection measurement device to-
gether with a time-of-flight camera, which generates a rough volumetric 3D
model during an initial scanning step. The following actual view planning
does then carry out volumetric view planning using the fringe-projection
device.
He, Long, and Li [He et al., 2010] present an engineering solution for
completeness-oriented view planning using a laser scanning device. Their
approach is based on evaluating candidate sensor positions along limit visible
regions with respect to the gain of viewed volume. The authors themselves
state their method suffering from shortcomings when dealing with concavities
and self-occlusions.
2.3 Further Aspects of View Planning
View planning has also been studied for fields of application other than 3D
reconstruction. Since these applications depart from the focus of this work,
we just want to mention a few of them in order to illustrate the broad usage
of view planning methods.
In [Zheng et al., 1991], Zheng, Chen, and Tsuji describe a scheme for
active object manipulation using a controlled gripper as well as a controlled
robot arm holding a passive camera. The active system switches between
tasks of gripper movement and view planning in order to manipulate objects
in a given manner. In doing so, the work uses motion vectors and image
positions, but does not perform 3D reconstruction.
Hwang and Ahuja [Hwang and Ahuja, 1992] give an extensive survey
of motion planning for robot navigation avoiding collisions. The authors
assume polytopic representations of robots and obstacles and examine the
complexities of planning algorithms for static and dynamic obstacles.
Roberts and Marshall [Roberts and Marshall, 1998] present model-based
view planning for object recognition and inspection. In this work, the au-
thors adapt the concept of the aspect graph and outline a search strategy to
minimize the number of views that visit the whole object surface.
Shih and Gerhardt [Shih and Gerhardt, 2006] address complete model
inspection by view planning. The view planning is based on several heuristic
criteria like the total edge length or the number of visible edges. The goal
of the planning procedure is to prepare a data basis for optimal sampling of
the object surface.
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Wang and Gupta [Wang and Gupta, 2007] deal with view planning in
the special context of exploration and path planning for range sensors. The
authors model the knowledge of the robot configuration space probabilisti-
cally, which allows to compute the next configuration in terms of maximally
reducing the expected entropy. A finite, discrete set of candidate robot pa-
rameters forms the basic set for searching the optimal instance with respect
to the entropy criterion.
The work of Chen and Davis [Chen and Davis, 2008] deals with networks
of passive cameras for object tracking in dynamic scenes. A quality metric
for camera configurations uses probabilistic modeling of the scene dynamics
and of possible obstacles. Finally, the probability that at least two cameras
can see a feature point describes the quality of a camera configuration.
2.4 Critical Acclaim
The previous work on view planning provides well-performing solutions to
most differing understandings of the underlying problem. In addition, the
known approaches employ a variety of assumptions and constraints. The
overwhelming majority of previous view planning methods addresses range
scanning devices, while we have argued in Section 1.1 that there are good
reasons to investigate view planning for passive cameras and that the general
task of view planning is not confined to a certain kind of sensing, cf. Section
1.1.3. Focusing on range scanners widely corresponds to a strict definition of
view planning, which mainly aims at seeing the whole surface of an object, be
it with or without prior knowledge of the object shape. While this definition
is perfectly valid for this special task, it somewhat narrows our understanding
of the general task of view planning that we formalized in Section 1.1.2. A
proof that the idea of view planning is mightier than range-scanning a whole
surface is given by view planning literature itself, which deals, for instance,
with accuracy optimization, exploration, and mimimal-cost movements using
different kinds of sensors and combinations of them. A further limiting aspect
seen in the literature is a complete search of an optimal solution within a
discretized search space. First, a discretization of the space of solutions most
likely conceals the true, continuous optimum and, second, an exhaustive
search raises efficiency issues, which oppose an online approach as presented
in Chapter 6. Some researchers use heuristic criteria like contours and edges
to find next best views. These works do not provide general conclusions, but
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are only able to state results for the specific test objects used.
A serious issue, also stated in [Scott et al., 2003], is the quantitative eval-
uation of view planning methods, which we address in Section 6.1. Many
authors provide mainly images of their reconstruction results. Despite the
reasonable appearance, such a pictographic evaluation does not allow a quan-
titative comparison of different view planning methods. One difficulty in
benchmarking view planning results is the computation of a measure of com-
pleteness. This difficulty becomes obvious trivially if we consider a gap in
the 3D reconstruction as an appearance of non-completeness and the 3D re-
construction itself as a discrete, finite set of 3D points. With regard to the
continuous 3D space, a discrete, finite set of 3D points shows unavoidable
gaps everywhere. This may be the reason for many authors to stick with pic-
tographic evaluation, and only some of them try to find useful quantitative
measures expressing completeness.
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Chapter 3
Relevant Basics of Computer Vi-
sion
This chapter presents a short repetition of computer vision basics that we
consider as being relevant for this work. The benefit of such a repetition may
seem questionable to the reader when taking into account splendid introduc-
tions to computer vision such as [Hartley and Zisserman, 2003], [Faugeras
and Luong, 2001], [Trucco and Verri, 1998], and others. Nonetheless, we
provide some of the fundamental concepts for the reasons of synchronizing
terminology, introducing notation, and repeating some mathematical basics.
Starting with Sections 3.1 and 3.2, we describe possibilities to model the
image formation and to determine the parameters of the respective models.
These prerequisites build the foundation to deal with 3D reconstruction in
Section 3.3 and the epipolar geometry in Section 3.4. Finally, Section 3.5
illustrates the correspondence problem, which is fundamental in computer
vision concerning 2D image space as well as 3D space.
3.1 Camera Models
When taking an image of the real word using an intensity camera, the fun-
damental aspect of the according information mapping is the dimension
reduction from 3D to 2D, cf. Figure 3.1. Considering digital imaging de-
vices, we additionally have to deal with discretization in the space domain,
i. e. sampling, and intensity domain, i. e. quantization. The following cam-
era models describe geometric transformations that map a 3D world point
33
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Figure 3.1: An abstract scheme of image formation and 3D reconstruction
using a passive camera. The effects of dimension reduction, sampling, quan-
tization, and noise within the imaging process state the inverse task of 3D
reconstruction a difficult problem.
XW = (XW , YW , ZW )
T to an image point x = (x, y)T.
Some of the following equations make use of n-dimensional projective
spaces Pn and homogeneous coordinates, which we denote by˜. Likewise, we
mark matrices used with homogeneous coordinates using the same symbol˜.
A projective space Pn is a space Rn+1 \ {0n+1}. Without giving all the formal
details, cf. [Faugeras and Luong, 2001] page 66, we note the correspondence
of a point x in Cartesian coordinates and a point x̃ in homogeneous coordi-
nates as
x = (x1, . . . , xn)
T ←→ x̃ = λ(x1, . . . , xn, 1)T (3.1)
for λ ∈ R, λ 6= 0. It follows that infinitely many elements x̃ = λ(x1, . . . , xn, 1)T
of the projective space Pn represent the same element x = (x1, . . . , xn)
T ∈ Rn.
We also observe that we are not able to yield cartesian coordinates for points
x̃ = (x1, . . . , xn, 0)
T. These points are called ideal points or points at infinity.
We may also use homogeneous notation for describing lines. For example, a
2D line l is represented as a 3-vector l̃, which we identify with the implicit
equation
ax + by + c = 0 (3.2)
for 2D points x = (x, y)T. If we now use the homogeneous notation x̃ = (x̃, ỹ, w̃)T
for 2D points, we get
ax̃ + bỹ + cw̃ = 0 (3.3)
and formally see the duality of points and lines in P2, which is part of the
general duality of points and hyperplanes in Pn.
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Using homogeneous notation, we are able to give linear formulations for
the following camera models. In general, we first consider a 3D-3D Euclidean
transformation T to get the 3D homogeneous coordinates X̃C with respect
to the camera coordinate system using the 3D world point X̃W ,
X̃C = TX̃W =


r11 r12 r13 t1
r21 r22 r23 t2
r31 r32 r33 t3



















Second, a 3D-2D mapping M, which depends on the chosen camera model,
transfers the 3D point X̃C to an image point x̃ in the image plane,
x̃ = MX̃C = MTX̃W = PX̃W (3.6)
using a projection matrix P = MT. For some camera models there exist
dependencies between the parameters of M and T, which makes a direct
regard to P more useful.
For the sake of clarity, we want to comment on some important terms
often used in the context of camera models. There are different ways to
understand such a mapping of a 3D world point to a 2D image point. On
the one hand, we use algebraic notation to describe the mapping. On the
other hand, we often derive these algebraic models considering the geometric
characteristics of the respective mapping. We even may understand it vice
versa and see the geometry as a visual interpretation of the algebraic formu-
lation. While the affine and projective camera models are strictly algebraic
formulations, we describe special camera models that allow geometric inter-
pretation of the image formation. An interesting fact is that throughout the
literature all the simpler camera models are geometrically illustrated in terms
of a special geometric interpretation of the perspective projection model, the
pinhole camera, explained in Section 3.1.2.1. Despite the inconsequence that
the respective entities of the pinhole camera are not defined in the simpler
models, we stick to these interpretations for the sake of handy illustration,
but note the respective borrowing of terms.
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3.1.1 Affine Camera Models




p11 p12 p13 p14
p21 p22 p23 p24
0 0 0 1

 , (3.7)
Paff ∈ R3×4. An affine camera is also a projective camera, of course. The
special restriction for affine cameras is that the last row of the respective
projection matrix Paff has the form (0, 0, 0, x), which can be normalized to
(0, 0, 0, 1). Thus, an affine camera always maps ideal world points to ideal
image points. Observing the fact that all intersection points of parallel world
lines are located on the plane at infinity and that all these points are mapped
to image points at infinity, we conclude that affine projections map parallel
world lines to parallel lines in the image. Thus, affine projections preserve
parallelism. A general affine projection as in (3.7) has eight parameters, or
degrees of freedom. The special affine projections described below use less
parameters and hence restrict the projection.
3.1.1.1 The Orthographic Camera Model
A very simple imaging model of mapping a 3D point X̃C to the image plane is
the orthographic projection, which essentially is a special parallel projection.




1 0 0 0
0 1 0 0




Po = MoT =


r11 r12 r13 t1
r21 r22 r23 t2
0 0 0 1

 . (3.9)
Since an orthographic projection uses the same unit of measure as the world
coordinate frame, applications are mainly restricted to cases of parallel pro-
jection where the absolute scaling is not of interest. The geometric inter-
pretation of this camera model is that the 3D point X̃C is orthographically
mapped to the plane Z = 0 in the camera frame.
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3.1.1.2 The Isotropically Scaled Orthographic Camera Model
The isotropically scaled orthographic projection performs a perpendicular





s 0 0 0
0 s 0 0




Piso = MisoT =


sr11 sr12 sr13 st1
sr21 sr22 sr23 st2
0 0 0 1

 . (3.11)
While the parametric interpretation is simply an isotropic scaling of the or-
thographically projected image coordinates, we can also give a geometric
interpretation that involves a special setup of a projective camera. A 3D
point is first mapped orthographically to a support plane that is parallel to
the image plane and leading through the gravity center of the 3D points.
Second, the resulting point on the support plane is mapped to the image
plane by central, or perspective, projection. This projection model is some-
times referred to as the weak-perspective projection model. The meaning of
this imaging model is given by the facts that it can be seen as a zero-order
approximation of the perspective projection, cf. [Horaud et al., 1994], and
that the mapping is linear using Cartesian coordinates.
3.1.1.3 The Anisotropically Scaled Orthographic Camera Model
The anisotropically scaled orthographic model adds one more parameter,





sx 0 0 0
0 sy 0 0




Paso = MasoT =


sxr11 sxr12 sxr13 sxt1
syr21 syr22 syr23 syt2
0 0 0 1

 . (3.13)
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3.1.1.4 The Paraperspective Camera Model
An affine camera model that is best described most clearly in geometric terms
is the paraperspective camera model. Similar to the weak-perspective model,
the paraperspective model uses a support plane at Z0 in the camera frame,
Z = Z0. The model performs a parallel projection of 3D points to the support
plane, and the direction is defined by the difference of a reference point
P0 = (X0, Y0, Z0)
T on the support plane and the camera center C. Regarding
the points projected to the support plane, it again follows a perspective
projection to the image plane, see Figure 3.2.
C
Z = f Z = Z0
P0 = (X0, Y0, Z0)
T
P1 = (X1, Y1, Z1)
T










p1 = (x1, y1)
T
p2 = (x2, y2)
T
Figure 3.2: A geometric interpretation of the paraperspective camera model
using terms of the perspective projection model, in particular the camera center
C and the image plane Z = f . The first stage of the mapping is a parallel
projection to the virtual support plane Z = Z0. As the second stage, the
model performs a perspective projection of points on the support plane to the
image plane.
We now derive the algebraic formulation of the transformation performed
within the paraperspective camera model. The point P0 on the virtual sup-
port plane Z = Z0 defines the direction of the parallel projection such that
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a point P1 = (X1, Y1, Z1)
T situated on the line passing through C and P0
is perspectively projected to the image plane. Hence, an arbitrary point
P2 = (X2, Y2, Z2)







T on the support
plane parallel to the direction P1P0. Since the mapping of P1 is a perspec-
tive projection, we yield P1P0 = P0C. For the projection of the arbitrary






































while, of course, Z ′2 = Z0. We yield the image point p2 = (x2, y2)
T as the


























We express the resulting paraperspective projection matrix in terms of focal
length f and rigid transformation T of the corresponding perspective camera
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The paraperspective projection gains importance as being a closer approx-
imation, namely first-order, to the perspective projection compared to the
weak-perspective projection. This type of projection is capable to better
model the effects of perspective projection while still being linear in the co-
ordinates of the 3D point as shown in (3.17) and (3.18). Some methods, for
example, in [Poelman and Kanade, 1997], make use of these linear properties.
In the way formulated above, the paraperspective camera model is equiva-
lent to the general affine camera model, cf. [Basri, 1996]. However, some
methods, again instanced by [Poelman and Kanade, 1997], use the paraper-
spective model together with the assumption that the reference point P0 is
equal to the gravity center of all points in the 3D scene. In this case, the
paraperspective camera has, of course, less parameters than the general affine
camera. A further way to look at this restriction is to consider it as a partial
calibration of the paraperspective camera parameters. Setting the reference
point P0 equal to the scene’s gravity center yields parallel projections to the
support plane that, in summation, provide the best first-order approximation
of the perspective projection of the scene points. Fixing the reference point
in the above manner is thus a reasonable setting of camera parameters and
may be considered as a partial camera calibration.
3.1.2 Non-affine, Projective Camera Models




p11 p12 p13 p14
p21 p22 p23 p24
p31 p32 p33 1

 (3.21)
with 11 degrees of freedom, Pproj ∈ R3×4. Since p3i ∈ R, 1 ≤ i ≤ 3, ideal
world points are mapped to image points that are not at infinity. Hence
intersection points of parallel world lines are mapped to image points that
are not at infinity. These image points are called the vanishing points of the
respective lines. While a projective camera does not preserve parallelism,
it does so with collinearity, which explains the term of collineation for a
projective transformation.
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3.1.2.1 The Pinhole Camera Model
The most important projective camera model describes the central, or per-
spective, projection that is performed by an ideal pinhole camera. Although
modern cameras are not pinhole cameras and employ lenses, the pinhole
model still is the most often used camera model for practical applications in-
volving general digital cameras. Figure 3.3 illustrates the central projection
of 3D points to an image plane.
C
Z = f
P1 = (X1, Y1, Z1)
T
P2 = (X2, Y2, Z2)
T
p1 = (x1, y1)
T
p2 = (x2, y2)
T
Figure 3.3: A geometric interpretation of the pinhole camera model using the
camera center C and the image plane Z = f . The ray starting at C and passing
through a point P1 is the ray of sight of P1. The intersection point of the ray
of sight and the image plane defines the corresponding image point p1.
The mapping Mpin ∈ R3×4 is noted as matrix K̃,
K̃ = Mpin =


αx γ x0 0
0 αy y0 0
0 0 1 0

 , (3.22)
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Again, the whole projection matrix Ppin equals the catenation of the Eu-
clidean 3D-3D transformation T, which maps a world point X̃W to a point
X̃C in the camera frame, and a 3D-2D projective transformation, in partic-
ular K̃, mapping X̃C to the image plane yielding the image point x̃,
Ppin = K̃T (3.24)
and
x̃ = PpinX̃W = K̃TX̃W = K̃X̃C . (3.25)
Considering the matrix K in (3.23), we can find geometric interpretations
of the separate terms. The parameters αx and αy allow anisotropic scaling
of the image coordinates. If αx = αy, then we set αx = αy = f and call f
the camera’s focal length given in pixel units. If, on the contrary, αx 6= αy,
then a possible geometric interpretation is that the image pixels, which is the
unit of measure in the image, are not squares. One particular point in the
image plane is the principal point of the image, which is given by (x0, y0)
T in
pixels and describes a coordinate offset in the image plane. The parameter γ
facilitates a shearing of the image coordinates. Since most devices use sensors
with a regular grid of square pixels, it is common choice and, again, a kind of
partial calibration to set γ = 0. The whole bunch of these parameters of K
does not depend on the camera position in the 3D world. That is why the five
parameters of K are termed internal or intrinsic camera parameters. On the
other hand, the elements of T define the position and rotation of the camera
in the 3D world, which means six degrees of freedom. Consequently, they
are called external or extrinsic camera parameters. The camera center C,
which is the center of projection, is a 3D world point expressing the camera
position. With regard to the camera frame, C is the origin. Connecting the
camera center and the principal point by a line defines the optical axis of the
camera.
All the 11 parameters of the pinhole projection matrix Ppin have to be
known in order to compute the image point of a 3D world point. The next
section will deal with ways to calculate these camera parameters.
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3.2 Camera Calibration
Camera calibration methods determine the parameters of a camera model.
The calibration method mainly depends on the chosen camera model and
the knowledge of the scene mapped by the device being calibrated. There
is an ever-present research going on that examines the calibration of most
various devices using special camera models and particular knowledge of the
3D scene, for instance, [Brown, 1971], [Armstrong et al., 1996], [Cipolla et al.,
1999], [Agrawal and Davis, 2003], [Furukawa and Ponce, 2009], or using active
camera control as in [Brückner and Denzler, 2010].
For this section, we restrict ourselves to discuss two ways of perspective
camera calibration that use most different prior knowledge.
3.2.1 Direct Calibration
One possibility to determine the parameters of a camera uses complete knowl-
edge of the i-th 3D world point, Xi = (Xi, Yi, Zi)
T, and the corresponding
image point in camera j, xi,j = (xi,j, yi,j)
T. This direct calibration may use
a rigid calibration rig with known 3D geometry that allows establishing the
image correspondences automatically. In the following, we denote the per-
spective projection matrix used in (3.21) simply by P. For camera j, we aim
at the computation of the parameters of the respective projection matrix Pj.
The projection equation is
x̃i,j = PjX̃i =


p11,j p12,j p13,j p14,j
p21,j p22,j p23,j p24,j
p31,j p32,j p33,j p34,j

 X̃i, (3.26)
which defines the image coordinates as
xi,j =
p11,jXi + p12,jYi + p13,jZi + p14,j
p31,jXi + p32,jYi + p33,jZi + p34,j
, (3.27)
yi,j =
p21,jXi + p22,jYi + p23,jZi + p24,j
p31,jXi + p32,jYi + p33,jZi + p34,j
. (3.28)
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We transform these equations to yield homogeneous equations that are linear
in the unknown parameters of Pj,
xi,j (p31,jXi + p32,jYi + p33,jZi + p34,j)− (p11,jXi + p12,jYi + p13,jZi + p14,j) = 0,
(3.29)
yi,j (p31,jXi + p32,jYi + p33,jZi + p34,j)− (p21,jXi + p22,jYi + p23,jZi + p24,j) = 0.
(3.30)
Using the according equations of all image points from camera j, we find the
homogeneous linear equation system
Ak = 0 (3.31)
that employs the vector k of unknown parameters,
k = (p11,j, p12,j, . . . , p33,j, p34,j)
T , (3.32)
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Trivially, k = 0 solves (3.31). In order to avoid this trivial solution, the usual
way is to formulate the constraint ‖k‖2 = 1. Hence the optimization task is
to find an optimal k∗ with
k∗ = arg min
k
‖Ak‖2 subject to ‖k‖2 = 1. (3.34)
The constraint in (3.34) is reasonable considering that the parameters of
the projection matrix as depicted in (3.26) are defined only up to global
scaling. A closed-form solution of (3.34) can be achieved using the singular
value decomposition A = UDVT with orthogonal matrices U and V and a
diagonal matrix D, for details see [Hartley and Zisserman, 2003] page 585. All
vectors k meeting (3.31) build the nullspace, or kernel, of A, which is always
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a vector space since it contains the zero vector and linear combinations of
its own elements. For non-degenerate cases, A from (3.33) satisfies the rank
condition rk(A) = 11. Since A ∈ R2i×12, the nullspace of A is a subspace of
R
12. Regarding rk(A) = 11, we find that the nullspace of A has dimension
one. Consequently, the solution for (3.31) is defined only up to a scaling
factor, which corresponds to the fact that the projection matrix (3.26) is
likewise. Fixing the scaling factor of k by the constraint ‖k‖2 = 1 is thus
a way to yield the true projection matrix up to an unknown scaling factor.
From theory we know that the singular value decomposition of A constitutes
a diagonal matrix D containing the singular values of A, exactly one of
which is zero. The one being zero corresponds to the 1D nullspace of A,
and the corresponding column of V is a basis of this 1D nullspace and hence
exactly the solution to (3.31). Due to noise, discretization and measurement
errors, a practical solution is to select the smallest singular value and the
corresponding column of V.
For the direct calibration of one pinhole camera we need to fix 11 degrees
of freedom. As shown in (3.29) and (3.30), using one known 3D point yields
two linear equations in the unknown parameters of Pj. Thus, we need at least
six known 3D points and the corresponding image points in order to compute
the calibration. As a strict restriction, the direct calibration method requires
the 3D points and the corresponding image points to be known, which favors
laboratory applications using a 3D calibration rig. Furthermore, the direct
calibration does not tribute to the special structure of the projection matrix
as noted in (3.24). This fact causes a solution achieved as depicted above to
be unstable.
3.2.2 Self-Calibration
In the last section we used complete knowledge of the 3D scene and the corre-
sponding image points to perform camera calibration. Since this knowledge
is not available in general, we state the question what we can achieve if we
use only the image points and the information about which image points are
mappings of the same 3D point, i. e. known 2D point correspondences. A
first thing to observe is that, without knowledge of the 3D scene, we cannot
fix the absolute scale factor of the 3D reconstruction. It is always possible
that the 3D world is smaller and closer to the camera, which yields the same
images following the theorem of intersecting lines.
For self-calibration we use J cameras Pj, 1 ≤ j ≤ J , and the image points
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xi,j of I 3D points Xi, 1 ≤ i ≤ I, in the J camera images. In contrast to the
direct calibration, the 3D points Xi are unknown and make (3.31) a difficult,
non-linear problem. When is it theoretically possible to solve this problem?
Each camera has 11 parameters and each 3D point counts three parameters.
On the other hand, we gain two equations per image point. Since we need
at least as much equations as parameters, we reach
11J + 3I ≤ 2IJ. (3.35)
If we find a way to compute the unknowns as a one-parameter family de-
pending on the global scaling factor, the number of unknowns is reduced to
11J + 3I − 1. Nonetheless, in general we compute the global scaling but just
do not know if it is the true one. Hence (3.35) holds for the general case.
Setting J = 1, i. e. using one camera transforms (3.35) to I ≤ −11, which is
not possible. This is an expression of the fact that it is not possible to do 3D
reconstruction using a passive camera and only one image. Since the image
mapping projects a 3D point to a 2D image point, for the inverse task the
best we can do using one image point is to determine the 3D ray of sight on
which the 3D point is located. For the reconstruction of the 3D point we
have to incorporate more information, for instance, a corresponding image
point originating from a second camera at another position.
For some applications of self-calibration we may find special conditions
that change the number of unknowns. For instance, it is an often valid as-
sumption that the intrinsic camera parameters are constant for all images,
which is the case when all images are taken with the same camera without
changing the internal setup. The number of unknowns is then 6J + 3I + 5.
Without loss of generality, we may identify the world coordinate frame with
the one of the first camera, thus reducing the number of unknowns by an-
other six degrees of freedom, 6J + 3I − 1 ≤ 2IJ . As another example, we
investigate a setup of two general cameras, J = 2. According to (3.35), we
get I ≥ 22 and hence need to know at least 44 image points in the two im-
age, which define 88 non-linear equations in the unknowns. Considering the
effort to yield the 44 image points and the expectably instable solution of a
system of 88 non-linear equations and 88 unknowns, this last example lets
self-calibration show up as a rather theoretical approach to determine lower
bounds of necessary equations. A partial objection to this statement comes
along with the factorization method that we examine in Section 6.7.





Figure 3.4: The principle of triangulation. Ideally, the task of 3D reconstruction
using calibrated cameras consists of intersecting the rays of sight of at least
two image point correspondences x1 and x2. In practice, one has to take
into account various kinds of errors and noise. The cameras having centers at
C1 and C2 define a baseline b12 that has influence on the robustness of the
reconstruction of the 3D point X.
3.3 3D Reconstruction
While the last section illustrated ways to compute the parameters of a camera
model, we now assume these parameters to be known and discuss the 3D
reconstruction of 3D points using image point correspondences. In this case,
we know the positions and rotation of the cameras in the 3D world. By
means of the image correspondences, we are able to compute the rays of
sight belonging to a 3D point, see Figure 3.4.
Referring to camera j, we have complete knowledge of the camera pa-
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and bj = (p14,j, p24,j, p34,j)
T. Exploiting PjC̃j = 0, which is given by the facts
that (0, 0, 0)T is an undefined image point and that the projection center is






C̃j = 0, (3.39)
RjCj + tj = 0 (3.40)
−RTj tj = Cj. (3.41)
The ray of sight of image point xj is located on a 3D line
xj(λ) = Cj + λsj (3.42)
with a 3-vector sj. Applying the projection matrix in the form of (3.37) to
this line yields




Equation (3.43) is justified by considering that the pinhole camera Pj maps
each point on the line xj(λ), except for the camera center Cj, to the one
image point x̃j. For two cameras, j ∈ {1, 2}, as illustrated in Figure 3.4,
we are able to compute the lines of sight belonging to the 3D point X by
means of the projection matrices Pj and the image points xj of X. Now, a
logical way to find X would be to compute the intersection point between
lines x1(λ) and x2(λ). The flaw of this approach is that the 3D lines of sight
will not intersect in any practical application. Even if we assume noise and
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measurement errors to be zero, we still have to cope with discretization effects
as shown in Figure 3.1. As a second approach we could employ geometric
considerations to find a 3D point that has a minimal sum of distances to
both lines, which we then term an estimate X̂ of the true 3D point X. This
second approach seems reasonable for two cameras, but with more cameras
the geometry is getting more cumbersome.
A commonly used way to tackle this triangulation problem is to carry
out an algebraic optimization known as the direct-linear-transform (DLT)
algorithm. The proceeding is quite the same as for the direct calibration
in Section 3.2.1 and ends up in solving a homogeneous linear equation sys-
tem. In fact, we use the same equations (3.29) and (3.30) and only slightly
adapt them to the homogeneous notation X̃ = (X̃, Ỹ , Z̃, W̃ )T of the 3D point
X = (X,Y, Z)T,
xj
(


















Again, we establish a homogeneous linear equation system Ak = 0, but here
the unknowns are the homogeneous coordinates of the 3D point, k = X̃.
Applying the singular value decomposition to the accordingly constructed
coefficient matrix, A = UDVT, gives the solution as the column of V corre-
sponding to the smallest singular value. We again outline that the solution
X̃∗ is algebraically optimal in the sense that
X̃∗ = arg min
X̃
‖AX̃‖2 subject to ‖X̃‖2 = 1, (3.47)
which has no geometric meaning. In order to reach a geometrically optimal
solution, it is possible to perform a bundle adjustment that changes the 3D
coordinates and the projection parameters, by choice, and minimizes the sum
of distances between the true image points and the projected image points
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Bundle adjustment inherently is an iterative optimization setup and mini-
mizes a defined geometric error, but needs an initial solution. This starting
point may be given as the closed-form, algebraically optimal solution pre-
sented above.
Looking at (3.34) and (3.47), we observe a close formal relation between
the tasks of camera calibration and 3D reconstruction. The statements about
self-calibration in Section 3.2.2 underline this relation, since we are free to
choose fixed and varying parameters of cameras and points. Likewise, bun-
dle adjustment can perform camera calibration, 3D reconstruction, or either.
A special 3D reconstruction method that also outlines the dependencies be-
tween camera calibration and 3D reconstruction is the stratified reconstruc-
tion, cf. [Hartley and Zisserman, 2003] page 267. The stratified approach
first establishes a projective 3D reconstruction using not more than image
correspondences. Projective reconstruction means that the true Euclidean
position of point X̃E and projective reconstruction X̃P are related by a ma-
trix H ∈ R4×4. The whole 3D reconstruction is thus defined up to 15 degrees
of freedom, since one parameter of H can be normalized. Without any further
information about camera parameters or scene constraints, this is all we can
do. Including further knowledge we can update the reconstruction to an affine
and, finally, to a Euclidean, or metric, 3D reconstruction. Roughly sketching
the procedure, we start with the observation that an affine reconstruction
always maps ideal points to ideal points. So if we are able to find a matrix H
that preserves the plane at infinity π∞ = {(X,Y, Z, 0)T, X, Y, Z ∈ R}, then
H = Haff and HaffX̃P is an affine reconstruction. The final step towards
metric reconstruction requires knowledge of the internal camera parameters,
which is equivalent to knowing the image of the absolute conic and can also
be derived from scene knowledge. As already mentioned above, the last de-
gree of freedom is a global scaling factor of the whole scene including the
camera positions. To resolve for this scaling factor, we need to know one
true world distance.
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As a concluding remark to this brief glance at 3D reconstruction we again
state that the effects of dimension reduction, sampling, quantization, and
noise strongly challenge according methods. Since 3D reconstruction and
camera calibration are mutually dependent and methods allow to fix param-
eters, we are free to apply prior knowledge in order to improve the results.
Respective reconstruction methods exploit special properties of prior knowl-
edge, for instance, the knowledge of the geometry of a plane scene quadrangle
as in [Trummer et al., 2005] and [Trummer et al., 2006], or the knowledge of








Figure 3.5: A setup of two cameras. The properties of the epipolar geometry
are outlined in Section 3.4.
3.4 The Epipolar Geometry
Using passive cameras without scene knowledge, the smallest unit performing
3D reconstruction is a setup of two cameras. For such a stereo setup seeing
one 3D scene point we can derive geometric properties that are illustrated in
Figure 3.5.
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Mapping the 3D point X by two cameras P1 and P2, we yield two cor-
responding image points x1 and x2. Further we consider the 3D line defined
by the two camera centers C1 and C2 and the intersection points with the
respective image planes, which results in the epipoles e1 and e2. The epipolar
lines l1 and l2 are 2D lines in the image connecting the epipole and an image
point. We observe that the 3D point X, the corresponding image points x1
and x2, the respective camera centers C1 and C2, the epipoles e1 and e2,
and the epipolar lines l1 and l2 are all located in the same 3D plane π.
In the following, we use these properties to formulate relations between
the entities in different images. We start by the epipolar line l1, represented
by a 3-vector l̃1, in terms of the epipole and the image point in the particular
image,
l̃1 = ẽ1 × x̃1. (3.49)
Applying the notation (3.37) for the projection matrices and the result (3.41),
we find





On the other hand, both image points are mappings of the 3D point X.
Therefore we get
x̃j = PjX̃, (3.51)
x̃j = BjX + bj, (3.52)
X = B−1j (x̃j − bj) . (3.53)
By interpreting x̃j in (3.53) as a term that is known only up to scale, which
gives us an expression of the respective line of sight, we now use that the
lines of sight intersect in X,
B−11 (x̃1 − b1) = B−12 (x̃2 − b2) , (3.54)
B−11 x̃1 −B−11 b1 = B−12 x̃2 −B−12 b2, (3.55)
x̃1 = B1B
−1
2 x̃2 −B1B−12 b2 + b1. (3.56)













2 x̃2 −B1B−12 b2 + b1
)
, (3.57)
that relates the epipolar line in the first image to the camera matrices and the
image point in the second image. Without loss of generality, we now identify
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using the 3× 3 identity matrix I3. It follows that
B2 = K2, (3.59)
b2 = 0 (3.60)
and
ẽ1 = b1, (3.61)
x̃1 = B1K
−1
2 x̃2 + b1. (3.62)
In preparation of the next step, we introduce the operator [·]× that maps a









The benefit of this notation is that we are able to express the cross product
of vectors in terms of a multiplication of matrix and vector, so for another
3-vector z we may wright
v × z = [v]×z. (3.64)
It is known [Gantmacher, 1998] that a skew-symmetric matrix such as [v]×
has an even-numbered rank. For the general case we also know rk([v]×) 6= 0,
hence we have rk([v]×) = 2 for non-degenerate cases. Using the above nota-
tion, we apply (3.61) and (3.62) to (3.49),
















since [b1]×b1 = 0. We set [b1]×B1K
−1
2 = F and call F the fundamental ma-
trix corresponding to the cameras P1 and P2. Since rk([b1]×) = 2, we also
get rk([F]×) = 2 for non-degenerate cases. Repeating (3.65) using F,
l̃1 = Fx̃2, (3.66)
we reach the important result that the image point in the first image cor-
responding to x2 is located on the line defined by Fx̃2, which is called the
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epipolar constraint . This fact implies that the fundamental matrix encodes
the relative pose of the two cameras, which can also be seen from (3.65).
Another important characteristic of F is shown by considering the relation
(3.3) of points and lines in homogeneous notation. If point x1 is an element
of the line l1, then x̃
T
1 l̃1 = 0. In connection with (3.66) we yield
x̃T1 l̃1 = x̃
T
1 Fx̃2 = 0. (3.67)
The importance of this result is that the fundamental matrix is characterized
only in terms of corresponding image points. The number of image corre-
spondences we need to determine F depends on the number of degrees of
freedom of the fundamental matrix. Of the nine elements of F, we may nor-
malize one element since we use homogeneous image coordinates. Further
we know that F is a singular matrix. Finally we find that the number of
parameters of F is less than or equal to seven.
In (3.67) we see that we get one linear equation in the unknown elements
of F from one image correspondence. Thus we need at least seven image cor-
respondences to compute F. One classical way to calculate the fundamental
matrix is the eight-point algorithm, originally presented in [Longuet-Higgins,
1981], which does not employ the rank-constraint on F.
If one aims at the relative pose of two cameras, it is not necessary to
regard the intrinsic calibrations of the cameras. Since, on the contrary, F
does so, the computation of F is not the actual goal and also requires more
data than just solving for the relative pose. One way out is to assume known
intrinsic parameters and to use normalized image coordinates
x̃′ = K−1x̃. (3.68)
Thus we can see normalized image points as mappings using a camera with
a special internal calibration, which is expressed by K′ = I3. Yet, this has no














2 = 0. (3.69)
The inner matrices are combined to yield the essential matrix
E = KT1 FK2. (3.70)
In contrast to the fundamental matrix, the essential matrix only depends on
the relative pose and has five degrees of freedom, cf. [Hartley and Zisserman,
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2003] page 257. The essential matrix is, of course, a singular matrix and of
its singular values two are identical and the third one is zero.
The homogeneous linear equations in (3.67) and (3.69) provide a pos-
sibility to compute the fundamental and the essential matrix, respectively.
Following the procedure described in Section 3.2.1, we may establish a ho-
mogeneous linear equation system and solve it via singular value decomposi-
tion. In this way, the method completely ignores the constraints applying to
the rank and singular values of the wanted matrices. Consequently, accord-
ing solutions are sensitive to noise and other types of errors. On the other
hand, there are methods that directly address the mentioned constrained,
but end up in complex non-linear equations that are hard to tackle, for in-
stance, [Stewenius et al., 2006]. A comparison of according methods is given





Figure 3.6: The aperture problem for 2D image correspondences. Given the
image point x1 in the first image, we aim at the corresponding point in the
second image. We observe the image structure around x1 inside a local region
r, which is an edge. Due to the definition of the local region r, the image
data does not provide enough information to decide the correct position of
the corresponding point in the second image. We are left with the positional
uncertainty along the image edge. The further description is given in Section
3.5.
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3.5 The Correspondence Problem for Data Reg-
istration
When dealing with the epipolar geometry as in the last section, we are obliged
to talk about point correspondences. While we assumed the correspondences
to be known, this is not the case for a general application. In fact, if we want
to compute the epipolar geometry, it is an essential and difficult prerequisite
to determine correspondences between image points. That means we have to
find image points that are mappings of the same 3D world point. Since we
only have the image data to our disposal, the task is to somehow relate image
positions based on the image data, i. e. to register image points. Likewise, the
correspondence problem exists in 3D and is as fundamental as for images. For
example, a stereo pair of cameras enables us to recover a partial 3D scene
using one stereo shot. Moving the stereo camera pair to another position
yields a further part of the 3D scene. A reasonable wish would now be to fuse
the two partial 3D reconstruction in order to create one 3D reconstruction.
If we have no information about the movement of the stereo camera, we are
constrained to the image data and the reconstructed 3D data. Concerning
the 3D data, the task is to find 3D points in the partial reconstructions
that represent the same 3D world point, i. e. to register the according 3D
points. These examples already highlight that the correspondence problem
is as fundamental as difficult in computer vision.
Throughout the instances of the correspondence problem, one is con-
fronted with the possibility of ambiguous data as illustrated in Figure 3.6.
Historically, this issue was first related to the case of seeing the world through
an aperture, so it was called the aperture problem. This visualization is still
true, we just term the reason more abstractly as local data. In Figure 3.6 we
only use the local data in region r around the point x1. We then observe that
we are not able to decide for the true position of the corresponding point in
the second image. Thinking about the region r, we further grasp that there
is a larger region r′ that includes the image corner, which suddenly endows
us with the ability to uniquely solve this special 2D correspondence problem
and find the corresponding point in the second image. What happened by
using the larger local context r′? The information in region r says that x1
is located on an image edge, which is a 1D information. Since we have 2D
image data, our solution remains with one degree of freedom, which is the
position along the edge. The larger region r′ around x1 includes a part of
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the non-parallel second edge or even the corner between the two edges. By
this means we yield the information that x1 is located in this special 2D
structure. These 2D data fix all two degrees of freedom of the corresponding
image position for the example in Figure 3.6. Nonetheless, we can imagine
cases in which both images contain two of the depicted edge pairs, see the
dashed lines in Figure 3.6. Again, we would not be able to find the true so-
lution, if the local region would cover only the one edge pair around x1. We
conclude that the aperture problem in correspondence search is theoretically
ever-present for any non-global use of data.
In the following, we depict ways to tackle the correspondence problem.
In Section 3.5.1 we describe an iterative approach to estimate the parameters
of a transformation model using observed data. This algorithm also applies
to 2D and 3D data and provides correspondences as a side effect. Sections
3.5.2 and 3.5.3 outline the specific problems for image data and 3D data,
respectively.
3.5.1 RANSAC Approaches
The RANdom SAmple Consensus (RANSAC) is a randomized, iterative
method for robust parameter estimation and was originally presented in [Fis-
chler and Bolles, 1981].
Let us suppose a modelM depending on a set of P parameters denoted
as a vector p = (p1, . . . , pP )
T, M =M(p). Further assume an operator Γ
that generates all possible elements out of a universe U supported by the
modelM(p),
Γ(M(p)) ⊆ U. (3.71)
Finally, let D ⊆ U be a set of observed data elements, D = {d1, d2, . . .}. We
now want to find a model and adjust its parameters such that we are able
to reproduce the observed data, i. e. we aim at a model M(p) and fixed
parameters p∗ with
D ⊆ Γ(M(p∗)). (3.72)
Our hopeful, or optimistic, assumption is that M(p∗) describes the reality
that we observed only by means of the elements of D. As this paradigm
of modeling the reality applies to all natural sciences, so it applies to the
RANSAC method.
The RANSAC procedure is outlined by a few simple actions. The model
M as well as the basic set of the parameter vector p are assumed to be
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known. Further we are given a set D of observed data. RANSAC performs
the following steps:
1. Randomly select a minimal subset S1 ⊂ D, #S1 = k, that uniquely fixes
the parameters p of modelM. Increment a counter c of random selec-
tions.
2. Use the fixed parameters p1 to determine a set S
∗
1 of elements, S1 ⊆ S∗1 ⊆ D,
that are within an error tolerance t of Γ(M(p1)). The set S∗1 is the con-
sensus and contains the inliers with respect to the current parameters
p1. The elements of D \ S∗1 are termed outliers with respect to the
current model.
3. If the ratio (#S∗1)(#D)
−1 is greater than or equal to a preset threshold r,
then determine the parameters p∗1 using S
∗




and c is smaller than the boundary of iterations cmax, then go to step
1. Otherwise go to step 4.
4. The maximum number of iterations cmax is reached without finding
model parameters gaining sufficient support. By choice of the user, re-
port the parameters supported by the largest consensus or quit without
a solution.
One first property to observe is that the RANSAC algorithm is iterative,
but does not require an initial solution. Second, we are able to find a rea-
sonable value of cmax assuming a certain ratio i of inliers in the data. We do
so by considering the probability pin that we at least once select k inliers out
of D in N tries. The inverse formulation yields the probability (1− ik)N not
to select k inliers in N tries, which equals 1− pin. Thus, we have to select a
confidence level, for instance, pin = 0.9, and find
N =
log(1− pin)
log(1− ik) . (3.73)
The maximal number of iterations supporting a minimal probability pin to
at least once select a set of k inliers is given by
cmax = ⌊N + 1⌋. (3.74)
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Example A – a 2D application. A classical application of the RANSAC al-
gorithm is the robust estimation of the epipolar geometry using image points.
This application employs the assumption that we have detected a set of fea-
ture points in each image and that these features are at least partially over-
lapping in the sense of mapping the same 3D scene points. The data D hence
consists of the two sets of image points, the modelM(p) is the epipolar geom-
etry, and the parameter vector p may hold the elements of the fundamental
matrix F. Depending on the algorithm to estimate F, RANSAC randomly
establishes seven or eight image correspondences, respectively, computes the
according fundamental matrix, and evaluates the distances between image
points and their corresponding epipolar lines. The actual task performed by
the RANSAC algorithm is the estimation of a proper fundamental matrix.
As a side effect, we yield the 2D point correspondences used to compute the
final set of parameters.
Example B – a 3D application. Similarly to the previous example, RANSAC
may estimate a 3D Euclidean transformation to align two sets of 3D points.
One iteration performs a random selection of three 3D correspondences to
fix 3D rotation and translation. As an error measure, RANSAC uses the
Euclidean distances between a transformed point and the closest one of the
other point set.
The RANSAC algorithm is a powerful tool for parameter estimation and
allows various extensions for particular applications. Nonetheless, the com-
putational burden quickly converges to infeasibility for large, but practically
relevant data sets if we directly apply the RANSAC scheme without further
adaptations. For these cases, another possibility is to dramatically decrease
the possibility pin, which is likely to leave us without any or a bad solution.
Further problems arise if we are not provided with the ratio of inliers i in the
data.
3.5.2 The Correspondence Problem for Image Data
A general random algorithm, just like RANSAC, is able to solve most dif-
ferent problems. In the particular case of finding correspondences in two
intensity images, the classical RANSAC approach does not directly use the
information contained in the images. In the following, we briefly describe the
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two most important basic methods that explicitly use the image contents to
establish 2D point correspondences.
3.5.2.1 Stereo Matching
Stereo matching, or block matching or template matching, assumes a known
relative pose between the images, i. e. between the cameras from which the
images originate. In fact, stereo matching assumes that the images are simul-
taneously shot by cameras that build a stereo setup. A stereo setup consists
of two cameras that are identically oriented and only translated along one
image axis. The translation distance is again called baseline, cf. Figure 3.4.
In opposite to a general setup of two cameras, the baseline is the only pa-
rameter of a stereo camera system. The work of Fusiello et al. [Fusiello
et al., 1998] shows how to transform general image pairs such that the trans-
formed images are the mappings of an according stereo camera setup up to
perspective occlusion effects.
Considering epipolar geometry and Figure 3.5, we observe that all epipo-
lar lines in one image run through the epipole. The epipole marks the point
where the connection of the two camera centers meets the image plane. A
stereo setup features image planes that are located in the same world plane.
Therefore, each image plane is parallel to the connection of the camera cen-
ters, and the epipole lies at infinity. Since the epipole is the intersection point
of all epipolar lines and it is at infinity, the epipolar lines are parallel for a
stereo setup. We additionally know that an image point in the first image
and the corresponding epipolar line in the second image do have identical y-
coordinates, assumed that the cameras are shifted to each other along their
x-axes.
The above statements show correspondence search in rectified images to
be comfortable in the following way. Regarding a reference point x1 = (x, y)
T
in the first image, the search space for the corresponding point in the second
image theoretically is the line l2 = y. Thus, the search space is not the whole
2D image, but the respective 1D line. As a measure of similarity that finally
fixes the position of the correspondence, stereo matching uses the normalized
cross-correlation. Using intensity functions I1(x) and I2(x) that respond the
intensity value at position x and regarding image templates of size N ×N ,
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with mean values µIj ,xk,N and standard deviations σIj ,xk,N in the respective
templates. By means of the normalized cross-correlation, one yields an im-
age position x2 = (x2, y2)
T corresponding to x1 = (x1, y1)
T that provides the
highest similarity with respect to the considered template size. Since y1 = y2,
the corresponding point x2 is uniquely defined by x1 and the difference x2−x1,
which is called the disparity of the corresponding image points. Due to the
formulation of stereo matching as a 1D search, most algorithms consider
only integer positions, so x1, x2 ∈ Z. This limits the achievable accuracy
of the according algorithms in terms of image resolution. In particular for
large baselines, stereo matching methods are encountered with the problem
of occlusions in the images, which change the appearances of corresponding
templates. One way to ease this effect is to select a smaller baseline, but this
step negatively effects the possible accuracy since it shrinks the whole range
of possible disparities to a smaller integer interval of constant resolution.
Despite an elegant theoretical restriction of the image search space, stereo
matching has some drawbacks. Performing a search itself inhibits perfor-
mance. Gaining accuracy by searching real-valued disparities further boosts
computation time. And in the end, noise and calibration errors soften the
1D restriction of the search space.
3.5.2.2 Feature Tracking
An approach opposing stereo matching in many ways is feature tracking.
Evaluating intensity values inside an image template is the main similarity
of the approaches. In opposite to stereo matching, feature tracking, namely
KLT tracking as depicted in [Lucas and Kanade, 1981], employs an error











in order to estimate a warping W that maps the original template to the
corresponding position in the consecutive image. Possible knowledge of the
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relative camera pose will be ignored by this tracking method. Implicitly,
this approach assumes that the mapping of a 3D world point and its close
surrounding does not change seriously between the images. As two fun-
damental requirements follow the small-baseline and brightness-constancy
assumptions. Once a transformation W provides the feature position in the
second image, it is possible to continue the process in further images. This
fact and the mentioned assumptions alike favor feature tracking for the appli-
cation with video sequences, which implement the small-baseline assumption
by nature. Furthermore, the formulation of the error function (3.76) allows to
derive a non-linear optimization procedure to solve for W without searching.
Considering the properties of stereo matching and feature tracking, for
some applications it is a desirable goal to combine the advantages of both
methods. In particular, we would like to use an optimization procedure, just
like feature tracking, and apply prior knowledge of camera parameters to
formulate constraints on the search space, like stereo matching does. Since
view planning using a passive camera is one of the mentioned applications,
we present a possible, novel way to reach this goal, the Guided KLT tracking,
in Chapter 4.
3.5.3 The Correspondence Problem for 3D Data
Inherently, the 3D correspondence problem is the same as in 2D images.
Nonetheless, the bulk of practical applications reveals the main difference
that 2D images provide a further point attribute, which is the intensity value.
On the contrary, most of the practical 3D correspondence problems deal with
finite, discrete sets of 3D points. A conceptual resemblance to RANSAC is
hence notable for 3D correspondence algorithms that use not more than 3D
point coordinates.
3.5.3.1 The Iterative-closest-points Algorithm
A famous example of a deterministic, iterative algorithm to establish 3D
point correspondences is the iterative-closest-points (ICP) algorithm based
on [Besl and McKay, 1992]. We describe the algorithm using two point sets
P1 = {X1,1, . . . ,XM,1} and P2 = {X1,2, . . . ,XN,2}, whereat we consider P1 to
be the data set that shall be rotated and translated to best fit the model
set P2. Besl and McKay underline that these two entities may represent any
geometric data that allow to find a registration, while the data set has to
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be transformed to an actual point set P1. The ICP algorithm acts in the
following way:
1. Initialize a transformation T = I4 as in (3.5).
2. For each point Xj,1 of the data set P1, find the closest point in the
model set P2.
3. Determine a transformation TH using the correspondences found in
step 2.
4. Transform the points of P1 by TH . Update T by setting it to THT.
5. If the changes performed by TH fall below a threshold t, then report
T and quit. Otherwise go to step 2.
The literature offers a great deal of enhancements and adaptations of the
ICP algorithm for particular problems. All of them have in common that the
success strongly depends on a proper initial solution, i. e. a favorable initial
state of P1. In [Zinßer et al., 2003] the authors observe that the initialization
has to be inside the basin of convergence of the true solution. Likewise, the
quality of the initialization obviously has a strong impact on the runtime
behavior of the algorithm.
3.5.3.2 Non-iterative Approaches
Analogous to the intensity point attribute for the case of 2D image corre-
spondences, there are direct approaches to establish 3D correspondences that
use more information than just point coordinates, for example, the knowl-
edge of a 3D surface triangulation. We shift an in-depth discussion of these
approaches to Chapter 5, where we present a novel way of directly computing
invariant features of 3D surface triangulations that allow coarse 3D registra-
tion. One particular area of application of this new method is to produce
suitable initial solutions for the ICP algorithm.
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Chapter 4
Guided KLT Feature Tracking for
Controlled Environments
As motivated and stated in Section 3.5.2, it is a promising goal to combine
the advantages of stereo matching and feature tracking. Therefore, in this
chapter we present a novel way to use knowledge of camera parameters for
feature tracking regarding uncertainty, the Guided KLT (GKLT) tracking
method. In doing so, we both emphasize the self-contained application of
GKLT tracking and the important part it has in the view planning approach
depicted in this work. Concerning the latter fact, we highlight the fundamen-
tal meaning of GKLT tracking for our approach to view planning in Section
4.1. In tribute to the independent application, we use this chapter to sep-
arately examine specific references in Section 4.2, to present the basic KLT
method in Section 4.3 and the GKLT tracking method itself in Section 4.4,
and to provide an experimental evaluation and an outlook to future work
with respect to GKLT tracking in Sections 4.5 and 4.6.
4.1 Applications and Relevance to View Plan-
ning
As we will support by the following sections and the experimental evaluation,
GKLT tracking gains some benefits compared to standard KLT tracking by
incorporating additional prior knowledge of camera parameters. In partic-
ular, GKLT tracking endows better tracking accuracy and longer tracking
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duration by means of softly restricting the optimization space. These bene-
fits make the method valuable for any application of feature tracking given
camera parameters, for instance, when using a robotic arm as in Figure 1.1
or a turntable as in [Kuehmstedt et al., 2001]. Provided that GKLT tracking
improves the result, we can even think of a mutual optimization process for
the case of unknown camera parameters, which we outline in Section 4.6.
Figure 4.1: Guided KLT feature tracking is a fundamental component of the
view planning method proposed in this work.
Returning to this work, we now concern ourselves with the task of view
planning using a passive camera. We realize that tackling the correspon-
dence problem is a natural starting point necessary for any approach to our
specific view planning problem. As a first decision, we favor feature tracking
over stereo matching for the reasons formulated in Section 3.5.2. Second, we
observe that view planning comes with sets of prior knowledge K, goals G,
constraints C, and actively adjusted parameters P, and we try to improve
feature tracking using these sets. The information contained in G, C, and P
mainly effects the purposive actions of the planning system. With respect
to feature tracking, we may consider to actively change camera parameters
in a way that promises better tracking results, but this has nothing to do
with the actual tracking process and a justification depends on the contents
of G. In the end we find that we at least feature additional prior knowledge
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K containing information about camera parameters. Therefore, we present
a novel method to incorporate information about camera parameters into
feature tracking. We further augment the extended feature tracking with
robust online 3D reconstruction, detection of tracking outliers, reinitializa-
tion of lost features, and 3D uncertainty estimation. By this means, the
final GKLT tracking method provides the data basis for the active accuracy
optimization by view planning presented in Chapter 6.
4.2 Previous Work
The original idea of tracking features by an iterative optimization process
was presented by Lucas and Kanade in [Lucas and Kanade, 1981] and will
be reviewed in Section 4.3. Since then a rich variety of adaptations and ex-
tension has been published, giving rise to surveys like [Baker and Matthews,
2004]. For instance, Fusiello et al. [Fusiello et al., 1999] handle the removal
of spurious correspondences by using robust statistics. The problem of rese-
lecting the template image is dealt with in [Zinßer et al., 2005]. Since these
modifications and extensions are independent from applying camera param-
eters, we only mention very few of them. For more information the reader
may be referred to [Baker and Matthews, 2004]. Heigl [Heigl, 2003] presents
an example of applying knowledge of camera parameters to feature tracking.
In his work, he moves features along their epipolar lines, but does not regard
uncertainty.
4.3 Original KLT Feature Tracking
In this section we review a way to derive the optimization rule of the original
KLT feature tracking [Lucas and Kanade, 1981].
Considering an initial template image, or frame, with an intensity func-
tion T (x) giving the intensity at position x = (x, y)T, the feature at position
x is given by the intensity values inside of a region F around x called feature
patch. In general, the set F of image coordinates belonging to the considered
feature patch may contain any image positions. In spite, most of the appli-
cations use square regions centered at the considered feature position. Given
another image with intensity function I(x), feature tracking tries to estimate
the optimal parameters p∗ of a warping function W (x,p), p = (p1, . . . , pn)
T,
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in the sense of
p∗ = arg min
p
ǫ(p) (4.1)




(I(W (x,p))− T (x))2 . (4.2)















with pa = (∆x, ∆y, a11, a12, a21, a22)
T. Following the additional approach, we




(I(W (x,p + ∆p))− T (x))2 . (4.4)
In order to resolve the functional dependencies between p and ∆p, we twice








(I(W (x,p)) +∇I∇pW (x,p)∆p− T (x))2 = ǫ′(∆p). (4.6)







of the intensity function I(x)


























(∇I∇pW (x,p))T (I(W (x,p)) +∇I∇pW (x,p)∆p− T (x))
(4.9)
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By rearranging we get
H∈Rn×n︷ ︸︸ ︷∑
x∈F










(∇I∇pW (x,p))T (T (x)− I(W (x,p))) (4.12)
using the Hessian H, which is an approximate Hessian with respect to the
original error function (4.4). Equation (4.12) provides us with an iterative
optimization rule that performs a locally approximated gradient descent. At
the end of the i-th iteration we find the update pi+1 ← pi + ∆pi.
KLT tracking offers a purely appearance-based way to solve the 2D corre-
spondence problem in image data. Iteratively adapting warping parameters
demands small changes of the respective feature patch, which is stated as the
small-baseline assumption and may be interpreted to further assume small ro-
tations. The objective function (4.4) of the optimization implies the require-
ment of constant brightness. Further, a warping function cannot ever model
transformations of the feature patch caused by perspective occlusions. This
is due to the nature of the image formation as a 3D-2D mapping. Hence, the
assumption of planarity applies, i. e. the assumption that the feature patch
is the projection of a plane world region to the image. One inherent prob-
lem of all feature tracking methods is the goal to find mappings of the same
3D world point without any reference to the 3D entity, but just using image
mappings. As consequences, the well-known motion-drift problem can occur,
cf. [Rav-Acha and Peleg, 2006], and intensive care has to be taken for the
selection of good features to track, cf. [Shi and Tomasi, 1994]. Violating the
theoretical assumptions may cause an early loss of tracked features, i. e. low
tracking duration, and low tracking accuracy of tracked features.
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4.4 GKLT Tracking Using Known Camera Pa-
rameters in Consideration of Uncertainty
Considering the task of feature tracking and, in particular, the KLT tracking
method, we pose the question how we can apply prior knowledge of camera
parameters to improve feature tracking. Referring to Section 3.4, we note
that we are able to compute the fundamental matrix F between two images
using known camera parameters. Once yielded, the fundamental matrix F
theoretically constrains the position m of a feature in the reference frame to
a line
l̃ = Fm̃. (4.13)
In the following, we describe how we can use this constraint for feature track-
ing, see also [Trummer et al., 2008,Trummer et al., 2009b,Trummer et al.,

























(b) Translation along and perpen-
dicular to the epipolar line.
Figure 4.2: The epipolar geometry theoretically constrains the feature transla-
tion along the epipolar line. Section 4.4 provides further explanations.
4.4.1 GKLT Tracking with Manual Uncertainty Adjustment
Again, we regard an image feature at position m in the reference image
and the fundamental matrix F known in terms of camera parameters de-
scribing the relative pose between the reference image and the consecutive
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image. We know that the image point corresponding to m = (xm, ym)
T in
the second image is located on the epipolar line l̃ = (l1, l2, l3)
T as in (4.13).













with parameter λ and l1 6= 0. Modeling pure translation of point x = (x, y)T,
















using ptE = λ and (l1, l2, l3)






















We present a list of possible instances of the warping function W (x,p,m)
and the respective Jacobians in Appendix A.
At this point, we formulate a warping function WE(x,pE,m) such that
only one parameter λ defines the translation. Compared to the conventional
modeling of translation as in (4.3), this reduces the optimization parameter
space by one degree of freedom, which favors a more efficient optimization
and more stable results. Since the feature position is restricted to the cor-
responding epipolar line, we also ease the requirement of a true 2D optical
feature structure. By means of the positional restriction, it is also valid if the
feature describes a 1D edge that is not parallel to the epipolar line. Combin-
ing such a 1D optical feature structure and the 1D positional restriction we
yield, in general, the unique feature position. Therefore we find more image
features valid for tracking.
Despite the great advantages of a restricted parameter space of the opti-
mization, we have to pay attention to possibly noisy prior knowledge. Errors
in the given camera parameters may cause an deficient fundamental matrix
and hence a deficient positional restriction. For the sake of modeling the fea-
ture position with respect to a noisy fundamental matrix, we have to allow
translations not along the epipolar line, for which we choose a translation
perpendicular to the epipolar line. The according translation model along
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with ptEU = (λ1, λ2)
T, l1 6= 0. The parameters λ1 and λ2 describe the transla-
tion along and perpendicular to the corresponding epipolar line, respectively.
Thus we identify λ1 with an epipolar translation and λ2 with uncertainty.
Now, if we apply the modified warping function (4.17) to the formulation
of the standard KLT objective function in (4.2), we do theoretically reach
no change but optimizing translation inside a coordinate frame rotated with
respect to the image axes. Despite these facts, we have augmented the direc-
tions of translation with special meaning. To give the example of perfectly
accurate camera parameters, we are able to set λ2 = 0 and perform a 1D
optimization of the epipolar translation λ1. As a consequence of the spe-
cial meaning of the directions of translation, we introduce a weighting factor







to control which translations are finally executed. We reach this goal by
adapting the standard KLT objective function (4.2) with respect to the gen-







(∇I∇pEU WEU(x,pEU ,m))T(T (x)− I(WEU(x,pEU ,m)))
(4.19)
using an adapted approximate Hessian HEU according to (4.11). For another
warping model, for example, the affine model, the according weighting matrix
Aaw is likewise a diagonal matrix weighting the parameter changes ∆λ1 and
∆λ2 as in (4.18), but applying weight 1 to each of the other parameters.
At this stage, we optimize the translational part of the warping function
WEU(x,pEU ,m) in directions depending on the epipolar geometry. Stan-
dard KLT tracking uses translations along the image axes. These directions
are arbitrary regarding the actual movement of the feature position. The
modified warping function uses the epipolar geometry to guide the feature
along the corresponding epipolar line, but allows deviations due to uncer-
tainty. Regulating possible deviations from the epipolar line is in control of
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the epipolar weight w ∈ [0, 1]. In particular, w = 1 ignores any translation
perpendicular to the epipolar line and thus corresponds to a perfectly exact
epipolar geometry. On the contrary, w = 0.5 does not favor any direction
and hence applies to an absolutely uncertain epipolar geometry. By now,
the Guided KLT (GKLT) tracking requires manual adjustment of a proper
epipolar weight.
4.4.2 GKLT Tracking with Integrated Uncertainty Estima-
tion
In the previous section we replaced the standard warping function of the
KLT tracking method by a warping that modifies translations with respect
to the epipolar geometry. Additionally, we extended the final parameter up-
date rule by a weighting matrix allowing manual tuning of the optimization
method regarding the level of uncertainty. This kind of manual uncertainty
control is adverse for cases where the uncertainty of the camera parameters
is unknown. Thus it is a valuable goal to integrate an uncertainty estima-
tion into the GKLT tracking method. We reach this goal by incorporating
the weighting matrix not just into the final update rule, but into the initial
objective function of the optimization. In doing so, we propose an EM-like,
cf. [Dempster et al., 1977], alternating optimization scheme that concur-
rently estimates the warping parameters as well as the uncertainty of the
epipolar geometry.
Modifying the objective function. Instead of extending the final update
rule (4.12) of the standard KLT method, we now directly apply the weighting
matrix to the objective function (4.4) yielding
ǫ(∆pEU , ∆w) =
∑
x∈F
(I(WEU(x,pEU + Aw,∆w∆pEU ,m))− T (x))2. (4.20)
In analogy to the additional approach regarding parameter changes, (4.20)




w + ∆w 0 0 · · · 0
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(I(WEU(x,pEU ,m)) +∇I∇pEU WEU(x,pEU ,m)Aw,∆w∆pEU − T (x))2
= ǫ′(∆pEU , ∆w) (4.23)
and make up a linearized approximation ǫ′(∆pEU , ∆w) of the objective func-
tion. In particular, (4.23) allows differentiation with respect to the warping
parameters and the epipolar weight.
Optimizing the warping parameters. Using the linearization (4.23) of the
objective function, we differentiate with respect to the warping parameters






(∇I∇pEU WEU(x,pEU ,m)Aw,∆w)T (I(WEU(x,pEU ,m))
+∇I∇pEU WEU(x,pEU ,m)Aw,∆w∆pEU − T (x))
!
= 0, (4.24)
which provides us with an optimality criterion for changing the warping pa-

















(∇I∇pEU WEU(x,pEU ,m)Aw,∆w)T(T (x)−I(WEU(x,pEU ,m))).
(4.26)
4.4. GKLT TRACKING 75
Based on the image data and the current states of pEU and w, (4.26) allows
to compute an optimal parameter change in the sense of steepest descent. In
this step, we set ∆w = 0 and shift the computation of an optimal change of
the uncertainty estimate to the next stage.
Optimizing the uncertainty parameter. For the adaptation of the epipolar
weight, which in a dual way defines the uncertainty of the epipolar geometry,
we follow the same approach as for the warping parameters. We start by
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i.e. hwAw,∆w∆pEU = e.
(4.30)
This is one linear equation in the unknown ∆w, since hw = (h1, . . . , hn) is
a row vector and ∆pEU = (∆λ1, ∆λ2, ∆p3, . . . , ∆pn)
T is a column vector.
Hence we can reformulate (4.30) and get
∆w =
e− h2∆λ2 − h3∆p3 − . . .− hn∆pn
h1∆λ1 − h2∆λ2
− w. (4.31)
By means of the image data, the current state of the epipolar weight, and
the last change of the warping parameters, we reach a new estimation of the
epipolar weight, which also represents a new estimation of the uncertainty of
the given epipolar geometry.
Modifying the optimization algorithm. In comparison to the KLT and
GKLT tracking, we now have two update rules: one for pEU and one for w.
These update rules, just as in the previous KLT versions, compute optimal
parameter changes in the sense of least-squares estimation found by steepest
descent of an approximated error function. We combine the two update rules
in an EM-like approach. For one iteration of the optimization algorithm, we
calculate ∆pEU (using ∆w = 0) followed by the computation of ∆w with
respect to the ∆pEU just computed in this step. Then we apply the change
to the warping parameter using the updated w.
The modified optimization algorithm is as follows.
1. Initialize pEU and w.
2. Compute ∆pEU by (4.26).
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3. Compute ∆w by (4.31) using ∆pEU .
4. Update pEU : pEU ← pEU + Aw,∆w∆pEU .
5. Update w: w ← w + ∆w.
6. If changes are small, then stop; else go to step 2.
This novel optimization algorithm for feature tracking with known cam-
era parameters uses the update rules derived from the extended optimization
error function (4.20) for GKLT tracking. Most importantly, these steps pro-
vide a combined estimation of the warping and the uncertainty parameters.








Figure 4.3: The GKLT3D framework from a relational point of view. Integrating
3D estimation in the tracking process allows additional extensions.
4.4.3 Combined GKLT Feature Tracking and 3D Recon-
struction
All the current extensions of GKLT tracking refer to the optimization process
using image data. However, knowledge of the camera parameters in combi-
nation with feature positions additionally infers on the 3D position of the
respective world point. In the following we want to answer the question how
a concurrent 3D estimation can improve feature tracking. We could argue
that a 3D estimation is an implication of the above mentioned information
and does hence not provide any additional advantage for the tracking pro-
cess. In this sense, the standard approach of feature tracking using image
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data and performing a single and final 3D reconstruction would be equiva-
lent to feature tracking with a concurrent 3D estimation. On the other hand,
the transformation parameters of the warping function do only respect the
feature positions in the template and the current image, but reconstructed
3D point typically contains the information of all image points available.
And this is the difference. A 3D reconstruction represents all the informa-
tion regarding the positions of the specific feature gathered in the previous
frames.
Figure 4.3 illustrates in a relational way that including the 3D estimation
into the tracking process actually makes further extensions possible. The
whole 3D framework includes 2D GKLT tracking with integrated uncertainty
estimation, robust 3D estimation, reinitialization of lost features, and the
detection of tracking outliers. We denote this framework by GKLT3D. The
GKLT3D framework comprises the computational steps listed in the flowchart
of Table 4.1. In the following we explain each component of the flowchart.
Re-/Initialize the feature position. Since tracking in the KLT sense is
an iterative optimization of feature transformation parameters, an initial
solution is required. If the feature was tracked in the previous frame, it
is straightforward to use the last parameter estimation as the initialization
for the current frame, which corresponds to the condition of small baselines
between consecutive frames. We also use this initialization technique for
GKLT3D. In addition, GKLT3D reinitializes features that were lost in the
previous frame or earlier and that were tracked in at least one frame. Thus
a 3D estimation from at least two frames exists, in particular from the frame
where the feature was detected and from at least one frame of successful
tracking. For lost features, we use the back-projection of the estimated 3D
point to reinitialize the feature position for GKLT3D tracking.
GKLT tracking. Having initialized the feature transformation, we perform
2D feature tracking by the GKLT method with integrated uncertainty esti-
mation. In fact, this step of the GKLT3D method can be performed by any
other tracking method including standard KLT tracking. However, we find
it natural to further extend the existing GKLT tracking method that already
uses knowledge of camera parameters.
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Table 4.1: A comparison of the KLT and GKLT3D frameworks in flowcharts.
The listed steps describe the performed actions for tracking one feature in one
frame. Further explanations are given in Section 4.4.3.




init feature from last position
(tracked)
OR










if initialized : KLT tracking always : GKLT tracking
↓
if tracking successful:
init weights for 3D
estimation
↓
robust estimation of 3D
position
↓
check tracking step for
acceptance
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Initialize the weights for 3D estimation. After successfully tracking the
feature, we include the additional information about the actual feature po-
sition in the 3D estimation. Since we use an iterative estimation and robust
statistics, we need to initialize each weight wi ∈ [0, 1] for the feature position
xi in frame i. The only wi we can know for sure is w0 = 1, since frame 0
is the initial frame where the feature is detected and hence defined. The
feature positions tracked in the following frames are afflicted with increasing
uncertainty. It is more likely for them to be outliers. Thus we propose a





0 = 1 and ∀i > 0 : w(init)i < w(init)i−1 (4.32)
as initialization for the weights wi. In the presence of output weights from a







1 , i = 0
w
(prev)
i , 1 ≤ i ≤ I − 1
0.5 , i = I
(4.33)
and hence ensure that w
(init)
0 = 1, initialize the weight regarding the latest
tracked position as w
(init)
I = 0.5, and use the previously adapted weights
w
(prev)
i , i = 1, ..., I − 1.
Robust 3D estimation. The core of the extensions discussed in this section
is a robust estimation of the 3D position for the tracked feature, i. e. the
position of the 3D world point that is mapped to the feature being tracked.
For 3D reconstruction we use the known camera parameters and a robust
adaptation of the standard direct linear transform (DLT) algorithm for 3D
triangulation, see Section 3.3, to perform iteratively reweighted least squares
(IRLS) estimation as described in [Maronna et al., 2006]. In combination
of the two techniques, we use robust iteratively reweighted DLT (IRDLT)
estimation of the 3D position. We apply the error norm ρ(·) proposed by





e2 , |e| < t
t|e| − 1
2
t2 , |e| ≥ t , (4.34)










1 , |e| < t
− t
e
, |e| ≥ t ∧ e < 0
t
e
, |e| ≥ t ∧ e ≥ 0
(4.35)
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for error e and outlier boundary t. The IRDLT estimation algorithm performs
the following steps to compute an estimation X̂ of 3D point X from image
points xi and projection matrices Pi using weights wi, i = 0, 1, . . . , I.
1. Initialize weights wi as shown below.
2. Perform 3D reconstruction using the weighted DLT algorithm.
3. Recompute weights wi according to (4.35).
4. If the changes of wi are small, then stop; else go to step 2.
These steps endow a costly-inexpensive and robust 3D estimation X̂ of the
world point X and provide adapted weights wi representing the amount of
support that each feature position gives to the current 3D estimate.
Detecting tracking outliers. Besides a robust estimation of the 3D posi-
tion, the IRDLT procedure yields weights wi ∈ [0, 1]. These weights indicate
how likely it is for a position xi to be an outlier, whereat wi = 1 states that
position xi in image i perfectly supports the estimated 3D position X̂. We
use the weight wI corresponding to the last tracked position xI to decide
for acceptance of the whole tracking step. If wI < tw, e.g. tw = 0.5, we
roll back the whole tracking step of GKLT3D, i. e. we restore the previous 3D
estimation and delete position xI . In this case the current feature position
is reinitialized from the 3D estimate instead of the outlying tracked position
for the consecutive frame.
Employing the above steps, the GKLT3D framework exploits the benefits
of a concurrent, robust 3D estimation by using the interdependencies of the
data in the 2D and the 3D domain. In doing so, we create a framework
that estimates hidden information, uses this information to improve tracking,
updates the hidden information and so on. On a somewhat abstract level, this
approach is comparable to the integrated uncertainty estimation of GKLT2,
which itself is used inside the GKLT3D framework as outlined in Table 4.1.
4.5 Experimental Evaluation
The previous section depicted ways to extend the standard KLT tracking us-
ing prior knowledge of camera parameters. In doing so, we designed different
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levels of the Guided KLT tracking. For the sake of a compact notation, we
denote the different stages of expansion as follows.
• GKLT1: Guided KLT tracking with manual uncertainty adjustment as
in Section 4.4.1.
• GKLT2: Guided KLT tracking with integrated uncertainty estimation
as in Section 4.4.2.
• GKLT3D: Guided KLT tracking with integrated uncertainty estimation
in combination with a concurrent robust 3D estimation as in Section
4.4.3.
In the following, we describe methodology and results of the experimental
evaluation comparing the different GKLT and the standard KLT tracking
methods.
In our experiments, we evaluate the tracking duration and accuracy. We
measure the tracking duration, or trail length, as the number of frames in
which a feature is seen, which includes the initial frame. For a bunch of
features, we note the mean trail length µL and the standard deviation σL.
Unless noted otherwise, the accuracy is given in dual manner by examining
the 3D error, i. e. the distance between the reconstructed 3D point and a
ground-truth model of the observed object in terms of the mean error µE
and the according standard deviation σE. This kind of distance measure
requires a registration step. For this step, we perform an interactive 3D reg-
istration of the ground-truth model into the measurement space. First, we
manually determine the image positions of many features spread over the
whole object in many frames. Theoretically, we only need three features in
general position seen in two images. The resulting 3D positions allow to
establish 3D correspondences using the respective 3D points of the ground-
truth model. Finally, we use unit dual quaternions to estimate an optimal
Euclidean transformation in closed form, see [Walker et al., 1991]. Regard-
ing 3D ground-truth, we either use a 3D CAD model or a high-precision
3D reconstruction of the respective object produced by a fringe-projection
system as in [Kühmstedt et al., 2007]. Given the standard measurement
error of 70µm achieved by this system, the resulting 3D model is valid as
ground-truth data for a passive camera setup with VGA resolution. The rea-
son for this kind of accuracy evaluation is given by the fact that accurately
tracked features are necessary for an accurate 3D reconstruction. In reverse,
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we imply that a more accurate 3D reconstruction is based on a more accurate
feature tracking, provided that other variables remain constant. Throughout
the experiments, we employ features templates of size 5×5.
In order to give a thorough performance survey of GKLT tracking, we test
the method with different scenes and objects, use different kinds of features,
and analyze special cases as well as mass statistics.
Figure 4.4: Initial frame and 100 features selected for tracking.
4.5.1 Tracking Duration of GKLT1 Using Translational Warp-
ing
For the first experiment, we compare the standard KLT and the GKLT1
tracking methods using only translational warping functions as depicted in
Appendix A. This test is justified since the main difference between the track-
ing methods is the modeling of the feature translation. We use a sequence of
21 images, the first one for feature detection and 20 images for tracking. We
employ the robot arm shown in Figure 1.1 to move a calibrated, 640× 480-
camera Sony DFW-VL 500 over the scene. Figure 4.4 illustrates the initial
frame and 100 features selected for tracking. Figure 4.5 is the ninth frame
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Figure 4.5: Frame 9 of the tracking sequence. Light green crosses mark the
feature positions tracked by KLT, yellow diamonds by GKLT1 using w = 0.9.
Table 4.2: Tracking durations of KLT and GKLT1 in a sequence of 20 frames
for tracking. Further details in Section 4.5.1.
GKLT1, w = 0.5 0.6 0.7 0.8 0.9 0.95 KLT
µL (frames) 15.96 16.16 16.18 16.10 16.00 16.04 16.07
σL (frames) 5.30 5.19 5.21 5.21 5.27 5.26 5.28
together with the tracked feature positions of the test run with w = 0.9 for
GKLT1.
Now, we have a look at the tracking durations achieved by KLT and
GKLT1 with different settings of the epipolar weight w, which is the pa-
rameter related to the uncertainty of the known camera parameters. For
this setup, we reach the tracking durations listed in Table 4.2. We see only
marginal improvements for certain values of the epipolar weight. Nonethe-
less, we observe differing tracking qualities in Figure 4.5. The relative feature
positions, especially along edges, are better preserved using GKLT1.
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Figure 4.6: First frame and 100 features selected for tracking.
4.5.2 Accuracy of GKLT1 Using Translational Warping
The last test revealed differences between KLT and GKLT1 regarding the
preservation of the relative feature positions, which hints at different 2D
tracking accuracies. Hence, we now take two images from different positions
and calibrate the extrinsic camera parameters using the method presented
in [Trummer et al., 2006]. We detect 100 features in the first image of the
office scene in Figure 4.6 and manually create the ground-truth positions in
the second image, Figure 4.7. As reference for our ground-truth data, we do
not use more than the feature positions in the first image. We measure how
far (in pixels) the tracked positions deviate from the ground-truth and give
the results in Table 4.3.
We observe that GKLT1 produces smaller errors for all allocations of w
tested. GKLT1 shows a mean error up to 20% smaller than the KLT error,
in which case the standard deviation is also smaller by 20%. The close-up in
Figure 4.8 shows that in particular features along edges, i. e. 1D features, are
tracked more accurately using additional knowledge about camera param-
eters in terms of an epipolar constraint. Somewhat surprising is the good
performance of GKLT1 at w = 0.5. This allocation of w does not favor any
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Figure 4.7: Second frame. Light green crosses mark the feature positions
tracked by KLT, yellow diamonds by GKLT1 using w = 0.5.
Table 4.3: Tracking accuracies of KLT and GKLT1 in two images. Further
details in Section 4.5.2.
GKLT1, w = 0.5 0.6 0.7 0.8 0.9 0.95 KLT
µE (pixels) 4.78 4.69 4.97 4.89 5.37 5.39 5.84
σE (pixels) 5.52 5.67 6.31 6.94 7.23 7.48 7.17
translational direction in the optimization. Only the step size of the param-
eter change is halved. The better accuracy than KLT for w = 0.5 indicates
that changing the directions of translation itself is positively affecting the
optimization process, if the new directions are related to the true transla-
tion. One possible reason for this effect is the approximation of the image
gradient using discrete sampling values in a discrete image. An alignment
of the sampling positions along the true translation may favor an accurate
approximation of the image gradient.
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(a) Features initialized along an edge. (b) Positions tracked by KLT (light
green crosses) and GKLT1 (yellow dia-
monds).
Figure 4.8: Close-ups from Figures 4.6 and 4.7. GKLT1 tracks all features and
preserves point alignment.
(a) Image of Santa Claus
figurine Horschtl and one
feature selected.
(b) Close-up of the selected 2D feature.
Figure 4.9: Case study comparing KLT and GKLT1 using one feature.
4.5.3 A Case Study: Comparing Optimization Steps
Apparently, GKLT tracking provides improved tracking results in some cases
by employing epipolar feature translation. To understand this effect, we have
a closer look at the actual optimization performed for feature tracking. For
this, we select a feature as illustrated in Figure 4.9 and try to track it in one
frame using KLT and GKLT1 tracking with pure translational transforma-
tion. This setup facilitates an illustration of the respective objective functions
and optimization steps in terms of the respective translational parameters.
Since we explicitly examine a single case, this experiment, by nature, only
supports statements of existence.
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Figure 4.10 provides an approximation of the surface of the tracking ob-
jective function. The figure further contains blue boxes marking the tracking
steps, which lead top-down in the sense of steepest descent with respect to
the objective function. Thus, the highest marker, in the sense of the highest
level on the objective function, represents the initial state of the transforma-
tion. We note a clear minimum of the objective function close to the initial
position. The shape of this minimum also indicates a true 2D structure of
the tracked feature. Nonetheless, a large baseline between the frames causes
the initial position to be much closer to a second close local minimum, which
is not the desired one. In fact, the initial position lies inside the basin of
convergence of the false local minimum. It is hence not surprising that the
KLT tracking descents to the false local optimum and is stuck there without
convergence.
In opposite to KLT, GKLT tracking weights the translational directions
in a purposive manner. For a proper epipolar weight, optimization steps
along the respective epipolar line are larger than steps in the perpendicular
direction, as to be seen in Figure 4.11. Changes of the parameter λ1, which
represents translations along the epipolar line, are larger than the ones of
λ2 responsible for the perpendicular direction. The manual allocation w =
0.9 corresponds to assumption of a quite accurate epipolar geometry. The
combination of the specific image feature, the epipolar geometry, and the
proper setting of the epipolar weight lead the optimization out of the wrong
basin of convergence and towards the true local optimum for the feature
translation. A part of the price to pay for this are the small steps for the
final optimization of the epipolar translation parameters. The image data,
and hence the objective function, dictates a small deviation from the epipolar
line, which is performed in small steps. Thus, we slightly increase the number
of steps and computation time. We quantitatively refer to the computation
time in the next section. By this experiment, we mainly see that there
are cases in which the prior knowledge of camera parameters guides the
feature tracking and affords a better tracking result than without using prior
knowledge.
4.5.4 GKLT1 and GKLT2 with Translational Warping
The difference between GKLT1 and GKLT2 feature tracking is that GKLT2
utilizes automatic uncertainty estimation as depicted in Section 4.4.2. Now,
the question arises how this integrated uncertainty estimation performs in the


















Figure 4.10: KLT objective function and performed optimization steps while
tracking the feature shown in Figure 4.9. The initial solution is in the conver-
gence radius of a local, non-global minimum. Optimizing unweightedly along
the image axes favors the wrong local minimum, KLT tracking does not reach
convergence.
presence of accurate and noisy prior information. Additionally, it would be
interesting to compare the performance of GKLT1 with different allocations
of the uncertainty parameter for the same prior information. To this end we
utilize the following experiment. We employ pure translational tracking of
the 746 features shown in Figure 4.12(a) in 26 frames, where the first frame
is reserved for feature detection. The camera path is located on a half sphere
centered at the gravity center of Horschtl. Each feature tracked in at least
five frames is fed to a standard DLT triangulation, which yields the respec-
tive 3D point. The resulting 3D points of all features and the registered 3D
ground-truth , cf. Figure 4.12(b), provide the basis for an accuracy evaluation
of the reconstructed 3D data. As feature tracking methods we compare KLT,
GKLT1 with epipolar weights w = 0.0, 0.1, . . . , 1.0, and GKLT2 with auto-
matic uncertainty estimation, each of them using only translational warping.
We initialize the epipolar weight of GKLT2 for each feature as w = 0.5. Con-
sidering the effect of noise prior information, we use two setups. First, we use
the camera parameters as given by the controlled environment as described
above and, second, we employ completely random camera parameters. In




















Figure 4.11: GKLT1 (w = 0.9) objective function and optimization steps re-
garding the feature shown in Figure 4.9. Note that the objective function is
flipped with respect to Figure 4.10. GKLT only executes small steps in non-
epipolar direction. Large steps along the epipolar line lead the optimization
algorithm to the true optimum. GKLT tracking reaches convergence.
the latter case, the epipolar directions are also random with respect to the
truth, which can be interpreted as a maximal amount of additional noise
Table 4.4 lists the achieved tracking accuracies. We additionally provide
information about the tracking durations.
With respect to camera parameters without additional noise, the tracking
durations of KLT and GKLT2 are quite the same in this experiment. As the
main reason for this we see the pure translational warping, which cannot cope
with the perspective effects caused by the non-linear camera motion. For
GKLT1, we find severe variations of the tracking duration, which compares
to KLT for w = 0.9, but falls behind up to 50% for other values of w.
Likewise, the accuracy of GKLT1 strongly depends on the selected value of
w. For w = 0.9, GKLT1 produces a mean error that is 9% smaller than the
one of KLT, and a standard deviation being 25% smaller. On the other hand,
w = 0.0 yields a mean error 270% larger than the one of KLT. An optimal
value for w is likely to be in [0.8, 1.0], but it is unknown. GKLT2 reduces the
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(a) Initial frame of the test se-
quence with 746 features se-
lected.
(b) View of the set of 3D refer-
ence points. The surface mesh
is shown for the purpose of il-
lustration.
Figure 4.12: Test image and 3D reference data of the Horschtl figurine.
mean error by 5% and the standard deviation by 9% compared to KLT. This
result of GKLT2 is close to the best result of GKLT1 and far better than the
worst results of GKLT1 with manual uncertainty control.
Regarding random camera parameters, GKLT2 again shows a tracking
duration comparable to KLT, and slightly better accuracy. GKLT2 auto-
matically adapts the uncertainty parameter of each feature individually and
hence manages the useless prior information. On the contrary, GKLT1 uses
a global value of w for all features in all frames. Again, the performance of
GKLT1 is strongly fluctuating for different allocations of w. GKLT1 reaches
the performance level of KLT at w = 0.2, but gives dramatically worse results
for any other value of w.
This experiment gives evidence that GKLT performs better than the stan-
dard KLT tracking provided a proper allocation of the uncertainty parameter
w. GKLT1 uses manual uncertainty control and is hence depending on addi-
tional prior information about the quality of the known camera parameters.
GKLT2 utilizes integrated uncertainty estimation and performs better than
standard KLT in any case tested, but does not reach the results of GKLT1
with an optimal choice of w. The quality differences of KLT and GKLT are
already observable for pure translational warping and a quite short tracking
sequence with 25 frames. Further tests have to reveal the performance of
GKLT for longer image sequences and the most often used affine warping.
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Table 4.4: Accuracy evaluation by mean error distance µE(mm) and standard
deviation σE(mm) for each tracker. GKLT1 shows accuracy from 9% better
to 269% worse than KLT, depending on choice of w relative to respective un-
certainty of camera parameters. GKLT2 performs slightly better than standard
KLT in any case tested. Without additional noise, the accuracy of GKLT2 is
5% better than KLT.
KLT GKLT1, w equals: GKLT2
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Using camera parameters without additional noise:
µE(mm) 2.68 9.90 3.52 3.15 2.93 2.77 2.77 2.65 2.62 2.51 2.45 3.90 2.56
σE(mm) 3.70 6.99 4.65 4.08 3.63 3.38 3.63 3.55 3.41 3.17 2.77 5.12 3.36
Using disturbed camera parameters:
µE(mm) 2.68 5.09 2.76 2.68 2.75 2.76 2.77 2.78 2.88 3.05 3.35 7.98 2.66
σE(mm) 3.70 5.60 3.40 3.37 3.60 3.71 3.63 3.50 4.05 4.08 4.30 6.90 3.61
4.5.5 GKLT2 Using Affine Warping
The previous experiments highlight that translational feature warping ben-
efits from switching to epipolar directions regarding uncertainty. We now
want to examine the behavior of GKLT2 with affine feature warping as for-
mulated in Section A.2. Still, the modifications of GKLT concern only the
translational part of the feature warping. It is hence interesting to see how
this modification affects the optimization of all warping parameters. Besides,
affine warping is a common choice for the feature transformation and by this
is an important benchmark for GKLT tracking. From now, we omit the
evaluation of GKLT1 for the sake of compactness. By means of the previ-
ous experiment, we have an impression of the relation between GKLT2 and
GKLT1 with different values of w. Since, in general, the uncertainty of the
prior knowledge is unknown, we stick with GKLT2 that provides automatic
uncertainty estimation.
For this test, we use 51 images of Horschtl taken from a half sphere above
the figurine, and we use the registered 3D ground-truth shown in Figure
4.12. Initiated by the results of previous experiments, we explicitly separate
the following tests with respect to different feature types, in particular we
separately deal with 1D features along edges, with features providing a true
2D optical structure, and with exhaustively chosen features, cf. Figure 4.13.
Additionally, we vary the baseline between consecutive frames by just leaving
out every second frame.
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(a) 499 1D features,
i. e. edge features.
(b) 100 2D features,
i. e. corner-like features.
(c) 28018 features, ex-
haustively chosen.
Figure 4.13: Initial frame of a test sequence. The features used for tracking
are separated in terms of the optical structure.
The Tables 4.5 and 4.6 present the results for tracking 1D features with
different baselines, while the Tables 4.7 and 4.8 list the respective numbers
for tracking 2D features. The results for features that are chosen exhaustively
in an image region appear in the Tables 4.9 and 4.10. In general, GKLT2
provides a more accurate tracking and better tracking durations than KLT.
The advantages of GKLT2 are especially prominent for the cases of increased
baselines and deficient optical feature structures. These results highlight that
GKLT2 makes effective use of the epipolar translation constraints to resolve
ambiguous motion due to the aperture problem. GKLT2 improves the mean
tracking duration by up to 13% and the mean tracking accuracy by up to
41% compared to KLT.
4.5.6 Comparing KLT, GKLT2, and GKLT3D
GKLT3D augments the GKLT tracking framework by continuously and ro-
bustly estimating the 3D position using tracked feature positions in the im-
ages. Thus, GKLT3D infers information on the 3D state and, in reverse,
employs this information to detect tracking outliers and to reinitialize lost
features in the images. Since GKLT2 already uses prior knowledge of cam-
era parameters to improve tracking, which has been shown by the previous
experiments, we implement GKLT2 as the actual image tracking within the
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Table 4.5: Tracking the 499 1D features shown in Figure 4.13(a) in 50 frames.
GKLT2 provides better tracking duration and better accuracy compared to
KLT. The mean trail length is about 6% larger and the mean error about 41%
smaller for GKLT2.
µL σL µE σE
(frames) (frames) (mm) (mm)
KLT 9.30 7.25 11.34 12.26
GKLT2 9.88 8.14 6.68 6.53
+6.22% +12.24% −41.09% −46.74%
Table 4.6: Skipping every second frame, we track 499 1D features in 25 frames,
i. e. we increase the baseline between consecutive frames. Again, GKLT2 pro-
vides better tracking duration and better accuracy compared to KLT.
µL σL µE σE
(frames) (frames) (mm) (mm)
KLT 5.23 4.21 6.58 7.89
GKLT2 5.56 4.56 5.98 11.35
+6.40% +8.30% −9.12% +43.85%
Table 4.7: Tracking the 100 2D features shown in Figure 4.13(b) in 50 frames.
GKLT2 provides slightly better tracking duration and better accuracy compared
to KLT.
µL σL µE σE
(frames) (frames) (mm) (mm)
KLT 18.64 11.70 2.20 1.72
GKLT2 19.06 11.84 2.19 1.55
+2.25% +1.19% −0.45% −9.88%
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Table 4.8: The increased baseline also increases the performance gain: GKLT2
handles the larger baseline clearly better than KLT in terms of tracking duration
and accuracy.
µL σL µE σE
(frames) (frames) (mm) (mm)
KLT 9.18 5.42 2.56 1.82
GKLT2 10.39 6.61 1.91 1.60
+13.18% +21.83% −25.39% −12.09%
Table 4.9: Tracking the 28018 features shown in Figure 4.13(c) in 50 frames.
GKLT2 provides slightly better tracking duration and clearly better accuracy
compared to KLT.
µL σL µE σE
(frames) (frames) (mm) (mm)
KLT 19.72 14.33 1.91 5.90
GKLT2 20.12 14.42 1.48 3.11
+2.04% +0.61% −22.51% −47.29%
Table 4.10: Tracking 28018 features in 25 frames with increased baseline. The
advantage of GKLT2 over KLT is comparable to the case of smaller baseline.
µL σL µE σE
(frames) (frames) (mm) (mm)
KLT 11.47 7.79 2.21 6.93
GKLT2 11.69 7.86 1.84 4.78
+1.94% +0.92% −16.74% −31.02%
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(a) View of the NBV test object (b) ... inside a controlled
environment.
Figure 4.14: All-aluminum NBV test object proposed in [Munkelt et al., 2007].
An outstanding artistic design provides optical surface structure and hence
features for tracking.
GKLT3D framework, cf. Table 4.1. In order to find the effects of these fur-
ther extensions, we take images of the NBV test object proposed in [Munkelt
et al., 2007] utilizing camera positions on a half sphere over the object. Fig-
ure 4.15 demonstrates the initial frame of the tracking sequences and the
features selected for tracking. Since GKLT is capable of tracking corner-
like and edge-like features, these selected features include both types. For
accuracy evaluation, we register the 3D CAD model of the object to the
measurement space.
First, we examine the performances using a short image sequence with
ten frames for tracking. That is why we do not expect great differences
regarding the tracking duration. And since a short sequence like this covers
only a small overall baseline, this experiment mainly focuses on the tracking
accuracy. Table 4.11 presents the tracking results for the short sequence.
The mean trail lengths of GKLT2 and GKLT3D are very similar and about
11% larger than the one of KLT. Despite the low number of frames, GKLT2
reduces the mean error by about 55% and the according standard deviation
by 75% compared to KLT. GKLT3D even exceeds this performance gain by
reaching a mean error 64% better and a standard deviation 89% better than
KLT.
As the second test, we elongate the tracking sequence to 200 frames. The
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Table 4.11: Comparison of tracking duration and accuracy for tracking the
features from Figure 4.15(b) in a short sequence of 11 frames, one frame for
feature detection. GKLT3D offers best accuracy.
µL σL µE σE
(frames) (frames) (mm) (mm)
KLT 9.56 2.60 7.62 25.27
GKLT2 10.67 1.29 3.46 6.30
+11.61% −50.38% −54.59% −75.07%
GKLT3D 10.64 1.36 2.75 2.74
+11.30% −47.70% −63.91% −89.16%
Table 4.12: Comparison in a long sequence of 201 frames, one frame for feature
detection. GKLT3D shows, by far, the best tracking duration and reconstruction
accuracy.
µL σL µE σE
(frames) (frames) (mm) (mm)
KLT 23.47 21.22 9.10 27.26
GKLT2 33.88 21.70 4.34 6.69
+44.35% +2.36% −52.31% −75.46%
GKLT3D 91.06 41.90 2.65 2.38
+287.98% +97.46% −70.88% −91.27%
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(a) Initial frame. (b) 3227 features (red boxes) se-
lected.
Figure 4.15: Initial frame and selected features.
first 11 frames of this long sequence are identical to the short sequence used
above, so the initialization of Figure 4.15 still holds. This experiment gives
particular attention to the tracking stability, which includes duration and
accuracy in the following manner. We term tracking unstable if the trail
lengths are short, which causes a small baseline and hence an unstable 3D
reconstruction. Likewise, tracking is unstable for large trail lengths and low
tracking accuracy. In this case, a tracked image position does not provide a
good estimation of the true image position of the mapped 3D point, and the
3D reconstruction will also be unstable. Thus, tracking is more stable for the
combination of larger duration and higher accuracy. Table 4.12 underlines
that GKLT2 clearly improves the tracking results compared to KLT; the mean
tracking duration is 44% larger and the mean error 52% smaller. Nonetheless,
considering the results for the short sequence in Table 4.11, the relative
accuracy improvement falls behind in this test. Furthermore, the absolute
mean accuracy achieved by GKLT2 is worse for the long sequence, which
raises stability issues. On the contrary, GKLT3D clearly outperforms the
other methods in each sense tested. Likewise, GKLT3D together with the
long image sequence improves its own absolute results reached with the short
sequence. The reinitialization of lost features done by GKLT3D dramatically
increases the mean trail length. Robustly estimating the 3D position and
detecting tracking outliers, at the same time, improves tracking accuracy.
Thus, GKLT3D offers the most accurate and the most stable tracking and
3D reconstruction of the methods tested.
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4.6 Conclusion and Future Work
In this chapter, we present an extended framework for feature tracking based
on the KLT tracking method, the Guided KLT tracking. We do so by re-
defining the translational part of the warping function using prior knowledge
of the epipolar geometry. These new directions of translation correspond to a
movement following the epipolar constraint and to another one caused by un-
certainty, which allows to softly constrain the optimization search space with
respect to the present uncertainty. We further present a way to automati-
cally estimate the amount of the generally unknown uncertainty. In the end,
we establish a framework augmented by concurrent, robust 3D estimation,
reinitialization of lost features, and detection of tracking outliers.
As an aspect of interpretation, we augment the translational directions
with meaning, which theoretically reduces the optimization space by one de-
gree of freedom thanks to prior knowledge of camera parameters. Instead
of optimizing along the image axes, which are arbitrary directions with re-
spect to a general feature translation, we want to apply the theoretically
true translation along the respective epipolar line. Since we explicitly re-
gard uncertainty, this constraining of the search space has to be adapted to
the present uncertainty. This approach can be seen as an application of the
epipolar band described in [Faugeras and Luong, 2001] page 349. In opposite
to known methods describing the uncertainty of the epipolar geometry, we
estimate the uncertainty using the observed data directly. Using an opti-
mization scheme and the epipolar constraint, GKLT tracking combines the
advantages of feature tracking and stereo matching.
The effects of using GKLT tracking are presented by various experiments.
Besides outperforming the known KLT tracking method in terms of tracking
duration and accuracy, GKLT also eases the tracking assumptions of small
baselines and true 2D optical structure.
Future work meets further challenges to improve GKLT tracking. For in-
stance, we aim at a dilution of the brightness-constancy assumption, which
can be done by using a feature descriptor consisting of data other than inten-
sity values, or by employing distance measures that are invariant to certain
illumination changes. Another point of interest is facilitating GKLT tracking
without prior knowledge of camera parameters. For this, the main idea is a
mutual optimization of tracking results and estimation of camera parame-
ters. A possible first step consists of feature tracking with standard KLT
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in an image sequence and estimating the epipolar geometries between im-
ages. Second, GKLT tracking uses the estimated epipolar geometries and
improves the tracking results, which in turn allows to better estimate the
epipolar geometries, and so on. By this means we could reach a concurrent
feature tracking, 3D reconstruction, and self-calibration using image streams
from uncalibrated cameras.
Chapter 5
Coarse Registration of 3D Surface
Triangulations
From the previous chapter we see a way to do feature tracking using knowl-
edge of camera parameters, which directly leads to accuracy-based view plan-
ning as being exposed in Chapter 6. For this chapter, we take an indirect
path towards view planning. We describe a novel method for 3D coarse regis-
tration using surface triangulations. In Section 5.1 we enlighten this indirect
path by pointing out the method’s general applications and their meaning
for view planning. Section 5.2 outlines challenges of the problem formulation
and our way to solve them. Previous work is reviewed in Section 5.3. We
present the actual registration method in Section 5.4. Section 5.5 evaluates
the performance using surface triangulations of different kinds of natural and
technical objects. Finally, we conclude this chapter providing related topics
for future research in Section 5.6.
5.1 Applications and Relevance to View Plan-
ning
Solving the registration problem for 3D objects is a crucial task in many
3D applications. One important issue in this context is estimating optimal
transformations between sets of 3D points, i. e. aligning the two sets. The
alignment is necessary, for instance, to fuse partial reconstructions of one ob-
ject or to compute an error measure with respect to a ground-truth model in
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another coordinate frame. As another example, the developing research with
photonic mixing devices (PMD), like in [Kähler et al., 2008], requires regis-
tration of range data. In the example of aligning two partial reconstructions,
the fact of partial overlap of the input point sets is an additional challenge to
the registration method. Considering the alignment of a measurement and
the ground-truth model, the registration method used has to cope with dif-
ferent point densities and distributions. As the standard solution to the 3D
registration problem, the ICP algorithm proposed in [Besl and McKay, 1992]
produces results depending strongly on a proper initialization, cf. [Zinßer
et al., 2003,Rusinkiewicz and Levoy, 2001], and it is not explicitly designed
to handle input sets with only partial overlap. A further possible application
is object identification. Given a database of 3D objects, we align a candidate
object to each object in the database. We yield the identification by com-
parison of the respective alignment errors. In similar ways, the applications
of 3D object retrieval and classification, data fusion for 3D reconstruction,
and calibration tasks may incorporate the proposed method.
With respect to view planning, the method presented in this chapter is
a valuable basis for including specific prior knowledge into the planning pro-
cedure in the following sense. Imagine we know certain geometric properties
of the target object. This prior knowledge may be given, for instance, as a
3D CAD model or by a parametric definition of a certain geometric primi-
tive. A view planning goal can be to perform the 3D reconstruction of the
respective primitive as accurate as possible, which involves the identification
of the primitive within the currently reconstructed data. Another aspect is
offline training for view planning. Given that a certain geometric primitive
is part of many objects to be reconstructed, we may find it beneficial to
outsource the view planning for this primitive to a separate offline step. At
runtime, the planning method tries to identify the geometric primitive and
then just triggers the view plan achieved during the offline training. In this
way, the prior knowledge of geometric primitives improves the runtime and
the reconstruction result.
5.2 Challenges and Selected Approach
The main idea of our approach for 3D registration, see [Trummer et al.,
2009d], is based on the method for 2D affine point matching presented in [Voß
et al., 2001]. Given two discrete 2D point sets and provided that these two
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P
Figure 5.1: In [Voß et al., 2001], the authors present 2D affine point matching
using invariants of non-centralized point moments. That is to say, for point P
the non-centralized moments of the whole discrete point set endow moment
invariants that can be seen as a descriptor for point P in this particular point
set.
sets are related by an affine transformation, this work deals with the task
to optimally estimate the unknown affine transformation. To this end, Voß
and Süße compute non-centralized moments of each point set with respect to
each point in it as illustrated in Figure 5.1. Based on these moments, affine
moment invariants provide features describing the position of the particular
point in the particular point set. Finally, the authors use the Hungarian
method, cf. [Kuhn, 1955], to find an optimal assignment of point descrip-
tors, which yields point correspondences that allow to estimate the affine
transformation between the two point sets.
We aim at transferring the depicted idea from 2D affine matching of
point sets to 3D registration. In doing so, we have to face further difficulties.
Different 3D point clouds, for example, different 3D reconstructions of the
same real-world surface S are not the same point sets, in general. Hence,
the preconditions of any matching algorithm assuming transformations of one
point set are violated. The 3D point sets may feature different point numbers,
densities, distributions as shown in Figure 5.2. These characteristics are
caused by different discrete representations of the same, non-discrete surface
S. In the end, we try to reasonably align completely different 3D point
sets. Computing point moments cannot solve this problem. Another serious
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(a) Points derived from a
ground-truth model of the
surface.
(b) Measured points of the sur-
face.
6=
Figure 5.2: Different sets of points (red) derived from the same real-world sur-
face S (black). The point sets are not equal, they differ in terms of cardinality,
distribution, density, and accuracy with respect to S.
challenge is real partial overlap of the two surface regions of S represented
by the two point sets. The possibility of partial overlap prohibits a pure
global alignment and requires to include the principle of locality in some
way. As a simple example, the standard solution for the ICP algorithm to
reach some robustness against partial overlap is to set a threshold for the
next-neighbor search in step 2, Section 3.5.3.1. Thus, the algorithm just
ignores points that are too far away from the other point set, which could
be beneficial depending on the actual point sets and the currently estimated
transformation. We further mention that the result produced by ICP strongly
depends on the given initial solution.
An important part of our solution is including non-discrete surface in-
formation, see Figure 5.3. Instead of using sets of 3D points, we compute
moments of 3D surface triangulations. Surface triangulations are sets of
tuples S = {(X, T)} consisting of a set X of 3D points and a set T of trian-
gles defined by 3-subsets of the point index set according to (1.16). This
piecewise-linear surface representation endows invariance with respect to dif-
ferent point numbers, densities, and distributions given that the questionable
surface triangulations exactly represent the same surface. This consideration
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(a) Points derived from a
ground-truth model of the
surface, additional non-discrete
information.
(b) Measured points of the sur-





Figure 5.3: Including non-discrete surface information (red dashed line seg-
ments) eases the strict inequality shown in Figure 5.2. We use piecewise-linear
approximations of the real-world surface. For the particular case of 3D regis-
tration, we employ 3D surface triangulations.
requires to explicitly separate the discrete 3D points in X, the corner points
or vertices, from general surface points that are elements of any triangle of
the surface triangulation; vertices are also general surface points, but not
vice versa. For instance, different, accurate triangulations inside a plane
surface region probably provide different vertices, but the triangles are all
located in the same plane yielding identical surface points. This example
easily illustrates the mentioned invariances given surface triangulations that
exactly represent a real-world surface S. Additionally, surface triangulations
provide well-conditioned behavior in the sense that small position errors of
the vertices cause small changes of the overall surface structure. So, we
tackle the problems of different vertices in terms of numbers, local densities,
distributions, and accuracies by means of including surface triangulations.
This additional input to our registration method may be part of the 3D re-
construction or originate from Delaunay triangulation, cf. [Delaunay, 1934],
implemented in Meshlab and Matlab, for example.
We already mentioned that possible partial overlap requires a non-global
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(a) Real-world surface S (black)
and surface triangulation S (red).






Figure 5.4: Since S′ 6= S, neither the surfaces nor the surface triangulations
are equal or similar, globally. Yet, regarding local regions (blue) yields local
similarity.
treatment in some way. This is a clear fact since two surface representa-
tions with only partial overlap are simply not the same, globally. Figure
5.4 displays a real-world surface S in Figure 5.4(a) and a partial surface
S
′ ⊂ S in Figure 5.4(b) as black lines. The red points and dashed lines indi-
cate the respective surface triangulations. As S′ 6= S, the according surface
triangulations S′ and S are also not equal. Our solution to this particular
challenge is to regard local regions, which are shown as blue dashed circles
in Figure 5.4. The surfaces S and S′ are equal with respect to the shown
local regions. Hence, the above statements of identity and similarity of the
respective surface triangulations apply to these local regions.
In comprehension of our approach, we compute local, invariant features
of 3D surface triangulations based on non-centralized surface moments for
each vertex of each surface triangulation. Without sampling or projection,
we derive the features directly from the surface in closed form. We use the
Hungarian method for a globally optimal assignment of the resulting descrip-
tors. This yields point correspondences that allow to optimally estimate a
3D transformation, or alignment, of the input surface triangulations. The
method is non-iterative and does not require any initial solution. Our ex-
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periments with real data show that the proposed method can serve as an
automatic initialization of the ICP algorithm and, hence, extends the field
of applications for this standard registration method.
We note that the proposed method is also valid for Euclidean transforma-
tions of 3D point sets and 3D volumes. So, for instance, given that two 3D
point sets are related by a Euclidean transformation, we are able to compute
moment invariants based on the 3D point moments and apply the described
alignment procedure.
The next section provides a survey of relevant literature.
5.3 Previous Work
Deriving algebraic moment invariants is originally the work of Hu in [Hu,
1962]. In the following years, Flusser increases the set of known moment
invariants up to arbitrary orders, [Flusser, 2000]. Providing invariant fea-
tures of points, lines and other shapes and objects, moment invariants find
broad application to solve classification, identification and matching tasks,
cf. [Paquet et al., 2000]. For a survey of the development and the applica-
tion of moment invariants see [Flusser, 2006]. Voss and Suesse [Voß et al.,
2001] use invariants of 2D point moments to perform matching of affinely
transformed 2D point sets. They establish affine invariants based on non-
centralized point moments. By this means and an optimal point assignment
using the Hungarian method proposed in [Kuhn, 1955] they present a way
to perform matching of a 2D point set and an affine transformation of that
same point set. Lo and Don [Lo and Don, 1989] algebraically derive a set
of 3D volume moment invariants with respect to Euclidean and similarity
transformations. The application of 3D moment invariants with parametric
surfaces is shown by Xu and Li in [Xu and Li, 2006], but in this work the
authors use sampling of surfaces instead of calculating the exact surface mo-
ments. While moments are extensively used for 2D and 3D classification and
recognition tasks, cf. [Flusser, 2006], the application of moment invariants
to the field of 3D surface registration is only little explored.
The ICP algorithm is established by Besl and McKay in [Besl and McKay,
1992]. Lots of the extensions to this now standard 3D registration method
are compared in [Rusinkiewicz and Levoy, 2001]. The application of moment
invariants from 3D points to the ICP algorithm is shown in [Sharp et al.,
2002]. Compared to our work, in [Sharp et al., 2002] the usage of moment
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invariants is incorporated directly into the iterative estimation procedure of
ICP, which still needs an initial solution.
Finding suitable ways of computing a coarse registration of 3D data sets
is an actual research topic, cf. [Xiao et al., 2007], which is formerly reviewed
in [Audette et al., 2000]. Some methods aim at assigning features from
salient points or surface regions, for instance, [Makadia et al., 2006,Wyngaerd
and van Gool, 2002, Schoen and Haeusler, 2006], whereat the features are
constructed from geometrical, [Makadia et al., 2006,Wyngaerd and van Gool,
2002], or information-theoretic, [Schoen and Haeusler, 2006], considerations.
Other methods concentrate on effective strategies for searching the whole 3D
input data, for example, [Chen et al., 1999,Xiao et al., 2007,Winkelbach et al.,
2004], applying iterative RANSAC matching schemes, [Chen et al., 1999,
Winkelbach et al., 2004], or by using a volumetric data representation as in
[Xiao et al., 2007]. The registration method in [Mian et al., 2006] only applies
to range data. Compared to these methods, we use a non-iterative scheme
to optimally assign invariant features that we calculate directly from the 3D
surface without local fitting, matching, or projection. We compute exact 3D
surface moments allowing the application of algebraically derived moment
invariants, cf. [Lo and Don, 1989], as invariant features. The application of








Figure 5.5: The task is to find a Euclidean transformation that aligns S1 and
S2 optimally in terms of representing the real-world surface S of Dino Detlef.
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5.4 3D Coarse Registration
In the following we derive a new, direct method to register general 3D surface
triangulations S1 = {(X1, T1)} and S2 = {(X2, T2)} that represent at least
partially overlapping regions of the same real-world surface S, and that are
related by an unknown Euclidean or similarity transformation. At the current
state of the development, we focus on invariance with respect to Euclidean
transformations. Figure 5.5 illustrates a practical example of the task at
hand. Our solution uses a direct and efficient way to compute moments of
surface triangulations that allow to establish algebraically derived moment
invariants, which serve as features. Since any feature-based approach has to
respect different feature qualities, we describe our current statistical solution
to filter out non-distinctive features. Finally, we use the Hungarian method
to minimize the global costs of assigning features of vertices and, thus, the
points itself. These point correspondences endow the data basis to estimate
the underlying 3D transformation.
5.4.1 Computing Local, Invariant Features of 3D Surface
Triangulations
As the first step of our approach, we determine exact moments of 3D surface
triangulations.
Computing surface moments of 3D surface triangulations. We consider
a 3D surface triangulation S = {(X, T)} consisting of a set X of P vertices
and a set T of N triangles. A triangle Tj ∈ T is defined by three indices of
vertices,
Tj = {ij1, ij2, ij3} (5.1)
with 1 ≤ j ≤ N , 1 ≤ ijc ≤ P , and 1 ≤ c ≤ 3. Thus, the three vertices of
triangle j are Xijc = (Xijc , Yijc , Zijc)
T, 1 ≤ c ≤ 3. The (k + l + n)th-order 3D
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XkY lZnρ(X,Y, Z) ds, (5.3)
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so on. The set D is the domain of the parameters u and v. The expression in
(5.5) was already used in [Xu and Li, 2006] to uniformly sample the 3D tri-
angles. We specify (5.5) for exact computation of the triangle area moments.
Applying the parameterization PT(u, v), we reduce the computation of the
surface moments of a triangle T to the computation of the area moments m′pq
of D, the definition domain of u, v. We will show these area moments m′pq to
be constant for all PTj(u, v). In the first step we find a proper parameteriza-
tion for the general triangle T. The second step shows that the computation
of the surface moments of the parameterized triangle can be put down to the
computation of the constant area moments of D.
First, we describe the triangle T as a simplex Q ⊂ R3,
Q = αX1 + βX2 + γX3 with α, β, γ ≥ 0 and α + β + γ = 1, (5.6)
where Xc = (Xc, Yc, Zc)
T, 1 ≤ c ≤ 3, are the vertices of triangle T. It follows
that γ = 1− α− β. By rearranging we yield
Q = α(X1 −X3) + β(X2 −X3) + X3 with α + β ≤ 1. (5.7)
Setting u = α and v = β in (5.7) yields the parameterization






















5.4. 3D COARSE REGISTRATION 111
of the triangle T. From (5.7) we see that α and β and hence u and v do not
depend on the triangle corners. Therefore, the domain is
D = {(u, v) : u, v ≥ 0, u + v ≤ 1} (5.9)
for the parameterizations PTj(u, v) of each triangle Tj. We calculate the area




upvq du dv, (5.10)

































Second, we show that computing the 3D surface moments mkln can be
reduced to the calculation of the 2D area moments m′pq. Starting with (5.5)
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and setting C =
√
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So, we start by applying the parameterization (5.8) and yield (5.12). Then,
we expand the expressions in parentheses and reach the coefficients of uivj,
i, j ∈ N in (5.13). Equation (5.14) phrases the integral of sums as a sum of
integrals, which (5.15) identifies as the 2D area moments m′pq.
By this means we find an expression for the 3D surface moments of a
triangle depending only on the corner points of the triangle and on the con-
stant 2D area moments of the parameterization domain of the triangle. This
yields exact 3D surface moments of 3D triangles, and hence of 3D surface
triangulations, in an efficient and direct manner. We provide the surface
moments used in this work in Appendix B.
Deriving moment invariants. Using the 3D surface moments Mkln, we fi-
nally compute the 11 3D Euclidean moment invariants I222, I
2
222, . . ., I
3
1113
proposed by Lo and Don in [Lo and Don, 1989]. These invariants are de-
rived algebraically and include moments up to third order. For the sake of
readability, we shift the listing of the moment invariants to Appendix C.
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By choice of the user, these invariants are established with respect to Eu-
clidean or similarity transformations, respectively. Since we concentrate on
Euclidean invariants for this work and use non-centralized moments, we are
able to apply further invariants. Trivially, the area M000 = I0 is invariant
with respect to Euclidean transformations. Likewise, the 2D moment invari-
ant with respect to rotations m210 + m
2
01 as noted in [Süße and Ortmann,








In the case of centralized moments, I1 ≡ 0 is still invariant, but pointless.
This fact emphasizes the special nature of invariants based on non-centralized
moments. In conclusion, we apply the 13-vector of Euclidean moment invari-
ants (I0, I1, I
2
22, . . . , I
3
1113)
T as the descriptor of the respective vertex.
(a) Local surface region (blue
dashed) around a point (red).
(b) Approximation of triangles
that have one or two corner
points inside the local region.
New edges (black dashed) endow
new triangles.
Figure 5.6: Spherical local regions (blue dashed) confine the triangles to use
for the calculation of moment invariants for the respective point (red). The
resulting feature describes the local surface around the point.
Regarding a local region. Given a set of 3D triangles T and the according
corner points X, we are now able to compute surface moments and moment
invariants. As pointed out in Section 5.2, the possibility of partial overlap
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requires to apply a local treatment in some way. Descriptors using global
information gain maximal distinctiveness and robustness to noise. Yet, this
requires the input surface triangulations to represent exactly the same real-
world surface. For partial overlap, one way out is to calculate surface mo-
ments from infinitesimal small regions, which causes high sensitivity to noise.
Figure 5.6 displays the way implemented in this work, which is an intermedi-
ate way between global and infinitesimal small regions. We compute the local
surface moment invariants around point X by regarding only the triangles







Different densities and distribution of the vertices may cause problems if we
strictly accept or decline only entire triangles. Especially for large triangles,
this treatment would take into account triangles that are larger than the local
region, or decline complete triangles that exceed this local region. Instead,
we approximate certain triangles by using a subset of them as follows. If a
triangle has one or two corners inside the sphere, we approximate the part
of the triangle inside the local region using the intersection points of sphere
and triangle, cf. Figure 5.6. In this way, the method assumes identity of the
surfaces only inside the local regions. On the one hand, this step reduces the
information used to compute the descriptor of point X, which inhibits feature
distinctiveness and robustness against noise. On the other hand, this local
treatment handles partial overlap of the input surfaces in terms of ignoring
missing surface parts outside the local region. Our experiments demonstrate
the robustness of the proposed registration method with respect to different
choices of the sphere radius.
5.4.2 Feature Selection
The local surface restriction for the calculation of descriptors causes the need
to filter out weak descriptors, as also stated in [Suikerbuik et al., 2004]. An
obvious example of such a weak descriptor is a point within a planar region.
This descriptor can be assigned to any other descriptor from a planar region
without raising an assignment error. As a consequence, structural informa-
tion within the local surface region is necessary to achieve distinctive point
descriptors. This is another instance of the aperture problem. Our current
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solution to this problem is a statistical analysis of each input surface as de-
scribed in the following. First, we calculate the maximal Euclidean distance
between descriptors dmax of vertices on the surface. Second, we compute
a local measure of distinctiveness for the considered point. For a point X
and the local surface region inside the sphere with radius r, we calculate the
mean distance dloc between the descriptor of X and the descriptors of all
other vertices inside the sphere. By comparing dloc to dmax and thresholding
we decide if the point is used for assignment.
5.4.3 Registration by Optimal Point Assignment
Having two surface triangulations S1, S2 as input data, we compute the 3D
moment invariants for each vertex of each surface. Specifically, the origin is
set into the respective point and moments are non-centralized. This yields
3D moment invariants as point descriptors characterizing the position of the
point within the considered surface or, in other words, characterizing the
surface around the considered point. The descriptors are calculated from the
surface itself without any fitting or sampling, and the property of invariance
is derived algebraically.
We construct the cost matrix necessary for the Hungarian method using
the Euclidean distances between point descriptors. The Hungarian method
proposed in [Kuhn, 1955] assures a point assignment with minimal global
cost and also works for point sets of unequal size. The cost function imple-
ments the cost of assigning two descriptors simply as their Euclidean dis-
tance. While the complexity of the Hungarian method was in O(P 4) using
P points, originally, proper data structures endow a complexity in O(P 3) as
shown in [Luo and Hancock, 2003]. We thus register the surface triangula-
tions S1, S2 by assigning point descriptors – and hence the points – of the
respective surfaces to each other without necessarily assigning all descriptors.
The 3D point correspondences allow to use the method proposed in [Walker
et al., 1991], which estimates a globally optimal 3D Euclidean transformation
The assignment of surface points raises the discretization problem: We
want to assign vertices of S1 to vertices of S2 that were sampled at the same
position of the real-world surface S. Therefore, we have to assume structure-
preserving sampling by S1, S2 and at least one Sj dense enough to roughly
cover the sampling positions of the other surface triangulation. The practical
meaning of this statement is that a human observer should be able to identify
both surfaces referencing the same object, which is a natural condition for a
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solvable registration task. For the difficult case of two very roughly sampled
surfaces, future work may deal with suitable resampling of the input surface
triangulations.
5.5 Experimental Evaluation
In the following we present quantitative and qualitative evaluations of the
method described in the previous sections. We show the benefits of our
registration approach with respect to different point densities of the surface
triangulations, various noise levels, and overlap. Additionally, we highlight
possible applications to classification and identification tasks. In conclusion,
we like to emphasize the method’s capabilities as a preprocessing to the
ICP algorithm and the broad application of the derived invariants as surface
descriptors.
Figure 5.5 illustrates one of the test data sets used. We obtain a high
quality 3D reconstruction of Dino Detlef using a fringe-projection measure-
ment system. All surface triangulations are established by standard Delaunay
triangulation and a surface simplification algorithm, see [Garland and Heck-
bert, 1997], included in Meshlab, http://meshlab.sourceforge.net/. By
means of this software, we also achieve 3D models of the same object with
different point densities and different point distributions. It is known that
the challenges for a registration method stated by technical objects differ
from natural objects. This due to local self-similarities and symmetries that
are very likely for technical objects. Hence, we also apply the proposed reg-
istration method to 3D surfaces of the NBV test object presented in Section
6.1. The used surfaces originate from the 3D CAD model and from fringe-
projection measurements.
Throughout the experiments we use 3D moment invariants with respect
to Euclidean transformations. For the quantitative evaluation of the align-
ment quality we determine the error ecoarse,V as the mean vertex-to-closest-
vertex distance between the input surfaces and the error ecoarse,S as the mean
vertex-to-closest-surface-point distance. These measures describe the align-
ment accuracy of our coarse registration. After the registration step, we
perform an ICP alignment using an own implementation. By visual inspec-
tion we check for ICP convergence to the true solution and note the resulting
alignment errors eICP,V and eICP,S, which are the mean vertex-to-vertex and
vertex-to-surface distances. We assume the fact to be known that the ICP
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algorithm needs an initial solution inside its basin of convergence to succeed,
cf. [Rusinkiewicz and Levoy, 2001]. Thus, we omit tests on ICP alone and
only give the ICP results using our coarse registration as the initial step. The
noted runtimes (system: Core2 Duo, 2.4 GHz, 4 GB RAM) comprise all steps
of the whole registration method, in particular calculating the surface mo-
ments, calculating the invariants, and running the Hungarian method. For
the identification experiments, the respective sections describe the specific
test data and criteria.
5.5.1 The Influence of Different Point Densities on the 3D
Registration
For the first experiment, we reduce the density of the initial 3D model from
Figure 5.5(b) to yield surfaces Sj with Vj vertices and Fj faces (triangles),
j = 1, 2, using the surface simplification algorithm presented in [Garland and
Heckbert, 1997] that is implemented in Meshlab 1.1.1. Due to the complex-
ity of the dinosaur, see Figure 5.5, each reduction of the point density comes
with a reduction of the preserved surface information. The registration re-
sults are listed in Table 5.1. We note the vertex/face numbers of each surface,
which indicate the loss of information about the surface structure. Runtimes,
error values, and ICP convergence information are also given. In order to ob-
tain results that are meaningful with respect to different point densities, we
compute global features using the whole surface and, thus, eliminate effects
arising from the size of a local region, which we will evaluate later on.
Table 5.1: Evaluating registration of surface triangulations with different point
densities. Our method proofs to be robust. Alignment convergence is reached
for strongly differing densities.
V1/F1 V2/F2 runtime ecoarse,V ecoarse,S ICP eICP,V eICP,S
(s) (mm) (mm) conv. (mm) (mm)
5274/10000 5274/10000 87.53 0.00 0.00 yes 0.00 0.00
5274/10000 2670/5000 52.17 0.51 0.18 yes 0.51 0.18
5274/10000 558/1000 43.59 1.19 0.71 yes 1.00 0.46
5274/10000 290/500 38.48 3.37 1.31 yes 1.11 0.58
5274/10000 58/100 52.48 9.82 2.74 no 8.60 2.71
As seen from Table 5.1 and Figure 5.7, our method produces suitable
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(a) Surface triangulation S1 with 10000
triangles.
(b) Surface triangulation S2 with 500
triangles.
(c) Coarse Registration of S1 (red) and
S2 (white) achieved by the proposed
method.
(d) Registration refinement by ICP, ini-
tialized by coarse registration.
Figure 5.7: Test data and results for Section 5.5.1. In spite of strongly differing
sampling resolutions, we yield a 3D coarse registration valuable as an ICP
initialization. Numerical results are given in Table 5.1.
initial solutions for the ICP algorithm even with extremely different point
densities (10000 ↔ 500 triangles). The method fails when applied to a pair
of surfaces with 5274 vertices / 10000 faces and 58 vertices / 100 faces.
The reason is the large loss in information when representing the complex
dinosaur model with only 58 points. In case of such a strong simplification,
whole object parts like the plates of the corselet vanish. This loss of semantic
object parts makes it hard to identify a reasonable alignment even for a
human observer.
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Table 5.2: Evaluating registration of surface triangulations (10000 ↔ 1000
faces) with Gaussian noise of different levels. For single cases, the coarse align-
ment still works with σ = 4mm, i. e. 99.73% of all vertex X/Y/Z-coordinates
are disturbed up to 12mm in each dimension within the 3D model of length
200mm.
σ ecoarse,V ecoarse,S ICP convergence eICP,V eICP,S
(mm) (mm) (mm) yes no (mm) (mm)
0.0 1.19 0.71 10x 0x 1.00 0.46
0.1 1.24 0.75 10x 0x 1.00 0.47
0.5 1.50 0.83 10x 0x 1.12 0.64
1.0 1.57 0.92 10x 0x 1.39 0.86
2.0 3.15 1.50 10x 0x 2.03 1.16
3.0 5.71 2.19 9x 1x 2.65 1.40
4.0 23.01 3.74 2x 8x 7.88 2.50
5.5.2 The Influence of Additional Noise on the 3D Regis-
tration
The robustness with respect to perturbations is crucial for registration meth-
ods that are used with real data from practical measurements. Therefore,
we evaluate our coarse registration method using noisy input data. We reg-
ister surfaces S1 (5274 vertices / 10000 faces) and S2 (558 vertices / 1000
faces), where each vertex coordinate of S2 is disturbed by Gaussian noise
N (0, σ2). This means that each of the X/Y/Z-coordinates of each vertex is
independently disturbed by Gaussian noise with standard deviation σ. The
registration results are listed in Table 5.2. All error values e·,· are mean values
out of ten independent cycles of disturbance and registration. The runtime
was about 44 s for each cycle.
Table 5.2 shows that our registration method provides valuable coarse
alignments with noise levels up to σ = 3mm. That means the 3D model of
Dino Detlef of length 200mm is disturbed in such a way that 99.73% of all
vertex X/Y/Z-coordinates are displaced up to 9mm in each dimension, and
the following ICP converges in presence of such severe surface deformations.
For single cases with σ = 4mm as in Figure 5.8, the global surface information
does still allow to produce a proper coarse registration.
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(a) Surface triangulation S1 with 10000
triangles, length about 200mm.
(b) Surface triangulation S2 with
1000 triangles, Gaussian noise with
σ = 4mm.
(c) Coarse Registration of S1 (red) and
S2 (white) achieved by the proposed
method.
(d) Registration refinement by ICP, ini-
tialized by coarse registration.
Figure 5.8: Test data and results for Section 5.5.2. For single cases, the
proposed method handles Gaussian noise up to σ = 4mm applied to the vertex
coordinates. Numerical results are given in Table 5.2.
5.5.3 The Influence of Real Partial Overlap on the 3D Reg-
istration
A further practical issue is real partial overlap of the surface triangulations S1
and S2. This is to say that the given surface triangulations do not represent
the same real-world surface S. At least one surface triangulation covers
a part of the real-world surface that is not covered by the other surface
triangulation. The partial overlap criterion is evaluated using the 3D surfaces
seen in Figure 5.5. Surface S1 is the whole 3D model of the dinosaur with
5274 vertices / 10000 faces, S2 is the tail (length about 110mm) with 290
vertices / 500 faces from a less dense version of the 3D model. The moment
invariants of each vertex are calculated with respect to the local surface region
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around the vertex which lies inside a sphere of radius r around the vertex,
cf. Figure 5.6.
(a) Coarse Alignment of the whole dino
model (red) with 10000 triangles and
the tail part (white) with 500 triangles.
(b) Using the coarse alignment, ICP
reaches a refinement.
Figure 5.9: Test result for Section 5.5.3 and r = 25mm. The partially over-
lapping input surfaces are illustrated in Figures 5.5(a) and 5.5(b). Numerical
results are listed in Table 5.3.
First, Table 5.3 shows that our registration method can handle real partial
overlap effectively. Figure 5.9 gives an example. There is, compared to the
size of the 3D models, a large range of valid values for the sphere radius r
to achieve a suitable initial solution for the ICP algorithm. Valid values of r
are between 10mm and 55mm. Smaller local regions do not contain enough
significant surface structure. If the radius is greater than 55mm, then an
increasing part of the local regions covers the whole tail part that is about
110mm long. In this case, the majority of the local regions around vertices
are in touch with the front border of the tail part, which contains different
surface information in the whole dinosaur model and yields hence different
surface features. Second, we note that ICP does not reach convergence for
all values of r. Although the configuration of r seems to be non-critical and
may be performed by selecting r about one third of the largest extension of
the smaller surface, this remains an open point requiring future work.
5.5.4 Registration Results Using Technical Surfaces with
Real Partial Overlap
Considering the technical NBV test object developed in Section 6.1 and the
non-technical 3D model of Dino Detlef, we immediately notice severely dif-
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Table 5.3: Evaluating registration in the presence of partial overlap. ICP
reaches convergence for a large range of values for radius r.
r runtime ecoarse,V ecoarse,S ICP eICP,V eICP,S
(mm) (s) (mm) (mm) conv. (mm) (mm)
5 6.29 5.91 2.19 no 5.92 2.19
10 10.19 0.95 0.52 yes 0.86 0.34
15 15.41 0.90 0.43 yes 0.86 0.34
20 22.54 0.92 0.45 yes 0.87 0.35
25 31.43 0.90 0.42 yes 0.86 0.33
30 42.50 0.90 0.43 yes 0.87 0.35
35 54.69 0.94 0.46 yes 0.86 0.34
40 69.09 1.11 0.63 yes 1.09 0.60
45 84.94 0.94 0.47 yes 0.90 0.41
50 101.87 1.01 0.54 yes 0.86 0.33
55 117.69 0.92 0.45 yes 0.87 0.35
60 132.62 10.78 2.43 no 6.48 2.29
65 151.78 6.89 2.27 no 6.90 2.27
fering surface properties. These differences regard significant local surface
structure, local self-similarities, and dominant edge directions. Technical
objects tend to feature planar local regions that do not provide any dis-
tinctiveness, corners and edges that are locally identical to other regions on
the same object, and few dominant edge directions. On the contrary, non-
technical objects are likely to fulfill the exact opposites. While the specific
characteristics of each object type favors certain approaches for 3D registra-
tion, it is really hard to successfully tackle both types of object surfaces with
the same method. The above tests give evidence that the proposed registra-
tion method effectively deals with the non-technical dinosaur figurine. Now,
we probe the method’s performance utilizing the surface triangulations illus-
trated in Figure 5.10. In addition to the difficulties mentioned above, the
input surfaces provide partial overlap in a way that none of the surfaces is
covered completely by the other one. Hence, only local features are useful in
this case, and we evaluate registration results with respect to different radii
of the local region around each vertex. For the sake of completeness, we also
present the alignment errors as in the previous sections. Nonetheless, we
clarify the strictly confined value of the these numbers, since useful distances
5.5. EXPERIMENTAL EVALUATION 123
require the respective corresponding points of both surfaces.
(a) Different views of S1, which is a partial scan of
the NBV test object with 5000 triangles. The edge
length of the basis cube is 160mm.
(b) Half sphere S2 with
650 triangles extracted
from a 3D CAD model of
the NBV test object.
(c) Coarse alignment using r = 10mm. (d) ICP refinement based on the coarse
registration.
Figure 5.10: Test data and result for Section 5.5.4. The partially overlap-
ping, technical surfaces pose a special challenge for the proposed registration
method. Numerical results are listed in Table 5.4.
The illustration in Figure 5.10 shows a successful registration of the input
surface triangulations using r = 10mm. Compared to the radius of the half
sphere, which is 32.5mm, the proposed registration method converges for a
large range of radii reaching from 5mm to 20mm. This is evidence that our
coarse registration can deal with technical and non-technical surfaces, alike.
Furthermore, this experiment evolves a way to identify a given 3D CAD
model within a reconstructed 3D surface triangulation.
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Table 5.4: Evaluating registration of technical surfaces shown in Figure 5.10
in the presence of partial overlap. ICP reaches convergence for a large range
of values for radius r, compared to the 32.5mm radius of the half sphere in
Figure 5.10(b).
r runtime ecoarse,V ecoarse,S ICP eICP,V eICP,S
(mm) (s) (mm) (mm) conv. (mm) (mm)
2 1.45 15.83 3.72 no 15.58 3.69
5 2.75 11.74 2.75 yes 11.41 2.58
10 3.84 6.20 1.87 yes 4.97 1.71
15 4.33 12.74 3.23 yes 10.58 2.58
20 5.07 11.70 2.55 yes 11.33 2.63
25 5.93 10.63 2.76 no 9.03 2.54
30 7.14 9.24 2.60 no 9.01 2.56
5.5.5 Assessing Surface Similarity and Clustering
Having seen the noteworthy registration performance in the previous sections,
we find it valuable to have a closer look at how much the actual feature quality
contributes to these results. To this end we demonstrate a visualization of
feature similarities. The experimental setup uses one surface triangulation
and computes local features inside a spherical region around each vertex.
Given a reference vertex on the same surface triangulation, we compare each
feature vector to the one of the reference vertex. This yields a sorted list of
all feature vectors that we use to colorize the surface vertices in accordance
to the respective position in the sorted list. Besides assessing local self-
similarities of the surface triangulation, this experiment demonstrates the
use of the proposed surface features for tasks of retrieval, identification, and
classification.
The Figures 5.11 and 5.12 show self-similarities with respect to different
sizes of the spherical local region used for the feature computation. Please
note that the colors refer to the rank of the respective vertex feature in the
list sorted with respect to the differences to the reference feature. This is to
say that the color differences do not depend on the feature differences but
only on their rank. The results vary for different sizes of the local region.
For r = 5mm, i. e. the local regions are spheres with a diameter of 10mm,
we observe a relatively noisy surface coloring. This effect is reasonable since
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(a) 3D dino surface. The red circle
marks the reference vertex.
(b) Local self-similarities using spher-
ical local regions around each vertex
with radius r = 5mm.
(c) Using r = 10mm. (d) Using r = 40mm.
Figure 5.11: Comparing local self-similarities as depicted in Section 5.5.5 using
the 3D reconstruction of the dinosaur, the length of which is about 200mm.
We select the middle toe on the left back foot of the model as the reference
vertex. The colors indicate feature similarity of the respective vertex regarding
the feature of the reference point, reaching from red (most similar) over gray
to blue. Note that the colors depend on the similarity rank.
the scope of the feature computation is relatively small. The larger the
local region, the more smooth gets the coloring. While these are trivial
observations, they are still important to the application and the input surface
at hand. For instance, Figure 5.11 shows that the choice r = 10mm allows to
easily identify protruding elements of the dinosaur model similar to the back
left foot, like the head and the corselet plates. On the other hand, r = 5mm
provides identification of smaller pleats and edges on the surface similar to
the closer region of the reference vertex. With r = 40mm, the local region
is able to comprise nearly half of the dinosaur model. This does not seem
to be a good choice aiming to identify a small region like the back left foot,
if this is the task given. The same reasonable effects appear when using
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(a) 3D surface of the NBV object. The
red circle marks the reference vertex.
(b) Local self-similarities using spher-
ical local regions around each vertex
with radius r = 5mm.
(c) Using r = 10mm. (d) Using r = 40mm.
Figure 5.12: Comparing local self-similarities as depicted in Section 5.5.5 using
the 3D reconstruction of the NBV object, the edge length of which is 160mm.
We select a corner of the notch as the reference vertex. The colors indicate
feature similarity of the respective vertex regarding the feature of the reference
point, reaching from red (most similar) over gray to blue. Note that the colors
depend on the similarity rank.
the 3D reconstruction of the NBV object as in Figure 5.12. The measured
similarity is visually reasonable with respect to the selected radius of the local
region. For r = 5mm the features at corners and along edges provide obvious
relative similarities to the reference vertex in the corner of the notch. This
examination visually confirms that it is possible to easily find suitable values
for the local region in order to solve tasks of identification and classification
using 3D surface triangulations.
One application exploiting feature similarities is clustering of surface
triangulations. As a feasibility study, we perform k-means clustering, cf.
[Lloyd, 1982], of the local features of surface triangulations and illustrate the
result by identically coloring the vertices, the features of which belong to the
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(a) Clustering the features of the di-
nosaur surface with 10 clusters.
(b) Clustering the features of the di-
nosaur surface with 25 clusters.
(c) Clustering the features of the NBV
surface with 10 clusters.
(d) Clustering the features of the NBV
surface with 25 clusters.
Figure 5.13: Clustering of local surface features (r = 10mm) according to
Section 5.5.5. Each random color represents a cluster. The vertices of the
surface triangulation are assigned to the cluster of their respective surface
feature.
same cluster. Since we randomly pick features to initialize the cluster means,
we have to apply further steps to favor a reasonable result. First, we start
with an over-segmentation by initializing twice as much clusters as finally
wanted. Second, we alternate computational steps performing robust reini-
tialization of cluster means and unification of the two clusters having means
closest to each other. The robust reinitialization of cluster means recom-
putes each cluster mean with respect to the best 0.5-quantile of the cluster
elements, which is followed by k-means clustering using the changed means.
In this part, it is possible to reduce the number of clusters depending on
the data and the current clusters. The unification of closest clusters simply
identifies the pair of means providing the minimal Euclidean distance over
all of these pairs and merges these clusters, which always reduces the cluster
number by one. Starting with 20 and 50 clusters and employing steps of
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reinitialization and unification, we finally create segmentations with 10 and
25 clusters, respectively.
We apply the above clustering method to the reconstructed surface tri-
angulations of Dino Detlef and the NBV object. The computation of local
features uses a radius of 10mm. Figure 5.13 shows that the resulting clusters
according to the proposed surface features provide a kind of semantic seg-
mentation of the surface, as dealt with in [Fröhlich et al., 2010]. In Figure
5.13(a), protruding parts of the dinosaur share the same, light-brown colored
cluster, as well as bend surface regions sharing the cluster colored pink. Using
25 clusters instead of 10, Figure 5.13(b) illustrates a finer segmentation of the
respective surface parts. Likewise, the Figures 5.13(c) and 5.13(d) demon-
strate the semantic clustering of the NBV object. We are able to identify
clusters representing plane regions, bend regions, corners, and edges. Again,
we emphasize two facts concerning the radius of the local region used for the
feature computation. First, it is obvious that the result strongly depends on
the chosen radius since a feature can only describe what it has seen. Second,
determining a proper radius is very intuitive, if done by the user. Otherwise,
we propose to use more than one value for the radius and finally take the
result that is the best with respect to some well-defined criterion. Another
possible way is a preprocessing that yields the optimal radius for the task
and the input surface at hand.
5.6 Conclusion and Future Work
We conclude this chapter and highlight the main aspects of the proposed
method for the registration of 3D surface triangulations. We explore a
feature-based approach performing a globally optimal assignment of vertex
features using the Hungarian method without any initial solution. As features
we use algebraically derived moment invariants known from the literature.
To form these invariants, we compute exact moments of 3D surface triangu-
lations in a direct and efficient way. The surface moments are non-centralized
and use the respective vertex as the origin of the coordinate frame. In this
way, the surface moments and, hence, the moment invariants characterize
the, possibly local, surface around the focused vertex. This kind of feature
computation of surface triangulations provides well-conditioned descriptors
that are also valid for tasks of identification, classification, and retrieval.
With respect to view planning, the methods presented in this chapter allow
5.6. CONCLUSION AND FUTURE WORK 129
to identify certain object features and treat them in a purposive manner
depending on the planning goals.
The experimental evaluation assesses the performance of the proposed
registration method and the quality of the proposed features in different
concerns. We demonstrate that the registration method effectively handles
surface triangulations featuring different vertex densities and distributions,
noise, and partial overlap. These results apply to the tested technical and
non-technical objects, alike. The additional application of the ICP algorithm
refines the registration result. Thus, the proposed method further appears as
a proper initialization step for an ICP alignment. Additional fields of appli-
cation are provided by the invariant surface features alone. Well-conditioned
descriptors facilitate solving classification and related tasks, which is under-
lined by experiments performing similarity analysis and vertex clustering.
By this means, the presented surface features touch the active research area
of semantic segmentation.
As various the benefits and applications are, so are the possibilities to
improve and extend the registration method in future research. Up to now,
we focus on moment invariants with respect to Euclidean transformations.
Considering the broad field of 3D applications, it is valuable to extend the
invariants to similarity transformations, which is supported by the method.
In doing so, we can identify any half sphere within the input surface using
one specific 3D CAD model, for instance. While this is already possible for
global features, the problems come with the necessary definition of a local re-
gion with respect to similarity transformations. Imagine two related surfaces
with unknown global scalings and partial overlap. Then the sizes of the local
regions should be chosen such that the ratio of object scalings equals the ratio
of the sizes of the local regions. This requires the ratio to be known, which
would allow to scale one surface accordingly and to use Euclidean invariants.
In other words, a proper way to define local regions in presence of simi-
larity transformations is not yet found. Another point worth examining is
including further neighborhood information into the registration procedure.
The benefit is getting obvious if you think about technical objects featur-
ing many local ambiguities and symmetries, for instance, a corner of a cube.
While a local surface region comprising enough unique data may be too large
regarding partial overlap, there may be ways to include further information
about the respective neighborhoods into the registration method, which may
resolve ambiguities. Considering the additional challenge of two different sur-
face triangulations being sampled very roughly, a proper resampling of the
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input surfaces appears as a valuable goal. This preprocessing redistributes
the vertices and hence eases the assignment of the respective vertex descrip-
tors. The statistical feature selection presented above is our first approach
to filter out features of non-distinctive surface regions. In future research,
we like to investigate methods to constructively detect 3D surface features,
which is similar to the feature detection in image data. At last, we suggest
to examine ways to compute a suitable radius for the local surface regions
automatically. Despite the robustness of the presented registration method
with respect to different choices for the radius, which has been shown in the
experiments, an automatic computation relieves the user of this burden.
Chapter 6
A Modular Approach to Online Next-
best-view Planning
The above chapters dealing with GKLT tracking and 3D coarse registra-
tion are closely related to actual view planning. As we will show in this
chapter, GKLT feature tracking directly leads to view planning for accu-
racy optimization using a passive camera. This is based on the 3D point
estimation and covariance data provided by GKLT tracking. The depicted
coarse registration and surface features allow a special treatment of geometric
primitives and build a bridge towards model-based view planning within this
data-driven approach. As a starting point, however, we find it most appeal-
ing to first think about quality criteria applying to view planning in Section
6.1. In the following Section 6.2, we outline our understanding of a generic,
modular, online planning system using a passive camera. The modules of
the proposed planning system get the focus in the consecutive sections. In
Section 6.3 we present accuracy optimization based on uncertainty analysis.
The probabilistic surface estimation proposed in Section 6.4 affords visibility
analysis, Section 6.5, and the special treatment of geometric primitives, Sec-
tion 6.6. By this means we construct a modular system capable of addressing
most various planning goals and limitations. To conclude our theoretical ex-
aminations, we illuminate an additional aspect of view planning in Section
6.7, which is view planning with respect to the reconstruction method of
factorization.
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6.1 Benchmarking 3D Reconstructions from Next-
best-view Planning
Before dealing with actual view planning using a passive camera, we consider
it useful to figure out how to assess different general view planning methods,
which include the ones using a passive camera. We base our statements on our
presentations in [Munkelt et al., 2007]. In comparing view planning methods
and results, two major problems of all past activities can be observed. First,
researchers use their own test objects. Second, the reconstruction quality is
measured by different criteria or, if these are denoted the same, the crite-
ria may be formalized in different ways. Because of these shortcomings in
standardization, the studied methods cannot be compared and the state of
the art in this research area cannot be reviewed without further considerable
effort, since the exact relative performance of the methods is unknown. A
solution to this problem is a common reference test object featuring chal-
lenges for all kinds of active vision systems, like different scanner hardware
and different planning methods. Further, a reference benchmark judges the
quality of the reconstructed test object and, hence, judges the performance of
the whole NBV planning system. In doing so, we settle for the way to assess
a view planning method using the reconstruction result it produces, which
is augmented by the number of views reflecting the necessary costs. Thus,
the desired benchmark has to overcome the difficulty of being independent
of the scanner hardware used, for example, IR/laser scanners, intensity cam-
eras with/without fringe projection, and independent of the actual planning
method.
6.1.1 Literature Review
Before we present a benchmarking system comprising a generic test object
and quality criteria, we review previous approaches to measure the quality
of a view planning system applied by other authors.
One particular aspect in benchmarking view planning methods concerns
the test object. Researchers use most different objects to assess the specific
performance of their respective method. Roberts and Marshall [Roberts and
Marshall, 1998] employ an L-shaped block and a wedge. In contrast to these
geometric primitives, Pito [Pito, 1999] uses a cup, and in [Li et al., 2005]
the authors apply their proposed method to a dug figurine. Some attempts
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have been made to construct specific test objects, either as a model of build-
ings in [Maver and Bajcsy, 1993] or as simulation models in [Banta et al.,
2000,Munkelt et al., 2006]. However, from a benchmarking perspective, most
of those approaches lack certain features that are needed in a view planning
framework. With a few exceptions, the complexity of most test objects is
rather low, especially in the sense that there are only small regions with self-
occlusions. This leads to nearly 99% completeness within few views taken.
While this might be adequate for a proof-of-concept, this is not a satisfy-
ing starting position for a detailed comparison between planning algorithms.
Seitz et al. [Seitz et al., 2006] state, for instance, that the completeness num-
bers were not very discriminative. Therefore an adapted test object should
contain a suitably large amount of concavities and occluded surface areas.
The second major benchmarking aspect is providing meaningful mea-
sures. While many authors, as in [Scott et al., 2003], propose the grazing
angle as a subjective quality measure, we consider it crucial to evaluate the
quality of the resulting 3D reconstruction including surface coverage. Seitz
et al. [Seitz et al., 2006] perform an evaluation by computing the error that
90%, which is a user threshold, of all reconstructed points do not exceed.
In [Girod et al., 2000], the authors compute the difference volume of sur-
face meshes. Many authors consider the number of views and completeness,
while the latter often is not formalized. Only few authors, cf. [Seitz et al.,
2006,Wenhardt et al., 2006], take accuracy into account.
The above observations state a lack of standardization in terms of test
objects and evaluation criteria. To overcome this situation in which different
planning methods are hard to compare, we suggest a reference test object
and reference quality criteria. Although, it is clear that a common minimal
set of object details posing special challenges is hard to find. In the next
sections, we present generic geometric details that a test object should consist
of together with a discussion of an associated formal benchmark regarding
reconstruction accuracy and completeness.
6.1.2 The NBV Test Object
In this section we want to discuss desirable attributes of an NBV test object.
We then show how we realize those attributes using certain object details by
presenting the specific reference object prototype shown in Figure 6.1. In the
text, numbers in [brackets] refer to the respective object elements. A test
object should not be symmetric, see the details [1], [2], and [4], which often
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Figure 6.1: Model views of the proposed reference test object for view planning.
The numbered elements are referred to in Section 6.1.2. The Figures 4.14 and
4.15 present views of the manufactured aluminum object.
leads to simplified, regularly spaced view plans. Furthermore, self occlusions
are needed to challenge the planner, cf. [1], [3], [4], [7], and [8]. Additionally,
when using active fringe projection systems, shadows should be cast onto
the object as done by [1]. Curved surfaces, see [2], [4], [8], as well as sharp
edges pose difficulties to different reconstruction approaches. To test the
incorporation of the sensor model into the planner we need details that re-
quire special sensor alignment. In particular, the access to holes is a difficult
planning issue and has to be tested, cf. [5], [6]. Optionally, length errors can
be tested using [7] or [8]. Finally, a scanner resolution estimate should be
provided as with [9].
The proposed test object has the overall shape of a cube, but it is not
symmetric. It combines a set of object details covering the discussed require-
ments. By constraining its size to the bounding cube, the object satisfies the
often implicit demand for complete enclosure into the measurement volume.
To satisfy the need for a fine grained surface texture, laser labeling can op-
tionally be applied. A common texture pattern for passive lighting techniques
is available at http://www.inf-cv.uni-jena.de/index.php?id=nbvbench.
Adaptation to different complexity levels can be achieved through a plug-in
architecture of several details, which can be added as needed. The test ob-
ject has five faces of interest that can be scanned from the upper half sphere
around it. While normally standing on its bottom side, it can be placed on
any of its sides. The test object features the following details.
• Basic object setup. This setup challenges basic planning and recon-
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struction capabilities.
[1] Tripod: Three small rectangular elements that occlude and shade
parts of detail [2]. Both the accuracy and completeness in the
junctions are demanding.
[2] Sinusoidal face: Yields an asymmetric overall shape of the test
object. The smooth, curved surface provides varying surface nor-
mals that complicate the reconstruction.
[3] Notch: Used as a cavity for two details of the full benchmark. Its
side faces need to be scanned from appropriate positions.
[4] Negative half sphere: Constrained visibility and shadows challenge
the reconstruction of its interior.
• Full object setup. In combination, all details pose a challenge to more
sophisticated scanning and planning methods. The full test object
extends the basic one by the following, additional details.
[5] Slotted hole: Scanning this concavity requires a certain alignment
of stereo systems. Concealable.
[6] Drill holes: Three holes with proportions of diameter to depth
from 2:1 through 1:1 to 1:2 act as prototypes for concavities of
interest with increasing difficulty. Concealable.
[7] Frustrum of pyramid: Common test detail with hard to scan side
faces. Optionally, one could compare both the planarity of its five
upper faces and the length deviation of their resulting intersections
to their corresponding ground truth values. Pluggable.
[8] Positive half sphere: Test detail with calibrated radius. Base of
the detail is hard to scan. Pluggable.
[9] Riffle plate: Plate with a 2D array of miniature frustrums of pyra-
mids. The size of their top face decreases. Can be used to deter-
mine scanning resolution in object space. Pluggable.
These details, surely, do not represent all objects in the world, but as a union
of abstract challenges they cover a wide range of real-world objects. The
whole test object is not intended to evaluate a scanners physical resolution.
However, to reasonably rate the reconstruction precision, a relative accuracy
of 30µm for smoothness as well as length deviation is targeted for.
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6.1.3 Evaluating the Planning Result
The test object suggested in the previous section poses a part of the input to
a view planning method. Together with well-defined planning goals and con-
straints, the planner actively adjusts the available parameters and establishes
an according 3D reconstruction of the test object. We propose a formalized
benchmark that measures the performance of the planning method by evalu-
ating the number of views and the quality of the resulting 3D reconstruction
in terms of accuracy and completeness. Performing the benchmark requires
the 3D reconstruction and the reference CAD model being aligned in the
same coordinate frame.
6.1.3.1 Benchmarking Accuracy
As a measure of accuracy we use a modified Hausdorff metric according
to [Dubuisson and Jain, 1994]. Practically, we assume a surface triangulation
or a dense point cover of the reference model aligned to the 3D reconstruc-
tion. For each reconstructed 3D point we compute the distance to the closest
reference point. Regarding all these distances, we present the mean error µe
as the reconstruction accuracy. This does not prohibit to provide further
information, for instance, in terms of a box-whisker plot, i. e. to provide the
0.025-, 0.250-, 0.500-, 0.750-, 0.975-quantiles and the outlying elements out-
side of this range. However, the compact accuracy benchmark is given by
µe.
6.1.3.2 Benchmarking Completeness
Benchmarking completeness seems to be an ill-posed task if we consider re-
constructed sets of 3D points. Incompleteness may be understood as gaps in
the 3D reconstruction, but a finite, discrete set of 3D points features gaps
everywhere. Avoiding this difficulty by applying non-discrete surfaces shifts
the paradigm; in doing so, we yield a complete reconstruction, by definition.
This kind of evaluation produces a 100%-completeness and an unrated ac-
curacy regarding each surface point, which favors the difference volume as
in [Girod et al., 2000] as a measure of accuracy. By this means we are forced
to accept the quantitative evaluation as a measure of accuracy, but still miss
a statement regarding completeness. Since non-discrete approaches lead to a
shift of paradigms, as outlined above, we stick to the discrete 3D reconstruc-
tion in terms of finite, discrete sets of 3D points. For methods that actually
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recover a non-discrete surface, we derive a point cover from the resulting
surface. Now, we try to find a numerical representation that is meaningful
with respect to reconstruction completeness.
What is completeness in the context of comparing a 3D CAD model and
a finite, discrete set of 3D points? In a dual manner, a reasonable answer is
that reconstruction incompleteness may be seen as gaps between 3D points
that are larger than the other gaps. In the end, this assumption says that a
complete 3D reconstruction provides homogeneously distributed 3D points.
However, this seems not to be a suitable model. 3D points may obey a
homogeneous distribution and, at the same time, be sparse, which corre-
sponds to equally sized but large gaps between the points and is considered
as incomplete. Therefore, we suggest to augment the statement concern-
ing distributional homogeneity by the mean distance µd between a 3D point
and its next neighbor. In this way we provide two numerical expressions.
First, the coverage c ∈ [0, 1] is a measure independent of the resolution of
the 3D reconstruction and states how well the CAD model is covered by
reconstructed points in the sense of homogeneity. Second, the mean dis-
tance µd between neighboring reconstructed points describes the resolution
of the 3D reconstruction. Using these criteria, we find the simple abstract
expression: completeness = [coverage, resolution]. One 3D reconstruction
















































Figure 6.2: Coverage analysis using a homogeneous point cover of the CAD
model as reference points. Some reference points are covered by reconstructed
points, some are not. For the depicted example, 10 of 16 reference points are
covered, hence c = 62.5%. Further explanations are given in Section 6.1.3.2.
The actual computation of the coverage c makes use of the mean distance
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µd of the reconstructed point set, which we determine first. Employing the
reference CAD model, we derive a homogeneous point cover from the CAD
surface featuring the same mean distance µd, cf. Figure 6.2. Then, we refer
to the set of reconstructed 3D points and, for each of these points, mark the
next neighbor within the homogeneous point cover of the reference model.
This is to say we mark reference points that are covered by at least one
reconstructed point. We get the coverage c as the ratio of marked reference
points related to all reference points.
The presented completeness benchmark raises lots of what-if question, at
least since the mathematical foundation inherently is a statistical one for the
reasons listed above. We first want to comprehend the main aspects and
then answer some likely questions in order to justify this kind of benchmark-
ing and underline its reasonability. We use aligned, finite, discrete point
sets to compute two numerals expressing completeness, the coverage c and
mean distance µd of neighboring reconstructed points. We do not use any
user threshold. The homogeneously distributed point cover of the reference
CAD model is provided by statistical means that are implemented, for exam-
ple, in Geomagic. Using this reference point cover, the coverage c penalizes
gaps within the reconstruction that are large compared to µd. In the same
way, the coverage yields low values for reconstructions featuring dense clus-
ters of points, since these lead to gaps at other positions. The coverage
thus measures the distributional homogeneity of reconstructed points with
respect to the reference CAD surface of the NBV test object. This measure
is independent of the number of reconstructed points and the point density,
respectively. The density, or resolution, of the reconstruction is given in
terms of the mean distance µd between nearest neighbors within the set of
reconstructed 3D points. Now, the reader may state the following questions.
• What if my reconstruction features lots of 3D points that are concen-
trated along corners and edges of the technical NBV test object? We
should consider this complete since the surface between the points is
mostly planar.
The benchmark assumes a general reconstruction method that does not
state assumptions about the object shape. Hence, the surface regions
between edges and corners are evaluated as unknown to the reconstruc-
tion method, i. e. gaps. The described 3D reconstruction will get a low
coverage rating.
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• What if I cause the reconstruction method to produce many points in
a specific surface region that provides accurate 3D points? Would that
not push the accuracy rating?
Yes, it would. However, this necessarily decreases the coverage rating.
• What if the reconstruction procedure produces a non-discrete represen-
tation like a surface triangulation?
In this specific case we suggest to use the corner points, i. e. the vertices
of the surface triangulation, for the evaluation.
• And what about continuous, parametric surfaces?
We can derive arbitrary discrete 3D surface points as a basis for the
benchmark. However, this arbitrary number P of points does not en-
tail an arbitrary high overall benchmark rating. Given a continuous,
parametric surface, we define the number P as necessary user input.
Applying the same method as for the coverage analysis, we derive P
discrete surface points from the reconstruction and apply the described
benchmark to these reconstructed points. For an increasing number P
of reconstructed points, differences between the reference and recon-
structed surfaces cause decreasing coverage and decreasing accuracy,
so this is not a way to cheat.
6.1.3.3 The Overall Benchmark and an Example of Application
The overall benchmarking procedure consists of applying the candidate plan-
ning method to the NBV test object and evaluating the 3D reconstruction
in the way presented above. Finally, we yield the benchmark
B = [c, µd, µe, v] (6.1)
providing the reached values of the coverage c, the mean distance µd of point
and its next neighbor within the set of reconstructed points, the mean error
µe, and the number of views v. This can be done for the whole NBV test
object as well as for the particular object details.
As an example of application, we apply the proposed benchmark scheme
to the planning results of two different methods. In [Munkelt et al., 2006],
the authors employ a high-accuracy fringe-projection system and perform
model-based view planning. On the other hand, the authors of [Wenhardt
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(a) 3D reconstruction com-
puted by the planning
method [Munkelt et al.,
2006].
(b) 3D reconstruction yielded by
the planning method [Wenhardt
et al., 2006].
Figure 6.3: Different reconstructions of the negative half sphere, which is
a detail of the NBV test object. The surface meshes are shown for better
visualization only, while the benchmark uses not more than the 3D points.
et al., 2006] implement view planning for accuracy optimization by means
of a passive camera. Hence, the methods strongly differ with respect to the
reconstruction technology and methodology. Figure 6.3 illustrates the nega-
tive half spheres produced by either methods. We provide the results of the
benchmark using the basic setup of the NBV object in Table 6.1. The pic-
tures of the reconstructions show that the fringe-projection system achieves
a strongly larger number of points and better accuracy. These facts are
reflected by the numbers in Table 6.1. The coverage reached by the fringe-
projection system may seem a little low. While Figure 6.3(a) shows only
a small gap, it is not visible that the scans are overlapping. Inside these
areas of overlap, the point density is higher than outside, which is caused by
shifted sampling positions. These inhomogeneities together with the visible
gap produce the reasonable coverage value of 71% for the fringe-projection
system. Still, this coverage is higher than the one of 53% achieved by the
system using a passive camera. The sampling resolutions within both 3D re-
constructions are represented by the mean distances between a reconstructed
point and its next neighbor in the reconstruction, which are 0.39mm for the
fringe-projection system and 7.98mm for the passive system. This severe
difference is mainly caused by the used hardware and also qualitatively vis-
ible in Figure 6.3. The reconstruction accuracy is reflected by the mean
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Table 6.1: Benchmark according to (6.1). For a particular object detail, the
specific number of views is hard to determine, so we omit it. The basic bench-
mark is given by taking the average of the whole basic object and the average
of the details. The numbers reflect the quality differences shown in Figure 6.3.
object detail
planning according to
[Munkelt et al., 2006]
planning according to
[Wenhardt et al., 2006]
tripod [69%, 0.34mm, 0.10mm] [58%, 6.59mm, 1.43mm]
sinusiodal face [73%, 0.41mm, 0.08mm] [47%, 7.18mm, 1.58mm]
notch [75%, 0.51mm, 0.18mm] [51%, 12.70mm, 5.62mm]
negative half sphere [77%, 0.55mm, 0.12mm] [57%, 7.34mm, 2.42mm]
whole basic object [70%, 0.31mm, 0.11mm, 8] [52%, 7.52mm, 1.50mm, 10]
basic benchmark [71%, 0.39mm, 0.12mm, 8] [53%, 7.98mm, 2.13mm, 10]
point errors of 0.12mm for the fringe-projection system and 2.13mm for the
passive system. Finally, the benchmark tells us that the fringe-projection
system used eight views to yield the reconstruction, while the passive system
recorded ten views.
The illustrated example yields clear and reasonable statements on the
different reconstruction qualities, since the measured quantities are all domi-
nated by the fringe-projection system. Other questions come from concerning
the cost factor and applicability of such a system, which are not reflected by
the benchmark. On a fixed system, the benchmark allows to assess the re-
sults of different planning methods. For systems and methods that achieve
qualities closer to each other, the benchmark helps to focus on particular
quality criteria that are important to the task at hand.
6.2 The Modular Online Planning System
Now that we are capable of assessing the performances of different planning
methods quantitatively, we find this a reasonable starting position to think
about actual view planning. In doing so, we are faced with several theoret-
ical and practical challenges, which we partially formulated in the previous
chapters. In Section 1.1.2 we presented a formalization of the view planning
problem revealing various aspects of this topic. Likewise, the literature re-
view in Chapter 2 underlines the heterogeneous nature of view planning and
the particular planning goals. Additionally, we argued that it is one reason-
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able way to focus on using a passive camera in Section 1.1. In consequence,
we recognize the following main challenges.
(a) View planning is not a fixed, static problem. As we outlined, view
planning is a high-level approach to solve specific, user-defined tasks.
While solving all specific view planning formulations by means of one
algorithm appears to be impossible, a proper view planning method
still should provide generic means to address multiple instances of the
view planning problem.
(b) Neither the view planning environment nor the hardware are fixed. Just
as the actual view planning task is defined by the user, so the used
hardware and the application environment are not fixed for all view
planning tasks. This raises the claim that the methodology should be
invariant with respect to these variables.
(c) Using a passive camera constrains the planning procedure. For this work
we focus on, but do not restrict the presented methods to the sensor
type of a passive camera. Assuming that we employ feature tracking
to solve the correspondence problem, the camera motion is bound to
the assumption of small baselines. Hence, we cannot jump to arbitrary
positions and directly use the resulting images for reconstruction and
planning.
(d) Using a passive camera constrains completeness. All kinds of sensors
are given technical boundaries that constrain the quality of the 3D re-
construction. However, a passive camera additionally requires optical
surface structure to solve the correspondence problem. This claim re-
stricts the maximal number of points and their positions on the surface.
Keeping these facts in mind, completeness issues are hard to address
by means of this sensor type.
(e) Some challenges are contradictory. On the one side, we want to use
each kind of prior knowledge to improve the reconstruction, which in-
cludes, for instance, the physics of the scanner hardware. On the other
side, a generic method cannot use knowledge of one specific sensor type.
We have to resolve this contradiction by a clear focus.
(f) In terms of application, we like to use a fire-and-forget solution. The
most comfortable way to use a system is to push a button and get
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results after some time. Likewise, this kind of execution seems most
appealing for view planning.
Figure 6.4: A specification of the proposed modular approach to view planning.
The module of GKLT3D tracking is the only mandatory one, since there is no
3D reconstruction without this module. It enables accuracy optimization if
wanted. Depending on the planning goals and constraints, the algorithm may
employ further modules for surface estimation, visibility analysis, model-based
tasks, and completeness issues.
We answer the formulated challenges by presenting a modular approach
to online next-best-view planning using a passive camera as illustrated in
Figure 6.4. The basic cycle of the planning algorithm originates from fea-
ture tracking for 3D reconstruction, which we perform in terms of GKLT3D
tracking as presented in Chapter 4. So, one planning cycle consists of taking
an image, running GKLT tracking and the further modules needed to ad-
dress the particular planning goals and constraints, and adapting the camera
parameters accordingly. At some well-defined point depending on the plan-
ning goals and constraints, the planning algorithm terminates. We invoke
the planning modules after each single image taken, hence each view is a
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planned view, and there are no simulations of large movements by simple
step-wise interpolation of camera parameters. This is to say we respect the
assumption of small baselines within our planning approach. In comparison
to Figure 1.4, we picture a combined complex for data analysis and planning
in Figure 6.4 in order to clarify the relations between the modules. Still, we
separate the modules for data analysis and the ones for view planning in the
sense that the former provide the data basis for the latter.
Now, we reply to the above challenges in detail.
(A) Despite the various formulations of specific view planning tasks, we
identify reconstruction accuracy and completeness as the two main as-
pects that view planning shall optimize. We present planning mod-
ules treating both of these issues. GKLT3D tracking provides 3D point
estimates together with 3D covariances, which endow the data basis
for the accuracy optimization presented in Section 6.3. With respect
to completeness issues, we employ the probabilistic surface estimation
proposed in Section 6.4. The resulting non-discrete surface, given as
a 3D surface triangulation, allows to assess the completeness of a 3D
reconstruction, to perform visibility analysis as in Section 6.5, and to
bridge the gap towards model-based view planning as shown in Section
6.6. The module of GKLT3D tracking is the only mandatory one, since
it establishes the basic reconstruction of 3D points. Hence, we intro-
duce a set of modules for data analysis and view planning that allow a
plug-in architecture of the whole view planning method. By this means
we address a large variety of specific view planning tasks.
(B) The proposed planning modules employ transferable methodologies.
GKLT3D tracking does not depend on a specific passive camera. Like-
wise, we present an accuracy optimization that has been shown to be
transferable to a fringe-projection system in [Munkelt et al., 2010].
Further, the 3D coarse registration and 3D surface features presented
in Chapter 5, which are the basis for detecting geometric primitives
and other model-based tasks, are robust with respect to most differing
surface qualities produced by different scanning systems.
(C) Using a passive camera, we accept that we are not able to directly
jump to arbitrary camera positions. On the contrary, we include the
assumption of small baselines into the planning cycle as shown for the
respective modules.
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(D) Using a passive camera, the reachable completeness is bound by the
optical surface structure of the target object. Therefore, we do not
deal with pure completeness optimization in the context of this work.
Nevertheless, the probabilistic surface estimation offers the data basis
to address related tasks. For instance, another method like [Dey and
Goswami, 2003] may use the surface estimation to produce a water-
tight model.
(E) To avoid contradictions, we focus on view planning using a passive
camera without explicitly modeling specific sensor physics. We hence
propose methodologies that are transferable to environments other than
a passive camera mounted on a robotic arm, as done in [Munkelt et al.,
2010] for accuracy optimization. However, our approach does not forbid
to be further extended with respect to specific claims.
(F) To push a button once and yield the wanted results after some time
is a noble ideal of software engineering. However, this simplification is
already too strong for most of the all-day practical applications, if we
just think about user input. Further, this work is not about software
engineering, but develops methodologies to tackle view planning as a
whole as well as specific view planning tasks. Nonetheless, future work
can use the modules presented in this chapter to derive a user-friendly,
practical software solution for view planning.
6.3 Accuracy Optimization Using an Extended
E-criterion
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The essence of accuracy optimization is the reduction of the reconstruc-
tion uncertainty, which is a dual proceeding being better to handle. For
this module we use the 3D covariance data of a 3D point estimate and de-
rive a closed-form, optimal solution for the camera motion, cf. [Trummer
et al., 2010a]. First, we investigate the reconstruction uncertainty using
triangulation-based 3D point reconstruction, and we derive the extended E-
criterion to minimize this uncertainty. Next, we describe the optimal camera
motion with respect to accuracy optimization and the extended E-criterion.
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6.3.1 Assessing Triangulation Uncertainty
In the first place, we want to characterize the 3D uncertainty of a point esti-
mate achieved on the basis of triangulation using rays of sight. The Figures
6.5 and 6.6 illustrate the underlying setup of passive cameras mapping the
observed point to image points, which are afflicted by noise. We explicitly re-
fer to this underlying setup, and not to the DLT algorithm used in this work,
cf. Section 4.4.3. The motivation of this approach lies in the fact that the
DLT algorithm minimizes an algebraic error in the projective space, which
has no geometric meaning and makes it hard to infer on the quality of a
camera position.
(a) A single passive cam-
era and the ray of sight of
an image point. 3D uncer-
tainty is infinite along the
ray of sight.
(b) Theoretical setup of
triangulation as in Figure
3.4. The two rays of sight
belong to the same world
point, but originate from
different cameras. Uncer-
tainty is not regarded.
(c) Triangulation setup
regarding uncertainty.
Uncertainty of the image
points causes uncertainty
of the 3D estimate (black
region).
Figure 6.5: An illustration of the uncertainty of a 3D point estimate using
passive cameras and triangulation. The noise assumption is a disturbance of
the 2D image points.
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(a) The basic setup of two identical cameras observing
one point. Noise of the image points causes a kite-shaped
uncertainty region regarding the observed point. The
utmost noisy rays of sight (dashed lines) deviate from
the true ones (solid lines).
(b) A close-up of one
camera and the angles
relating baseline, true













Figure 6.6: A simple 2D geometric model investigating triangulation uncer-
tainty, and the symbols used in Section 6.3.1. Based on noisy image points,
the position of the observed point is uncertain inside the characterized region.
Specification of Figure 6.5(c).
Goal. Assessing triangulation uncertainty by probabilistic means yields ex-
pressions that are hard to handle. For instance, assuming Gaussian noise on
the positions of image points in a fixed camera setup provides a probability
density function of the 3D point position that is difficult and non-Gaussian.
Instead, we utilize the simple 2D geometric model in Figure 6.6 that does not
refer to distributional aspects. We model extremal noise effects and thus deal
with a geometric worst-case scenario. In this sense, we aim to characterize
the worst case for the point reconstruction and to provide an upper bound
for this worst case. In detail, we want to quantify the maximal diameter of
the region, cf. Figure 6.6(a), in which the observed point lies. Surely, this is
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a confined, theoretical consideration, but the practical relevance will be out-
lined in the following, and we are going to reinforce an old photogrammetric
fact, finally.
Assumptions.
• We do not regard distributional aspects but render a worst-case sce-
nario of noisy image points. This is to say that we refer to the worst
deviations of noisy image points with respect to the true image points.
• The geometric setup in Figure 6.6 is placed in the 2D plane π containing
the camera centers and the true 3D point being observed. While this is
a severe simplification, we argue by means of Figure 6.7 that this plane
also contains the maximal diameter of the 3D uncertainty region given
the specific camera setup and a reasonable noise ratio.
• The camera centers are at distance b to each other. Each camera center
features the same distance d to the true position of the observed point.
The noise is given as the worst case in terms of a maximal deviation η
of the image point regarding its true position, given that both cameras
have the same focal length f and the image planes are perpendicular to
the respective rays of sight. So, without loss of generality, each camera
maps the observed point along its respective optical axis. Another
camera rotation and focal length would just call for an adaptation of
the noise description. The noise η and the focal length f determine the
angle β.
• The angle φ describes the inclination of the true rays of sight. Given
the identical distances d between the observed point and the camera
centers, φ codes the same information as the baseline distance b.
• In this specific setup, the 2D region of uncertainty for the observed
point is a kite, the diagonals of which have lengths a and c. The
maximum of a and c is the maximal diameter of the uncertainty region
for the reconstruction in this worst-case scenario. Hence, the maximum
of a and c is the smallest upper bound for the error distance of a
reconstruction of the observed point, and it is the quantity we want to
characterize.
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• We denote supportive symbols. These are the angles κ as an internal
angle of the uncertainty kite, ξ as the angle between a ray of sight and
the connection of the camera centers, and ι1,2 = ξ ∓ β. We further use
the heights h1 to h4.
(a) Radial noise bounds for the image points lead to infinite 3D cone volumes C1 and
C2 describing the 3D uncertainty volumes of each back-projection. Plane π contains the
camera centers and the true 3D point being observed.
(b) The 3D volume intersection of C1 and C2 represents possible results of the noisy 3D
estimate, i. e. its 3D uncertainty volume. Given the particular setup, the maximal diam-
eter of this uncertainty volume lies in plane π, particularly in π ∩ C1 ∩ C2, which is the






Figure 6.7: A visual fortification of the assumption that the maximal diam-
eter of the 3D uncertainty volume equals the maximal diameter of the 2D
uncertainty kite in Figure 6.6(a).
Parity of kite diagonals a and c. Given the parametric camera setup and
noise model depicted above, we want to analyze the maximal diameter of the
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uncertainty region, which is the maximum of a and c. The maximal diameter
depends on the noise level and the relative camera pose. The noise level is








For the relative camera pose, a change of the camera-point distance d finds,
ceteris paribus, a monotone expression reaching from small diameter for small
values of d towards an infinite diameter for d at infinity. This parameter is
thus not interesting, and we keep it fixed in the following. Another parameter
change that also influences the baseline b is adapting the angle φ between
the rays of sight. For the general case of a constant β > 0 and a constant
d > f , we utilize Figure 6.6(a) and find that different values of φ have severe
influence on the kite diagonals a and c. There even exists a lower breakdown
value of φ in the sense that a will be infinitely large. If we consider the
whole range φ ∈ [0, 2π], we find symmetric configurations for φ ∈ [0, π] and
φ ∈ ]π, 2π]. We further observe that for small φ a > c, and a < c for φ close
to π. Hence, the ratio a
c
crosses 1 for φ ∈ [0, π]. Our first step will be to
compute the angle φp that causes the diagonals a and c to be at parity. Next,
we characterize φp with respect to the noise level β. Finally, we show that
for φp the equal diagonals provide a smallest upper bound of the maximal
diameter of the uncertainty region.
We start by preparing expressions of the symbols in Figure 6.6 just using
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given parameters. We find












































































We aim at φp such that a(φp) = c(φp), if we consider the lengths of the
diagonals a and c as functions depending on φ. The functional expressions
are
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in order to abbreviate notation and to express the dependencies between the
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Now, we are prepared to set
a(φ) = c(φ). (6.17)





, apply the substitutions (6.13)









tan(2β(1 + x tan β))
tan β(1 + x tan(2β))
, (6.18)
0 = x2 +



























Employing quadrant relations we conclude that
φp = φ1 = 2
(π
2
− arctan(x1) + β
)
, (6.22)
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while φ2 describes the mirror-symmetric solution. Hence, we have determined
the angle φp such that the respective relative camera pose and the given noise
ratio β cause the kite diagonals to be equal,
a(φp) = c(φp) = l. (6.23)
Characterizing φp. An interesting fact is that φp has the only parameter β,
the distance d has no influence. This means that the angle at which a and c
are equal does only depend on the noise level. What else can we say about
φp? Example calculations show that φp is close to
π
2
, if the noise level β is
within limits that are practically relevant. And what exactly happens for
small values of β? To investigate this question, we consider β approaching









1 + A (6.25)
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1 + 4 tan2 β − 4 tan3 β
2 tan β
. (6.27)








Since A(0) yields the irregular expression 0
0
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Tracing back the whole chain of derivation, we see that A approaches zero if
m and hence also if β does so, thus
lim
β→0
x1 = 1. (6.31)























What we have shown here is the asymptotic behavior of φp for small values
of β. For the noise level β approaching zero, the angle φp between rays of
sight that causes equal kite diagonals of the uncertainty region approaches
90◦.
The maximal diagonal with respect to φ and β. Up to now, we are able
to compute an angle φp, given the noise level β, such that accordingly placed
cameras produce an uncertainty region that is a kite with equal diagonal




of β. What we actually want to characterize is the maximal diagonal with
respect to φ and β. In the following we sketch the proof that the camera
configuration featuring φp also features the smallest maximum of a and c. In
other words, if we aim to minimize the maximal diameter of the uncertainty
region, which minimizes the reconstruction error, then we have to place the
camera centers such that φ = φp. Hence, we set the assertion that
∀φ, φ ∈ [0, π], φ 6= φp : a(φ) > l ∨ c(φ) > l (6.33)
using the configuration in Figure 6.6. By definition is a(φp) = c(φp) = l. An
equivalent assertion is that
∀φ, φ ∈ [0, π], φ 6= φp : a(φ) + l ∨ c(φ) > 2l. (6.34)
We use the latter expression, define a function
g(φ) = a(φ) + c(φ), (6.35)
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and argue that g(φ) has exactly one minimum in [0, π] that lies at φp. Look-
ing at the expression for a(φ) in (6.11) and for c(φ) in (6.12) conveys an
impression of the effort necessary to derive an analytic solution for this basic
task. With the help of Mathematica we confirm the described properties of
g(φ), and we find that (6.33) is actually true. This provides us with the fol-
lowing information. There is a an angle φp, which corresponds to a baseline
bp, such that the kite diagonals a and c are equal. The value of φp depends on
the noise level β and is close to π
2
. If φ < φp, then a > c and a > l. If φ > φp,
then a < c and c > l. Hence, the angle φp between the rays of sight features
the minimum of the maximal diagonal length with respect to φ, which is
a(φp) = c(φp) = l.
Conclusion. Employing a simple 2D geometric uncertainty model, we de-
scribe the worst reconstruction error based on the worst error affecting the
image points in a triangulation scenario. We analyze the upper bound of
the reconstruction error in terms of the maximal diagonal of the uncertainty
region. Minimizing the upper bound with respect to the angle between the
rays of sight, i. e. with respect to the camera baseline, yields that the noted
angle should be close to 90◦ depending on the noise level. To give an exam-
ple, β = 0.573◦, which comes from f = 0.1 and η = 0.001 = 1
100
f , produces
an optimal φp = 90.582
◦. For smaller values of β, φp approaches 90
◦. In the
following we boldly say that the optimal φp equals 90
◦, whereat we abbrevi-
ate the derived facts and accept an inaccuracy that seems to be meaningless
in practice.
For practical application, the statement derived above suggests to es-
tablish perpendicular rays of sight in order to minimize reconstruction un-
certainty. While this is really intuitive and also well-known from practical
photogrammetry, we underlined this fact by a basic theoretical foundation.
6.3.2 Deriving an Extended E-criterion and Implementing
a Closed-form, Optimal Solution
The previous section deals with an optimal adjustment of relative camera
positions in order to minimize the reconstruction uncertainty. As the main
aspect, the angle between the rays of sight should be 90◦ to reach this goal.
Regarding the view planning cycle in Figure 6.4, we have to take into ac-
count that there are more than two camera positions and that the baseline is
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bound by the needs of feature tracking. We transfer the knowledge derived
in Section 6.3.1 by taking a more abstract look at Figure 6.5. For one cam-
era, the ray of sight of an image point describes a 3D estimate featuring an
infinite uncertainty along the same ray. Exactly this 3D uncertainty provides
the connection to a more general reconstruction setup. Given that we have
available an actual 3D estimate of the observed point together with the dom-
inant direction of the 3D uncertainty for this estimate, we apply the result
of the previous section and adjust the next camera position in a way that
establishes a right angle between the dominant uncertainty direction and the
new ray of sight. The above derivation tells us that, respecting the stated
assumptions, we thus minimize the uncertainty of the 3D point estimate.
Returning to the view planning approach presented in this work, we again
emphasize the application of GKLT feature tracking presented in Chapter 4.
One property of the final GKLT tracking is the concurrent, robust 3D es-
timation of a tracked feature. The method provides a robust estimate P̂s
of the 3D feature position P after each tracking step s > 0, where s = 0
is the index of the feature initialization frame. For a sequence of observa-
tions 〈P̂s〉s=1,2,...,n with n > 1, we determine the covariance matrix of the 3D
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ij of the 3D coordinates. Let































3 and corresponding eigenvectors v
bPn
1 . From this point, we
omit the point index P̂n, if there is no question about what point estimation
is addressed. Now, having a 3D point estimate P̂ and a corresponding co-
variance matrix Σ, we visualize directional uncertainty by assuming normal
distribution. In this case, Σ as in (6.37) defines an equiprobable curve as an
ellipsoid with semiaxes along v1, v2, and v3. The lengths of the semiaxes
are λ1 ≥ λ2 ≥ λ3 up to global scale. By means of the eigenvalues λi we are
able to identify the main direction of uncertainty, which is v1. Using the
terms at hand, we are able to establish an extended E-criterion for accuracy
optimization.
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Extended E-Criterion (EEC) Using the notation above, we formulate
the extended E-criterion as sensing perpendicular to v1, which is the
direction of the largest uncertainty. As the known E-criterion from
statistics [Pukelsheim, 1993], this formulation minimizes the largest
eigenvalue λ1, but additionally incorporates the corresponding eigen-
vector v1.
Applying the view planning formalism from Section 1.1.3, the accuracy opti-
mization of this section is similar to the example A in the former section. As
in (1.7) to (1.9), the reconstruction data R at least holds the reconstructed
3D points and the according covariance matrices. The goal (1.10) is adjusted





k ≤ b (6.38)







Figure 6.8: Camera center ci lies on
sphere S. Point estimate P̂ = C is
shown together with its covariance
ellipsoid.
We implement accuracy optimization with respect to the EEC using a
spherical motion model for the camera, i. e. we move the camera center on
a sphere at which the camera’s optical axis is pointed to. For the static
motion model, we keep the sphere position and radius constant and place
the camera center on the sphere surface by two parameters. For the dynamic
motion model, we also vary the sphere position and radius, which provides
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Figure 6.9: Vector v1 indicates the
direction of largest uncertainty of P̂.
Plane πp through P̂ = C is perpen-
dicular to v1. The intersection of πp




five independent parameters in total. The one parameter missing is fixed by
a normalized roll angle of the camera. Hence, the dynamic spherical motion
model is practically a general one.
First, let us assume a static motion sphere S with fixed size and fixed
center C = P̂. This means that we want to adapt only the two position
parameters of ci in Figure 6.8 such that the camera takes the shortest path
to a position, from where its optical axis is perpendicular to the direction v1
of the largest uncertainty of P̂. All camera positions on the sphere fulfilling
this condition are situated on a great circle ξp of the sphere surface, see
Figure 6.9. The great circle ξp is given by intersecting the sphere with the
plane πp(X) : v
T
1 (X − P̂) = 0, i. e. the plane through P̂ with normal vector
v1. The shortest way to reach ξp, starting at the current camera position
ci, leads along another great circle ξs that is perpendicular to ξp. The great
circle ξs lies on the plane πs(X) : n
T
s (X− P̂) = 0 defined by the two points
P̂ and ci and the normal direction perpendicular to v1. Intersecting the
great circles ξp and ξs yields two intersection points I1, I2. Without loss of
generality, let I1 be the intersection point being closer to ci. Since we use
feature tracking and cannot jump directly to I1, we apply a predefined step
size to optimally move the camera on ξs towards I1 as illustrated in Figure
6.10. By this means we achieve a direct, closed-form solution for the point
I1 that indicates the optimal direction for the camera motion with respect
to the EEC.









Figure 6.10: The shortest way from
ci to ξp leads along the great circle ξs
on πs perpendicular to ξp. Intersect-
ing the great circles ξs and ξp provides
points I1, I2. Point I1 is closer to ci.
The camera is moved on ξs towards
I1 (red arrow).
Second, we consider the dynamical sphere model for camera motion which
provides variable sphere position C and radius. Further we drop the assump-
tion that the point estimate P̂ is situated in C. It is important to notice that
these positional aspects do not influence the optimal viewing direction. As
a consequence, the optimal camera movement on the sphere described above
still holds. The only additional matter of the dynamic motion model is to
move the camera center C towards P̂. Again, the step size of this movement
is constrained by the feature tracker.
To conclude this section, we again outline the main aspects of accuracy
optimization as performed within this planning module. We start by a the-
oretical foundation of the well-known photogrammetric advice to have per-
pendicular rays of sight. A generalization of this idea regarding the main
direction of uncertainty allows to formulate a criterion for view planning.
We present an extension of the statistical E-criterion and a closed-form, op-
timal solution for an according camera motion. The main idea for this camera
motion is to use the shortest way towards a position such that the new ray of
sight is perpendicular to the current main direction of uncertainty. Regarding
this kind of accuracy optimization in terms of a planning module, we have a
clear interface. The module takes a 3D position and a 3D vector indicating
the main direction of uncertainty, and it yields the optimal direction with
respect to the EEC to move the camera to. This abstract module interface
allows to feed in any 3D position and 3D direction, which enables the user
to optimize the accuracy of a 3D point together with covariance data, a set
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of points, or any other entity that provides the required input.
6.4 Probabilistic Surface Estimation
In Section 6.2 we identify reconstruction accuracy and completeness as the
main quality criteria of a 3D reconstruction. While the previous section
deals with accuracy issues, we now tackle reconstruction completeness. As ar-
gued above, reconstruction completeness is constrained by the optical surface
structure when using a passive camera. Hence, the means to improve com-
pleteness are also constrained. Due to these constraints we restrict this mod-
ule to serve as a supporting module producing a probabilistic, non-discrete
surface estimation. By this means we enable further methods to improve
surface completeness, for example, to create a water-tight surface model as
in [Dey and Goswami, 2003]. Like the robust 3D reconstruction of points,
the surface estimation is run concurrently during the planning procedure.
Similar to the proceeding in [Salman and Yvinec, 2010], we establish a
non-discrete surface estimation pursuing the following steps, which are also
illustrated in Figures 6.11 to 6.13.
1. Using the concurrently reconstructed 3D points exemplified in Figure
6.11(b), we create a complete 3D Delaunay triangulation shown in Fig-
ure 6.11(c). The resulting set of tetrahedrons fulfills the Delaunay
condition, which we refer to later on, and occupies the convex hull of
the input points. Our special interest is directed towards the side faces
of the Delaunay tetrahedrons. A part of these 3D triangles is assumed
to locally approximate the 3D surface to reconstruct.
2. We apply visibility constraints to eliminate impossible 3D triangles that
are part of the complete Delaunay triangulation, see Figure 6.11(d).
3. For each of the 3D triangles left, we establish the probability that the
respective triangle is actually a part of the surface to reconstruct, see
Figures 6.12 and 6.13.
Complete 3D Delaunay triangulation. We aim to establish a non-discrete
surface representation given a finite, discrete set of points, an image sequence,
and additional information concerning tracking and camera parameters. To
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(a) Example image of the input se-
quence.
(b) Concurrently reconstructed 3D
points.
(c) Wireframe model created by com-
plete Delaunay triangulation indicating
3D triangles.
(d) Wireframe model reduced by visi-
bility constraints.
Figure 6.11: Establishing and reducing 3D triangles based on Delaunay tri-
angulation and visibility constraints. Colors (red to green) originate from un-
certainty ratings of the 3D points and from overlay in the viewport (towards
white). White pyramids indicate camera poses.
this end we can imagine to fit any kind of parametric surface to the given
data. However, parametric fitting mostly comes with a complex optimization
procedure. Furthermore, certain types of parametric surfaces often favor very
specific data only. While we do not exclude parametric fitting in further steps,
we stick with simple piecewise linear approximation of the surface, in the first
place. As very simple planar elements we use 3D triangles. Now, if we try
to create a set of candidate triangles, we have to apply some criterion of
reasonability that avoids triangles leading straight through the whole set of
input points, for instance. Such a criterion for reasonable triangles is found in
terms of the empty sphere condition of 3D Delaunay triangulation. The 3D
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Figure 6.12: Candidate triangles and static voxel space. Each voxel (white
points) receives a probability to belong to the object surface. Based on the
voxel probabilities, we establish the respective probability for each triangle.
Delaunay triangulation takes a set of 3D points and establishes tetrahedrons
in way that each point is corner of at least one tetrahedron. Additionally, the
empty sphere condition, or Delaunay condition, says that the circumscribing
sphere of each tetrahedron does not contain a fifth point, except for cases of
cospherical points. In doing so, we create a set of tetrahedrons, the outer
faces of which occupy the convex hull of the input points, cf. Figure 6.11(c).
Additionally, the side faces of the tetrahedrons are reasonable triangles in
the sense that they induce a useful neighborhood relation in the input set of
points. Thus, we assume the resulting set of 3D triangles to contain triangles
that locally approximate the surface to be reconstructed.
Eliminating impossible triangles by visibility constraints. This work is
not restricted to convex objects, and Figure 6.11(c) illustrates an example
of a convex hull featuring triangles that are obviously impossible. In the
sense considered here, a triangle is impossible if and only if it crosses the ray
of sight of an observed point between the camera center and the point. In
other words, if we observe a certain point in a certain image and a candidate
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Figure 6.13: Concurrent probabilistic surface estimation for the dinosaur fig-
urine. Transparency indicates probability for each 3D triangle. Colors (red to
green) originate from uncertainty ratings of the 3D points and from overlay in
the viewport (towards white).
triangle occludes the corresponding 3D point, then the triangle is not a part
of the surface to be reconstructed and is deleted. The checking procedure is
achieved by simple geometric calculations. Based on the reconstruction un-
certainty of the 3D points, we further delete triangles featuring an uncertain
corner point.
Assessing the surface probability for the remaining triangles. For the
verification of the remaining triangles, we use additional image information.
The approach is inspired by the idea of space carving as depicted in [Kutu-
lakos and Seitz, 2000]. The idea is that only voxels on a surface theoretically
feature a constant projection intensity in different images. Of course, the
theoretically constant appearance is not constant in practice, and the sen-
sor system has to be calibrated using, for instance, a homogeneous scene.
Following the concept of space carving, we place a static voxel space in the
scene, cf. Figure 6.12, and employ a consistency function that evaluates if a
voxel is part of the object surface. More precisely, we use the consistency
164 CHAPTER 6. MODULAR, ONLINE VIEW PLANNING
function to compute the probability of the respective voxel being part of the
object surface, which we shortly call surface probability. Based on the sur-
face probabilities of voxels, we compute the surface probability of a triangle
using the probabilities of neighboring voxels. While a static voxel space may
seem to be overstated effort, it offers the great advantage that we can handle
a changing 3D estimation. This becomes obvious if we consider to sample
the actual candidate triangles and to check the image consistencies of these
sample points on the triangles. Since the candidate triangles are established
using the reconstructed 3D points, the triangles change during the planning
process and do not provide constant sampling positions. Instead, we perform
static voxel sampling as follows.
For each static voxel V we project the voxel center to an image point
xV and yield an intensity value I (xV). We do so in each image and hence
achieve a variance σ2V that represents the appearance volatility of voxel V in
the image sequence. Calibrating the planning system with respect to con-
stant appearance yields a system parameter σ2c that describes the variance of
a surface voxel caused by sensor noise. Using the calibration σ2c , we establish
a logistic distribution P (V ∈ S|σ2V , σ2c ) expressing the probability that voxel
V is an element of the surface S. Hence, each voxel of the static voxel space is
augmented by a probability to belong to the surface to be reconstructed. In-
side this voxel space there are the 3D point estimates and the 3D triangles as
shown in Figure 6.12. Now, for each triangle T we evaluate the probabilities
of the neighboring voxels. In this sense, neighboring voxels of the triangle
are those voxels, the centers of which feature a distance to the triangle that
is smaller than or equal to the half of a voxel diagonal. A triangle T thus
defines a set
V(T) = {V : V is a neighbor of T} (6.39)
of neighboring voxels. Regarding the neighboring voxels, we define the prob-
ability of triangle T to belong to surface S as
P (T ∈ S) =
{
0, z ≥ zt




#{V : V ∈ V(T) ∧ P (V ∈ S|σ2V , σ2c ) = 0}
#{V : V ∈ V(T)} (6.41)
and a threshold zt ∈ [0, 1]. For instance, zt = 0.5 provokes that the surface
probability of a triangle is zero if at least 50% of the neighboring voxels
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feature a surface probability of zero. If less than 50% of the neighboring vox-
els fulfill this condition, then (6.40) computes the surface probability of the
triangle as the mean surface probability of the neighboring voxels. Regard-
ing the assumption of a voxel belonging to the object surface, the according
image consistency is expressed in terms of the projection intensity variance
as described above. This voxel consistency allows to derive a consistency
estimation for surface triangles using (6.40).
One drawback of the basic idea of space carving is that it is valid only
for convex objects. So, if the surface probability of a voxel is low, this may
be caused by a self-occlusion of the object. However, we can trust that a
high surface probability of a voxel in fact indicates what is wanted. Based on
this fact, we refer to highly probable surface triangles and do not update the
variance σ2V if voxel V is covered by such a triangle. Thus, we only evaluate
the image consistencies of unoccluded voxels and by this means handle the
surface estimation for general, possibly non-convex objects. Still, problems
are raised by a homogeneous background, since voxels in front of such feature
a high consistency. This problem is inherent to the usage of a passive camera
and can only be resolved by realizing large baselines.
Conclusion. We present a planning module performing concurrent, prob-
abilistic surface estimation based on 3D Delaunay triangulation and image
consistency checking. As the result we get a set of 3D triangles, each of
which is associated with a probability to belong to the object surface to be
reconstructed. The triangles use the concurrently reconstructed 3D points
as corner points. This module uses additional image data to enrich the in-
formation carried by the 3D reconstruction, which regards a non-discrete
representation of the reconstructed surface. Thereby, this planning module
enables the application of further methods for view planning and surface
reconstruction.
6.5 Including Visibility Constraints
One procedural planning aspect is the visibility of a point regarding a cer-
tain camera pose. Procedural means that this visibility is not a part of the
planning goals, but it has to be respected during the planning procedure in
order to achieve the planning goals efficiently. Exploiting the probabilistic
surface estimation presented in Section 6.4, we first compute the probability
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that a point is occluded in a certain image. Then, we discuss strategies to
minimize this occlusion probability within this module.
Aiming to find triangles of the surface estimation that cover a point re-
garding a certain camera pose, we analyze intersections of surface triangles
and the ray of sight. For a point estimate P̂ that is in the viewport of a
camera with center C, the 3D line segment
s = P̂C (6.42)
is used to check the visibility of P̂. We define a set Is containing all triangles
that intersect the line segment s,
Is = {T : s and T intersect}. (6.43)







0, #Is = 0
max
T∈Is
P (T ∈ S), else (6.44)
that the point estimate P̂ is occluded by the object surface S when being
observed by a camera with center C. The occlusion probability is zero, if no
surface triangle crosses the ray of sight. Otherwise, the occlusion probability
equals the maximal surface probability of the crossing triangles.
Now that we know how to assess the occlusion probability for a certain
point estimate, we want it to be minimal, in general. The concrete formula-
tion of how to include visibility constraints strongly depends on the actual
planning goals. For a simple instance, if we aim to optimize the 3D estimate
of one certain point, it is obvious that we want to minimize the occlusion
probability for this specific point during the planning procedure. Assuming
an accuracy optimization as in Section 6.3, we have to adapt the camera
motion, if necessary, and find the optimal unoccluded view of the wanted
point. We suggest to keep the occlusion probability at zero and find an op-
timal dodge movement that is the closest to the one given by evaluating the
EEC. One way to do this is a Monte-Carlo analysis minimizing the distance
between the executed motion and the optimal camera motion while keeping
the occlusion probability at zero. For other planning goals, we have to incor-
porate the visibility analysis in an appropriate manner. Seen as a planning
module, the visibility analysis requires the output of the probabilistic sur-
face estimation and yields the occlusion probability for a certain entity and
camera pose.
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6.6 Model-based Treatment of Geometric Prim-
itives
The probabilistic surface estimation shown in Section 6.4 codes more infor-
mation than a finite set of 3D points. In particular, this enables to approach
the wide field of model-based view planning, i. e. view planning using a known
3D CAD model, or an equivalent, of the object to be reconstructed. Since
model-based view planning is extensive and not in the focus of this work, we
present just one specific idea to use knowledge of the object for view planning
within our approach.
Imagine that we reconstruct an object using view planning and that we
have a special interest in geometric primitives such as the negative half sphere
in Figure 6.1. This is to say that if we detect such a surface element during
the reconstruction, then we want to perform specific actions that promise
certain reconstruction qualities, for example, a high accuracy and a high
point density for the particular surface element. To this end we propose the
following proceeding.
1. Initialize the reconstruction and surface estimation by data-driven view
planning as presented in this work.
2. Having a suitable surface estimation, try to detect the geometric prim-
itive using the surface features shown in Chapter 5.
3. For a successful detection, invoke a stored view plan that has been
trained offline.
The procedure requires an offline training step yielding view plans for a set
of geometric primitives. For instance, we may be interested in surface ele-
ments like partial spheres, corners, or edges. For each of these primitives,
we prepare a view plan that favors defined reconstruction qualities. One
way to find a suitable view plan is reinforcement learning [Sutton and Barto,
1998]. Storing learned view plans for certain primitives and criteria concludes
the offline training step. We then start the actual online view planning in
a data-driven manner. Once we find the quality of the point and surface
estimates sufficient, we apply methods proposed in Chapter 5 to identify
possible appearances of the wanted geometric primitives. The experiments
in Section 5.5.5 support the assumption that the presented features of 3D
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surface triangulations are proper means to detect surface elements within a
probabilistic 3D surface triangulation. We suggest the following procedure
to detect specific surface elements. Regarding each geometric surface ele-
ment, we select a central reference point and radius for the computation of
local surface features. Applying the same radius, we also compute the local
surface features for each point of the current 3D reconstruction. Using the
best match within the current 3D reconstruction, we perform the presented
3D registration of the wanted element locally around the detected match.
Based on the registration error we decide on the appearance of the geometric
primitive within the current 3D reconstruction. In the case of appearance,
we invoke the according learned view plan and then continue the online view
planning. In this way, we suggest to include the knowledge of optimal view
plans for given geometric primitives into the planning procedure.
6.7 View Planning with Respect to the Recon-
struction Method of Factorization
The previous sections evolved the components of a modular system for on-
line view planning. This system endows a plug-in architecture and enables
to address a variety of planning goals and constraints. All of the presented
modules have in common that they provide view planning regarding the ob-
served data, exclusively. In this section we go one step further and examine
view planning with respect to the observed data and the specific reconstruc-
tion method of factorization. For this investigation we explicitly leave the
generic, modular, online planning system and refer to the planning goal of
accuracy optimization for a set of points using the reconstruction method of
factorization.
The motivation of investigating view planning with respect to both data
and method is given by one particular promising property of the factorization
method. Unlike methods that reconstruct one 3D point, factorization yields
a commonly optimal solution for all points and all views. It is thus a valuable
goal to investigate interdependencies between specific camera poses and the
reconstruction quality achieved by factorization. We may as well assume to
have influence on the selection of a subset of scene points to reconstruct. As
a result, view planning can optimize the setup in order to further improve
the reconstruction accuracy.
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In the first place, we give a short review of factorization methods for
3D reconstruction and outline the one used in this work. Afterwards, we
describe a simulation system and various simulations that allow to analyze
the behavior of the used factorization method. Finally, we draw conclusions
on view planning aspects.
6.7.1 Reviewing Factorization
In general, the factorization method takes the image mappings of a set of
3D points in all views, and it yields an estimation of the original 3D points
and the camera poses. In [Tomasi and Kanade, 1992], Tomasi and Kanade
describe the factorization method under the assumption of orthographic pro-
jection. In the context of computer vision, they are the first to outline the
algebraically optimal self-calibration performed by factorization. Later on,
Poelman and Kanade [Poelman and Kanade, 1997] extend the factorization
method for weak-perspective and paraperspective projections using given
intrinsic camera parameters. An iterative scheme presented in [Han and
Kanade, 1999] even allows Euclidean reconstruction assuming the perspec-
tive camera model. Without knowledge of the intrinsic camera parameters
and without further information, all we can achieve is a projective recon-
struction. Sturm and Triggs [Sturm and Triggs, 1996] introduce an according
factorization procedure using the perspective camera model. In this work,
the authors iteratively refine the projective depths and the scene estimation
to finally compute a projective scene reconstruction.
Since we are interested in a Euclidean reconstruction assuming the per-
spective camera model, we concentrate on the iterative procedure depicted in
[Han and Kanade, 1999]. The authors propose iterations of weak-perspective
factorizations in order to approximate the perspective model.
The weak-perspective factorization, which is part of each iteration, is de-
scribed in [Poelman and Kanade, 1997]. For the weak-perspective projection
model see Section 3.1.1.2 in this work. The method takes image points, con-
structs a measurement matrix W∗, and decomposes W∗ into matrices M
and S representing motion and structure using singular value decomposi-
tion. By means of the image points in F frames, factorization yields P 3D
points sp, 1 ≤ p ≤ P . Each of the F cameras is characterized by a transla-
tion vector tf and a rotation matrix Rf consisting of row vectors If , Jf , and
Kf , 1 ≤ f ≤ F . Assuming weak-perspective projection and known intrinsic
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camera parameters, the normalized coordinates of the image points are
ufp =





= mfsp + xf , (6.45)
vfp =





= nfsp + yf . (6.46)
Stacked as matrices, these equations give


u11 . . . u1P
...
...
uF1 . . . uFP
v11 . . . v1P
...
...




















x1 . . . x1
...
...
xF . . . xF
y1 . . . y1
...
...





W = MS + T. (6.48)
Without loss of generality, factorization assumes that the gravity center of
the points to reconstruct is located in the origin of the coordinate frame,
P∑
p=1







(mfsp + xf ) =
P∑
p=1








The same derivation applies to yf and vfp. Hence, the assumption (6.49)
enables to compute the entries of matrix T from (6.48) and to create the
modified measurement matrix
W∗ = W −T = MS. (6.52)
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Since both M and S theoretically feature a maximal rank of three, this is
also the maximal rank of W∗. Using singular value decomposition yields a
factorization






In theory, σi = 0 for i > 3. At least due to noise, this is unlikely for practical






















The approximation step in (6.54) is optimal in the sense that the difference
between both sides is minimal in terms of the Frobenius norm. Reached by
singular value decomposition, the matrices M′′ and S′′ are determined only










This affine ambiguity is resolved by applying constraints that arise from the
structure of the above equations. With
M′ = M′′A and (6.59)
S′ = A−1S′′ (6.60)
it is known from (6.45) and (6.46) that
‖m′f‖2 = ‖n′f‖2, hence (6.61)
















f − n′′fAATn′′Tf = 0 (6.64)
since m′f and n
′
f must be vectors of a rotation matrix multiplied by zf . As
constituting different rows of a rotation matrix, the respective vectors must








f = 0. (6.66)
Further, the scaling of M′ is fixed by




1 − 1 = 0. (6.68)
The expressions (6.64), (6.66), and (6.68) state homogeneous, linear con-
straints on the symmetric matrix
Q = AAT. (6.69)
Once Q and thus A are computed, the final sign ambiguity remains,
W∗ = M′S′ = (−M′) (−S′) . (6.70)
Without additional constraints, only the resulting reconstruction errors can
help to decide for the final choice of M and S.
Now that we know about weak-perspective factorization, we aim to apply
the full perspective projection model. Employing the symbols introduced
above, the perspectively mapped and normalized image points are
u⋆fp =
If (sp − tf )















Jf (sp − tf )














using λfp = 1 + ǫfp and ǫfp = (Kfsp)(−Kftf )−1. The coefficients λfp re-
late weak-perspective image points to the perspective ones, which allows
to establish an iterative factorization scheme as done in [Han and Kanade,









T are valid input to the weak-
perspective factorization method. By initializing all λij to 1, the first it-
eration is a pure weak-perspective factorization. Afterwards, the λij are
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adjusted using the latest result, the next weak-perspective factorization uses
the updated λij, and so on. Han and Kanade show that this kind of iter-
ation reaches convergence towards the perspective reconstruction of points
and camera poses. The nature of this method is to be seen as self-calibration
using intrinsic camera parameters. As a part of this, the method also occurs
as an algorithm for 3D reconstruction jointly optimizing the result for all
points in all views.
In the following, we examine the performance of the described reconstruc-
tion method with respect to specific scene characteristics.
6.7.2 Simulating Planning Aspects
While this section has an experimental character, it rather describes sim-
ulations to reveal theoretical relations between a 3D scene, which consists
of points and cameras, and the resulting reconstruction quality achieved by
factorization. We aim to apply these relations to view planning in the sense
that we have influence on the camera poses and the selection of points to
reconstruct.
As a simulation environment we employ the following setup, which is
exemplified in Figure 6.14 with P = 50 points, F = 50 cameras, and a sphere
radius r = 10. We randomly select uniformly distributed 3D points inside
the cube [−0.5, 0.5]3, which we call unit cube in the following. The simulated
cameras are located on a half sphere, and their z-axes are oriented towards the
center of the corresponding sphere. Again, we randomly select the positions
of the cameras on the half sphere, which are two parameters, and the direction
of the x-/y-axes, which is one parameter since the orientation of the z-axis
is fixed. Throughout the simulations we vary the numbers of points and
cameras and other scene characteristics specified below. For a defined set of
scene characteristics, we run a Monte-Carlo analysis using 100 cycles. For
each single cycle, we simulate the 3D scene, compute the image points, feed
the image points to the factorization yielding a 3D reconstruction, and align
the reconstructed to the reference points using the known correspondences.
As the main quality criterion, we use the reconstruction errors as box-whisker
plots of the 100 cycles for each configuration, i. e. the errors ǫ2.5, ǫ25, ǫ50, ǫ75,
and ǫ97.5 describe the quantiles in the sorted sequence of error values, and ǫ50
is the median error.
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Figure 6.14: An example of a simulated scene of 50 3D points (white dots)
in the unit cube and 50 cameras on a half sphere, the optical axes of which
(blue lines) are oriented towards the center of the corresponding sphere with
radius 10. The camera x-/y-axes (red/green lines) are tangential to the sphere
surface. More details are given in Section 6.7.2.
6.7.2.1 Counting Degrees of Freedom
As a first framing aspect we investigate the minimal numbers of points and
cameras necessary for the weak-perspective factorization. On the one side,
the known parameters are P image points in F images, whereat we centralize
the points for each image. This makes
2PF − 2F = 2(P − 1)F (6.73)
known parameters. On the other side, we need to fix the degrees of freedom
corresponding to P centralized 3D points, F camera rotations, and the depth
informations zf for F cameras, which in total are
3P − 3 + 3F + F = 3P + 4F − 3 (6.74)
degrees of freedom. The method hence claims
2(P − 1)F ≥ 3P + 4F − 3. (6.75)
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As a result, the weak-perspective factorization needs at least four points seen
in five frames to succeed,
Pmin = 4, (6.76)
Fmin = 5. (6.77)
In addition to the number of parameters, we have to respect rank criteria.
Since the algebraic fact
rk(AB) ≤ min(rk(A), rk(B)) (6.78)
also applies to the product W∗ = M′′S′′, the given data need to satisfy the
condition
rk(W∗) ≥ 3, (6.79)
whereat theory suggests equality and a larger rank is due to noise or modeling
insufficiencies. Later on, the simulations reveal that the rank criterion is of
particular importance for the factorization method.
6.7.2.2 Assessing the Numbers of Points and Cameras
Regarding a controlled environment used for view planning, we may assume
to have influence on the numbers of points and cameras in one particular
reconstruction step. This is to say that we have control over selecting a cer-
tain subset of points to reconstruct with a certain number of views. Besides
the actual camera positions, these numbers are the first the check for fac-
torization. Hence, we simulate 3D scenes featuring P = 5, 10, 20, 40 points,
and each point number is related to a number of cameras F ∈ [5, 50]. The
points are uniformly distributed inside the unit cube, the cameras on a half
sphere. The radius of the corresponding sphere is r = 10, and the sphere
center equals (0, 0, 0)T, which is also the gravity center of the unit cube.
To give an impression of the error distributions, we first provide the box
plots for P = 10 points and F = 5, 6, . . . , 50 cameras in Figure 6.15. The de-
creasing progression of the error quantiles indicates that using more random
cameras provides a more stable reconstruction. Another noticeable observa-
tion is that the best error quantiles ǫ2.5 are nearly constant for all numbers
of cameras. This lower boundary, in our understanding, is due to the used
numerical methods in combination with aspects of machine precision. So, the
interesting part of the error evaluation is the behavior of the median error
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Figure 6.15: Box plots of the reconstruction errors ǫ for P = 10 points and
F = 5, 6, . . . , 50 cameras. The points lie in a cube with edge length 1, and the
cameras on a half sphere with radius r = 10, cf. Figure 6.14.
and the upper error quantiles. We further investigate the effects of different
numbers of random points in Figure 6.16. For the sake of readability, we
just note the median errors ǫ50 for the simulations with P = 5, 10, 20, 40
points. As a first observation, the median errors are decreasing using more
random points. Second, this improvement of the results is subject to satu-
ration as there is a large improvement from P = 5 to P = 10 and nearly
no improvement from P = 20 to P = 40 points. Third, using more random
points causes the error curve to be more smooth, which indicates more ro-
bust results. Regarding the relation between the number of points and the
number of cameras, there is no clear statement to derive from Figure 6.16,
since more points alone and more cameras alone both improve the stabil-
ity. We run further simulations to find a hint on the reasons for the varying
reconstruction stability.
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Figure 6.16: Median errors ǫ50 for simulations featuring different point num-
bers. An increasing number of points improves both accuracy and reconstruc-
tion stability.
6.7.2.3 Assessing Issues Regarding the Weak-perspective Model
The factorization method applied here is an iterative procedure running a
weak-perspective factorization in each step. While this approach approxi-
mates a reconstruction assuming the perspective model, it still is not equiv-
alent. For this reason, we examine the effects of scene characteristics that
are not included in the weak-perspective projection model.
Performing a weak-perspective projection can be illustrated in the follow-
ing geometric manner. There is the weak-perspective camera observing a set
of 3D scene points. Further imagine a virtual support plane that is parallel
to the image plane of the camera and leads through the gravity center of
all scene points. Now, the weak-perspective projection can be expressed as
an orthographic projection of the scene points to the virtual support plane
followed by a perspective projection of these virtual support points.
One crucial aspect of the selected projection model is the scene depth.
To be more precise, the crucial aspect is the scene depth in relation to the
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Figure 6.17: Box plots of the reconstruction errors for different values of radius
r, i. e. for different distances between scene points and cameras and constant
extent of scene points. Larger radii yield better accuracy.
distance between camera and scene points. If all scene points are situated
on the virtual support plane, then the scene depth is zero and the weak-
perspective projection equals the perspective one. Otherwise, the distance
between camera and scene points should be large compared to the scene
depth in order to keep model-based errors small. Figure 6.17 shows the
reconstructions errors for a simulation setup with F = 20 random cameras
and P = 20 random points in the unit cube. Again, the cameras lie on a
half sphere. The corresponding sphere has its center in the center of the
unit cube, but we evaluate different radii r = 1, 3, 5, . . . , 99 and keep the
scene depth constant. While we used r = 10 in the previous experiments, we
recognize from Figure 6.17 that a larger radius, ceteris paribus, significantly
reduces the reconstruction error, which is due to the smaller deviation from
the weak-perspective model.
For general scenes, another important aspect is the centering of the image
points, whereat the center is the principal point of the image. The geometri-
cal visualization described above implies that the model-based error is mini-
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Figure 6.18: Box plots of the reconstruction errors for decentration dx and
sphere radius r = 10. The weak-perspective model penalizes the gravity center
of the image points being out of (0, 0)T.
mal for image points featuring the gravity center at the principal point. Any
decentration increases the difference between the perspective and the weak-
perspective projection. We generate the decentration of the image points by
the decentration of the unit cube inside the sphere of possible camera posi-
tions. Without loss of generality, we keep the unit cube at the origin and
apply a decentration dx = 0, 2, 4, 6, 8, 10 to the position of the sphere center.
The sphere features r = 10. Again, F = 20 random cameras observe P = 20
random points. The error values in Figure 6.18 indicate a severe influence
of decentration on the reconstruction error. Large decentrations increase the
error by several magnitudes.
The effects described in this section are due to the properties of the
weak-perspective projection model. Yet, there are other scene characteristics
having impact on the factorization result.
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6.7.2.4 Assessing Rank Criteria
Despite the conditions of the weak-perspective projection model, we want
to find crucial aspects depending on the mathematics of factorization. As
the most critical computational step we identify the actual factorization and
rank approximation in (6.54) to (6.57). Since this step involves the singular
value decomposition, the ranks of the concerned matrices are of particular
importance. Rank deficiencies cause arbitrary vectors ui, vi, see (6.54), since
the corresponding singular value σi is zero or close to zero. This yields
arbitrary submatrices of the structure and motion matrices, the effects of
which we demonstrate by the following experiments. We identify kinds of
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Figure 6.19: Reconstruction errors for P = 5/40 collinear points (red/green) in
the unit cube, F = 5, 6, . . . , 50 cameras and r = 10. In comparison, the median
error for 5 random points is around 0.0002.
First, we show the effects of a rank deficiency of the structure matrix S
in Figure 6.19. Here, we use P = 5 and P = 40 collinear points passing the
origin in the unit cube, F = 5, 6, . . . , 50 random cameras, and the radius of
the camera (half) sphere r = 10. Thus, rk(S) = 1. In general, collinear points
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would provide rk(S) = 2, but in accordance to (6.49) factorization assumes
scene points featuring their gravity center at the origin. This means that the
original structure matrix may feature rank two, but the factorization tries to
restore one with rank one. For P = 5, the respective median error ǫ50 using
random points lies around 0.0002 and ǫ97.5 around 0.0005, both of which are
clearly exceeded in this test. While the low error quantiles compare to the
case of random points, the upper ones are much higher, which indicates a
decreased stability of the reconstruction. Unlike for random points, using
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Figure 6.20: Reconstruction errors for P = 5/40 coplanar points (red/green) in
the unit cube, F = 5, 6, . . . , 50 cameras and r = 10. In comparison, the median
error for 5 random points is around 0.0002.
We repeat the previous test with the same parameters, but settle for
coplanar instead of collinear points in the unit cube, hence rk(S) = 2. We
select points in the Y-Z plane. Just as for collinear points, general coplanar
points cause rank three of the structure matrix, but factorization assumes
the gravity center of the scene points at the origin, thus trying to restore a
rank-2 structure matrix. The errors printed in Figure 6.20 are again larger
than for collinear points. In relation to the edge length 1 of the unit cube, the
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reconstruction results seem to be more or less random and useless. At this
point we again refer to the weak-perspective projection model. As outlined
above, this model best approximates and is even equivalent to the perspective
model if all scene points are located on the virtual support plane. This ap-
pears to constitute an inherent theoretical drawback of the weak-perspective
factorization method: When the weak-perspective model best approximates
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Figure 6.21: Reconstruction errors for P = 5 random points and F = 5, 6, . . . , 50
cameras, the positions of which are restricted to one meridian of the camera
sphere with r = 10. The x-/y-orientations are random (red) or the x-orientation
is constant (green). In comparison, the median error for random cameras is
around 0.0002.
The previous tests used random camera position on the whole camera half
sphere and scene points restricted to subspaces. In the following we do it
vice versa and examine constrained camera positions, while the scene points
are fully random in the unit cube.
Figure 6.21 gives the reconstruction errors of simulations featuring the fol-
lowing setup. P = 5 random points in the unit cube are imaged by
F = 5, 6, . . . , 50 cameras that lie on one meridian of the camera half sphere,
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i. e. the azimuth angle of the camera position is the same for all cameras.
As for camera orientations, we examine random x-/y-directions and a fixed
x-direction for all cameras. The z-direction is still directed towards the cen-
ter of the camera sphere. We note that the resulting median errors ǫ50 are
comparable to the fully random setup evaluated in Figure 6.16. However, the
reconstruction stability is much worse in the sense that constrained camera
positions feature much larger upper error quantiles. This applies to both
random and fixed x-/y-directions of the cameras. Since the motion matrix
still features rk(M) = 3 in these cases, there has to be another critical step.
As such we find the step of imposing the metric constraints (6.64), (6.66),
and (6.68) on the matrix Q in (6.69). The metric constraints mainly depend
on the direction vectors of the camera orientations. There have to be enough
linearly independent camera orientations in order to fix the six degrees of free-
dom featured by Q. In addition, the whole range of each parameter should
be covered in order to avoid adaptation to noise. For constrained camera
orientations, these conditions are violated. To emphasize this ill-conditioned
behavior, we simulate cameras featuring identical orientations. Naturally,
these cameras cannot lie on a sphere and look to its center at the same time.
So, we place the cameras in the plane Z = 10 and confine the positions to a
1× 1-area in order to control decentration effects. In addition to the difficul-
ties in the computation of Q, this setup provides the deficiency rk(M) = 2
as well. As the error results in Figure 6.22 outline, the reconstructions are
useless.
Finally, we check another possible interdependence of the input data. To
this end we employ the fully random setup from Section 6.7.2.2, but we add
the following modification for the selection of camera positions. Instead of
randomly selecting each camera position once, we do this ten times for each
camera and eventually choose the position that yields image points providing
the maximal ratio of singular values. This ratio will be 1 if the image points
are equally distributed inside of a circle centered at the origin, otherwise the
ratio increases for the image points advancing collinearity. Perfectly collinear
image points introduce dependencies to the measurement matrix W, which
possibly reduce its rank. To confirm it again, the P = 5 points are simulated
fully random in the unit cube. As the error plot in Figure 6.23 demonstrates,
the dependencies cause an increased instability of the reconstruction results.
The median error is about ten times larger as for random camera positions
without constraints. Using more cameras does not improve the results.
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Figure 6.22: Reconstruction errors for P = 5 random points and F = 5, 6, . . . , 50
cameras featuring identical orientations. The points are still established inside
the unit cube with edge length 1.
6.7.3 Implications for View Planning Using Iterations of
Weak-perspective Factorization
Employing the factorization method appears to be favorable since it finds
a reconstruction that is optimal with respect to all points in all views. As
always, the optimality is based on a set of more or less explicit assumptions,
and it is most interesting how the method can cope with violations of these
assumptions. In the context of view planning, we are given the opportunity
to sustain the assumptions and to avoid critical configurations. Assessing
the above simulation results, we now list first implications for view planning
using factorization.
• If we have no information about the scene points, the simulation results
suggest to use as many points as possible in order to avoid deficient
point configurations. The reconstruction of technical objects states a
special challenge, since it is easily possible to select points on a linear
edge or in a plane. It would be the responsibility of the planning
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Figure 6.23: Reconstruction errors for P = 5 random points and F = 5, 6, . . . , 50
camera positions that are random but optimized towards a maximal ratio of
the singular values of the image points, i. e. preferably collinear image points
in the respective image.
method to avoid the selection of such point sets, which could be done
by an initial coarse estimation of the 3D structure using a PMD camera
as in [Munkelt et al., 2009].
• Regarding the weak-perspective projection model, the cameras should
be placed such that the image points feature their centroid at the prin-
cipal point of the image. This avoids reconstruction errors caused by
decentration. Furthermore, the simulations imply to keep as much
distance as possible between the cameras and the scene points. Of
course, this is a bad idea for practical application since this measure
increases the negative effect of positioning errors in the image plane,
for instance, tracking errors. Hence, there is no clear statement con-
cerning the camera-scene distance. If there is a way to relate the mod-
eling error, which suggests large distances, and the positioning error
in the image plane, which suggests small distances, in the particular
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planning application, then the planning method should optimize the
resulting error expectation. Another way of dealing with the ratio of
scene depth and camera distance would a selection of specific points to
reconstruct, which would again require an initial 3D estimation. The
part to optimize would be the selection of linearly independent scene
points featuring a minimal space occupation, i. e. local scene depth.
• Again, we point to the theoretical shortcoming of the weak-perspective
factorization, cf. Section 6.7.2.4, that the factorization fails when the
weak-perspective model works best, i. e. if all scene points are located
in the virtual support plane.
• In contrast to triangulation, pure camera translation is not enough for
the factorization method to succeed. Since the motion matrix holds
scaled versions of the camera orientations, identical orientations cause
rank deficiencies. It follows that a planning method should provide
significant changes of the camera orientations and should optimize this
regarding dependencies and range.
• In spite of specific numerical methods, the factorization still takes per-
spectively projected image points and infers on the 3D scene structure.
The setup in Section 6.3 describing a model of the maximal reconstruc-
tion error hence applies as well, and so do the conclusions derived in
Section 6.3.2. Thus, the planning method should aim to establish a
perpendicular ray of sight towards the main uncertainty direction of
entity to be optimized.
• Any kind of linear or close to linear dependency of the relevant terms
introduces possible instability to the factorization method, which opens
the door for future research on this topic.
The factorization method offers a variety of links to view planning. We
understand the above simulations and conclusions as a first step to per-
form view planning with respect to the reconstruction method. Regarding
the factorization method, future work is necessary to further investigate the
algebraic and numerical relations between a 3D scene and the achieved re-
construction quality as well as the influence of noise. A specific interesting
question is what kind of dependencies may exist between the points and
camera parameters, and how these dependencies influence accuracy and sta-
bility of the factorization method. Further, we may focus not only on the
6.7. VIEW PLANNING W.R.T. FACTORIZATION 187
abstract computational steps like singular value decomposition, but as well
address actual numerical procedures like Householder transformation. Fi-
nally, it seems appealing to deal with the one serious practical drawback of
the factorization method: We need to see each point in each image. In the
first major publication [Tomasi and Kanade, 1992], the authors already deal
with this problem and propose a hierarchical application that basically is a
partial reconstruction and mapping of the missing points. In contrast, view
planning allows a scenario in which, based on an initial 3D estimation, the
number and positions of cameras observing a certain subset of scene points
may be optimized.
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Chapter 7
Experimental Evaluation
In the previous chapter, we presented our approach to modular, online next-
best-view planning using a passive camera. Now, we want to assess the per-
formance of the proposed modules and of further practical planning compo-
nents. This chapter is explicitly restricted to evaluate planning components
and applications. For an in-depth testing of the GKLT tracking method and
the 3D surface registration, the reader is referred to the Sections 4.5 and 5.5,
respectively.
7.1 Basic Aspects of the Experimental Evalua-
tion
The hardware of our controlled environment is a robotic arm Stäubli RX90L
as shown in the Figures 1.1 and 4.14, on which a 640× 480 Sony DFW-
VL500 firewire camera is mounted. For the robotic arm, the repeat accu-
racy in positioning is ±0.025mm, and the angular resolution of the joints is
0.002◦. These data imply that the more critical part regarding the accuracy
of camera poses is the hand-eye calibration. We determine this transforma-
tion between the coordinate frames of the gripper and the camera by means
of the MATLAB Camera Calibration toolbox, in particular by the parts
developed by C. Wengert, see http://www.vision.ee.ethz.ch/software/
calibration toolbox/calibration toolbox.php.
The general experimental setup is outlined in the Figures 7.1 and 7.2.
We place the object of interest within range of the robotic arm. Before the
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(a) The real-world Dino Detlef in the lab-
oratory, placed within range of the robotic
arm shown in Figure 1.1.
(b) One image of the sequence. The mark-
ers indicate features tracked by GKLT
tracking within the planning procedure.
(c) Concurrent, robust 3D re-
construction by GKLT. Only
point estimations and cam-
eras are shown.
(d) Concurrent 3D estima-
tion including probabilistic
surface estimation.
Figure 7.1: General experimental setup exemplified by Dino Detlef.
start of the planning, we initialize framing aspects, for instance, the number
P of feature points that are detected in the first frame and shall be tracked
and reconstructed by GKLT tracking. We further tell the planning method
which kind of planning to use, if the probabilistic surface estimation shall
be run concurrently, and we define the parameters of the positioning sphere.
The concept of the positioning sphere is illustrated in the Figures 6.8 to 6.10.
This sphere is given by the center C = (C1, C2, C3)
T and radius rC . A camera
position is then defined by the azimuth angle 0◦ ≤ α < 360◦ and the height
angle 0◦ ≤ β ≤ 90◦ assuming that the optical axis is oriented towards C and
the camera’s roll angle is normalized. This setup offers the great advantage
that we can easily keep the object in the camera viewport. The model implies
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Figure 7.2: Ground-truth 3D model of Dino Detlef obtained by a fringe-
projection system.
a theoretical, but not a practical restriction of the full 6D Euclidean space of
camera poses. Since we normalize the roll angle of the camera, we use only
five degrees of freedom, but we still reach any position and any direction of
the optical axis using the positioning sphere.
Given the initial parameters, we adjust the camera position and take the
first image and detect features, see Figure 7.1(b). It follows a sequence of 5
random camera movements in order to initialize the 3D point estimations and
the covariance data, see Figure 7.1(c). Subsequently, the actual planning is
invoked and takes control over data analysis and view planning, which might
include the concurrent probabilistic surface estimation, see Figure 7.1(d).
During the planning procedure we collect and log the data necessary for the
evaluation. To derive absolute error measures for accuracy evaluation, we
use a 3D ground-truth model as in Figure 7.2. The model is given either as a
CAD model or as a high-accuracy measurement yielded by a fringe-projection
system as in [Kühmstedt et al., 2007]. We perform a semi-automated coarse
registration of the model into the measurement space and align an actual
measurement to the model using the ICP algorithm. For the comparison of
different planning methods we employ identical setups and initializations.
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7.2 Assessing Accuracy Optimization Regarding
the Extended E-criterion
The first series of experiments shall be dedicated to the accuracy optimiza-
tion presented in Section 6.3. To this end we perform 3D reconstruction
of different objects and evaluate the uncertainty as well as the absolute 3D
error. As for uncertainty, we refer to (6.37) and use the sum of eigenvalues
λΣ = trace(Λ) = λ1 + λ2 + λ3 (7.1)
of the according covariance matrix as a measure of uncertainty. In terms of
accuracy criteria, we do not employ the compact notation giving the mean
error but stick to the box-whisker representation ǫ2.5, . . ., ǫ97.5 of the absolute
3D errors in meters.
7.2.1 Catching Points
One first and trivial thing to recognize is that we cannot improve the 3D
estimation of a point that we do not observe. Hence, we have to ensure that
the points to optimize are being tracked in the images. The GKLT tracking
method supports to continue tracking a previously lost feature. Exploiting
this property, we catch lost points during the planning procedure. Specifi-
cally, we analyze for each view if there are any features that have been lost
more than tlost ∈ N frames ago. If so, we determine the most recent cam-
era pose from which the feature has been seen and make a random step
from there. This is the actual catching attempt, which we repeat at most
tcatch max ∈ N times for each point. If the tracking does not succeed in one of
the attempts, we ignore the feature and the according 3D point. An ignored
feature will not be tracked or caught any more. The according 3D point
is part of the resulting 3D reconstruction only in case that its uncertainty
rating has a relative rank of less than trank ignore ∈ [0, 1].
The setup of the following test is an initialization of 700 features to track
and the goal to minimize the uncertainty of the worst point. We run the
according planning procedure with and without catching of lost points. The
catching is invoked if any point was not tracked for tlost = 10 frames. In this
case, we run at most tcatch max = 1 attempt to reinitialize tracking for this
feature. In case of failure, the respective feature will be ignored. The accord-
ing 3D point is part of the resulting 3D reconstruction only if its uncertainty
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(a) Smooth camera path according to accuracy
optimization. (Un-)Successful tracking is not re-
garded.
(b) Camera path is inter-
rupted by catching opera-
tions. Direction changes, if
worst point changes.
Figure 7.3: 3D scenes and camera positions achieved with/without catching
of lost points.
rank is better than trank ignore = 0.2, i. e. if it is among the one fifth least un-
certain points. Figure 7.3 demonstrates the effects the catching operations
have on the planned camera path. Without catching, the camera path in
Figure 7.3(a) strictly obeys the accuracy optimization of the worst point. If
the according feature is not being tracked, the worst point estimate will not
change. In contrast, catching lost features ensures to actually observe the
features. The uncertainties of the point estimates change, the actual worst
point estimate is getting improved and replaced by another worst point,
which explains the changing direction of the camera path in Figure 7.3(b).
The numerical evaluations of the measured uncertainties, Figure 7.4(a), and
3D errors in meters, Figure 7.4(b), underline that without catching of lost
features the reachable improvement is strictly bound, which also is a kind of
trivial. With an increasing number of frames, more features will be lost by
the feature tracker, and the according point estimates will not be improved.
In Figure 7.4(b) we see that the reconstruction achieved without catching is
more accurate than the planned one, but only in the first frames. Afterwards,
the version with catching performs better. This effect may occur since any
planning process is initialized randomly. We further observe that the uncer-
tainty and error plots are not strictly monotone. This property will apply to
all the following experiments since feature tracking and 3D reconstruction,
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which provide the terms being evaluated, are always subject to noise.
Unless stated otherwise, we use catching of lost features with the above
parameters for all the experiments following.
7.2.2 Evaluating Random, Regular, and Planned Camera
Movements
This set of experiments investigates the performance of the accuracy opti-
mization with respect to EEC as presented in Section 6.3.2. In order to be
justified to disregard visibility issues, we initialize 100 features in a planar
scene that is favorably oriented, see Figure 7.5(a). The Figures 7.5(b) to
7.5(d) exemplify the camera paths resulting from random movements and
view planning for accuracy optimization. First, for the view planning strat-
egy IMPROVE WORST each camera movement is being planned for accu-
racy optimization with respect to EEC regarding the respective worst point,
i. e. the center of uncertainty and the main direction of uncertainty are de-
fined by the respective worst point. Second, the strategy RANDOM uses
strictly random camera movements in terms that each next camera pose
is random on the camera sphere while regarding the constrained step size.
Third, we initially select a random direction for the camera motion and keep
it fixed for the strategy FIXED DIRECTION. This test pattern corresponds to
the regular camera movements often used for comparison by other authors.
Since all reconstruction runs are initialized randomly, we present the numer-
ical results of three runs for each strategy. For the accuracy evaluation, we
perform plane fitting to the reconstructed points and measure point-to-plane
distances. We comprehend the strategies for camera movement used by now:
RANDOM No view planning. Each camera movement random.
FIXED DIRECTION No view planning. One random direction of camera
movement fixed.
IMPROVE WORST View planning for accuracy optimization w.r.t. EEC.
Uncertainty data provided by respective worst point.
The view planning strategy IMPROVE WORST is one first way of imple-
menting accuracy optimization with respect to the extended E-criterion, in
which we refer to the respective worst 3D point estimate. From Figure 7.6 we
observe that the three runs IMPROVE WORST 1, 2, and 3 yield comparable
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(a) Evaluation of uncertainties logλΣ.
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Figure 7.4: Numerical evaluation comparing ignoring and catching of lost points
after v views. Trivially, uncertainties and errors are reduced only for points that
are tracked. For an increasing number of lost features and without catching,
the values stagnate. Catching allows to further reduce uncertainty and errors.
196 CHAPTER 7. EXPERIMENTAL EVALUATION
(a) 100 features on a book cover courtesy
of [Faugeras and Luong, 2001].
(b) 3D scene achieved by random
camera movements.
(c) 3D scene achieved by camera
movements towards a random, fixed
direction.
(d) 3D scene achieved by view planning
as in Section 6.3.2. Improving the respec-
tive worst point.
Figure 7.5: Example image of coplanar points and 3D scenes achieved with
different strategies using 250 frames each.
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(a) Evaluation of uncertainties logλΣ.
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Figure 7.6: Numerical results for three runs using view planning according to
IMPROVE WORST.
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(a) Evaluation of uncertainties logλΣ. Wide spread between different runs.
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Figure 7.7: Numerical results for three runs without view planning and accord-
ing to strategy RANDOM.
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(a) Evaluation of uncertainties logλΣ. Wide spread between different runs.
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Figure 7.8: Numerical results for three runs without view planning and accord-
ing to strategy FIXED DIRECTION, which performs regular camera move-
ments.
200 CHAPTER 7. EXPERIMENTAL EVALUATION
(a) Evaluation of uncertainties logλΣ. IMPROVE WORST provides lowest uncertainty val-
ues and steepest descent.
(b) Evaluation of 3D errors logǫ in meters. IMPROVE WORST provides smallest errors
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Figure 7.9: Comparing the worst run of IMPROVE WORST with the best ones
of RANDOM and FIXED DIRECTION.
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(a) Evaluation of median uncertainties logλΣ50. Curves according to IMPROVE WORST
are compact at the low end.
(b) Evaluation of median 3D errors ǫ50 in meters. View planning regarding strategy IM-
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Figure 7.10: Comparing median values of all runs from all strategies.
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results. The uncertainty values are strictly decreasing and the median 3D er-
rors reach approximately 0.5mm. Regarding the strategy RANDOM in Figure
7.7, the results feature a larger spread. While the uncertainties also decrease
with a growing number of frames, the uncertainty differences between the
single runs are large. The absolute error values appear as chaotic. There are
extremely large accuracy differences especially for the lower frame numbers.
Additionally, the error values are even increasing at the end of two of the
three runs. As expected for the general case, decreasing uncertainty values
do not correspond to decreasing absolute errors for the RANDOM strategy.
This is similar for the FIXED DIRECTION strategy shown in Figure 7.8. The
uncertainties provide decreasing progress, but the absolute 3D errors stag-
nate at a high level or even increase. In Figure 7.9 we compare the worst
performing planned run IMPROVE WORST 1 with the best ones of the other
strategies. The uncertainties depicted in Figure 7.9(a) reveal that the plan-
ning strategy yields a lower uncertainty and a steeper descent. Regarding the
absolute 3D errors in Figure 7.9(b), the strategy IMPROVE WORST manages
to achieve a higher accuracy and a more narrow error distribution than the
other, non-planning strategies. The strict improvement starts right after the
random initialization and levels out with only small oscillation. This behav-
ior is again outlined in Figure 7.10, where we comprehend the median values
of all runs from all strategies. The uncertainty curves of the three runs of
IMPROVE WORST are compactly settled at the low end of the whole field
of uncertainty values. As for accuracy judgment, we set the graph in Fig-
ure 7.10(b) back to non-log scaling, which displays zero level and the true
relations. Hence, we state that all the planned runs achieve a better accu-
racy than all the other ones for nearly each single view. After 250 views,
view planning according to IMPROVE WORST reaches median 3D errors be-
tween 0.4mm and 0.7mm, RANDOM performs between 1mm and 2.1mm,
and FIXED DIRECTION yields between 1.5mm and 2mm. In comprehension
of these tests, the simple planning strategy IMPROVE WORST outperforms
the non-planning strategies by simply optimizing the camera movement with
respect to the worst point estimate. Regarding runtimes, one cycle of im-
age acquisition, feature tracking, and camera movement requires around 6s,
which is independent of the used strategy. Most of this time is spent for mov-
ing the robotic arm, network traffic, and feature tracking. The calculations
of the actual planning are a matter of milliseconds.
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(a) 3D scene achieved by strategy
IMPROVE MEAN.
(b) 3D scene achieved by strategy IM-
PROVE CLUSTER.
Figure 7.11: 3D scenes achieved with different strategies using 250 frames
each. Observed scene as in Figure 7.5(a).
7.2.3 Evaluating Different Planning Strategies
The previous section outlines the accuracy gain reached by view planning
with respect to EEC regarding the respective worst point. We may now
state the question which other suitable ways there are to apply accuracy
optimization with respect to EEC. Section 6.3.2 describes the required in-
put data as the center of uncertainty and the main direction of uncertainty.
In addition to the strategy IMPROVE WORST, we now evaluate two other
ways to provide the input data for accuracy optimization with respect to
EEC. Examples of resulting 3D scenes including camera paths are shown
in Figure 7.11. The strategy IMPROVE MEAN takes all points into account
and establishes the center and main direction of uncertainty as the weighted
sums combining the terms of each single point. The weights are given by
the uncertainty ratings λΣ of the point estimates. An intermediate way is
pursued by the strategy IMPROVE CLUSTER. Here, we extract the uncer-
tainty data from a subset of point estimates containing the worst one. The
elements of this focused cluster need to answer both a spatial and an un-
certainty requirement. Regarding the uncertainty, the point estimates in the
cluster feature an uncertainty rating larger than the median uncertainty. In
the spatial domain, we run k-means clustering using 10 clusters and take
the cluster containing the worst point. In combination, we select the point
estimates of the spatial cluster containing the worst point that also feature
204 CHAPTER 7. EXPERIMENTAL EVALUATION
an uncertainty rating worse than the median uncertainty. We consider the
elements of this final cluster to compute weighted means of the uncertainty
center and main direction. So, the additional planning strategies are:
IMPROVE MEAN View planning for accuracy optimization w.r.t. EEC.
Uncertainty data provided by weighted mean of all points.
IMPROVE CLUSTER View planning for accuracy optimization w.r.t. EEC.
Uncertainty data provided by weighted mean of point cluster that com-
prises uncertain points in the same spatial region.
The numerical results for three runs using the strategy IMPROVE MEAN
are plotted in Figure 7.12. The measured uncertainties feature similar, high
levels and fail to provide a continuous, steep descent. This observation is
supported by the error curves in Figure 7.12(b) illustrating unstable behav-
ior with even increasing errors. To relate the strategy to RANDOM and IM-
PROVE WORST, Figure 7.13 shows the respective median values together. It
is shown that the three runs following IMPROVE MEAN perform even worse
than RANDOM, while IMPROVE WORST is still the best. There seems to be
no obvious reason for these poor results of IMPROVE MEAN. On the one side,
the dominating weight of the respective worst point should also dominate the
movement criteria. On the other side, the mass of better points may have too
much influence on the combined uncertainty data and blur in an unfavorable
manner. In addition, the quasi-static nature of the uncertainty measures
combined over all points favors a camera movement that is quasi-regular and
hence close to the weak-performing, regular strategy FIXED DIRECTION.
We employ the strategy IMPROVE CLUSTER to exclude the good point
estimates from the combined uncertainty measure and present the numerical
results of three runs in Figure 7.14. The uncertainty curves perform a descent
steeper than for IMPROVE MEAN, and the error curves are more stable.
In Figure 7.15(b), the comparison with RANDOM and IMPROVE WORST
displays error curves that are better than for RANDOM and close to the ones
of IMPROVE WORST, which still performs best. The tests suggest that view
planning with respect to EEC works better if the uncertainty data is derived
from a preferably small set of the most uncertain points, which culminates
in using just the worst point.
In conclusion, the recommendation to use the strategy IMPROVE WORST
just holds for the general planning goal of accuracy optimization regarding
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(a) Evaluation of uncertainties logλΣ.
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Figure 7.12: Numerical results for three runs using view planning according to
IMPROVE MEAN.
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(a) Evaluation of median uncertainties logλΣ50. Curves according to IMPROVE MEAN are
close to RANDOM curves with only smooth descent.
(b) Evaluation of median 3D errors ǫ50 in meters. View planning using strategy IM-
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Figure 7.13: Comparing median values of all runs of IMPROVE MEAN with
RANDOM and IMPROVE WORST.
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(a) Evaluation of uncertainties logλΣ.
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Figure 7.14: Numerical results for three runs using view planning according to
IMPROVE CLUSTER.
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(a) Evaluation of median uncertainties logλΣ50. Curves according to IMPROVE CLUSTER
feature wide spread but continuous descent.
(b) Evaluation of median 3D errors ǫ50 in meters. View planning using strategy IM-
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Figure 7.15: Comparing median values of all runs of IMPROVE CLUSTER
with RANDOM and IMPROVE WORST.
7.3. ASSESSING THE PROBABILISTIC SURFACE ESTIMATION 209
all points. In the end, the actual specific goal needs to be represented by
the particular strategy used. For instance, we may aim to further improve
the best points or a special subset of points, or just to guarantee a max-
imal uncertainty level for all points. The performance of the strategy IM-
PROVE WORST underlines that view planning with respect to the extended
E-criterion provides effective means for accuracy optimization. Since this
strategy focuses on one point, it is an elementary component allowing to
address various specific types of view planning for accuracy optimization.
7.3 Assessing the Probabilistic Surface Estima-
tion
In Section 6.4 we presented a way to concurrently establish a surface trian-
gulation within the online planning approach, where each triangle features
a probability to be part of the actual surface to be reconstructed. Applying
the benchmarking criteria developed in Section 6.1, we now assess a resulting
surface. For this experiment, the probabilistic estimation of a surface trian-
gulation uses the following parameters. After the initial stage of 15 frames,
we consider the 0.75-low-uncertainty quantile of point estimates and define
the static voxelspace according to the 3D bounding box of these points. The
resolution of the voxelspace is set to 100 voxels along the dimension provid-
ing the maximal extent. After the voxelspace is being established, we map
each voxel to each frame and update the variances of the intensity values
that are the basis for the surface probability of a single voxel. After every
50 frames, we perform the whole surface estimation as outlined in Section
6.4, i. e. we run the complete 3D Delaunay triangulation, filter out impossible
triangles that would have covered an observed point, and assess the surface
probabilities of the remaining triangles based on the surface probabilities of
neighboring voxels.
Since this is a somehow awkward situation of evaluating both reconstruc-
tion result and the evaluation methodology, we first render reference data
for comparison using only reconstructed 3D points without surface informa-
tion. To this end we compute the benchmark criteria for accuracy in terms
of 3D errors ǫ, the mean distance of nearest neighbors µd, and the coverage c.
According to the statements regarding completeness in Section 6.1, we com-
pute µd using reconstructed points and, using the 3D CAD model, derive a
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homogeneous reference point cover that shall provide the same value of µd.
We hence achieve a benchmark rating employing only the reconstructed 3D
points without surface triangulation. Afterwards, we realize our suggestion
for evaluating non-discrete surface information by evaluating sampled points.
(a) First frame showing NBV object
and 1012 features selected.
(b) Points of the 3D reconstruction
after 350 frames, µd = 3.2039mm.
(c) Dense point cover of the CAD
model of the NBV object featuring
µd = 0.3966mm.
(d) Homegeneous point cover statis-
tically derived from the dense one,
µd = 3.1974mm.
Figure 7.16: Reconstruction example and completeness reference feature the
same mean distance of nearest neighbors µd. Surface information not used.
The first steps of computing reference data, in which we just refer to
the reconstructed 3D points, are visualized in Figure 7.16. Determining the
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(a) Evaluation of 3D errors of reconstructed points in meters, i. e. only vertices of the
reconstructed surface triangulation are used. Median error levels out at 0.6mm.
(b) Evaluation of the mean distance of nearest neighbors µd in meters and the coverage c.
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Figure 7.17: Benchmarking accuracy and completeness using only recon-
structed 3D points, i. e. the vertices of the estimated 3D surface triangulation.
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mean distance of nearest neighbors µd of the reconstruction in Figure 7.16(b)
provides a measure of resolution. A large value of µd corresponds to a low
resolution, and vice versa. Further, we use this measure µd to statistically
derive a homogeneous point cover of the reference CAD model with the same
property as shown in Figure 7.16(d). To yield meaningful results, we selected
the relevant part of the CAD model that actually may be covered by the re-
construction. This enables us to yield the proportion of model points that
are covered by reconstructed points, which is the coverage c. The quantita-
tive results of this first step of evaluation are shown in Figure 7.17. Since
we employ the optimization method IMPROVE WORST, we again observe a
strict reduction of the reconstruction error in Figure 7.17(a). By the com-
pleteness evaluation in Figure 7.17(b) it is underlined that the reconstruction
rather quickly shows stable behavior in the measured terms. After the first 50
frames, where the largest error reduction takes place, we find nearly constant
values of resolution µd ≈ 3.2mm and coverage c ≈ 0.3. While the resolution
value is just given by the reconstructed points, also the coverage seems rea-
sonable when comparing Figures 7.16(b) and 7.16(d). The tendency of the
reconstruction to form tight clusters, which is given by the feature selection,
both yields a small mean distance of nearest neighbors and relatively large
gaps between these clusters. Compared with a homogeneous reference point
cover featuring the same mean distance of nearest neighbors, it is obvious
that a large amount of reference points will not be covered by a reconstructed
point.
As the second part, we now include the estimated, non-discrete surface
information as depicted in the Figures 7.18(a) and 7.18(b). According to
the NBV benchmarking scheme we refer to the 3D triangles of the estimated
surface triangulation by resampling 3D points. We consider all triangles fea-
turing a surface probability larger than zero. For the process of resampling
we choose a target number of points for the whole surface and then randomly
resample from each single triangle regarding the proportion of the triangle
area. In general, we round down the number of points for each triangle.
However, triangles that would be assigned zero points provide one resampled
point, finally. It is this strategy that generates numbers of resampled points
as in the Figures 7.18(c) and 7.18(d), where we were aiming at 104 and 105
points, respectively. Regarding the quantitative assessment in Figure 7.19
where we aim to resample each reconstruction with 104 points, the single
values are identical to the ones for vertices in Figure 7.17 for frame numbers
smaller than 50. This is due to the fact that the surface probabilities of all
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(a) Reconstruction after 350 frames.
Lines indicate all 17791 triangles of
the probabilistic surface estimation.
(b) Same reconstruction with vi-
sualized triangles. Probability of
single triangle is coded by trans-
parency in the viewport. Overlay-
ing triangles cause coloring towards
white.
(c) Random point cover of the esti-
mated surface with 14549 points, aimed
at 104 points.
(d) Random point cover of the estimated
surface with 93963 points, aimed at 105
points.
Figure 7.18: Reconstruction example and resampled surfaces used for evaluat-
ing the estimated surface.
triangles are evaluated every 50 frames in this experiment. With an actual
surface estimation being present, the 3D errors increase. While in some pe-
riod the median errors lie only slightly above the vertex-based values, the
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(a) Evaluation of 3D errors of randomly resampled points in meters. Errors are larger
than without resampling.
(b) Evaluation of the mean distance of nearest neighbors µd in meters and the coverage c.







using wanted 104 resampled points









50 100 150 200 250 300 350 v
Figure 7.19: Benchmarking accuracy and completeness using wanted 104 ran-
domly resampled points of the reconstructed surface triangulation in Figure
7.18(b) and triangles with a surface probability larger than zero. First surface
estimation is triggered at frame 50. Results vary according to the continuously
updated surface probabilities of voxels.
7.3. ASSESSING THE PROBABILISTIC SURFACE ESTIMATION 215
larger error quantiles ǫ75 and ǫ97.5 show a significant gain. This tells us that
the mass of resampled points is close to the actual object surface, but some
of them are not. A direct implication is that also the mass of the estimated
triangles is close to the actual object surface S. Regarding the large error
quantiles, we again note that all triangles T with P (T ∈ S) > 0 are used
for resampling. Resampling more points than vertices makes us expecting a
lower µd and a thus increased resolution, which is confirmed by the plot in
Figure 7.19(b). However, it may be surprising that the increase in coverage
is not more than around 10%. This last property is due to several reasons.
First, our resampling strategy is not strictly designed for creating a homo-
geneously distributed set of points, which could be improved independent of
the measurement process. Second, the process of measurement and surface
estimation, by design, establishes a set of 3D triangles being attributed by
a surface probability. Without further processing, this general construct al-
lows multiple layers of triangles in the same surface region. So, for instance,
depending on the reconstructed vertices, a planar surface region will be rep-
resented by several layers of 3D triangles stack upon each other. Such an
unwanted effect will cause a low coverage value.
Table 7.1: Resampling of the reconstruction in Figure 7.18(b) using NR points.
Regard all triangles with surface probability P (T ∈ S) > 0. Using more points,
errors increase, resolution increases, but coverage remains nearly constant.
NR ǫ2.5 ǫ25 ǫ50 ǫ75 ǫ97.5 µd c
(mm) (mm) (mm) (mm) (mm) (mm) ∈ [0, 1]
14549 0.16 0.53 1.29 3.82 14.11 1.15 0.41
26578 0.18 0.71 1.93 5.48 15.25 0.96 0.39
49019 0.19 0.86 2.37 6.11 15.46 0.77 0.39
72697 0.19 0.89 2.51 6.29 15.67 0.67 0.40
96869 0.19 0.91 2.55 6.28 15.55 0.61 0.40
vertices 0.12 0.37 0.66 1.16 2.26 3.20 0.30
One of the first questions raised by the preceding evaluation is how the
number of resampled points influences the benchmark. To answer this ques-
tion, we focus on the stable reconstruction after 350 frames and resample
the reconstructed surface using all triangles with P (T ∈ S) > 0 and different
numbers NR of resampled points, and we present the benchmark results in
Table 7.1. Unsurprisingly, an increasing number of resampled points yields
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an decreasing mean distance of nearest neighbors µd. However, the cover-
age value cannot be influenced by a simple resampling and remains nearly
constant. Furthermore, the increasing number NR emphasizes the presence
of triangles that are not part of the actual object surface S by boosting the
upper error quantiles.
Table 7.2: Resampling of the reconstruction in Figure 7.18(b). Regard all NT
triangles featuring surface probability P (T ∈ S) > tSP . Excluding triangles with
low probability slightly improves accuracy.
tSP NT ǫ2.5 ǫ25 ǫ50 ǫ75 ǫ97.5 µd c
(mm) (mm) (mm) (mm) (mm) (mm) ∈ [0, 1]
0.00 11587 0.16 0.53 1.29 3.82 14.11 1.15 0.41
0.25 10685 0.16 0.53 1.23 3.55 14.15 1.21 0.41
0.50 8106 0.16 0.51 1.18 3.44 13.92 1.30 0.35
0.75 4515 0.15 0.49 1.15 3.46 13.87 1.56 0.31
0.99 1422 0.17 0.51 1.19 3.80 12.98 2.22 0.21
A further issue nearly ignored up to now is the surface probability P (T ∈ S)
of a triangle T. We now refer to this probability in the following manner.
Selecting a minimal surface probability tSP , we use only the triangles with a
surface probability higher than tSP for resampling. In order to avoid distor-
tion effects caused by different relative point densities, we aim to keep the
number of resampled points constant for each triangle throughout this exper-
iment. Practically, we consider the accumulated area of all triangles, which
we relate to a wanted number of 104 resampled points, and the accumulated
area of triangles filtered by applying a minimal surface probability of tSP .
As Table 7.2 shows, there is only a slight improvement of the accuracy when
excluding triangles with low surface probability. These results again under-
line that the estimated surface triangulation is bound to the vertices, which
are the reconstructed 3D points. The triangles depend on the vertices, and
the vertices depend on the selection of image features, which depend on the
optical structure of the object surface. And so does the consistency checking
of the triangles. While the result in Figure 7.18 illustrates a reasonable sur-
face estimation, there are triangles within the result that deviate from the
true object surface, but that are hard to exclude based on the actual image
data. Further work is necessary to create an actual single-layer surface of
the object. Regarding completeness issues, it is natural that an exclusion of
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triangles accompanied by a reduced overall number of points leads to reduced
resolution and coverage.
Regarding runtime requirements, we note computation times for the above
example of application. The machine employed as planning host is a Core2
Duo with 2.4GHz and 8 GB RAM. The further hardware is dedicated to the
robot control and image acquisition and consists of a Pentium IV providing
a hardware interface to the control unit of the robotic arm and camera con-
nectivity. According to details of the procedure, we use a static voxel space
containing 100× 100× 81 voxels, the sampling of which takes 0.2s per image.
As for the step from voxels to triangles, we establish a complete Delaunay
triangulation yielding 6050 tetrahedrons and 12142 unique triangles, which
takes 8.4s. Filtering out triangles that would cover an observed point takes,
in this example, 6.1s per view. This is to say that for each view it takes
around 6s to check for each estimated 1012 3D point if it is covered by one of
the 12142 triangles in the tested view. For the reason of small baselines, we
perform this kind of visibility checking only for every tenth view. The actual
surface probabilities for the remaining 8819 possible triangles are estimated
based on the surface probabilities of the voxels within 0.5s. We find it a
suitable strategy to run the voxel sampling for each frame, but use a certain
increment for the rest of the surface analysis. In the above experiment we
used an increment of 50 frames for updating the triangles and the according
surface probabilities. The whole planning run took approximately two hours
for 384 frames.
7.4 Applying the Probabilistic Surface Estima-
tion
We have presented a probabilistic estimation of surface triangulations that
serves as a basic module for retrieving non-discrete surface information. As
the result we yield a set of 3D triangles with attached probabilities to belong
to the object surface. Now, we show ways to apply this surface information
within our view planning approach.
7.4.1 Visibility Analysis
Computing the visibility of a point given the camera position is a crucial
as well as elementary part in many planning tasks. The proposed surface
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estimation does achieve this visibility analysis and additionally provides a
coverage probability as in (6.44).
Figure 7.20: 3D scene, i. e. cameras and estimated surface, as in Figure
7.18(b). Additional points are random samples that have not been observed
by any camera, which is decided using the estimated surface. The depicted
samples hence describe the unseen part of the measurement volume.
The practical realization of the visibility analysis is based on simple ge-
ometric calculations. Given a camera position and the point in question,
we compute the intersection points of the ray of sight and all surface trian-
gles. For all existing intersection points we check the order along the ray of
sight and, in case of coverage, note the maximal surface probability of the
covering triangles. To illustrate the effectivity of this approach, we use the
reconstructed 3D scene shown in Figure 7.18(b) and compute the visibility
of random point samples. As Figure 7.20 highlights, the visualized point
samples are not seen by any of the cameras. Consequently, these samples
describe the unseen part of the measurement volume, which provides a hint
for further planning steps. Trivially, this kind of visibility analysis is also
valid for avoiding self-occlusions during the planning procedure.
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7.4.2 View Planning Using Surface Normals
A criterion used for view planning in many other works dealing with range
scanners is sensing perpendicular to the surface to be reconstructed. This
criterion optimizes reflectivity of projected signals as well as the sampling res-
olution on the surface. Coming back to passive cameras and feature tracking,
scanning along the surface normal still produces a favorable spatial resolu-
tion of the surface within the feature patch used for tracking. It is another
question if this is really an advantage when the initial reference patch has
been sampled from an acute angle. Nevertheless, we implement this crite-
rion employing the concurrent surface estimation in the following manner.
We again refer to the current worst point and consider the spherical neigh-
borhood of this point. For this experiment we use a diameter of 5% of the
maximal diameter of the reconstructed object. Any triangle of the surface
estimation that has one point within this neighborhood of the worst point
is considered for the local surface normal. Starting with the normals de-
fined by the selected triangles, the final approximation of the local surface
normal is the weighted mean of these, whereat one weight is the product
of the triangle’s relative size and its surface probability. Hence, the normals
contributed by large triangles with high surface probabilities are dominating.
With respect to the strategy IMPROVE WORST applied beforehand, we now
do not regard the uncertainty of the point estimation but strictly refer to the
estimated local surface normal around this point.
The quantitative evaluation presented in Figure 7.21 demonstrates that
using surface normals is one way to improve the 3D reconstruction. However,
we note the documented possibility of a more unstable behavior compared
with the strategy IMPROVE WORST. Here are the boundaries of the current
state of the surface estimation. The whole method does, at this point of
time, not allow to run the complete surface estimation for each frame. Con-
sequently, it may happen that the optimization follows the hints provided by
a surface estimation the is not up to date.
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(a) Evaluation of 3D errors of randomly resampled points in meters.
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Figure 7.21: Benchmarking accuracy and completeness considering the vertices
of an estimated surface. The optimization strategy is moving the camera to
sense the worst point preferably along the local surface normal. While the 3D
errors are mainly decreasing, the reduction is not as straight and stable as the
one achieved by IMPROVE WORST.
Chapter 8
Conclusion
We conclude this thesis by summarizing the main contributions and suggest-
ing topics for future research.
8.1 Summary
In this work we examine the topic of next-best-view planning for 3D re-
construction, whereat we focus on using an intensity camera without active
illumination. We start by identifying the necessity of view planning and
well-defined reconstruction goals when using a controlled environment, and
we establish a problem formalization. Since the investigated, formal-theoretic
approaches to solve the abstract problem of view planning are not promis-
ing, we settle for a modular, online approach respecting small baselines given
by feature tracking. After reviewing relevant literature and computer vision
basics, we present the Guided KLT feature tracking as one module that is
important for our view planning approach. Based on the well-known KLT
feature tracking, Guided KLT tracking incorporates known camera parame-
ters into the tracking process while regarding uncertainty. In the final stage
of extension the method additionally performs concurrent, robust 3D esti-
mation of a tracked feature. Guided KLT tracking hence uses additional
knowledge to improve tracking accuracy and duration, which is outlined by
the experimental results. In general, this work is concerned with data-driven
view planning, i. e. we do not state assumptions about the object shape or
use a prior model of the object to be reconstructed. We just rely on the
observed data. However, we also present a method for 3D coarse registration
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of surface triangulations that has applications to model-based view plan-
ning. The basic step of this registration technique is the computation of
local invariant features of surface triangulation based on invariants of area
moments. To this end we compute exact surface moments of 3D surface
triangulations that yield direct surface features without sampling or projec-
tion. As the according experiments emphasize, the presented features allow
3D coarse registration of surface triangulations as well as handling tasks of
classification, identification, and clustering. Regarding view planning, the
method thus provides means to identify, for instance, special partial sur-
faces that require a special view plan. As the view planning framework we
propose a modular, online system performing cycles of camera movement,
image acquisition, and a complex consisting of data analysis and actual view
planning as required. Our main planning focus is directed towards accuracy
optimization. We theoretically motivate and implement an optimal solution
for accuracy optimization with respect to the Extended E-criterion that we
define in this work. The experimental evaluation shows an efficient strat-
egy of applying the presented accuracy optimization. Despite the fact that
solving completeness issues is limited when employing a passive camera, we
further present a concurrent, probabilistic surface estimation that achieves
a non-discrete surface estimation of the object to reconstruct. By means of
this surface estimation we present visibility analysis and motivate to tackle
model-based view planning. Finally, we investigate view planning focusing
on the reconstruction method of factorization. Based on the identification of
factorization aspects that are crucial in theory, we conduct simulations and
draw conclusions for according view planning approaches.
8.2 Future Work
The methods presented here provide, amongst others, theoretical motivation,
a formal framework, and a generic procedural approach to online next-best-
view planning. We further propose extended feature tracking and 3D coarse
registration with applications to view planning and we solve specific planning
tasks. In doing so, we touch several fields of computer vision and pattern
recognition and hence prepare to extend this work towards different direc-
tions. With regard to Guided KLT tracking and 3D coarse registration of
surface triangulations, the reader may be referred to the individual outlooks
in Sections 4.6 and 5.6, respectively. In consideration of our generic, modu-
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lar, online approach to view planning we want to sketch some ideas for future
research.
To begin with, all the runtimes noted regard research source code that is
not overambitiously optimized with respect to computation time and mem-
ory usage. While this is mainly relevant for practical application, some of the
presented methods and results may be improved by using more efficient code
and more powerful hardware. For instance, the surface estimation may ben-
efit from using octrees for organizing points and triangles. Hence, it would
be suitable to run the probabilistic surface estimation in each planning cycle
and thereby boost its accuracy.
The presented module for accuracy optimization allows to cover this spe-
cific aspect of view planning quite well, since it is independent of the entity
to optimize as long as the required input is given. Another question is im-
plementing the actual planning strategy that may be enriched by additional
paradigms. In this context we already outlined catching and ignoring points
when indicated. Other ideas worth investigating may be different clustering
approaches regarding the optimization of a certain cluster of points. Further,
we suggest to introduce a smoothing paradigm into the accuracy optimiza-
tion. This can be done, for instance, by generally improving the worst point,
but selecting the new worst point just if the current one is not any longer
amongst the 10% worst ones. By this means we avoid an alternating declara-
tion of the two worst points as the entities to optimize, which may in special
cases lead to a null optimization.
With regard to completeness issues and non-discrete surface estimation,
we proposed basic methods to establish a set of 3D triangles accompanied by
the respective surface probabilities. The online result provides information
important for subsequent planning steps and yields a reasonable representa-
tion of the object surface. However, at least two open aspects remain. First,
further research may deal with actual completeness optimization, which may
included closing holes, scanning unseen regions, and detecting new feature
points in certain regions. These steps require an extended management of
points to reconstruct, since some points will intentionally not be seen and
are hence not to be caught or ignored. Second, the current final solution
features a lack of beauty. As we expect a closed, single-layer representation
of the actual object surface, further steps are necessary to build an according
surface based on the provided estimation and image data.
Factorization for 3D reconstruction is one particular method that is worth
being investigated with respect to view planning. In doing so, we detected
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several dependencies between theoretical aspects of factorization and con-
sequent view planning requirements. On the one side, future research may
again focus on factorization to better understand possible data interdepen-
dencies and their effects on the result, which includes entering the level of
numerical methods. On the other side, any method used for view planning
may carefully be examined for their relation to a view planning framework.
This is to say that all these methods may use additional information given by
the controlled environment and may provide optimization criteria for view
planning regarding this focused method. For example, applying the presented
GKLT tracking, which does already use additional prior knowledge, provides
the planning optimization criterion of sensing preferably perpendicular to
the local surface region. The possible impact on the resulting reconstruction
should be taken into account. Based on the planning goals and the knowl-
edge about the particular methods, view planning should find a parameter
adjustment favoring an optimal common behavior of the sub-methods pro-
viding the largest combined positive impact on the relevant properties of the
reconstruction result.
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Appendix A
Derivatives of Warping Functions
Regarding the explanations on Guided KLT tracking from Chapter 4, we find
the Jacobian of the respective warping function an important component of
the optimal update rule, for instance, in (4.26). The actual derivatives with
respect to the warping parameters depend on the formulation of the warping
function and, of course, on the parameterization. In the following, we note
the Jacobians for common warping functions and parameters of KLT and
GKLT tracking.
A.1 Warping Functions Used with the Original
KLT Tracking
The most simple form of the warping function is given as pure translation of
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a11x + a12y + ∆x
a21x + a22y + ∆y
) (A.3)
with pa = (∆x, ∆y, a11, a12, a21, a22)
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using projective parameters pp = (p11, p12, . . . , p31, p32)
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A.2 Warping Functions for GKLT Tracking
Compared to the original KLT, GKLT tracking uses translation parameters



























− λ1l2 + λ2l1
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(A.7)
using ptEU = (λ1, λ2)
T, (l1, l2, l3)
T = Fm̃, fundamental matrix F, and l1 6= 0.



























































a11x + a12y − l3l1 − λ1l2 + λ2l1
a21x + a22y + λ1l1 + λ2l2
)
(A.9)
with paEU = (λ1, λ2, a11, a12, a21, a22)
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For the case of a general 2D homography, it is not possible to isolate the
translational part of the transformation. So for now, GKLT tracking uses
warping functions up to affine transformations.
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Appendix B
3D Surface Moments
In Section 5.4.1 we derive an efficient and direct way to compute moments
Mkln of 3D surface triangulations. The basis is the computation of the re-
spective moments mkln for a single 3D triangle T defined by corner points,
or vertices, Xc = (Xc, Yc, Zc)
T, 1 ≤ c ≤ 3. In (5.15) we evolve that this com-
putation makes use of the 2D area moments m′pq listed in (5.11). We further
use the constant C regarding the parameterization in (5.8),
C =
√
EG− F 2 (B.1)
with




u = (X1 −X3)2 + (Y1 − Y3)2 + (Z1 − Z3)2, (B.2)




v = (X2 −X3)2 + (Y2 − Y3)2 + (Z2 − Z3)2, (B.3)
F = XuXv + YuYv + ZuZv
= (X1 −X3)(X2 −X3) + (Y1 − Y3)(Y2 − Y3) + (Z1 − Z3)(Z2 − Z3).
(B.4)
For the first two moments we explicitly note the steps (5.12) to (5.15).
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We observe that (B.8) expresses the dependence on the triangle corner points
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((X1 −X3)Y3Z3 + (Y1 − Y3)X3Z3




((X2 −X3)Y3Z3 + (Y2 − Y3)X3Z3
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Appendix C
3D Moment Invariants
The 3D coarse registration of surface triangulations in Chapter 5 employs
the 11 3D moment invariants based on 3D volume moments presented in
[Lo and Don, 1989]. We first list 11 invariants with respect to Euclidean
transformations,
I222 = ν(2, 2)
0
0, (C.1)
I2222 = ην, (C.2)
I333 = ν(3, 3)
0
0, (C.3)
I311 = ν(1, 1)
0
0, (C.4)
I2,3233 = ν(3, 3)2ν2, (C.5)
I2,3123 = ν(3, 1)2ν2, (C.6)
I2,3112 = ν(1, 1)2ν2, (C.7)
I33333 = ν
2(3, 3)2, (C.8)
I31333 = ν(3, 3)2ν(3, 1)2, (C.9)
I31133 = ν
2(3, 1)2, (C.10)
I31113 = ν(3, 1)2ν(1, 1)2. (C.11)
Adaptations provide the following 11 invariants with respect to similarity
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Now, we provide the moment forms that refer the above invariants to 3D
241
surface moments Mkln up to third order,





(−1)2−mν(3, 3)m2 ν(3, 3)−m2 , (C.23)





(−1)2−mν(3, 1)m2 ν(3, 1)−m2 , (C.24)





(−1)2−mν(3, 3)m2 ν(3, 1)−m2 , (C.25)





(−1)2−mν(3, 1)m2 ν(1, 1)−m2 , (C.26)





(−1)2−mν(3, 3)m2 ν−m2 , (C.27)





(−1)2−mν(3, 1)m2 ν−m2 , (C.28)





(−1)2−mν(1, 1)m2 ν−m2 . (C.29)
These expressions use


















































































































































































































































The quadratic moment invariants are


















































































[(M300 + M120 + M102)− i(M030 + M210 + M012)] . (C.56)































J1 = M200 + M020 + M002, (C.60)
J2 = M200M020 + M200M002 + M020M002 −M2101 −M2110 −M2011, (C.61)
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