Abstract. Unless we resolve the P vs NP question, we are unable to say whether there is an algorithm (acceptor ) that accepts Boolean tautologies in polynomial time and does not accept non-tautologies (with no time restriction). Unless we resolve the co -NP vs NP question, we are unable to say whether there is a proof system that has a polynomial-size proof for every tautology. In such a situation, it is typical for complexity theorists to search for "universal" objects; here, it could be the "fastest" acceptor (called optimal acceptor ) and a proof system that has the "shortest" proof (called optimal proof system) for every tautology. Neither of these objects is known to the date. In this survey we review the connections between these questions and generalizations of acceptors and proof systems that lead or may lead to universal objects.
Levin's algorithm enumerates search algorithms, and for an acceptor we need decision algorithms, which may be faster for some inputs; the search-to-decision reduction adds a lot to the running time by running the decision algorithm for shorter formulas as well, which may be surprisingly much larger than for the original input.
A proof system Π is automatizable if it has an automatization procedure that works in time bounded by a polynomial in the output length. This procedure A, given a "theorem", outputs its (correct) proof for Π of length polynomially bounded by the length of the shortest proof for Π. It is easy to see that such a proof system can be easily turned into an acceptor with running time polynomially related to the proof size and the input size. Vice versa, an acceptor can be converted into an automatizable proof system, where the proof is just the number of steps (written in unary) that the acceptor makes before accepting its input. Thus, in the classical case there is no difference between acceptors and automatizable proof systems.
Extensions that give optimality. An obvious obstacle to constructing an optimal proof system or an optimal acceptor by enumeration is that no efficient procedure is known for enumerating the set of all complete and sound proof systems (resp., acceptors). Recently, similar obstacles were overcome in other settings by considering either computations with non-uniform advice (see [FS06] for a survey) or heuristic algorithms [FS04, Per07, Its09] . In particular, (p-)optimal proof systems (and acceptors) with advice do exist [CK07] , and we review this fact in Section 4.
As to heuristic computations, the situation is more complex. Recently, it was proved [HI10] that an optimal randomized heuristic acceptor does exist. However, in the heuristic case we lack the equivalence between optimal proof systems and optimal acceptors, and even the equivalence between acceptors and automatizable proof systems is not straightforward. We review the heuristic case (including more recent directions) in Section 5.
Another possibility to obtain optimal proof systems is to generalize the notion of simulation. Recently, Pitassi and Santhanam [PS10] suggested a notion of "effective simulation" and constructed a proof system for quantified Boolean formulas that effectively simulates all other proof systems for QBF. We do not review this result here.
We conclude the paper by listing open questions in Section 6. We now continue to Section 2 listing trivial facts that we will use in what follows.
Trivia
Enumeration. Almost all constructions used in this survey employ the enumeration of all Turing machines of certain kind. Some remarks regarding this follow.
First of all, recall that deterministic Turing machines (either decision machines that say yes/no, or transducers that compute arbitrary functions) can be efficiently enumerated by their Gödel numbers and simulated with only a polynomial overhead in time.
For a recursively enumerable language, one can enumerate acceptors only by running the semidecision procedure in parallel.
Also one can require, if necessary, that the construction of each machine (we will need it for proof systems) includes an "alarm clock" that interrupts the machine after a certain number of steps.
Each proof system Π is p-simulated by another proof system Π where Π (x, w) runs in time, say, 100(|x| + |w|) 2 : just pad the proofs appropriately; the simulation omits the padding. These facts allow us to limit ourselves to enumerating proof systems with quadratic alarm clock.
Frequently, we write that we execute "in parallel" a large (sometimes infinite) number of computations. In reality this is achieved, of course, sequentially by alternating consecutive steps of these computations (for example, simulating the step k of the i-th machine at step (1 + 2k) · 2 i , as in Levin's optimal algorithm).
Acceptors and proof systems for subsets. For recursively enumerable L, for every acceptor A for L ⊆ L there is an acceptor A for L that is almost as efficient on L as A . Similarly, for every proof system Π for L ⊆ L there is a proof system Π for L that has the same proofs on L as Π .
Proofs vs candidate proofs.
In what follows we call w a Π-proof of x if Π(x, w) = 1. Sometimes we write "u is a candidate Π-proof of x" to emphasize that u is intended for checking with Π (while it is not yet known whether Π(x, u) = 1).
Theorem 1 ([KP89]).
Optimal acceptors for TAUT exist iff p-optimal proof systems for TAUT exist. Moreover, the sufficiency (⇐) holds for any language, not just TAUT.
Proof. ⇒ . A candidate proof of x for our p-optimal proof system Π * contains a description of a proof system Π (i.e., a deterministic Turing machine given by its Gödel number and equipped with a quadratic alarm clock) and a candidate Π-proof π. To verify the proof, Π * (x, (Π, π)) simply simulates Π(x, π) ensuring that Π accepts π and then verifies the correctness of Π by querying the optimal acceptor A * for the statement
written as a Boolean formula (here y[z] denotes the result of substituting the consecutive bits of z for the consecutive variables of the Boolean formula y).
Since for every Π there is an algorithm that, given |x| and |π|, writes such statement in time polynomial in |x| + |π|, A * must stop in (specific) polynomial time for specific (correct) Π, which proves that Π * p-simulates Π.
⇐ . The optimal acceptor A * just applies in parallel all deterministic transducers hoping one of them outputs a Π * -proof and lets Π * verify the result. Once Π * returns 1, the acceptor A * stops.
Since every acceptor A is a particular case of a proof system, there is a polynomial-time algorithm that, given tautology x, outputs Π * -proofs in time polynomial in |x| and time spent by A on x.
Remark 1. Sadowski [Sad07] explains that there exist an optimal automatizable proof system for TAUT iff there is a (deterministic) acceptor that is optimal for non-deterministic acceptors as well.
Messner's proof
Messner [Mes99] generalized the result of Krajíček and Pudlák to a wider class of languages. His proof is also interesting even in the TAUT case, because it replaces the statement about the correctness of a proof system on all inputs of certain size by the statement about the correctness of a single proof of a single input.
Definition 1 ([BH77]). A language L is paddable if there is an injective nonlength-decreasing polynomial-time padding function pad
* that is polynomial-time invertible on its image and such that for every
Theorem 2 ( [Mes99] ). For every paddable r.e. language L, optimal acceptors for L exist iff p-optimal proof systems for L exist.
Proof. ⇒ . Similarly to Krajíček-Pudlák's proof, a candidate proof for our poptimal proof system Π * contains a description of a proof system Π (with a quadratic alarm clock) and a candidate Π-proof π, and Π * (x, (Π, π)) starts the verification by simulating Π(x, π). What makes a difference is how Π * verifies the correctness of Π. One could simulate the optimal acceptor A * on x restricting its running time to a certain polynomial of |x| + |π|. However, there is no warranty that this amount of time is enough for A * . Therefore, we run it on a different input where A * is guaranteed to run in polynomial time and certifies the correctness of the proof π. Namely, we run it on pad L (x, π). By the definition of pad L , the result is 1 iff x ∈ L. For a correct proof π, this result is output in a polynomial time because for a correct system Π, the set {pad 4 Non-uniform advice gives optimal proof systems Cook and Krajíček [CK07] show that allowing one bit of non-uniform advice yields a p-optimal proof system (against simulations with advice). A similar result for acceptors is not known.
Definition 2. A proof system with t(n) bits of advice is a polynomial-time algorithm Π(x, w, α) and a sequence (α n ) n∈N , where α n ∈ {0, 1} t(n) , such that for all x, x ∈ L ⇐⇒ ∃w Π(x, w, α |x|+|w| ) = 1.
Theorem 3 ([CK07]
, see also [BKM09b] ). For every language L, there is a proof system with 1 bit of advice that simulates every proof system with k(n) = O(log n) bits of advice. Moreover, the simulation can be computed in polynomial time with k(n) bits of advice.
Proof. A candidate proof for the constructed proof system Π * contains a description of a proof system Π (a deterministic Turing machine given by its Gödel number and equipped with a quadratic alarm clock) written in unary as 1 Π , a candidate Π-proof π, and an advice string α ∈ {0, 1} k(n) written in unary as a string 1 α of length ≤ 2 k(n) . Then Π * (x, (1 Π , π, 1 α )) starts the verification by simulating Π(x, π, α). To verify the correctness of Π, the system Π * simply queries its advice bit, which is supposed to say whether Π with advice string α is correct on all candidate theorems of size |x| and proofs of size |π|. To ensure that this is the same bit for all couples (x, (1 Π , π, 1 α )) of the same size, we must choose pairing function such that for all strings a 1 , a 2 , a 3 , a 4 ,
The simulation can be computed trivially.
Remark 2. One may suppose that, similarly to the classical case, the existence of optimal proof systems with advice implies the existence of disjoint NP pairs with advice. This is indeed the case; however, in order to keep the closedness under reductions (with advice) the advice given must have length O(1) and not a specific constant number of bits. For exactly one bit of advice one gets only an NP pair that is hard for disjoint NP without advice under many-one reductions without advice [BS09] .
Heuristic case: optimal acceptors exist, hope for proof systems
Hirsch and Itsykson [HI10] introduced heuristic 2 acceptors (called heuristic automatizers in [HI10] ) and heuristic proof systems. Heuristic algorithms (see, e.g., [BT06] ) are algorithms that make errors for a small amount of inputs. Similarly, heuristic proof systems claim a small amount of wrong "theorems".
Since we are interested in the behaviour only on the positive instances ("theorems"), our definition of a distributional problem is different from the usual definition used for heuristic algorithms. Formally, we have a probability distribution concentrated on non-theorems and require that the probability of sampling a non-theorem accepted by an algorithm or validated by a proof system is small.
n .
In what follows we write Pr x←Dn to denote the probability taken over x from such distribution, while Pr A denotes the probability taken over internal random coins used by algorithm A.
Heuristic acceptors
Definition 4. A heuristic acceptor for distributional proving problem (D, L) is a randomized algorithm A with two inputs x ∈ {0, 1} * and d ∈ N that satisfies the following conditions:
(In fact, the specific constant is not important.)
Remark 3. Similarly to the classical case, for recursively enumerable L, conditions 1 and 2 can be easily enforced at the cost of a slight overhead in time by running L's semidecision procedure in parallel.
Given the definition of heuristic acceptor, we now adapt the classical notions of simulation and optimality to the heuristic case and give related basic facts. In what follows, all acceptors are for the same problem (D, L).
Definition 5. The time spent by heuristic acceptor A on input (x, d) is defined as the median time
Definition 6. Heuristic acceptor S simulates heuristic acceptor W if there are polynomials p and q such that for every x ∈ L and d ∈ N,
An optimal heuristic acceptor is one that simulates every heuristic acceptor.
Definition 7. Heuristic acceptor A is polynomially bounded if there is a polynomial p such that for every x ∈ L and every d ∈ N,
The following proposition follows directly from the definitions.
Proposition 1.
1. If W is polynomially bounded and is simulated by S, then S is polynomially bounded too. 2. An optimal heuristic acceptor is not polynomially bounded if and only if no heuristic acceptor is polynomially bounded.
Remark 4 (I.Monakhov). If one-way functions exist, then there is a polynomialtime samplable distribution D such that (D, TAUT) has no polynomially bounded heuristic acceptor.
Theorem 4 ([HI10]
). Let (D, L) be a distributional proving problem, where L is recursively enumerable and D is polynomial-time samplable, i.e., there is a polynomial-time randomized Turing machine that given 1 n on input outputs x with probability D n (x) for every x ∈ {0, 1} n . Then there exists an optimal heuristic acceptor for (D, L).
Proof (sketch). The construction consists of three procedures.
The first one, Test, estimates the probability of error of a candidate acceptor A on a given input by repeating A and counting its errors, it accepts if the number of errors is above certain threshold.
The second one, Certify, makes sure that the outermost probability in the correctness condition of a candidate acceptor A is small enough by repeating A at randomly sampled inputs of prescribed size, and counting errors reported by Test.
Finally, the optimal acceptor U , given x and d, runs the following processes for i ∈ {1, . . . , l(n)}, where l(n) is any slowly growing function, in parallel:
), the algorithm with Gödel number i satisfying conditions 1 and 2 of Def. 4, and compute the number of steps T i made by it before it stops. 2. If Certify accepts A i executed on inputs of size |x| for at most T i steps, then output 1 and stop U (all processes).
If none of the processes has stopped, U goes into an infinite loop.
Heuristic proof systems
Definition 8. Randomized Turing machine Π is a heuristic proof system for distributional proving problem (D, L) if it satisfies the following conditions. Unfortunately, we cannot prove the equivalence between acceptors and proof systems in the heuristic case. Therefore, we focus our attention on automatizable heuristic proof systems. Surprisingly, even the equivalence between acceptors and automatizable proof systems is not straightforward in this case.
In [HI10] , a heuristic automatizable proof system is defined straightforwardly, and it is shown that it necessarily defines an acceptor taking time at most polynomially larger than the length of the shortest proof in the initial system. This shows that heuristic acceptors form a more general notion than automatizable heuristic proof systems. Neither the converse nor the existence of an optimal automatizable heuristic proof system is shown in [HI10] .
However, for a relaxed definition presented below, the equivalence does take place. (The proof of this statement is not published yet [HIS10] , so you should take it with a bunch of salt for now.) In particular, there exists a p-optimal system in the class of heuristic automatizable proof systems.
Definition 9. Heuristic proof system is automatizable if there is a randomized Turing machine A satisfying the following conditions. 
where w * is the shortest correct Π (d) -proof of x. 2. The running time of A(x, d) is bounded by a polynomial in |x|, d, and the size of its own output.
Remark 5. 1. This definition is different from one in [HI10] . 2. We do not require the algorithm A to generate correct proofs. It suffices to generate "quasi-correct" (such that Pr{Π(x, w, d) = 1} ≥ 1 4 ) with probability 1 4 . At present, we are unable to construct an optimal system or to show the equivalence to heuristic acceptors if 1 4 is strengthened to 1 2 as in [HI10] . Definition 10. We say that heuristic proof system Π 1 simulates heuristic proof system Π 2 if there exist polynomials p and q such that for every x ∈ L, the shortest correct Π 
We say that heuristic proof system Π 1 p-simulates 3 heuristic proof system Π 2 if Π 1 simulates Π 2 and there is a polynomial-time (deterministic) algorithm that
