Abstract-This paper shows the analysis and design of feedforward neural networks using the coordinate-free system of Clifford or geometric algebra. It is shown that real-, complex-, and quaternion-valued neural networks are simply particular cases of the geometric algebra multidimensional neural networks and that some of them can also be generated using support multivector machines (SMVMs). Particularly, the generation of radial basis function (RBF) for neurocomputing in geometric algebra is easier using the SMVM, which allows us to find automatically the optimal parameters. The use of support vector machines (SVMs) in the geometric algebra framework expands its sphere of applicability for multidimensional learning. Interesting examples of nonlinear problems show the effect of the use of an adequate Clifford geometric algebra which alleviate the training of neural networks and that of SMVMs.
I. INTRODUCTION

I
T APPEARS that for biological creatures the external world may be internalized in terms of intrinsic geometric representations. We can formalize the relationships between the physical signals of external objects and the internal signals of a biological creature by using extrinsic vectors to represent those signals coming from the world and intrinsic vectors to represent those signals originating in the internal world. We can also assume that external and internal worlds employ different reference coordinate systems. If we consider the acquisition and coding of knowledge to be a distributed and differentiated process, we can imagine that there should exist various domains of knowledge representation that obey different metrics and that can be modeled using different vectorial bases. How is it possible that nature should have acquired through evolution such tremendous representational power for dealing with such complicated signal processing [15] .
In a stimulating series of articles, Pellionisz and Llinàs [19] , [20] claim that the formalization of geometrical representation seems to be a dual process involving the expression of extrinsic physical cues built by intrinsic central nervous system vectors. These vectorial representations, related to reference frames intrinsic to the creature, are covariant for perception analysis and contravariant for action synthesis. The geometric mapping between these two vectorial spaces can thus be implemented by a neural network which performs as a metric tensor [20] .
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Along this line of thought, we can use Clifford, or geometric, algebra to offer an alternative to the tensor analysis that has been employed since 1980 by Pellionisz and Llinàs for the perception and action cycle (PAC) theory. Tensor calculus is covariant, which means that it requires transformation laws for defining coordinate-independent relationships. Clifford, or geometric, algebra is more attractive than tensor analysis because it is coordinate-free, and because it includes spinors, which tensor theory does not. The computational efficiency of geometric algebra has also been confirmed in various challenging areas of mathematical physics [7] . The other mathematical system used to describe neural networks is matrix analysis. But, once again, geometric algebra better captures the geometric characteristics of the problem independent of a coordinate reference system, and it offers other computational advantages that matrix algebra does not, e.g., bivector representation of linear operators in the null cone, incidence relations (meet and join operations), and the conformal group in the horosphere.
Initial attempts at applying geometric algebra to neural geometry have already been described in earlier papers [2] , [4] , [10] , [11] . In this paper, we demonstrate that standard feedforward networks in geometric algebra are generalizable, and then provide an introduction to the use of support vector machines (SVMs) within the geometric algebra framework. In this way, we are able to straightforwardly generate support multivector machines (SMVMs) in the form of either two-layer networks or radial basis function (RBF) networks for the processing of multivectors.
The organization of this paper is as follows: Section II outlines geometric algebra. Section III reviews the computing principles of feedforward neural networks underlining their most important characteristics. Section IV deals with the extension of the multilayer perceptron (MLP) to complex and quaternionic MLPs. Section V presents the generalization of the feedforward neural networks in the geometric algebra system. Section VI describes the generalized learning rule across different geometric algebras. Section VII introduces the SMVMs, Section VIII presents comparative experiments of geometric neural networks with real-valued MLPs, and Section IX presents experiments using SMVMs.The last section discusses the suitability of the geometric feedforward neural nets and the SMVMs.
II. GEOMETRIC ALGEBRA: AN OUTLINE
The algebras of Clifford and Grassmann are well known to pure mathematicians, but were long ago abandoned by physicists in favor of the vector algebra of Gibbs, which is indeed what is commonly used today in most areas of physics. The approach to Clifford algebra we adopt here was pioneered in the 1960s by Hestenes [9] who has, since then, worked on developing his version of Clifford algebra-which will be referred to as geometric algebra-into a unifying language for mathematics and physics. Geometric algebra includes the antisymmetric Grassman-Cayley algebra.
A. Basic Definitions
Let denote the geometric algebra of -dimensions-this is a graded linear space. As well as vector addition and scalar multiplication we have a noncommutative product which is associative and distributive over addition-this is the geometric or Clifford product. A further distinguishing feature of the algebra is that the square of any vector is a scalar. The geometric product of two vectors and is written and can be expressed as a sum of its symmetric and antisymmetric parts (1) Using this definition, we can express the inner product and the outer product in terms of noncommutative geometric products
The inner product of two vectors is the standard scalar or dot product and produces a scalar. The outer or wedge product of two vectors is a new quantity which we call a bivector. We think of a bivector as a oriented area in the plane containing and , formed by sweeping along -see Fig. 1(a) .
Thus, will have the opposite orientation making the wedge product anticommutative as given in (1a). The outer product is immediately generalizable to higher dimensions-for example, , a trivector is interpreted as the oriented volume formed by sweeping the area along vector . The outer product of vectors is a -vector or -blade, and such a quantity is said to have grade , see Fig. 1(b) . A multivector (linear combination of objects of different type) is homogeneous if it contains terms of only a single grade. The geometric algebra provides a means of manipulating multivectors which allows us to keep track of different grade objects simultaneously-much as one does with complex number operations.
In a three-dimensional (3-D) space we can construct a trivector , but no four-vectors exist since there is no possibility of sweeping the volume element over a fourth dimension. The highest grade element in a space is called the pseudoscalar. The unit pseudoscalar is denoted by and is crucial when discussing duality. 
B. The Geometric Algebra of -D Space
In an -dimensional space we can introduce an orthonormal basis of vectors , , such that . This leads to a basis for the entire algebra: (2) Note that the basis vectors are not represented by bold symbols. Any multivector can be expressed in terms of this basis. In this paper we will specify a geometric algebra of the dimensional space by , where , and stand for the number of basis vector which squares to 1, 1 and 0, respectively, and fulfill . If a subalgebra is generated only by multivector basis of even grade, it is called an even subalgebra and denoted by . In the -D space there are multivectors of grade 0 (scalars), grade 1 (vectors), grade 2 (bivectors), grade 3 (trivectors), etc., up to grade . Any two such multivectors can be multiplied using the geometric product. Consider two multivectors and of grades and , respectively. The geometric product of and can be written as
where is used to denote the -grade part of multivector , e.g., consider the geometric product of two vectors . As simple illustration the geometric product of and is (4) note that and , where the geometric product of equal unit basis vectors equals one and of different ones equals to their wedge, which for simple notation can be omitted. The reader can try computations in Clifford algebra using the software package CLICAL [17] . 
C. The Geometric Algebra of 3-D Space
The basis for the geometric algebra of the the 3-D space has elements and is given by (5) It can easily be verified that the trivector or pseudoscalar squares to 1 and commutes with all multivectors in the 3-D space. We therefore give it the symbol ; noting that this is not the uninterpreted commutative scalar imaginary used in quantum mechanics and engineering.
D. Rotors
Multiplication of the three basis vectors , , and by results in the three basis bivectors , and . These simple bivectors rotate vectors in their own plane by 90 , e.g., , etc. Identifying the , , of the quaternion algebra with , , the famous Hamilton relations can be recovered. Since the are bivectors, it comes as no surprise that they represent 90 rotations in orthogonal directions and provide a well-suited system for the representation of general 3-D rotations, see Fig. 2 .
In geometric algebra a rotor (short name for rotator), , is an even-grade element of the algebra which satisfies , where stands for the conjugate of .
If represents a unit quaternion, then the rotor which performs the same rotation is simply given by (6) The quaternion algebra is therefore seen to be a subset of the geometric algebra of three-space.
The conjugate of the rotor is computed as follows:
A rotation can be performed by a pair of reflections, see Fig. 2 . It can easily be shown that the result of reflecting a vector in the plane perpendicular to a unit vector is , where , and , respectively, denote projections of perpendicular and parallel to . Thus, a reflection of in the plane perpendicular to , followed by a reflection in the plane perpendicular to another unit vector results in a new vector . Using the geometric product we can show that the rotor of (6) is a multivector consisting of both a scalar part and a bivector part, i.e.,
. These components correspond to the scalar and vector parts of an equivalent unit quaternion in . Considering the scalar and the bivector parts, we can further write the Euler representation of a rotor as follows: (8) where the rotation axis is spanned by the bivector basis.
The transformation in terms of a rotor is a very general way of handling rotations; it works for multivectors of any grade and in spaces of any dimension in contrast to quaternion calculus. Rotors combine in a straightforward manner, i.e., a rotor followed by a rotor is equivalent to a total rotor where .
III. REAL-VALUED NEURAL NETWORKS
The approximation of nonlinear mappings using neural networks is useful in various aspects of signal processing, such as in pattern classification, prediction, system modeling, and identification. This section reviews the fundamentals of standard real-valued feedforward architectures.
Cybenko [6] used for the approximation of a continuous function the superposition of weighted functions (9) where is a continuous discriminatory function like a sigmoid, and , , . Finite sums of the form of equation (9) are dense in , if for a given and all . This is called a density theorem and is a fundamental concept in approximation theory and nonlinear system modeling [6] , [14] .
A structure with outputs , having several layers using logistic functions, is known as the MLP [25] . The output of any neuron of a hidden layer or of the output layer can be represented in a similar way (10) where is logistic and is logistic or linear. Linear functions at the outputs are often used for pattern classification. In some tasks of pattern classification, a hidden layer is necessary, whereas in some tasks of automatic control, two hidden layers may be required. Hornik [14] showed that standard multilayer feedforward networks are able to accurately approximate any measurable function to a desired degree. Thus, they can be seen as universal approximators. In the case of a training failure, we should attribute any error to inadequate learning method, an incorrect number of neurons in hidden layers, a poorly defined deterministic relationship between the input and output patterns or insufficient training data.
Poggio and Girosi [22] developed the RBF network, which consists of a superposition of weighted Gaussian functions (11) where -output; ; Gaussian function; dilatation diagonal matrix; . The vector is a translation vector. This architecture is supported by the regularization theory.
IV. COMPLEX MLP AND QUATERNIONIC MLP
An MLP is defined to be in the complex domain when its weights, activation function, and outputs are complex-valued. The selection of the activation function is not a trivial matter. For example, the extension of the sigmoid function from to (12) where , is not allowed, because this function is analytic and unbounded [8] ; this is also true for the functions and . We believe these kinds of activation functions exhibit problems with convergence in training due to their singularities. The necessary conditions that a complex activation has to fulfill are: must be nonlinear in and , the partial derivatives , , and must exist ( ), and must not be entire. Accordingly, Georgiou and Koutsougeras [8] proposed the formulation (13) where , . These authors thus extended the traditional real-valued backpropagation learning rule to the complex-valued rule of the complex multilayer perceptron (CMLP).
Arena et al. [1] introduced the quaternionic multilayer perceptron (QMLP), which is an extension of the CMLP.
The weights, activation functions, and outputs of this net are represented in terms of quaternions [28] . Arena et al. chose the following nonanalytic bounded function: (14) where is now the function for quaternions. These authors proved that superpositions of such functions accurately approximate any continuous quaternionic function defined in the unit polydisc of . The extension of the training rule to the CMLP was demonstrated in [1] .
V. GEOMETRIC ALGEBRA NEURAL NETWORKS
Real, complex, and quaternionic neural networks can be further generalized within the geometric algebra framework, in which the weights, the activation functions, and the outputs are now represented using multivectors. For the real-valued neural networks discussed in Section III, the vectors are multiplied with the weights, using the scalar product. For geometric neural networks, the scalar product is replaced by the geometric product.
A. The Activation Function
The activation function of equation (13), used for the CMLP, was extended by Pearson and Bisset [18] for a type of Clifford MLP by applying different Clifford algebras, including quaternion algebra. We propose here an activation function that will affect each multivector basis element. This function was introduced independently by the authors [4] and is in fact a generalization of the function of Arena et al. [1] . The function for an -dimensional multivector is given by (15) where is written in bold to distinguish it from the notation used for a single-argument function
. The values of can be of the sigmoid or Gaussian type.
B. The Geometric Neuron
The McCulloch-Pitts neuron uses the scalar product of the input vector and its weight vector [25] . The extension of this model to the geometric neuron requires the substitution of the scalar product with the Clifford or geometric product, i.e., The geometric neuron outputs a richer kind of pattern. We can illustrate this with an example in (17) where is the activation function defined in (15) , and . If we use the McCulloch-Pitts neuron in the real-valued neural network, the output is simply the scalar given by (18) The geometric neuron outputs a signal with more geometric information (19) It has both a scalar product like the McCulloch-Pitts neuron (20) and the outer product given by (21) Note that the outer product gives the scalar cross-products between the individual components of the vector, which are nothing more than the multivector components of points or lines (vectors), planes (bivectors), and volumes (trivectors). This characteristic can be used for the implementation of geometric preprocessing in the extended geometric neural network. To a certain extent, this kind of neural network resembles the higher order neural networks of [21] . However, an extended geometric neural network uses not only a scalar product of higher order, but also all the necessary scalar cross-products for carrying out a geometric cross-correlation.
In conclusion, a geometric neuron can be seen as a kind of geometric correlation operator, which, in contrast to the McCulloch-Pitts neuron, offers not only points but higher grade multivectors such as planes, volumes, and hyper-volumes for interpolation.
C. Feedforward Geometric Neural Networks
Fig. 4 depicts standard neural network structures for function approximation in the geometric algebra framework. Here, the inner vector product has been extended to the geometric product and the activation functions are according to (15) .
Equation (9) of Cybenko's model in geometric algebra is (22) The extension of the MLP is straightforward. The equations using the geometric product for the outputs of hidden and output layers are given by (23) Note that a geometric MLP cannot be implemented with a realvalued MLP using as inputs and as outputs all the components of the input and output multivectors. The involved geometric product through the layers gives the power to the geometric MLPs. Recall that the operation through the layers in the realvalued MLPS are only scalar products. In RBF networks, the dilatation operation, given by the diagonal matrix , can be in general implemented by means of the geometric product with a bivector representation of the dilation matrix , [5] , i.e.,
Note that in the case of the geometric RBF we are also using an activation function according to (15) . Equation (25) with represents the equation of an RBF architecture for multivectors of dimension, which is isomorphic to a real-valued RBF network with -dimensional input vectors. In Section IX-A, we will show that we can use support vector machines for the automatic generation of an RBF network for multivector processing.
D. Generalized Geometric Neural Networks
One major advantage of using Clifford geometric algebra in neurocomputing is that the nets function for all types of multivectors: real, complex, double (or hyperbolic), and dual, as well as for different types of computing models, like horospheres and null cones (see [12] and [5] ). The chosen multivector basis for a particular geometric algebra defines the signature of the involved subspaces. The signature is computed by squaring the pseudoscalar: if , the net will use complex numbers; if , the net will use double or hyperbolic numbers; and if , the net will use dual numbers (a degenerated geometric algebra). For example, for , we can have a quaternion-valued neural network; for , a hyperbolic MLP; for , a hyperbolic (double) quaternion-valued RBF; or for , a net which works in the entire Euclidean 3-D geometric algebra; for , a net which works in the horosphere; or, finally, for , a net which uses only the bivector null cone. The conjugation involved in the training learning rule depends on whether we are using complex, hyperbolic, or dualvalued geometric neural networks, and varies according to the signature of the geometric algebra [see (29)-(31)].
VI. LEARNING RULE
This section demonstrates the multidimensional generalization of the gradient descent learning rule in geometric algebra. This rule can be used for training the geometric MLP (GMLP) and for tuning the weights of the geometric RBF (GRBF). Previous learning rules for the real-valued MLP, complex MLP [8] , and quaternionic MLP [1] are special cases of this extended rule.
A. Multidimensional Backpropagation Training Rule
The norm of a multivector for the learning rule is given by (26) where is the set of the indexes. The geometric neural network with inputs and outputs approximates the target mapping function (27) where is the -dimensional module over the geometric algebra [18] . The error at the output of the net is measured according to the metric (28) where is some compact subset of the Clifford module involving the product topology derived from equation (26) for the norm and where and are the learned and target mapping functions, respectively. The backpropagation algorithm [25] is a procedure for updating the weights and biases. This algorithm is a function of the negative derivative of the error function (28) with respect to the weights and biases themselves. The computing of this procedure is straightforward, and here we will only give the main results. The updating equation for the multivector weights of any hidden -layer is In the above equations, is the activation function defined in (15) , is the update step, and are the learning rate and the momentum, respectively, is the Clifford or geometric product, is the scalar product, and is the multivector antiinvolution (reversion or conjugation).
In the case of the non-Euclidean , corresponds to the simple conjugation. Each neuron now consists of units, each for a multivector component. The biases are also multivectors and are absorbed as usual in the sum of the activation signal, here defined as . In the learning rules, (29)-(31), the computation of the geometric product and the antiinvolution varies depending on the geometric algebra being used [23] . To illustrate, the conjugation required in the learning rule for quaternion algebra is , where .
B. Simplification of the Learning Rule Using the Density Theorem
Given and as compact subsets belonging to and , respectively, and considering : a continuous function, we are able to find some coefficients and some multivectors , for , so that the following inequality is valid:
where is the multivector activation function of (15) . Here, the approximation given by (33) is the subset of the class of functions with the norm
And finally, since (32) is true, we can say that is dense in . The density theorem presented here is the generalization of the one used for the quaternionic MLP by Arena et al. [1] .
The density theorem shows that the weights of the output layer for the training of geometric feedforward networks can be real values. Therefore, the training of the output layer can be simplified, i.e., the output weight multivectors can be the scalars of the blades of grade. This -grade element of the multivector is selected by convenience (see Section II-A).
C. Learning Using the Appropriate Geometric Algebras
The primary reason for processing signals within a geometric algebra framework is to have access to representations with a strong geometric character and to take advantage of the geometric product. It is important, however, to consider the type of geometric algebra that should be used for any specific problem. For some applications, the decision to use the model of a particular geometric algebra is straightforward. However, in other cases, without some a priori knowledge of the problem it may be difficult to assess which model will provide the best results. If our preexisting knowledge of the problem is limited, we must explore the various network topologies in different geometric algebras. This requires some orientation in the different geometric algebras that could be used. Since each geometric algebra is either isomorphic to a matrix algebra of , , or , or simply the tensor product of these algebras, we must take great care in choosing the geometric algebras. Porteous [23] showed the isomorphisms (35) Section VIII-D shows that, when we are computing with a line representation in terms of the Hough transform parameters and , it is more advantageous to use a geometric neural network working in the geometric algebra than one working in the geometric algebra of the complex numbers .
VII. SUPPORT VECTOR MACHINES IN THE GEOMETRIC ALGEBRA FRAMEWORK
The SVM approach of Vapnik [27] applies optimization methods for learning. Using SVMs, we can generate a type of two-layer network and RBF networks, as well as networks with other kernels. Our idea is to generate neural networks by using SVMs in conjunction with geometric algebra, and thereby in the neural processing of multivectors. We will call our approach the SMVM. In this paper we will not explain how to make kernels using the geometric product. We are currently working on this topic. In this paper we use the standard kernels of the SV machines. First, we shall review SV machines briefly and then explain the SMVM. In this section we use bold letters to indicate vectors and slant bold for multivectors.
A. Support Vector Machines
The SV machine maps the input space into a high-dimensional feature space , given by :
, satisfying a Kernel , which fulfills Mercer's condition [27] . The SV machine constructs an optimal hyperplane in the feature space which divides the data into two clusters.
SV machines build the mapping (37) 
(radial basis functions machines) (40) (two-layer neural networks)
where is a sigmoid function.
B. Support Multivector Machines
An SMVM maps the multivector input space of ( ) into a high-dimensional feature space ( )
The SMVM constructs an optimal separating hyperplane in the multivector feature space by using, in the nonlinear case, the kernels where , for and . This functional coincides with the functional for finding the optimal separating hyperplanes for the graded spaces.
C. Generating SMVMs with Different Kernels
Using the kernel of (39) results in a multivector classifier based on a multivector polynomial of degree . An SMVM with kernels, according to (40), constitutes a Gaussian radial-basis function multivector classifier. The reader can see that by using the SMVM approach we can straightforwardly generate multivector RBF networks, avoiding the complications of training that are encountered in the use of classical RBF networks. The number of the centers ( , -dimensional multivectors), the centers themselves ( where ), the weights ( ), and the threshold ( ) are all produced automatically by the SMVM training. This is an important contribution to the field, because in earlier work [2] , [4] , we have simply used extensions of the real-valued networks RBF for the so-called geometric RBF networks with classical training methods. We believe that the use of RBF-SMVM presents a promising neurocomputing tool for various applications of data coded in geometric algebra.
In the case of two-layer networks (41), the first layer is composed of sets of weights, with each set consisting of the dimension of the data and m -dimensional multivectors, and the second layer is composed of weights (the ). In this way, according to Cybenko's theorem [6] , an evaluation simply requires the consideration of weighted sum of sigmoid functions, evaluated on inner products of test data with the multivector support vectors. Using our approach, we can see that the architecture ( weights) is found by the SMVM automatically.
D. Multivector Regression
In order to generalize the linear SMVM to regression estimation, a margin is constructed in the space of the target values Here, and are multivectors of a . The generalization to nonlinear regression estimation is implemented using kernel functions (39)-(41). Introducing Lagrange multipliers, we arrive at the functional of the following optimization problem, i.e., choose a priory , and maximize:
(50) 
VIII. EXPERIMENTS USING GEOMETRIC MULTILAYER PERCEPTRONS
In this section, we present a series of experiments in order to demonstrate the capabilities of geometric neural networks. We begin with an analysis of the XOR problem by comparing a real-valued MLP with bivector-valued MLPs. In the second experiment, we used the encoder-decoder problem to analyze the performance of the geometric MLPs using different geometric algebras. In the third experiment, we used the Lorenz attractor to perform step-ahead prediction. Finally, we present a practical problem, using a neural network for 3-D pose estimation, to show the importance of selecting the correct geometric algebra.
A. Learning a High Nonlinear Mapping
The power of using bivectors for learning is confirmed with the test using the XOR function. Fig. 5 shows that geometric nets GMLP and GMLP have a faster convergence rate than either the MLP or the P-QMLP-the quaternionic multilayer perceptron of Pearson [18] , which uses the activation function given by (13) . Fig. 5 shows the MLP with 2-and 4-D input vectors MLP(2) and MLP(4), respectively. Since the MLP(4), working also in 4-D, cannot outperform the GMLP, it can be claimed that the better performance of the geometric neural network is due not to the higher dimensional quaternionic inputs but rather to the algebraic computational advantages of the geometric neurons of the net.
B. Encoder-Decoder Problem
The encoder-decoder problem is also an interesting benchmark test to show that the geometric product intervenes deci-sively to improve the neural network performance. The reader should see, similar as in the XOR problem, that it is not simply a matter of working in higher dimension; what really helps is to process the patterns through the layers using the geometric products.
For the encoder-decoder problem, the types of training input patterns are equal to the output patterns. The neural network learns in its hidden neurons a compressed binary representation of the input vectors, in such a way that the net can decode it at the output layer.
We tested real-and multivector-valued MLPs using sigmoid transfer functions in the hidden and output layers. Two different kinds of training sets, consisting of one input neuron and of multiple input neurons were used (see Table II ). Since the sigmoids have asymptotic values of zero and one, the used output training values were numbers near to zero or one. Fig. 6 shows the mean square error (mse) during the training of the G00 (working in , a real-valued 8-8-8 MLP, and the geometric MLPs-G30 working in , G03 in , and G301 in the degenerated algebra (algebra of the dual quaternions). For the one-input case, the multivector-valued MLP network is a three-layer network with one neuron in each layer, i.e., a 1-1-1 network. Each neuron has the dimension of the used geometric algebra. For example, in the figure G03 corresponds to a neural network working in with eight-dimensional neurons.
For the case of multiple input patterns, the network is a threelayer network with three input neurons, one hidden neuron, and one output neuron, i.e., a 3-1-1 network. The training method used for all neural nets was the batch momentum learning rule. We can see that in both experiments, the real-valued MLP exhibits the worst performance. Since the MLP has eight inputs and the multivector-valued networks have effectively the same number of inputs, the geometric MLPs are not being favored by a higher dimensional coding of the patterns. Thus, we can attribute the better performance of the multivector-valued MLPs solely to the benefits of the Clifford geometric products involved in the pattern processing through the layers of the neural network.
C. Prediction
Let us show another application of a geometric multilayer perceptron to distinguish the geometric information in a chaotic process. In this case, we used the well-known Lorenz attractor which is defined by the following differential equation: The next 750 samples unseen during training were used for the test. Fig. 7(a) shows the error during training; note that the GMLP converges faster than the MLP. It is interesting to compare the prediction capability of the nets. Fig. 7(b) and (c) show that the GMLP predicts better than the MLP. In order to measure the accuracy of the prediction for each variable, we use a function depending of the time ahead of prediction , we can see that the MLP requires more time to acquire the geometry involved in the second variable, and that is why the convergence is slower. As a result the MLP loses its ability to predict well in the other side of the looping [see Fig. 7(b) ]. In contrast, the geometric net is able to capture the geometric characteristics of the attractor from an early stage, so it cannot fail, even if it has to predict at the other side of the looping.
D. 3-D Pose Estimation Using 2-D Data
The next experiment using simulated data will show the importance of the selection of a correct geometric algebra to work in, as suggested in Section VI-C. For this purpose, we selected the task of pose estimation of a 3-D object using images. Since we have two-dimensional (2-D) visual cues of the images, the question is how we should encode the data for training a neural network for the approximation of the pose of the 3-D object. In an image we have points, lines and patches of the 3-D object. Since lines delimit the patches and are less noise sensitive than points, we choose lines. In this approach we apply the Hough transform to get for each line edge two values, the orientation in the image and the distance of the edge to the image center. The reader can find more details about the Hough transform in [24] . Fig. 8(a) shows the original picture of the 3-D object and Fig. 8(b) the extracted edges using its 2-D image. Note that due to the Hough transform the edges are indefinitely prolonged, i.e., the length of each edge is lost. This is unimportant, because we can simply describe the line using its orientation and the Hesse distance with respect to the image origin. The orientation and distance of the lines given by the Hough transform guarantee scale invariance, e.g., for greater distance of the camera the image is smaller, this shortens the object image but it leaves its orientation invariant. Now, considering this problem it is natural to ask whether for the line representation we should use the Hough transform parameters and as complex numbers in or a truly line representation in . The experiment will confirm that the later is more appropriate for solving the problem.
First we trained the geometric neural network depicted in Fig. 9 in the 3-D Euclidean geometric algebra with input data generated as follows: the object depicted in Fig. 8(c) was rotated about 80 , from 40 to 40 around two axes. Every four degrees one image was generated, where the rotation was made first around the -axis and then around the -axis. To generate the representation of the lines in , we first extracted three edge lines in the original image with the Hough transform. Then, for simplicity, two points on each line were chosen at the border of the image [refer to Fig. 8(b) ], where the -values were normalized to [ 1; 1] and the -coordinate of the points were set to one. In this way for the object in a particular position we computed a line taking the wedge of two homogeneous 3-D-points (54) Generation of output data: the net output which describes the object orientation , is a combination of one direction vector and the normal vector of a plane where the pyramid lies [see Fig. 8(c) ] (55) These two vectors encode fully the object orientation and they can be used to compute the rotation angles around both axes. The Fig. 9(a) presents the used structure of the geometric MLP in . Fig. 10 shows the rotation errors using test data produced by the network using eight hidden neurons. The learning was done to an accuracy of 0.002 for the mse. Using the network output the rotation angles were calculated and compared with the true rotation angles, which are visible on the -and -axis [see Fig. 8(c) ]. Fig. 10(a) shows the angle difference for the rotation around the -axis and Fig. 10 (b) the angle difference for the rotation around the -axis. It is visible in Fig. 10 (a) and (b) that the highest error (about eight ) occurs at the border and in the corners, which is related to the thin occupied input space at the border and the corners. Indeed the total average error is 2.02 for the rotation around the -axis of Fig. 10(a) and 1 .778 for the rotation around the -axis of Fig. 10(b) , which is acceptable for real applications, e.g., grasping of objects.
In case of the complex valued network in we use a different encoding for the line representation still based on the Hough values and [refer to Fig. 8(b) ]. Since there are two values for each of the three lines, it is possible to represent each line as a complex value in the complex algebra . The output values normalized to [ 1; 1] were assigned to the rotation angles around the -axis and -axis. Fig. 9(b) shows the structure of the complex valued network. Fig. 10(c) and (d) show the results for the test data, which were taken independently from the learning patterns. The absolute error is displayed against the rotation angles around the two axes. The training was done for an mse of 0.000 47, in order to have at least a comparably good network response for the test patterns set as in the two previous cases. The graphs in Fig. 10 This large difference in the average error compared to the results of the encoding with 3-D-lines above is significant and implies that this kind of encoding is not suitable for the orientation. The reason for the better performance of the encoding with 3-D-lines is probably the underlying geometric relation, which is more proper than the encoding with the plain Hough-values as complex numbers to describe the orientation of an object. The Table III summarizes the results and shows the superiority of the performance of the geometric neural network working in .
IX. EXPERIMENTAL ANALYSIS OF SUPPORT MULTIVECTOR MACHINES
This section presents the application of the SMVM using RBF and polynomial kernels to locate support multivectors. The TABLE III  THE RESULTS FOR THE TRAININGS first experiment shows the effect to carve 2-D manifolds using support trivectors. A second experiment applies SMVM to a task of robot grasping. In this experiment, the coding of data using motor algebra simplifies the complexity of the problem. The third experiment applies SMVMs to estimate 3-D pose of objects using 3-D data obtained by a stereo system.
A. Encoding Curvature with Support Multivectors
In this section, we want to demonstrate the use of SMV machines for finding support multivectors which should code the curvature of a 2-D manifold.
In the experiment, we are basically interested in the separation of two clouds of 3-D points, as shown in Fig. 11(a) . Note that the points of the clouds lie on a nonlinear surface. We use multivectors of the form (56) where the vector indicates a point touching the surface, the second vector indicates the gravity center of the volume touching the surface and the trivector represents a pyramidal volume. Fig. 11(b) shows the individual support vectors found by a linear SV machine as the curvature of the data manifold changed. Similarly, Fig. 11(c) shows the individual support multivectors found by the linear SMVM in . It is interesting to note that the width of the basis of the volume indicates numerically the curvature change of the surface.
Note that the problem is linearly separable. However, we want to show that, interestingly enough, the support multivectors capture the curvature of the involved 2-D manifold. We are normally satisfied when we have found the support vectors which delimit the frontiers of cluster separation, in the case of the SVM it finds one support vector which is correct, yet in the case of the SMVM it finds one support multivector which on the one hand tells us that there is only one delimiting support element for the cluster separation and on the other hand it tells us about the curvature of the 2-D manifold. The experiment shows that the multivector concept is a more appropriate method to carve manifolds geometrically.
B. Estimation of 3-D Rigid Motion
In this experiment, we show the importance of input data coding and the use of the SMVM for estimation. The problem consisted in the estimation of the Euclidean motion necessary to move an object to a certain point along a 3-D nonlinear curve. This can be the case when we have to move the gripper of a robot manipulator to a specific curve point. Fig. 12(a) is an ideal representation of a similar task which would commonly occur on the floor of a factory. The stereo camera system records the 3-D coordinates of a target position, and the SMVM estimates the motion for the gripper. For this experiment, we used simulated data.
In order to linearize the model of the motion of a point, we used the geometric algebra , or motor algebra [3] . Working in a 4-D space, we simplified the motor estimation necessary to carry out the 3-D motions along the curve. We assumed that the trajectory was known, and we prepared the training data as couples of 3-D position points . The 3-D rigid motions coded in the motor algebra were as follows:
where the rotor rotate in about the screw axis line , and the translator corresponds to the sliding in the distance along . Considering motion along a nonlinear path, we took the lines tangent to the curve to be screw lines . By using the estimated motor for the position , obtained using the SMVM, we were able to move the gripper to the new position as follows: (59) where stands for any point belonging to the gripper at the last position.
The training data for the SMVM consisted of the couples as input data and as output data. The training was done so that the SMVM could estimate the motors for unseen points . Since the points are given by the three first bivector components and the outputs by the eight motor components of , we used an SMVM architecture with three inputs and eight outputs. The points are of the form (60) thus we were able to ignore the first component "1" which is constant for all .
After the training, we tested to see whether the SMVM could or could not estimate the correct 3-D rigid motion. Fig. 13(top left) shows a nonlinear motion path. We selected a series of points from this curve and their corresponding motors for training the SMVM architecture. For recall, we chose three arbitrary points which had not been used during the training of the SMVM. The estimated motors for these points were applied to the object in order to move it to these particular positions of the curve. We can see in Fig. 13(a) small arrows which indicate that the estimated motors are very good.
Next, we trained a real-valued MLP with three input nodes, ten hidden nodes, and eight output nodes, using the same training data and a convergence error of 0.001. Fig. 13 (top  right) shows the motion approximated by the net. We can see that the SMVM in Fig. 13(a) exhibits a slightly better performance.
Finally, we performed three similar experiments using noisy data. For this experiment, we added 0.1%, 1%, and 2% of uniform distributed noise to the three components of the position vectors and to the eight components of the motors multivectors. We trained the SMVM and MLP with these noisy data. Once again, we used a convergence error of 0.001 for the MLP.
The results presented in Fig. 13 confirm that the performance of the SMVM definitely surpasses that of the real-valued MLP. For the three cases of noisy data, the three estimated motors of the SMVM are better than the ones approximated by the MLP. Note that the form of the gripper in the case of the MLP is deformed heavily.
C. Estimation of 3-D Pose Using 3-D Data
This experiment shows the application of SMVMs for the estimation of the 3-D pose of rigid objects using 3-D data. Fig. 12(b) shows the used equipment.
Images of the object are captured using a trinocular head. This is a calibrated three camera system which computes the 3-D depth using a triangulation algorithm [16] , [26] . We extract 3-D relevant features using the 2-D coordinates of corners and lines seen in the central cameras of the trinocular camera array, [see Fig. 14(a) ]. For that we apply an edge and corner detectors and the Hough transform [see Fig. 14(b) ]. After we have the relevant 3-D points [see Fig. 14(c) ], we apply a regression operation to gain the 3-D lines and then compute the intersecting points [see Fig. 14(d) ]. This helps enormously to correct distorted 3-D points or to compute the 3-D coordinates of occluded points. Since lines and planes are more robust against noise than points, we use them to describe the object shape in terms of motor algebra representations of 3-D lines and planes [see Fig. 14(e) ]. An object is represented with three lines and planes in general position (61) for . The object pose or multivector output of the SMVM is represented for the line crossing two points, which in turn indicate the place where the object has to be grasped (62) for . In order to estimate the 3-D pose of the object, we train a SMVM using as training input the multivector representation of the object and as output its 3-D pose in terms of two points lying on a 3-D line, which in turn also tell where the object should be hold by a robot gripper. We trained a SMVM using polynomial kernels with data of each object extracted from trinocular views taken each 12 . In recall the SMVM was able to estimate the holding line for an arbitrary position of the object, as figure Fig. 14(d) shows. The idea behind this experiment using platonic objects is to test whether the SMVM can handle this kind of problem. In future we will apply similar strategy for estimating the pose of real objects and orienting a robot gripper. X. CONCLUSION According to the literature there are basically two mathematical systems used in neural computing: the tensor algebra and the matrix algebra. In contrast, the authors choose the coordinate-free system of Clifford or geometric algebra for the analysis and design of feedforward neural networks. The paper shows that real-, complex-, and quaternion-valued neural networks are simply particular cases of the geometric algebra multidimensional neural networks and that some of them can be also generated using SMVMs. Particularly, the generation of RBF networks in geometric algebra is easier using the SMVM, which allows one to find the optimal parameters automatically. We hope the experimental part helps the reader see the potential of the geometric neural networks for a variety of real applications using multidimensional representations. The use of SVM in the geometric algebra framework expands its sphere of applicability for multidimensional learning. Currently we are developing a method to compute kernels using the geometric product. 
