We examine information nature of observing interactive processes during conversion of observed uncertainty to observer certainty, which leads to minimax information law of both optimal extraction and consumption of information: by getting maximum of information from each of its observed minimum and minimizing the maximum while spending it.
Introduction
Revealing information nature of various interactive processes, including multiple physical interactions, human observations, Human-machine communications, biological, social, economic, other interactive systems, integrated in information observer, becomes important scientific task.
Physical approach to an observer, developed in Copenhagen interpretation of quantum mechanics [1] [2] [3] , requires an act of observation, as a physical carrier of the observer knowledge, but this role is not described in the formalism of quantum mechanics.
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The observer's inner information process is composed of the conjugated information dynamic movements (complex amplitudes probabilities), which are joined in an entanglement through the impulse's step-down actions. The observer's next interaction breaks down the entanglement, opening new observations, whose information is delivered through the following step-up action and transformation. This step-up action intervenes in the external random process, converting, delivering information and starting new internal dynamics. These proceed during each interval between the step-up and step-down switches and the observations (Fig.1) . It is shown that this time internal serves for a verification of the extracted information with the minimax criteria before its accumulation, and the interval depends on the received information.
Sec. 3 summarizes the observer's information regularities, following from the applied minimax law. Satisfying the law, through the verification, information entanglement and the dynamic attracting cooperative actions, leads to cooperative information dynamics for a multi-dimensional time-space observing process. The time-space conjugated cooperative dynamics form spiral trajectories, located on a conic surface (Fig. 2a) . A manifold of these cooperating trajectories is sequentially assembled in elementary binary units (doublets) and then in triplets, producing a spectrum of coherent frequencies. The sequence of cooperating triplet information structures forms an information network (IN) with a hierarchy of nodes (Fig. 3) , which accumulate the extracted external information. Since such a conserved information is enclosed through sequential cooperation of the IN nodes, the created IN's information structure condenses all currently accepted information in its terminal node. The attracting cooperative action, connecting the IN nodes along this triplets' hierarchy, is intensified along the hierarchy, since each sequential IN's triplet transforms more condensed information than the previous one. The strength of the attracting force's action depends on the speed of the received information, which is determined by the maximal frequency of the currently observed information spectrum.
The node location within the IN hierarchy determines the value (quality) of information, encapsulated into this node, and its information density. A sequence of the successively enclosed triplet-nodes, represented by the control's time intervals (Fig 2.b) , generates the discreet digital logic as the IN code. Communication via the codes sequentially enfolds the code's information in the hierarchy of IN's logical structure. The optimal IN code has a double spiral (helix) triplet structure (DSS) (Fig. 4) , which is sequentially enlcosed in the IN's final code, allowing the reconstruction of the IN dynamics, its geometrical structure and topology (Fig 5. ).
Such IN integrating logic, which concentrates and accumulates all IN's information capacity,
evaluates the observer' meaningful information and knowledge, emerging from information collected during the observations. Sec. 4 details the information mechanism of building the IN logical structure from current observations. According to the minimax law, an observer is required to deliver information of growing density, which is need for both creating a new IN triplet's node, and attaching this triplet to the existing IN. This leads to two information conditions: necessary to create a triplet, having required information density, and sufficient to generate the cooperative force enables the triplet to adjoin the observer's IN logic, holding sequentially the increasing quality of information.
Both of these conditions could be satisfied by delivering the needed information through the reciprocal interaction of external and internal information processes during the verification of the selected external information with the information that has been accumulated and stored by the IN current node's cooperative structure. The required information density should comply with the currently observed information spectrum, as described above.
Sec. 5 identifies an information threshold, which separates subjective and objective observers. It specifies both necessary and sufficient information conditions (Sec.4), based on the concept of sequential and consecutive increase of the observer's quality of information, following from the VP minimax. Selection and extraction the needed information to generate a growing cooperative force, coordinated with the quality of the accumulated information, requires initiating the observer's dynamic information force, which represents its intentional dynamic effort.
The coordinated selection, involving verification, synchronization, and concentration of the observed information, necessary to build its logical structure of growing maximum of accumulated information, we associate with the observer's intelligence action, which is evaluated through the amount of quality of information spent on this action. This leads, in Section 6, to the notion of intelligence belonging to a subjective observer, as its ability to create information of increasing quality by building a particular IN logic. That requires spending the observer's meaningful information. The IN logic self-evaluates its own intelligence and the observer's experience to find the meaning of its information. In multiple communications, each observer could send a message-demand, as quality messenger (qmess), enfolding the sender IN's cooperative force which requires access to other IN observers. Communications of such numerous observers allow the observer to increase their IN personal intelligence level and generate a collective IN's logic. This not only enhances the collective's ideas but also extends and develops them, expanding the intellect's growth.
The key sequence of observer's information processes are shown in Fig. 6 , with potential applications to the Human Brain Project. This is illustrated by examples from neuronal dynamics in the Appendix, which support the formal findings of this paper.
Notion of information observer 1a.Uncerainty and Information
Information is associated with diverse forms of changes (transformations) in material and/or nonmaterial objects of observation, expressed universally and unconnectedly to the changes' cause and origin. Such generalized changes are brought potentially by random events and processes, described via the related probability in a probability space in the theory of probability, founded as a logical science [26] . This randomness with their probabilities is a source of information, which implies that some of them, but not all randomness produces information.
The source specifics depend on particular sequence of random events in the probability space. uncertainty at the transformation of probabilities for the source events, which satisfies the entropy's additivity. Because each above probability and entropy is random, a mathematical expectation Shannon's formula for the entropy and relative information accordingly of the states (events) [11] . Some logical transformations in symbolic dynamic systems theory [28] , preserve an entropy as a metric invariant, allowing to classify these transformations.
1b. Information Observer
Observing a priory and posteriori processes (events), an observer connects them by measuring information (1.4), and such connection integrates uncertain observations in information process.
The word in-for-ma-tion literally means the act or fact of forming information process (for example, by connecting the observed events), which builds its observer that holds the process information. This link implies a dual complementary relation between information and the observer: information means an observer, and observer is a holder of this information.
The observed information creates the observer, and observer, by converting the observed uncertainty to its certainty, builds and holds the observed information.
An elementary information observer holds just a single connection of a two states (as a bit of this information). An elementary natural objective observer is a holder of natural information in an quantum entanglement, which delivers a quant of the entangled dynamic states (qubit).
The elementary objective observer could be a result of emerging interactions in the observing process, which produce a sharp impact, analogous to the impulse control's actions.
The impulse action, applied to an observed Markov diffusion process, cuts off the related correlations and extracts hidden information, enfolded by the correlations [5] . [5] , while the impulse releases its maximum, and the impulse cutoff fraction delivers a minimax, which accumulates total 7 information of this transformation [5, 27] . The actual impulse high and width (as a difference from δ -function) limit amount of its information, which also includes information used on the cutoff action. Fig.1 The observer accumulates the extracted information through its internal dynamics, which at the entanglement, while holding the measured information, generates both local and nonlocal attracting actions, enable adjoin new information [5] . By attracting new information and the dynamic proceeding of this information, the observer starts elementary cooperatives of its inner information structure, which keeps the cooperative connections [6] . Hence, observer is a creator, extractor, holder, and processor of its information, measured in observation, while the random source might include an external information not measured yet by the observer.
By implementing (1.4), the observer's impulse control cuts off a minimum of the observed information, which is measured by the entropy functional during the jump-wise transformation, and extracts its maximum, concentrated in a diffusion process' kernel [27] . Hence, extraction of maximal hidden information under impulse control's actions satisfies maxmin principle that allows an observer getting both maximum of information from each of its observed minimum and minimizes the maximum while consuming it through the inner information dynamics [4, 6] .
The minimax principle carries optimal transformation, providing best coordination (matching) between the generated maximum and its consumed minimum and bringing observer's stability at their joint compensation. The optimal maxmin-minmax complementary principle expresses an information law, applied to the observer's dual relations with the measured information.
This information law's integral form (1.4) satisfies to the physical least action principle [4, 5] .
We assume that a subjective observer, in addition to the objective observer, could select the observing process and proceed the acquired information using this optimal criterion for the selective accumulation, evaluation of meaning of the collected information, and communication with other observers. While each particular observer may not implement its optimal law, applying the minimax law allows revealing the information regularities for both objective and subjective
The question is what generates a subjective observer? Why and when raises the difference between an elementary objective observer and an elementary subjective observer?
Which conditions are required to transform an objective observer in a subjective observer?
To get the answers, we describe in Sec.2 a formal information mechanism of the observer's operations, which creates an observer, implementing the minimax principle, and find the required conditions in Secs.3,4.
Some of observer's operations, currying the information transformation (1.1,1.2), as well as acquisition and transmission of information, require spending energy, that leads to binding information with energy in related classical physical and quantum substances, associated with thermodynamics of this conversion.
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Classical physical measurement of this information-energy conversion requires an energy cost to decrease the related physical entropy at least by constant ( B k T Δ (depending on a difference of related temperatures ), which transforms the information measure to physical one at measuring or erasing and memorizing this information [29] [30] [31] .
T Δ
Quantum measurement involves collapse of a wave function, necessary to transform an information barrier, separating the distinguished from the undistinguished, to a physical quantum level, which corresponds to an interaction at an observation. At an entanglement, its natural cooperation holds the barrier physical quantum information. Other physical transformations, holding information, bind the required equivalent energy with information. The mathematical definition of information (1.4) can be used to determine its mathematical equivalent of energy:
which is asymmetrical, embracing its integral information measure (1.3,1.4) that also applies to the observer's inner dynamics. This information measure, defined for a random non-stationary, generally, nonlinear information process, extends equivalent relation (1.5) on non-equilibrium processes, as well as on physical quantum information processes. Since probabilities can be defined for non-material and material substances as well, the transformation, connecting them via the relative information, serves as both a bridge between these diverse entities and a common measure of their connections. However, there are no reversible equivalent relations between energy-information: the same quantity of information could be produced with different cost of energy, and vice versa, the same energy can produce different quantity of information. The observer's measured information is preserved and standardized by encoding this information in optimal code-word from a chosen language's alphabet. This brings a unique opportunity of revealing information connection of different observed processes through the code's common information measure, which unifies observers' information similarities.
The length of the shortest representation of the information string by a code, or a program measures algorithmic information complexity (AIC) [32, 33] , which can detect a random string, as an absence of regularity amongst other possible code's strings. Encoding the observed process by the integral information measure provides a shortest finite program (in bits) [6(2) ], connecting the considered approach to AIC. Since the entropy functional (1.3) has a limited time length of averaging the process' randomness and it generates a finite code, being an upper bound, the measured cooperative macrosystemic complexity (CMC) [4, 34] is computable in opposition to incomputability of Kolmogorov's complexity. CMC measures a cooperative order (among ordered substances), which increase with growing number of ordered co-operations, as opposite to AIC, which is reduced with increasing an order among disorder. While both the physical realization of the information transformation and the encoding of measured information are important components of a physical observer, we focus, first, on the information observer and its formal information mechanism, which a particular physical observer can implement. For a multi-dimensional random process, each of the transformation and related impulse are applied to all process' dimensions, while the multi-impulses' extracted information, connected through these multiple information transformations, reveal whole process integral information, evaluated by (1.2). This process' time interval satisfies the minimax of observer's dynamic stability, and each impulse transformation is located within a space-time of the measured process.
Even though an impulse models an interaction, the observer, generally, can measure information not necessarily under the impulse control's actions.
However, when information is extracted by the impulse actions that implement the information transformations, satisfying the minimax principle, the observer obtains its optimal information.
Information connection assumes a superposition of the measured process' states, which might not be at the same time and at the same place. Particularly, superposition could be a non-local entanglement at observer's quantum information level. The entanglement, producing a quant of the entangled dynamic states, sets up an elementary observer and generates both local and nonlocal attracting action, enables adjoin new information. The extracted hidden information covers these dynamic states as its "hidden variables" in quantum mechanics.
We start studying information mechanism with elementary information observer, as a possessor of qubit from the superposition of two-state quantum system in a multi-state system. Such possessor could emerge from any previous information extraction via impulse control actions or interactions. The observer might interact with a random environment by the end of interval of entanglement , at moment 1 Δ 1o τ (Fig.1) , when the environment can break the entanglement.
A breaking action could also produce the step-down action, as an ending part of a priory impulse's control action (Fig.1a, [37] . Correlations of the connected processes absorb the additional information, as hidden information, covering these correlations, and the observer gets this active information from the random surrounds [36] . The observer interacts and communicates with the environment throughout the observer window's time interval 1 δ , where each interaction binds the environmental randomness with the observer.
A classical analog of quantum interactions with random environment is communication between the observers, which share random information over a discrete memory less channel [37] .
In such a noisy classical-quantum communication, the entangled information, sent over channel, is less disturbed, compared to a regular noisy classic Shannon's channel. During communication through the observer's window, the observer gets less additional external information, compared to information, which was not entangled before the observation. This initially noncommunicating observer starts getting only classical information from random process.
More general noisy classical-quantum communications include interactions between the observer's inner dynamic cooperative units in multi-dimensional observations [4, 6] .
In stochastic differential eq., as a math model of Markov diffusion process, the impulse control provides transformation from Brownian process by changing the process's drift from zero to the control level [27] . Such a deterministic intervention of the control in the process modifies the drift function's random contribution, which transfers the control's information input to process .
The separated elements of the correlations provides independence of the cutting ensembles, whose information (at the cutting moment) does not hold physical properties for observer, since it is not bound with the observer. The separation is an act of starting measuring information, which is expressed by relative probability before such act. Therefore, this is abstract premeasured information, being hidden in correlations of random process, which can be held in quantum correlation (on a core of the initial process' randomness). During the cut, the measured hidden information is changing by the control intervention, which cuts both classical and quantum correlations. That is why the up step-up control transfers hidden information, being cut off from the EF transitional probability, to the observer's measured process. If quantum entanglement is preserved during a measurement, then a hidden quantum connection is transferred to the measured process. Function (2.1) activates doubling each of these states with the opposite signs and selecting the opposite directional copies Fig.1a . These process' dynamics will be ad joint at the moment 2k τ , which depends on the obtained cutoff portion of information [5] . Such duplicable stepwise acquisition of information includes checking the information consistency and correctness through an interference of the observer's inner dynamics with current observations, which is considered below. The conjugated information dynamics, satisfying the extraction of a maximal hidden information under impulse control's actions, extend B. Marchal's law [20] of a duplicative nature for an observer's parallel quantum dynamic processes, tested through the observer's computational logic. Under the minimax law, the impulse control cuts off a maximal minimum of information (measured by entropy functional (1.2) during each stepwise transformation), and then proceeds it according to observer's complementary dual (max-min) relations with incoming information; that integrates each impulse's information in the information dynamics, employing the law's variation measure. This law requires forming a dynamic constraint [4, 5] , imposed on the measured process and implemented by the step-up control actions: 
where 2 r τ is correlation of the information process, delivered on the observer window's locality [39] . The control transforms information speed (2.1a) to the inner process' dynamics as an eigenvalue of its eigenfunction
satisfying the invariants formalism of the information dynamics [6(1)]. Thus, Markov diffusion (2.1a) drives this information speed and limits it through the observer dynamics' maximal acceptable diffusion noise, which restricts maximal frequency of the observed spectrum.
Since the applied optimal control (2.1) is synthesized by the minimax variation principle (VP) (which optimizes the transformation of the transition probability of observed diffusion process to maximal probability of a quasi-dynamic information process [5] ), such optimal control implements this VP through transforming each bit of the collected information to the related "Yes" or-and "No" stepwise deterministic actions
. This generates two deterministic possibilities:
starting the conjugated dynamic processes with these opposite initial conditions and the dynamic speeds (2.1b), selected from the observed information processes.
Because the selected speed 2τ α (eigenfunction) is determined by information functional (1.3,1.4) (at the transformation) [39] , which expresses the minimax criteria, parameter (2.1a) has chosen from the available observations to satisfy this criteria. Specifically, based on this criteria, the observer, first, makes its choice from the observed multiple random information by selecting the portions of information according to this criteria [40] . Secondly, the observer transforms this selected random information to the potential two dynamic possibilities "Yes" or "No" by generation of the conjugated dynamic information processes, whose time interval depends on both initial information speed 2o α and starting amplitude
Third, under the periodic frequent Yes-No actions, generated by the integral information measurement of the impulses, the effect of decoherence appears [41, 42] , which is associated with a quasi-collapse (emerging as quantum correlations) for each superimposing pair of the conjugated amplitude's probabilities. That pair starts their local entanglement (in the time scales shorter the measurement), which is suppressed by the interactive impulses. (In the Schrödinger's path to more probable unstable entanglement [5] , the superposing conjugated probabilities and entropies are reversible, satisfying their invariance in such quasi-collapsed entanglement, whereas the instability is continually suppressed through the impulse's integration).
Even though each interacting impulse's informational selects each Yes-No action, while destroying its local correlations, the integral information measurement, which holds the series of impulses, possess a composition of these correlations over its time.
Integration of these multiple correlations-entanglements (for each n-dimensional process) (via the information functional) determines the dynamic evolution of these emerging collections of reversible information microdynamics to irreversible information macrodynamics, which can be described by transition of Von Neumann's entropy for microcanonical ensemble to its thermodynamic form during the time interval of the measurement [5] . That integral time finally verifies the measured information of observations, providing a border parameter between the micro and macrodynamics. This time interval finalizes the dynamic measuring of the initial hidden information, concentrated in the cutoff correlations, which is correlated with the observer action during the control's intervention in the observed process. According to [43] , such destruction of initial correlations and then formation of the correlations during the measurement potentially erases the primary hidden information, leading to the decoherence [42] .
On the macrolevel, the VP extremals of information path functional, which averages a manifold of the hidden information, describe the information macrodynamics in terms of the information forces acting on these flows [4] , distributed in space-time along the measured process. Measuring information speed by (2.1a) allows identifying parameters io γ via a ratio of the spectrum's nearest ( , information speeds:
Quantity of information, collected by the dynamic process during the time interval , determines the measured information invariant value
which should consume information equal to that provided by current i portion of observation:
Therefore, each portion of observation (2.1a) delivers information (2.6a,b), which, using (2.4), evaluates time interval of the observer's inner information dynamics.
t k
Whereas this information is verified via minimax criteria through both direct selection and proceeding by the interactive information dynamics under the applying opposite controls (2.2).
Specifically, the observed information , extracted under control (2.2), generates complex information function 2 2 ( ), ( ))] 
Hence, total initial conjugated information Δ of these information processes starts. Because of that, at , total real dynamic information
where from (2.6b) we get Summing all external information contributions leads to balance Eq.: 
, needed for a sequential structuring the observer's cooperative dynamics (Sec.3) and memorizing the cooperating node's information. From (2.9b,c) it follows that total invariant information, delivered with the impulses, is divided in ratio 1/3:2/3 between the hidden information and information of the impulse actions, where the free information estimates stepwise actions ( ) that encloses the entanglement information.
For an objective observer, free information generates a natural cooperative actions at the end of entanglement. Such free information, carrying the control's cut-down action, is able to interact with random portion of the cutting correlation and attract its information, which is collected during the observation time 1
δ . τ a allow forming (at the observer's window) a non-local information entanglement with an information speed exceeded speed of light [5] .
Such a window's information could not have physical properties.
The information-physical attractive action enables transitional bifurcations, generating a local attractor for a selected portion of information, which is a part of neuronal coherence [46] , [40] .
Hence, the observer binds a portion of the observed information via the cut-up, whose step-up action acquires, proceeds and verifies the predicted information through internal dynamics, while the process' time interval evaluates the transformed dynamic information (over its integral measuring of the cutoff portions) that preserves and memorizes it by the interval's ends.
This time interval finalizes the dynamic measuring of the initial hidden information, concentrated in the cutoff correlations, which is correlated with the observer during the control's intervention in the observed process. Since the diffusion component of random process, before and after the cutoff actions (at the considered functional transformation), is the same, the invariant (2.6), computed by the end of a current extremal segment, includes information, which estimates a potential information speed (2.1a) that would be identified at a next locality of the observer's window. The information, being memorized by the end of interval dynamics, also remembers the predicted piece of information, such as above free information 2 2 ( )
This leads to a prediction of each following process movement built on information, collected at each previous time interval, including the eigenvalues and controls (with the moment of itsapplying) for each next extremal segments, allowing to recreate the optimal dynamic process, based on its starting conditions.
Since the observer's dynamic process approximates the diffusion process with a maximal probability, these internal dynamics enable optimal prediction of the diffusion process.
Combined identification and restoration of the observer's internal dynamics provide a prognosis of evolution for an observed diffusion process, satisfying the minimax principle at the observer's interaction with such environmental process [6(3),39].
Time interval is the observer's indirect measure of information spent on its inner dynamics at interaction with random environment. Each impulse's cutoff information, measured by discrete
, is a code, selected from observed process according to minimax, while the step-up control copies this information and transforms it to the equivalent dynamic information, measured during (which depends on
Integration of the multiple impulses' hidden information by the information path functional determines the dynamic evolution of each emerging reversible information microdynamics to irreversible information macrodynamics during the time interval of the integral measurement.
That time finally verifies the measured information of observations, providing a border parameter between the micro-and macrodynamics and between a non-material information process and related physical process of an observer.
The observer's information regularities
Applying to an observer the minimax principle, as an information law, allows us to reveal and summarize here the specific information regularities that the law formula embraces. The law is implemented via the stepwise control actions, which perform extraction of the information minimax, initiation of the conjugated information dynamics (including the quantum dynamic information time-space distributed processes), its completion, as a result of the verification, quantum information entanglement, and a capability of attracting cooperative actions.
In observer's multi-dimensional information dynamics, such attractive actions intend to cooperate the manifold of its spectrum components in collective dynamics of whole spectrum manifolds.
The law specifies the conditions for such cooperations [39] for the time-space informational dynamics, described by a sequence of the space distributed extremal segments, which form spiral trajectories, located on a conic surface, while each segment represents a three-dimensional extremal (Fig.2a) . (The segments spiral rotation's operators are diagonal zed during the cooperative movement). Completion of these conditions leads to a sequential assembling of a manifold of the process' extremals ( Fig.2b ) in elementary binary units (doublets) and then in triplets, producing a spectrum of coherent frequencies.
The manifold of the extremal segments, cooperating in the triplet's optimal structures, forms an information network (IN) with a hierarchy of its nodes (Fig.3) , where the IN-accumulated information is conserved in the invariant form, satisfying relations (2.6, 2.8, 2.9, 2.9a-b).
The double cooperation enfolds 2 / of each node information, while the following triple cooperation enfolds the rest 1 / of the node information and works as a non-linear attractor [39] .
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The conserved information is enclosed through sequential cooperation of the IN nodes, creating an information structure, which condenses the total minimal entropy produced at the end of each segment and save it; that finalizes the memorizing process during the segment's dynamics (Sec2).
The law's variation principle (VP) coordinates a balance between the structural information of the IN and the amount of extracted external information, satisfying Landauer's principle [29] [30] [31] .
An influx of the VP maximal entropy coincides with the maximum of optimal acquisition of external information (via internal cooperative dynamics), predicting a next external observation and the phenomena of the observed process (Sec.2).
Increased cooperative structural information reduces the amount of external information needed.
New information arises at the transference from the current segment, where existing information is accumulated, to a newly formed segment via the segments' windows of observation.
The transference is implemented by the control actions, which, being initiated by the accumulated information, interact with the random (microlevel) information and transfers the emerged (or renovated) information to a new segment.
Thus, interaction between existing (accumulated) information and information currently delivered through the microlevel's windows produces new information.
The final IN node collects a total amount of information coming from all previous nodes.
The dynamic process within each extremal's segment, where the VP applies, is reversible.
Irreversibility arises at the random windows between segments, before the segments are joined by the controls, while, the ad joint node collects and enfold information of the irreversible process.
Information dynamics of these hybrid processes include microlevel irreversible stochastics, The optimal IN code has a double spiral (helix) triplet structure (DSS) (Fig.4) , which is enfolded The information attractions enable self-cooperate the observer's IN information geometrical triplet structures, whose locations are restricted by maximal available information that each observer can obtain. The limited information space area of these locations determines the observer's information geometrical boundary (Fig.5) , which separates the observer from the interacting environment. The observer creates its boundary during acquisition of information via entanglement and internal information dynamics, which could concurrently change the IN geometrical boundary. Observer self-forms its information geometrical structure that limits the current boundaries; their external interacting surface enables attractions and communication.
The structure information geometry (Figs.4,5) , following from the minimax, unites nested cells, related to fractals, whose forms are changing at each cooperation. Moreover, positions of the IN triplet's local space coordinate systems are not repeated at any symmetrical transformations and hence, each cell's form is asymmetrical. The cooperative space-time movement possess such increasing rotary moment, which enables sustaining whole structure [39] .
The hierarchical model of visual statistical images [47] in a brain processing is built by ordering the decomposed set of the experimental images according to an invariant scale; the resultant model shows growing information intensity, concentrating in each following hierarchical layer, which confirms our earlier analytical result [4] , including breaking symmetry at the each level.
The information mechanism of building the IN logical structure from current observations
A virtual IN (Fig.3) can be predicted (Sec.2), using an initial spectrum's parameter io γ and This leads to two information conditions: necessary to create a triplet, having required information density, and sufficient to generate the cooperative force enables the triplet to adjoin the observer's IN logic, holding sequentially the increasing quality of information. Both of these conditions should be satisfied through the selected observation of growing quality, enables existence of an initial triplet, which could select a next triplet and adjoin it to a new IN node.
The necessary condition for that is a minimal quantity of information, needed to form a very first triplet, which is defined through the information dynamic invariants: 
The absolute quantity of information, needed to provide this information force, is 12 12 12 12 ( ) ( Therefore, the observer's interactive information impact with its IN's potential new triplet exceeds the quantity of information needed for the forming the minimal selective observer:
If the minimal selective observer already exists, the sequential and consecutive increase of the observer triplet's quality of information requires both forming next triplet and adjoining it subsequently to the observer IN's node.
The quantity of information, needed to produce a second triplet, is less than for that (4.1):
, since it requires two starting-up action, evaluated by 2 , two to join two triplet's segments with the IN's previous triplet's node, and to spend on proceeding the two segment's dynamics. The ending triplet's node should able to generate quantity information to attract a segment of the potential next triplet. The required cooperative information should be selected from the observations to bring the delivering information close to its predicted concentrated quality . Preserving the observer invariants' measure (4.1, 4.2, 4.2a) at building of its information structure guarantees objectivity (identity) of each observer's personal actions.
We associate the selective actions with the observer's cognitive dynamic efforts, evaluated by its current information force (4.2a,b), and the observer's multiple personal choices, needed to implement the minimax self-directed strategy, with its conscience.
The dynamic efforts are initiated by free information, expressing the observer's intentional action for attracting new high quality information, which is satisfied only if such quality could be delivered by the frequency of the related observations through the selective mechanism.
We presume that the information mechanisms (Secs.2,4) create the specific information structures for each particular observer via energy and/or material carriers, which could have various implementation not considered here. For example, ideas, created by cognition, have no specific physical properties, which cognitive dynamics carry.
The threshold between objective and subjective observers
Based on the notion of a subjective observer, we answer the questions (Sec.1), focusing on an information threshold, separating objective and subjective observers. If an objective observer could approach to such threshold, we call it a maximal objective observer, and if any objective observer would cross of such threshold, we call it a minimal subjective observer.
Using the common information regularities and information mechanisms for both objective and subjective observer, satisfying the minimax law, we find their distinctions, starting with an ability of selective observation (Sec.3). Since an impulse action could be applied to selection and cooperation (including entanglement), these functions theoretically might belong to an objective, as well to a subjective information observer.
A natural example of the maximal objective observer (approaching a triplet's level) is a mixed three states' entanglement, carrying three-qubit Werner states [48] .
Examples of triple entanglement also include three light beams of different colors, which are entangled in one visible portion of the spectrum, generating laser's pulses by an "optical parametric oscillator" [49] .
Other examples involve the entanglement of ions, photons in multiple quantum qubits.
The entanglement can also be achieved in macroscopic objects at room temperature, such as two different diamonds, entangled collectively in a vibration state of their crystal lattices, using a laser pulse [50] .
Latest results [52] have shown that under influence of laser beams, single atoms can arrange in the ordered triangle and pentagon geometrical structures. These configurations could exist simultaneously at the same time on long distances, forming a coherent superposition "as soon as the system undergoes an observation."However, even such an objective observer enables forming the triplet and double triple structure (of the five atoms' pentagon), has a limited ability for multiple cooperation, which might generate logics of subjective observer. In addition, the initial information spectrum for an objective observer could not necessarily satisfy the conditions of cooperation of the process' multiple dimensions and/or to the minimax criteria.
To find the threshold, separating an objective observer from a subjective observer, we follow the concept of quality information, whose sequential increase, at the observer's acquisition, leads to growing logical structure of the selective observer enables self-selecting information of high According to [53] , quantum information provides the observer's intentional action through increasing a density of the effort's attention at observation, being the essential phenomenon of observer's will (which historically was developed by W. James [54] ).
The consciousness [53] produces a mental effort, associated with the intentional information action and evaluated through the above density of the selection and extraction of the needed observing information. In the formal information mechanism (Sec.4), this information, as a nonmaterial (non-physical) self-intention, is measured by information speed of accepted information (2.1a), whose ratio to a previously accepted speed in (4.1) evaluates information density (4.3a) of each cooperating process, which determines strength of the effort's information force (5.2).
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The observer's intentional information actions relate to cognitive attention's efforts in Neuronal information cognitive dynamics [40] at perception of selective information, which should deliver above information force via the entangled "free" information Only if observer's will intends to implement the minimax law that holds these conditions, their satisfaction could generate a subjective observer with growing logic, while the selective information provides the required intentional efforts (as mental actions). An information subjective observer, which is able to reach the highest IN's cooperative level through growing the strength of its selective information forces, we call a maximal subjective observer.
Discussion
Suppose, for example, there is a random multiple sequence of unspecified symbols (actual written, visual, or virtual), presented through a random process which could be observed.
What is information of the sequence of symbols? To get information, this process must be observed through an interactive action in the form of an information impulse, which provides transformation between the observation prior to the action and after it. This transformation allocates the information extracted, including that is hidden by the symbols connections.
However, to hold this information, the equalization of both the EF and IPF integral measures have to proceed (Sec.1) through the impulse series, initiating the minimax.
The minimax implies a dual complementary relation between entropy-information and its observer: the observed information creates the observer, and observer builds and holds the observed information. To keep holding the information, the observer accumulates it by the stepup part of each impulse, which binds a portion of the observed information and verifies it through the information dynamics (an internal process) over the integral's measurement. Such verification tests the equivalence of the measured minimax information with that acquired by the information macrodynamics. The process' time interval finalizes the dynamic macro measuring of the initial information, preserves and memorizes it at the interval's ends. Until that, the initial impulse's information-measured eigenfunctions (2.1a, b) do not have physical properties.
The impulse cutoff a maximal minimum of information (during the stepwise transformation), affecting both random and dynamic processes. The information dynamics, following from the minimax principle, builds the observer's IN structure by concurrently checking the consistency of the observer's selected minimax information with the previously built and memorizes structural information, satisfying the observer's criteria. . Upon the noncompliance of these conditions, the cooperation will not be held, and the related subjective observer will not be formed. The coordinated selection, involving both organization and concentration of the observe information to build the logical structure with intensive growth information quality and density, satisfies the maximum of accumulated meaningful information. We associate this with the observer's intelligent action, which is evaluated through the amount of quality of information spent on this action.
A notion of intelligence belongs to a subjective observer, as its ability to create information of increasing quality through controllable self-building of a particular IN logic structure.
Even though such a structure does not carry directly a meaning and/or semantics of the observations, building the structure requires spending each observer's meaningful information, which evaluates its intelligence, needed for the coordinated selection and verification. The message, as a current merge of the observer windows' information, is understood if the observer can build and reproduce its logical structure (using a personally memorized logic).
The observers, which enable reproducing the logical structure of their shared message, mutually understand each other. Such observers could find a mutual trust through this understanding, and eventually might coordinate and match their specific logic's criteria, satisfying the minimax. By imposing selective attention through its internal dynamics, the observer entangles these dynamics with information, satisfying its criteria with a preferred idea. Since information entanglement, as adjoint dynamic cooperation, is generally non-local, the distance of the observer's communication is unlimited. In multiple communications, each observer may find near its window a message-demand, as quality messenger (qmess), enfolding the cooperative force (5.2), which requests other observers to access its individual IN. It can send out its own qmess for cooperation with others. This "qmess" differs from Darwkin's "meme" [57] by its specific algorithmic information structure, which, being sent everywhere through its code-copies, enables the selected observer to (Fig.6) , which creates the observer.
Concluding remarks
1. An unobserved process carries hidden information which an observer extracts through jumpwise interactions which leave an impact on the observed process. The observer measures a maximum of the minimal accessible information retained by its internal information dynamics.
2.The observer internal dynamics generate free information, which attracts new pieces of the retrieving hidden information and sequentially adjoins them in the hierarchical network (IN).
3. In the IN's ordered cooperative triple structure, each subsequent triplet's node encloses information of its previous nodes, while the final node contains all the retrieved information, and as a result, generates free information. Such an IN not only carries a code logic, collected from the already retrieved information, but also its growing free information that persistently enhances and extends this logic through the available observations and communications. 4 . The cooperative dynamics which produce the growing free information drive the expansion of the code logic that builds the observer's intelligence. However, it requires generating sufficient intentional drive that matches up with that for the informational spectrum of the current observing process, whose information value would be added to the observer's intelligence.
5. Consequently, even though the observer's free information is able to initiate a request for an extension of the observer's intelligence, only the selected observing process can be the source of such a request. Intelligence is conveyed by the request of an equivalent (comparable) intelligence (which could enhance a collective intelligence of observers). This is why if hidden information of a natural unobserved process encloses more valuable intelligence than the observer's collective intelligence, it could not identify this hidden intelligence. This information, being undetectable for others, is information for that observer which holds it.
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6. An observer measures information through active probing actions (such as questions), initiated by the internally generated free information in accordance with the minimax law, while the answers are verified by the particular observer's optimal criterion.The free information results from the observer's interaction with its environment, through the minimax objective information law, but the content of the free information depends on the individual observer, which imposes its subjectivity on the environment.
The paper potential contributions to the Brain Project
These results enable specific predictions of individual and collective functional neuron information activities in time and space. Based on the information regularities we have identified, we can model cooperative communications among neurons, based on assembling their logical information structures, which generate an expanding intelligence.
Specifically, the information mechanism model tells us how: 
Appendix.
Illustration of the information regularities on examples from neuronal dynamics. Discussion
Analyzing these example, presented in reviews and studies [59] [60] [61] [62] [63] [64] [65] [66] [67] [68] [69] (which include extensive References), we explain and comment some of their information functions using formal results [5] [6] 27, 39, 40] and this paper. Here, we relate observer's external processes to sensory information, while its internal processes uphold reflected information through the internal dynamics (IMD) synchronized proceedings.
According to review [59] , a single spike represents an elementary quantum information, composed from the interfering wave neuronal membrane potentials, which is transferred to post-synaptic potential. While the synaptic transmission is a mechanism of conversion of the spike, or a sequence of spikes, into 'a graded variation of the postsynaptic membrane potential' that encodes this information… The presynaptic impulse triggers connection with the synaptic space, which starts the Brownian diffusion of the neuro-transmitter, opening the passage of information between the pre-and the postsynaptic neuron. The transferring 'quantum' packet determines the amplitude and rate of the post-synaptic response and the type and quality of the conveyed information.
Instead of the authors' term 'quantum', we use information-conjugated dynamics that convey the same information. with two biding actions of the controls (Fig.3) , composing the triplet's node, which hold the IN memory.
The starting composition of the receptors subunits depends on the level of 'maturation' of the synapse, which is changed during the development and as a function of the synaptic activity.
'The real interaction between excitatory and inhibitory synapses is based on delicate equilibriums and precise mechanisms that regulate the information flow in the dendrite tree. There is a sort of equilibrium between the cooperative effect due to the summation of the synaptic activities of excitatory neurons and the inhibitory effect due to the reduction of the driving force that produces the information transmission'. The minimax mechanism includes regulation, equilibrium and cooperation, whose joint proceeding limits both internal and external information processing, Sec.6.
'The post-synaptic regulation of the information, passing by synaptic transmission, is governed by several different mechanisms involving: the diffusion of the neuro-transmitter in the synaptic space, the absolute and relative number of receptors' Post Synaptic Density, their dynamics and/or composition.
These functions' depend on geometry of dendric tree, which has hierarchical structure' analogous to the IN, (Fig.3) . 'Distinctive levels of potentials between different dendrite tree branches produce information flows between the grafting (joint) points of the dendrite tree's branches. Dendrites of the level are embedded onto 'mother branches' that are at the level The described structure has a direct analogy of the IN nested structure, holding two opposite directional information flows, which models not only observer's logical structure, but rather real dendrite bran structure during each of its formation.
'Although it is generally accepted that the spike sequence is the way the information is coded by, we admit that neuron does not use a single neural code but at least two' [59] . Hence, the authors suppose that there is a spike code (that might hold the IMD controls with actual impulse's high and length), another is the triplet's code, composed of four subunits, which is transferred between IN nodes (Secs3-4), [6, 40] .
Formally dealing with an impulse (Sec.4) and considering its simultaneous actions, we actually apply it in IMD with the impulse' amplitude distributed on a distance (time), which can be implemented only for real distance impulse-spike potential(involving our simplification of the control impulse). The control impulse rises at the end of the extremal segment ( Fig.1) ,after information, carried up by the propagating dynamics, compensates the segment's inner information (determined by the segment macroequations, dynamic constraint and invariants, Secs. 3,5). First, this establishes the direct connection between the information analogies of both the spike and the threshold. Second, it brings the spike information measure for each its generation, evaluated in bits (Sec.6). The interspike intervals carry the encoded information, the same way that the discreet intervals between the applied impulse controls do it. Conductivity of an axon depends mainly on inter-neuronal electrical conductance, which, in IMD model,is determined by the diffusion conductivity of the cooperative connections, computed via a derivation of the correlation functions. A signal, passing through this conductivity, might modify a topology of single,as well as multiple connection, changing its macrodynamic functions (and a possibly leading to distinct networks) under different inputs.
Neural oscillatory networks, measured by the brain oscillation's frequency, power and phase, dynamically reduce the high-dimensional information into a low-dimensional code, which encodes the cognitive processes and dynamic routing of information [60] .
The IMD model is characterized by the sequential growth of the information effectiveness of the impulse and step controls along the IN spatialtemporal hierarchy. This is connected with changing the quality of the IN node's information depending on the node's location within the IN geometry. These changes increase intensity of the cooperative coupling and its competitive abilities, which make the segment's synchronization more stable and robust against noise, adding an error correction capability for decoding [5] [6] . Even though these results were published [4, others] , the reviewers [59] conclude; 'None of the approaches furnishes a precise indication of the meaning of the single spike or of the spike sequences or of the spike occurrence, in terms of "information" in the symbolic language of the neurons'. Now is widely accepted [60, 61] that brain system should integrate the observed information, using 'working memory'-long-term potentiating (LTD) for a predictive learning. ..
There are different LTD experimental and simulation studies [61] [62] [63] [64] [65] [66] for integration of observation and verification of dendrite collected information. It's specifically shown [61, 62] that a single neuron could be decomposed into a multi-layer neural network, which is able to perform all sorts of nonlinear computations. The bimodal dendritic integration code [64] allows a single cell to perform two different state-dependent computations: strength encoding and detection of sharp waves.
Key components of integral information processing are the neuron is synaptic connections, which involve the LTD slow-motion information frequency.
The information observer concurrently verifies the entropy integral's Bayesian information, whereas its parts are converted in the certainty parts until all portions of the EF will be converted in the total IPF (Sec.2). Information, memorized in observer's existing IN level, has less information frequency, compared to the current collection of the requested The experiments and simulation [66] show that maximizing minimum of the EF integral Bayesian probability information measure (corresponding the authors multiple probabilities) allows to reach the effective LTD learning [65] .
The review results [61, 63] confirm that the dendrite branches pyramidal neurons function, working as single integrative compartments, are able to combine and multiplicate incoming signals according to a threshold nonlinearity, in a similar way to a typical point neuron with modulation of neuronal output.
According to studies [67, 68] , an observer automatically implements logarithmic relationship between stimulus and perceptions, which Weber's law establishes. Additionally, Fechner's law states that subjective sensation is proportional to the logarithm of the stimulus intensity.
Both results imply that observer's neuronal dynamics provide perceptibly of both entropy measure and acceptance of information (as a subjective sensation). Review [69] provides the evidence of converging the motivational effect on cognitive and sensory processes, connecting attention and motivation.
The IMD related sensory-cognition processes build and manage a temporalspace pathway to information stored in the IN (Sec 2-5).
Brain-computer interfaces [70] involve multitasking information and cognitive processes, such as attention, and conflict monitoring.
The largest computer simulation [71] embraces only a small part of real Human Brain processing. [5, 6, 40] ) support and confirm the paper formal results. α is a ranged string of the initial information speeds (eigenvalues), cooperating around the 1 2 3 ( , , ) t t t locations; T-L is a time-space. 
The cited and many other neurodynamics studies (including cited in
