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Summary
3D video services constitute the next step in multimedia services, as they give the chance of more 
natural visualisation and provide a sense of “being there”. A lot of research effort has been put 
towards to realising 3D video services, especially in the context of stereoscopic video. 3D multi­
view video is a step beyond stereoscopic video, creating much wider scene navigation range and 
improved user interaction, despite the higher source data size. With the aid of the extracted scene 
geometry and depth information, any aibitrary viewpoint can be reconstructed. The level of 
research in multi-view video is not as mature as the level of research in stereoscopic video, 
although there is a lot of ongoing work towards the realisation of practical multi-view video based 
3D video applications. This thesis addresses compression and quality assessment related aspects 
of 3D multi-view video, for reduced bandwidth usage and more reliable evaluation of perceived 
quality.
In the first part of the thesis, efficient compression algorithms for multi-view video with depth 
information that take into account several constraints are studied. These include the ease of 
viewpoint scalability and fast viewpoint random access. To be standards conformant, the 
proposed methods are implemented on the multi-view codec standard.
The second part of the thesis studies processing and block based coding approaches for depth map 
video sequences, taking into account their special characteristics and effects on the 3D scene 
reconstruction process. Some state-of-the-art compression approaches, like reduced resolution 
coding, are extended to exploit scene texture and geometry information for improved 
performance.
The last part of the thesis is devoted to the quality assessment problem for synthesized camera 
viewpoints, a core element of multi-view based free-viewpoint video applications. Depth based 
rendering related aspects are exploited to quantify the objective quality of synthesized scenes in 
an improved way, by extending the state-of-the-art 2D video quality assessment tools.
Key words; 3D video. Multi-view video coding. Multi-view plus depth map, Depth map 
compression. View synthesis, Free-viewpoint video. Quality assessment
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Chapter 1. Introduction
Chapter 1
1 Introduction
1.1 Preamble
Recent developments in three-dimensional (3D) multimedia acquisition, processing, transmission 
and display have given a clear opportunity to 3D multimedia services to replace most 
conventional 2D multimedia applications [1]. Due to its immersive nature and capability to create 
the sense of reality, i.e. the feeling of “being there”, most 3D multimedia services will be 
preferred instead of their 2D counterparts, including video and console games, video conference 
communications, digital cinema and daily life TV, in a foreseeable future. Besides such promising 
features, the possibility of implementing a range of 3D multimedia services within the existing 
technological infrastructure via affordable modifications makes the market eager for 
developments in that area.
The progress of evolution in conventional 2D video goes from black-and-white to ultra high 
definition video passing via a number of stages. Each step has enhanced the video experience by 
improving the video features in spatial dimensions and time. Nevertheless, they lack the third 
dimension that represents the depth. Multimedia content available in 3D comprises this 
information either explicitly or implicitly to generate the feeling of depth during playback. Similar 
to 2D video evolution, each generation of 3D video provides a viewing experience that is 
progressively closer to natural viewing.
Stereoscopic video is among the most well known and commonly implemented types of 3D video 
applications. Also referred to as the first generation of 3D video or 3D-TV [2], stereoscopic video 
basically compromises two separate channels for the visions of the left eye and the right eye to 
provide the sensation of depth. The scene representation of stereoscopic video is fairly simple and 
easily adaptable to current audio-visual systems (both transmission links and display devices), 
which in turn makes the 3D stereoscopic video applications popular in short and medium term 
implementations. Nevertheless, being slightly more complex than conventional 2D video systems, 
3D stereoscopic systems are far from realizing the ultimate natural viewing experience due to 
many restrictions. Besides the colorimetry and picture quality related restrictions with most type 
of stereoscopic videos (e.g. colour anaglyph), the lack of available viewing angles inhibits user 
interaction with the scene.
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Multi-view based 3D video representation, unlike stereoscopic video, provides the scene from a 
number of different viewing angles, which enables users to choose among and navigate through 
the multiple viewpoints of a certain scene. The notion of Free-Viewpoint Video (FVV) [3] 
necessitates this. Hence, multi-view based 3D video is the driving scene representation type for 
FVV. In practice, stereoscopic video aie subsets of multi-view based 3D representation, i.e. the 
eyes of users see different pairs of Left (L) and Right (R) scenes depending on their position 
relative to the screen. Multi-view based 3D video is closer to natural viewing than stereoscopic 
video, although it can not create a realistic vision experience as successful as the systems that 
record light fields (e.g. hologram) do. However, due to their extreme demand on channel capacity, 
such systems that are based on light fields will remain impractical for decades. That is why the 
multi-view based 3D video systems are regarded as the next generation for 3D after stereoscopic 
video systems. Nevertheless, it will take much more effort to adapt this emerging technology to 
the current video communication infrastructure while solving many transmission capacity and 
scene reconstruction quality related problems, since the captured 3D multi-view material is 
significantly more than the captured 3D stereoscopic material.
Efficient compression techniques need to be implemented, while maintaining easy decoding of 
arbitrary viewpoints with the least amount of inter-dependency [4]. It should be preferred to 
extend the existing video compression algorithms at the first instant, in order to achieve some 
level of backwards compatibility. The extensive amount of correlation that exists among multiple 
viewpoints needs to be exploited to save the most of bandwidth.
Of particular significance in reconstructing the 3D scene from the available multi-view video is 
the concept of “depth map”. A depth map is a sequence of frames, all of which represent the 
relative distance of captured objects in the scene to each other and to the recording camera. The 
depth map has a direct effect on the way the stereoscopic video pair (L-R) is created from a single 
camera view and equally on the way virtual camera viewpoints are synthesized from multiple 
camera views. Having no direct visual importance, multi-view depth map sequences constitute a 
potentially significant transmission load and needs to be studied carefully for efficient 
transmission.
It is not only the compression performance of the existing 3D multi-view video systems that need 
to be improved. The reliance of quality assessment for 3D multi-view video is also open to 
improvements. Hence, it is not optimal to estimate the real perceived quality of synthesised virtual 
camera viewpoints in the context of free-viewpoint video, using the existing techniques. Proper 
subjective evaluations on the other hand, being a robust assessment methodology, take a lot effort 
and are costly. Therefore, new objective quality metrics need to be developed for assessing the 
quality of synthesised videos, which is another concern of this thesis.
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This thesis focuses on designing efficient ways of compressing this next generation of 3D video 
format, namely the multi-view based 3D video, accompanied by the auxiliary multi-view depth 
map streams. Several constraints in addition to compression efficiency (bit-rate reduction), like 
random viewpoint access, viewpoint scalability and bit-rate allocation among multi-view video 
and multi-view depth map are considered. Several ways of pre-processing and post-processing 
techniques as well as encoding schemes are proposed to enable efficient compression of depth 
maps. New and effective objective quality assessment techniques for virtual camera viewpoint 
synthesis are studied that take into account the contributions from both videos and depth maps.
1.2 Objectives and Overall Project Description
The major objective of this research project is to design compression algorithms for 3D multi­
view videos in a bandwidth efficient and spatially scalable manner, where random access delay 
between multiple camera viewpoints is controlled, as well as to explore ways to handle and 
process multi-view depth maps for efficient bandwidth allocation. Specifically, in the major part 
of the research, multi-view videos will be accompanied by the associated multi-view depth map 
video streams to enable the synthesis of virtual camera viewpoints. Without focusing on a specific 
free-viewpoint video related application, in terms of the total number of viewpoints or 
transmission rules, the research project considers the compression of the generic multi-view video 
plus multi-view depth map format composed of any number of viewpoints.
The overall research work is divided into three main parts:
1. Multi-view video coding: The first part of research focuses on the algorithms to be 
applied on the multi-view codec standard called the Joint Multi-view Video Model 
(JMVM), which is extended from the state-of-the-art H.264/MPEG-4 Advanced Video 
Coding (AVC). Several methods are proposed to exploit most of the existing coding tools 
utilised for 2D video coding as well as inter-viewpoint conespondences, which are listed 
as follows:
• The effect of the utilisation of multi-view depth maps in coding the multi-view 
videos is explored and analysed through a special type of inter-viewpoint 
prediction, called virtual viewpoint prediction,
• The usability of multi-view coding at bit-rate adapted reduced resolution is 
studied. Its benefit in terms of rate-distortion (RD) performance and random view 
access performance is explored. The technique is equally applied on the multi­
view depth map sequence to enable easy synchronization and compatibility.
Chapter L  Introduction
2. Depth m ap processing/ coding: In the second part of research, a set of processing and 
coding techniques are studied specific to single-view/imilti-view depth map sequences, in 
order to serve for efficient compression, which are listed as follows:
• Taking into account the importance of stmctural features in the depth map videos 
in reconstructing the arbitrary virtual camera views, adaptive filtering scheme is 
designed for reduced resolution depth map coder.
• Temporally reduced resolution coding approach is studied for multi-view depth 
map sequences, with the estimation of the unencoded temporal layers using the 
3D scene geometry."
•  A set of enhancement techniques are proposed for multi-view depth maps, that 
are generated crudely from multi-view videos, in order to make them both easily 
compressible and successful in reconstructing virtual camera viewpoints.
3. Multi-view video quality assessment: In the third part of the research work, the quality 
assessment issue for the synthesis of virtual camera viewpoints is focussed on. The well 
known and widely applied 2D video quality assessment tools are extended to estimate the 
perceived distortion of synthesised viewpoints, through certain adaptations, and analyses 
the results against the reliable video quality metric (VQM). The reliability of the results is 
backed up using a number of subjective assessments.
1.3 Source Material and Experimental Methodology
Throughout the work, a number of multi-view video sequences are used for experiments. The 
video sequences used vai"y in spatial resolution, ranging from VGA -  Video Graphics Array 
(640x480) to XGA -  Extended Graphics Array (1024x768), as well as in number of camera 
viewpoints, ranging from 5 to 16 in a row. The baseline distance, i.e. the physical distance 
between the recording cameras on the row, ranges from 5 cm (sufficiently close) to 20 cm 
(moderately close). All the video sequences are in YUV 4:2:0 format. This video format consists 
of a plane of luminance (Y) which represents the black and white information and two planes of 
chrominance planes (U and V) that include the colour information. Usually, as the luminance 
information is perceptually more essential than the colour information, the luminance plane is of 
double resolution in both dimensions than the chrominance planes. Figure 1-1 shows a sample 
shot from a multi-view video sequence that consists of 8 cameras.
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Figure 1-1: Sample multi-view video shot from Breakdancer test sequence
The multi-view test sequences called “Breakdancer” and “Ballet” [5] are of XGA resolution and 
each consist of 8 cameras arranged on an arc (not on a perfect line). The baseline distance for 
these video sequences is 20 cm. The “Breakdancer” sequence comprises a break-dancer dancing 
with high motion and the audience moving with slight motion, whereas the “Ballet” sequence 
comprises a ballet dancer with high motion and a single man standing almost stationary. The 
details of all multi-view test video sequences used throughout the thesis are provided in Appendix 
A, along with a representative snapshot from each of them. Only “Breakdancer” and “Ballet” 
multi-view test sequences are provided with multi-view depth map sequences generated using 
computer vision techniques. All multi-view test video sequences are supplied with the intrinsic 
and extrinsic camera parameters, in the form of matrices, to identify the spatial camera 
arrangements. Throughout the research work, a variety of these multi-view sequences are used in 
the experiments.
The techniques and algorithms developed throughout the research are tested and their 
performances are compared against the performances of the corresponding state-of-the-art 
techniques. Most of the time, the comparison is based on the bandwidth bit-rate -  frame 
reconstruction quality (RD) performances of the techniques under concern. Average Peak Signal 
to Noise Ratio (PSNR) is used as the primary frame reconstruction distortion measurement 
technique throughout the research, as widely used in video coding area. Equation (1.1) shows how 
the PSNR is measured. Nevertheless, it is worthwhile to note that PSNR is not the most accurate 
perception measurement tool, despite its computational ease. The reason is that the human visual 
system characteristics are not taken into account. Detailed discussion on video quality assessment 
will be done in Chapter 5.
P5A/? = 101ogio 255'
all(ij)
( 1 . 1 )
N  is the total number of pixels in the image, (/, j )  and (/, j )  are the pixel values of the
reference (uncompressed) and impaired (reconstructed) images. Overall video quality is usually 
obtained by averaging the PSNR values throughout the video sequence. Although PSNR measure
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is utilised throughout the most of the research, other objective video quality metrics like Structural 
Similarity Metric (SSIM) [6] and Peal( Signal to Perceived Noise Ratio (PSPNR) [7] are also 
exploited at some stage, especially during the free-viewpoint synthesis quality assessment 
research (in Chapter 5). The definitions of these objective video quality assessment techniques are 
provided in Chapter 2.
During the whole research project, actual subjects’ opinions on the resultant videos are given the 
most importance. Therefore, many subjective tests are organised and conducted, most of which 
follow international recommendations, and the results are analysed according to the obtained 
objective performance charts for justification purposes.
1.4 Original Achievements
A number of peer-reviewed high quality publications have been produced as a result of the 
research described in this thesis. These publications are listed in Appendix B. The research 
achievements can be summarised as:
• Novel inter-view prediction scheme based on virtual viewpoint synthesis for improving 
the rate-distortion performance of multi-view coding and an efficient coding approach for 
multi-view plus depth map with high view random access performance. (Chapter 3)
• Flexible bandwidth allocation among multi-view video and multi-view depth map 
sequences, both for improved reconstruction quality and for improved reconstruction 
quality of arbitrary virtual camera viewpoints. (Chapter 3)
• Reduced temporal and spatial resolution coding approach for multi-view depth map 
videos with special processing techniques. (Chapter 4)
• Multi-dimensional adaptive median filter for multi-view depth map video sequences, for 
enabling easy compression as well as robust virtual camera viewpoint reconstruction. 
(Chapter 4)
• Perceptual quality assessment metric for synthesised virtual camera viewpoints, as an 
extension of existing state-of-the-art 2D video quality assessment tools. (Chapter 5)
1.5 Structure of Thesis
This thesis consists of 6 chapters. The first chapter provides the rationale behind the research 
work while stating the objectives as well as the methodology of the experiments canied out. The 
last chapter. Chapter 6, summarises the research work carried out and the achievements with 
giving the concluding remarks. Chapter 6 also briefly discusses the potential research areas in the
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field, i.e. multi-view based 3D video coding and applications. The work presented in the other 
chapters is shown below.
1.5.1 Chapter 2
Chapter 2 gives the related background to the research work carried out during the Ph.D. A 
historical background is presented first. A brief introduction to the state-of-the-art 3D scene 
representations including the multi-view plus depth map is followed by the explanation of the 
applications that concern and necessitate the usage of multiple viewpoint videos. Related work on 
2D video compression, but especially on 3D video compression techniques are given next. Multi­
view video coding is given emphasis on. Related work on processing and coding the depth maps 
are also given in this chapter. Finally, an explanation of measuring the 3D video quality with 
depth perception present and virtual camera video quality (in the context of free-viewpoint video) 
is presented.
1.5.2 Chapter 3
In this chapter, a synthesised viewpoint assisted inter-view prediction technique for unidirectional 
predictive coded and bi-directional predictive coded viewpoints in a multi-view camera set is 
presented first. Second, the proposed multi-view video plus depth map coding technique, based on 
the multi-view extension of the H.264/AVC, which concerns high RD performance and low delay 
random viewpoint access (i.e. easy access to any viewpoint with minimal need for the 
decompression of other viewpoints) is provided. The bit-rate adaptive reduced resolution coding 
approach and the way this idea is utilised in achieving the high compression performance as well 
as low random view access delay are explained. The results are compared against a number of 
encoding configurations that are also based on the multi-view extension of H.264/AVC. The 
results are presented with objective quality measures of real camera viewpoints and virtual camera 
viewpoints in the multi-view camera sets, at different total multi-view video bit-rates and total 
multi-view depth map bit-rates, respectively. Random view access performances of different 
prediction structures are also compared.
1.5.3 Chapter 4
This chapter provides several processing and coding approaches for depth map videos. First, a 
temporal sub-sampling approach is presented that is implemented for coding multi-view depth 
map videos with reduced bandwidth, where the un-encoded and un-sent depth map temporal 
layers were estimated from the neighbouring viewpoints’ depth map frames. The technique 
applied on the multi-view extension of the H.264/AVC, proved to reduce the bandwidth necessary
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to encode multi-view depth map streams substantially, without altering the reconstruction quality 
of virtual viewpoints significantly. Second, the design of a video object shape adaptive up-scaling 
filter is presented that is utilised with reduced spatial resolution depth map coders. The 
implemented design proved to be successful in improving the reconstruction quality of virtual 
viewpoints than the scheme that does not use any adaptive filter. Finally, a post-processing 
approach for crudely extracted multi-view depth maps is explained that is based on an adaptive 
multi-dimensional median filter. A faster approach for the same technique is also explained at the 
end.
1.5.4 Chapter 5
This chapter discusses free-viewpoint video quality evaluation problem, i.e. the assessment of the 
synthesised virtual camera viewpoints that are rendered using real camera viewpoints and their 
corresponding depth maps. A depth map adaptive, as well as temporal motion activity aware 
extension of existing two Well known 2D video quality assessment tools, namely Peak Signal to 
Noise Ratio (PSNR) and Structural SIMilarity (SSIM), is considered for assessing the perceived 
quality of virtual camera viewpoints. The success in assessing the perceived quality is dependent 
on the conelation to the average subject opinion scores. Video Quality Metric (VQM) technique 
that is known to yield very close results to subjective scores is selected as the reference metric to 
compare to. Accordingly, the considered extensions are found to be more successful in assessing 
the perceived quality of synthesised virtual camera viewpoints than the existing 2D quality 
assessment techniques as well as the metrics cuixently used by the 3D Video (3DV) group of the 
standardisation body MPEG.
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2 Literature Review
This chapter presents a detailed review of the literature for this thesis, including a historical 
background on 3D, important aspects of the 3D video chain, as well as some basic concepts 
regarding conventional video and video coding. Following a general introduction to 3D video and 
the historical background, the driving representation formats of 3D video are introduced. The 3D 
multi-view video applications are explained next. Coding and aspects of 3D video are discussed 
within this chapter, listing up to date, important research efforts. The video quality assessment 
problem in the context of 3D video is also presented and the research works present in the 
literature are explained.
2.1 Introduction
3D video aims at providing the ultimate natural viewing experience to the users. Unlike 
conventional 2D video, 3D video provides the chance of spatial vision, where the users are able to 
navigate throughout the scene and sense the depth, present in the scene. As for 2D video, the 
evolution of 3D video also consists of several concrete steps, mostly depending on the current 
state of content acquisition, compression, transmission and visualisation techniques. The last step 
for 3D video however, is to make it impossible for an observer to distinguish whether or not what 
he sees is real or an optical illusion [2].
Figure 2-1 depicts the main building blocks needed to realise the 3D video services over 
networked media. The ongoing advancements in each block of the 3D video chain under concern, 
i.e. video capturing/acquisition, formatting, coding, transmitting and displaying, brings the 
practical 3D video experience one step further. In other words, 3D video systems will not only be 
used within high-technology products and simulators or digital theatres (IMAX), but will spread 
to various home and office media applications, like 3D video broadcast services, 3D video 
conferencing, etc. Stereoscopic video services and Free-Viewpoint Video (FVV) [3] applications 
are among the most popular kinds of 3D video applications. A broad range of potential 3D video 
application scenarios, including the necessary requirements, are explained in [1].
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Figure 2-1; 3D video chain
A significant amount of research has already been completed on different aspects of 3D video. 
Nevertheless, there are many open areas for research. Unlike 2D video, there is a bigger diversity 
in available scene representation formats for 3D video (e.g. video-plus-depth, multi-view video, 
omni-directional, etc). Each scene representation model can be made optimal with different 
available video applications. The storage and transportation issue for such a diversity of formats 
becomes more complex. Furthermore, as the content size is increased with respect to conventional 
2D data, compression of such content becomes more critical. Redundancies in 2D space and time 
are well exploited within the context of the compression of 2D videos. However, to save more 
bandwidth, most 3D spatial redundancies need to be exploited in a feasible manner, without 
sacrificing other constraints of the video service under concern, like decoder complexity, delay, 
etc. Another issue is that the content size is directly proportional to the view resolution (viewing 
span, angle) of the scene. Hence, maintaining the bandwidth usage becomes problematic. This 
problem can be more logically stated as the problem of maintaining a certain level of 3D video 
reconstruction quality with a constrained bandwidth. Transmission related challenges include the 
robust communication of 3D video components over error-prone networks, without sacrificing the 
overall perceived quality of the 3D video service. The assessment of the quality of 3D video, both 
for stereoscopic and free-viewpoint video, where the viewer is free to navigate throughout the 
scene, becomes more complex than the assessment of conventional video, due the additional 
perceptual attributes (e.g. depth of the scene). The level of immersion of the 3D application also 
depends on how well the depth is sensed. In the case of free-viewpoint video, where most 
viewpoints are generated artificially from captured videos and the scene depth information, 
geometry-transform related artefacts, counting in the overall dissatisfaction of the video service, 
need to be quantified properly.
This thesis addresses most of the abovementioned problems. This chapter provides the necessary 
background to understand the concepts and references exploited throughout the research. A short 
historical background is followed by a description of 3D scene representations and some 
geometrical relations, several application scenarios, coding of 3D multi-view video data and 
quality evaluation aspects of 3D video types.
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2.2 Historical Background
The history of stereoscopic 3D goes as far as the invention of the first photography and the 
equivalent motion picture. Similarly, the concept of stereoscopic cinema appeared in the early 
1900’s and the first stereoscopic TV was proposed in 1920’s. It is known that a mirror device was 
used in 1838 to deliver stereoscopic 3D images by Sir Charles Wheatstone [8]. Soon after, it 
became very popular in USA and in Europe. 3D movies became quite popular after the 1950’s 
and 3D movie theatres spread over the world. 3D TV broadcasting attempts date back as early as 
1953, although they were in the form of experiments initially. The first commercial 3D TV 
broadcast took place in USA in 1980. The overview of the technologies presented in the 3D TV 
exhibitions that took place between 1985 and 1996 is provided in [9].
Other than the stereoscopic vision, there are the other 3D video techniques, including holographic 
video and integral images. Experimental holographic videos appeared for the first time in 1989 
[10]. Integral imaging, which comprises the capturing of many 2D images of a scene from 
different viewing angles and projecting back optically (via set of micro-lens anays) to the 
geometric location of the object, is known since 1908 [10]. Both integral imaging and holographic 
vision differ from the stereoscopic vision in the sense that their principles are not based on the 
human perception, but on the principle of duplicating the physical light distribution in the viewing 
space in the absence of the original scene objects [2]. Hence, they provide the true full parallax 
and are seen as the next strongest candidates for the leading 3D TV technology. Nevertheless, the 
introduction of practical 3D TV system solutions based on stereoscopy seems to be inevitable.
The high definition 3D TV (3D-HDTV) was reported in NHK-STRL annual report [11]. This 
report includes detailed analysis of many practical aspects of 3D stereoscopic video based on a 
wide scale of subjective tests. The report concludes that the 3D video is more successful than 2D 
video in terms of creating the sense of reality in the user. Nevertheless, the report also states that 
the dependency of ease of viewing to the scene content is more in the case of 3D. Same report 
also discusses capturing techniques for 3D video and describes a 3D camera, based on the infrared 
sensors for depth map measurement. Another 3D-HDTV broadcast attempt was during the FIFA 
World Cup 2002 as part of the 3D-HDTV project [12] of Korea. This project broadened the 
compression and transmission aspects of 3DTV. Human visual fatigue studies were continued 
during this project.
Free-viewpoint TV (FTV) concept is a special kind of 3D TV, which aims at enabling users to 
navigate through the scene space, i.e. to make the user select the desired viewpoint to watch. The 
theoretical facts behind this concept are well known for long by the computer vision society. 
However, it is just recently that the advancements reached a certain level for the consideration of 
end user free-viewpoint applications. It is with the efforts by University of Nagoya, Japan, that the
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concept of FTV becomes popular. The form of FTV introduced by Tanimoto Laboratories of 
University of Nagoya is a ray-space based representation, rather than a pixel based representation 
[3].
More recent large scale 3D TV related projects ai'ound Europe have considered a complete 3D TV 
chain from the content acquisition to the display at homes, taking almost all steps in between that 
are depicted in Figure 2-1. One of them. Advanced Three-dimensional Television System 
Technologies (ATTEST) [13], was a project that took place between 2002 and 2004 funded by the 
European Commission. ATTEST aimed at providing a backwards compatible 3D video delivery 
system over Digital Video Broadcast (DVB) with manageable amendments to the existing 
infrastructure. Different from most previously conducted researches, the compression of depth 
map, which represent the scene geometry (to be explained in 2.3.2), is considered and it is found 
that depth maps can be compressed very efficiently with far less additional overhead using 
H.264/AVC. The standards compatible approach presented in ATTEST has lead to the 
development of interoperable structures for 3D TV, which is still under concern today. 
Furthermore, the single perspective-based 3D rendering with depth information is simply 
extended to “any number o f ’ perspectives (viewpoints), which in the context of 3D broadcasting 
imply the compression of multi-view video sequences.
Another large scale project, 3D TV Network of Excellence (3DTV NoE) [14], funded by 
European Commission and started in 2004, is a follow up of ATTEST project which considers a 
very broad range of aspects of the 3D television from capturing to content representation, coding, 
transmission and to display. The technological breakthroughs in optical display technologies, 
which lead to the production of successful electronic holographic displays, are considered and 
exploited in this particular project with the idea of the true full parallax concept for 3D TV 
services.
So far, it is believed that the 3D TV concept is well understood by a majority of the public and is 
highly desired. For instance, the great increase in the production rate of 3D video content, in the 
form of 3D movies, proves the excessive user demand on immersive video experience. Leading 
consumer electronics companies are launching 3D TV related products. Companies like Sony, 
Philips, Mitsubishi, Samsung, LG and Panasonic are producing 3D displays. Sony’s 3D TV 
technology product, planned to be launched in 2010, works by delivering two 1080p (Full HD) 
pictures simultaneously on the screen and the viewer experiences the natural vision by wearing 
active-shutter glasses. On the other hand. Sky TV, the British broadcaster, plans to launch the 
UK’s first 3D channel in 2010. The fast advancements in every technological aspect of the 3D TV 
chain, as a result of the completed and ongoing research projects and commercial product efforts 
all over the world, brings the commercial 3D video applications closer to the daily home and 
office use.
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2.3 3D Scene Representation Techniques
It is usually the set of requirements of the targeted 3D video application, which determines the 
necessary representation format of the captured 3D content. The most common scene 
representation formats include the omni-directional (panoramic) video, stereoscopic video, multi­
view video, multi-view plus depth and layered depth video, which are recognised by the 3D 
Audio and Video (3DAV) group formed in the standardisation body MPEG.
2.3.1 Omni-directional Video
Omni-directional video is the extension of 2D planar image to the cylindrical image plane. Video 
is captured from a certain viewpoint, in every direction. Accordingly, any 2D image in any 
direction can be rendered from the omni-directional video. Omni-directional imaging compresses 
a hemisphere field of view into a smaller image [15]. Figure 2-2 shows an omni-directional video 
capture system that has the shape of a dodecahedron and consists of 11 separate cameras. This 
system is able to capture an almost complete spherical field of view in high resolution. Figure 2-3 
shows an example image generated with the Dodeca’i’’^  1000 camera system and post-processed 
with corresponding Immersive Media Technology [16]. According to [15], omni-directional video 
can be utilised in many applications like tele-observation, location recognition and surveillance. 
Technical details related to all possible applications can be found in [15]. Nevertheless, there are 
several limiting factors for omni-directional video, which make it less usable for 3D TV 
applications. One of them is the lack of spatial navigation capability. In other words, interactive 
translation of viewpoint is not possible, which makes it unsuitable for free-viewpoint video 
applications. The sensation of depth is also not present with omni-directional video. Hence, 
omni-directional video may not be suitable for general 3D TV broadcast services.
Figure 2-2: Dodeca™ 1000 camera system for capturing spherical video
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Figure 2-3: Omni-directional image from Telemmersion® video [16]
2.3.2 Stereoscopic Video
When Sir Charles Wheatstone described the “Phenomena of Binocular Vision” [17] in 1838, the 
developments in stereo visualization were initiated. Binocular vision relates to the interpretation 
of two slightly different views of the same object seen by both human eyes. According to 
Wheatstone’s observation, the human brain can convert these slightly different viewpoints into a 
three dimensional object in front of the eyes. Hence, the depth is perceived. The stereoscopic 
video therefore, can render the left and right views for the eyes to produce the 3D impression. 
Figure 2-4 depicts the case when the left and the right views are fused in the visual cortex of the 
brain to perceive the depth of the scene.
Origlnoi Image
Left Eve View Wghf Eye View
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single Imoge
Figure 2-4: The illustration of the stereo vision [18]
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The binocular disparity, which represents the dissimilarity in views due to the relative location of 
each eye, is exploited most, to help the human visual system to perceive the depth. Other 
physiological depth cues include convergence, motion parallax, chroma-stereopsis; and 
psychological depth cues include image size, perspective and occlusion.
There are two very commonly used types of stereoscopic video representation. One of the 
representations is based on the formation of slightly differing viewpoint videos for each eye. In 
other words, the stereoscopic video consists of the Left (L) and Right (R) video pairs. Being the 
simplest and most cost effective way of creating stereoscopy, L-R stereoscopic video is captured 
by a pair of calibrated cameras. The shooting parameters can be determined once and applied 
accordingly during capture. Camera baseline distance (distance between the optical axes of 
shooting cameras), convergence distance (distance of the cameras to the point where both optical 
axes intersect) and focal lengths are among the shooting parameters. Accordingly, the horizontal 
disparity between two viewpoints and hence, the degree of perceived depth in the scene is 
controlled. Two different camera configurations are possible: parallel camera configuration 
(optical axes never intersect) and toed-in camera configuration (optical axes intersect at the 
convergence distance). Both are schematically sketched in Figure 2-5. This representation is 
robust in the sense that, both of the viewpoint videos are captured by a camera, and therefore they 
consist of 100% real world texture information. However, this type of representation has some 
drawbacks. The major drawback is that the necessary bandwidth to store or transmit such a 
representation has increased as much as the double of the bandwidth necessary to transmit a 
mono-view video, as the amount of visual information related to the same scene content has 
increased. At the same time, the amount of viewer interaction with the content is rather limited.
m w
(b)(a)
Figure 2-5: Dual camera configurations; (a) Parallel cameras, (b) Toed-in cameras [19]
One reason is that there is a single viewing angle and furthermore, the user is forced to watch the 
content with the predefined amount of depth perception (horizontal disparity).
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Another type of stereoscopic video representation is based on depth image based rendering 
(DIBR) [20] and is called colour-plus-depth or video-plus-depth. This representation consists of a 
colour texture video and the spatially co-located per-pixel depth map to carry out perspective 
projection.
Literally, the depth map expresses how far or how close the video objects are to the capturing 
camera. Depth map video sequences are usually in the form of eight bit gray level image 
sequences (consisting of a single plane) where 0 luminance corresponds to the farthest point from 
the camera and 255 corresponds to the closest point to the camera. The real word depth values are 
derived from the gray-level depth map luminance values based on two depth clipping planes Z„ear 
and Zfar. In other words, the 8 bit depth plane is normalised to fit into the perceivable depth plane 
in 3D space (between Z„ear and Zfa^ first, where Z„ear corresponds to 255 and Zfar corresponds to 0. 
After that, the intermediate depth planes in 3D space are calculated using the depth map 
luminance value and depth clipping planes. Assuming a linear depth quantisation, this conversion 
is like:
7  —7^  near ^  fa r
255
(2 . 1)
d ^  [0,255]
where d  corresponds to the gray-level depth map value.
Depth maps can either be measured directly (e.g. depth range cameras) or estimated exploiting the 
stereoscopic correspondences existing between multiple and closely located viewpoints.
255
128
-near
0 ^ a r
Figure 2-6: The representative colour texture and depth map images from the Interview test sequence
The 3D depth range camera utilises a light pulse to measure the relative depth of the video 
objectsin the scene. The Zcam™ [21] and Axi-vision [22] 3-D cameras are two commercially 
available 3-D depth/range cameras, which are developed by 3DV systems and NHK respectively. 
There are a number of depth map estimation algorithms with varying complexities and accuracy
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levels. Usually, the more the available camera viewpoints are exploited, the better and more 
accurate are the resultant estimated depth maps. Figure 2-6 depicts a representative colour texture 
and the corresponding, temporally co-located depth map frame with the gray-level colour scale. 
As can be seen from the figure, the background area, which represents the farthest perceivable 
depth, has zero luminance value (black colour).
The stereoscopic video pair is synthesised from the colour texture video and the corresponding 
depth map via DIBR. At the end, the horizontal differences between the left- and the right-eye 
views, the so-called screen parallax values, are interpreted by the human brain and the two images 
are fused into a single, three-dimensional percept. At first, the original image points are re­
projected into the three-dimensional world, utilizing the respective depth values. Thereafter, these 
intermediate space points are projected into the image plane of a ‘virtual’ camera, which is 
located at the required viewing position (left eye or right eye). This process is called 3D image 
warping and a short summary of this process is explained below. A more detailed explanation and 
detailed mathematical derivations can be read from [20].
Transformm m
Figure 2-7: A point m in one image is transferred via the plane tt to a matching point m' in the second
image / ’ (adapted from [23])
Figure 2-7 shows a system with two views. An arbitrary 3D space point M  with the projections m 
and m ’ in the first and the second views are shown, m is transformed to m'  in the second view via 
the image plane tc, where the epipolar line through m ’ is obtained by joining m'  to the epipole e ’. 
Under the assumption that the world coordinate system equals the camera coordinate system of 
the first camera, the two perspective projection equations result to:
m = A ■ P„ • M
m = A ' P - D M
(2.2)
(2.3)
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where the 4x4 matrix D  contains the rotation R  and the translation t that transform the 3D point 
from the world coordinate system into the camera coordinate system of the second view ( /’) and 
the 3x3 matrices A and A ’ specify the intrinsic parameters of the first and the second cameras, 
respectively. Finally, the 3x4 identity matrix P„ designates the so-called normalised perspective 
projection matrix [20]. After defining the affine representation of M in the 3D coordinates, which 
is dependent on its depth value Z, and then re-arranging Equations (2.2) and (2.3), the affine 
disparity equation is formed that represents the depth value dependent relation between the 
corresponding points in two perspective views of the same 3D scene:
Z ' - m ' = Z  A '  R - A - ^  - m - h A ' - t  ^2.4)
Rendering the colour texture videos for left and right eye view positions is realised using Equation 
(2.4). The left eye and right eye positions are considered as the virtual view positions in this case. 
A number of simplifications are done, such as the intrinsic parameters of the virtual camera 
viewpoint are assumed to be equal to that of the original view, except for a certain amount of shift 
in the principal point. Furthermore, the movement of the virtual viewpoint is restricted to be only 
translational without any rotation, i.e. R is identity (I). And the translation is only in the horizontal 
direction. The amount of horizontal translation (Q  from the original viewpoint is calculated as 
half of the chosen inter-axial distance tc. In other words, tx is chosen as - f/2  for left-eye view and 
+ t j l  for right-eye view, tc is usually computed as the average human eye separation 
(approximately 64 mm). However, the inter-axial distance can be changed to manipulate the 
screen parallax and the perceived depth.
One major drawback of this representation is that holes are formed in the resultant rendered left- 
eye and right-eye views. The holes are caused by the disoccluded regions, which are not visible in 
the original camera viewpoint. It is a common action to fill the disoccluded areas with the nearby 
filled pixel colour texture luminance values through interpolation or extrapolation. Similarly, the 
depth maps can be pre-processed via smoothing out the depth transitions to provide fewer 
disoccluded regions in the resultant left-eye and right-eye views. Nevertheless, the accuracy of 
final rendered left-eye and right-eye views is never the same as the accuracy of individually 
captured views. Another point is that the accuracy of the depth map of the original viewpoint does 
significantly affect the rendered left-eye and right-eye views. The artefacts, i.e. wrongly estimated 
luminance values, in the depth map cause structural distortions in the rendered views resulting in 
unpleasant stereoscopic viewing. Equally, the compression and transmission related distortions in 
the depth map affect the quality of rendered views.
On the other hand, the video-plus-depth representation has significant advantages over L-R 
stereoscopic representation. The flexibility in setting inter-axial distance, convergence distance 
makes the receiver side adapt the 3D content to the specific display. Opposite to L-R stereoscopic
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video representation, video-plus-depth type representation provides Head-Motion Parallax (HMP) 
although limited. This means that the user can watch the 3D content from slightly different 
viewing angles. In terms of the ease of compression, the video-plus-depth type representation is 
much more advantageous due to the image characteristics of the depth map. The depth map 
frames usually include large, smoothly changing areas with a few high-frequency components. 
Additionally, the existing video coding tools can efficiently encode the depth map with reduced 
overhead [20]. The efficiency with respect to the L-R stereoscopic video comes from the fact that 
the depth map images can be successfully encoded at around 10%-20% of the bit-rate of the 
colour texture video [13]. Hence, overall, a far less bandwidth is needed to transmit video-plus- 
depth than transmitting the L-R stereoscopic video. The diminutions of stereoscopic video 
sensation due to photometrical asymmetries (e.g. in terms of brightness, contrast or colour, 
between the left and the right eye) are also eliminated as the video-plus-depth representation 
renders the virtual left-eye and right-eye views using the same colour texture video.
Frame instant t Frame Instant t Frame Instant t
Camera
Camera #n+mCamera #n+1Camera #n
Figure 2-8: Sample multi-viewpoint camera picture array
2.3.3 Multi-View Video (MW)
Multi-view video (M W ) is a video representation format suited for many promising 3D video 
applications, such as F W  and 3D-TV (stereoscopic video in the simplest case or multi-view auto- 
stereoscopic video). Figure 2-8 is a sample illustration of multi-view video. It comprises several 
calibrated viewpoints of the same 3D scene captured simultaneously. Multi-view video 
applications, unlike many other conventional video applications like 2D HDTV or stereoscopic 
TV, offer a high level of interaction between the user and the service provider. The user is able to 
navigate throughout the video scene (exploiting the free-viewpoint navigation function). 
Furthermore, the emerging 3D display technologies that are released and expected to become 
affordable compared to other kinds of conventional displays, improve the practicality and 
generality of a wide range of multi-view video applications by allowing multiple viewers to watch
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the existing scene without the need of special eye-glasses. Continuous improvements on existing 
displays, regarding the reduction or removal of a set of viewing discomforts (nausea, eye strain, 
etc.) make the 3D experience increasingly attractive. There are several multi-view capture 
methods, mostly depending on the nature of the captured 3D scene. Among other factors affected 
by the recorded 3D content is the number of cameras, the baseline distance between the cameras 
and the convergence of the cameras. Figure 2-9 shows some basic multi-view camera 
arrangement schemes.
Following extensive investigations into 3D video (mainly within MPEG 3DV Ad Hoc group), 
multi-view video was widely recognized as a powerful video format and the need for a 
standardisation activity for the compression of multi-view videos was identified. Previously, the 
multi-view extension of MPEG-2 was created (MPEG-2 multi-view profile [24]) to encode the 
stereoscopic videos. This has not been widely exploited, due to its rather restricted compression 
efficiency, with respect to simulcasting, and the lack of support for head motion parallax.
.STAGE.STAGE
a) Linear cam era array
b) Camera array on an arc
c) 2D Matrix type cam era array
Figure 2-9: Some multi-view camera arrangement models
Video-plus-depth representation, which enables head-motion parallax unlike the conventional 
stereoscopic video, was created as a fully backward compatible and more compression efficient 
scheme. The L-R stereoscopic video pair can be rendered using video-plus -per pixel depth value. 
On the other hand, multi-view videos have proved to be superior to video-plus-depth format in 
terms of enabling a wider range of scene navigation.
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2.3.4 Multi-View plus Depth Video (MVD)
The video-plus-depth (or colour-plus-depth) 3D video format introduced in 2.3.2 provides quite 
poor free-viewpoint functionality. The head motion parallax in the video-plus-depth based 3D 
video experience can adjust the rendered L-R video pairs within a very narrow navigation range 
[25]. On the other hand, the multi-view video explained in 2.3.3 can provide the necessary scene 
navigation range. However, the inter-camera baseline distances are not always sufficiently small 
to provide the necessary L-R stereoscopic video pair with changing the viewer position. 
Therefore, multi-view video itself can not provide a scene navigation range that flows smoothly in 
space.
Multi-View plus Depth (MVD) is an extension of both the multi-view video format and the video- 
plus-depth format. It consists of N  total colour texture viewpoints and N  corresponding per-pixel 
depth map sequences. Such an extension significantly extends the navigation range [70], [5] as 
well as the smoothness of scene navigation. In collaboration with the multi-view depth map, 
multi-view colour texture video can render intermediate virtual viewpoints at any position 
successfully, provided the spatial position vectors (rotational and translational matrices) and 
camera parameters of the target virtual viewpoint are present.
Camera 1 Camera 2
SMithesized View
N Camera Views 
(colour + depth)
Figure 2-10: Multi-view plus depth representation and view synthesis from two camera viewpoints
(part of this figure is taken from [25])
Multi-view plus depth format is a very powerful scene representation technique enabling full 
feature 3D TV with simultaneous multiple viewers and depth sensation at the same time. Figure 
2-10 depicts the multi-view plus depth representation and the functionality of synthesising 
arbitrary viewpoints with this representation.
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Multi-view plus depth representation does not carry excessive additional transmission overhead 
compared to multi-view video, as the multi-view depth map sequences can be treated as colour 
texture videos and be efficiently compressed using multi-view coding tools which are going to be 
explained in detail in the coming sections. Extensive coding results can be found in [25] and [70].
Due to its superior free-viewpoint rendering capability with sufficient navigation range, multi­
view plus depth scene representation is considered mostly throughout this thesis.
2.3.5 Layered Depth Image (LDI)
The concept of Layered Depth Image (LDI) was introduced in [26], which is known as an 
efficient image based 3D scene rendering method. Basically, a layered depth image represents the 
scene using an array of pixels viewed from a single camera position [27]. Each pixel in the array 
consists of a colour luminance, depth and other data that assists 3D scene rendering. According to 
[27], three key characteristics of an LDI are:
1. It contains multiple layers at each pixel position,
2. The distribution of pixels in back layer is sparse,
3. Each pixel has multiple attribute values.
Ray A  Ray B Ray C Ray D Ray E
Layered
Depth
Pixels
O Layer 1 
O Layer 2 
#  Layers
#  Layer 4LDI View
Figure 2-11: Conceptual diagram of LDI [27]
When the rays are emanating from a reference camera viewpoint, intersecting points between the 
rays and an object are stored [27]. Colour and depth information is stored for each intersecting 
point. The conceptual diagram of a layered depth image is depicted in Figure 2-11 [27], [26]. 
According to Figure 2-11, the first intersecting points construct the first layer of LDI, the second 
ones build up the second layer, and so on. Consequently, each layered depth pixel (LDP) has
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different number of depth pixels (DPs), which contain colour, depth, and auxiliary information for 
reconstruction of arbitrary viewpoints of the 3D scene [27]. For the specific illustration in Figure 
2-11, LDP 3 has four layers, which contain intersecting points between Ray C and the object. A 
single LDI is created per time instant, i.e. the LDI at time ?,■ is composed of the images and depth 
map values belonging to the same time instant from all different views.
Conventional video codecs, such as H.264/AVC, whose details will be explained in the rest of this 
chapter, are optimised for removing the temporal and spatial redundancies existing among 
succeeding frames which is most of the time the case for classic 2D video sequences. However, 
the layers of LDI do not show such characteristics, i.e. spatial and temporal correspondences. The 
conventional video coding tools become inefficient when coding the succeeding layers of an LDI. 
Other codecs that are not block-based can be utilised for better efficiency. Layered depth image 
format is out of the scope of this thesis and not considered for compression.
The advantages and disadvantages of the abovementioned 3D scene representation formats are 
listed in Table 2.1:
Table 2.1: Pros and Cons of 3D scene representation formats
Scene Representation 
Format
Advantages Disadvantages
Omni-directional
video
Compact representation 
in high resolution
Lack of spatial navigation. 
No sensation of depth
Stereoscopic video Less bandwidth 
demand compared to 
multi-view video, depth 
sensation present
Restricted free-viewpoint 
capability and Head 
Motion Parallax
Multi-view video Wider scene navigation 
range
High bandwidth demand, 
absence of smooth scene 
navigation
Multi-view plus 
depth map
Smooth scene 
navigation, wide 
navigation range
High bandwidth demand
Layered depth video Compact depth 
representation
Difficulty in compressing 
using conventional block 
based video codecs
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Figure 2-12: The ATTEST signal processing and data transmission chain [13]
2.4 Multi-view Video Applications
Multi-view video makes possible new applications in areas such as education, medicine, 
surveillance, communication and entertainment [28]. There are various future interactive 
multimedia applications concerning multi-view video. The most well known ones include Free 
Viewpoint Video (FVV) or Free Viewpoint TV (FTV) and 3 Dimensional TV (3D-TV). In the 
following two subsections, 3D-TV and free view-point TV (or free view-point video) will be 
explained in more detail.
2.4.1 3D-TV
As mentioned previously, 3D video has become an exciting area of research amongst the 
academic and research communities and offers the possibility of providing more exciting visual 
images to end users, while giving a more realistic impression of the 3D world than standard 2D 
video. Basically, 3D-TV aims to provide the scene depth perception to the users while showing 
the same content as traditional 2D TV.
As previously mentioned in the introduction, 3D-TV can be considered as an end-to-end system 
of capturing, processing and encoding, transmitting and displaying of 3D visual content [67], [29], 
[20]. Many researchers have been dealing with different stages of 3D-TV systems. Figure 2-12 
shows the signal processing chain and the data transmission process of the end-to-end 3D-TV 
system proposed in “Advanced Three-Dimensional Television System Technologies” (ATTEST), 
part of the European Information Society Technologies (1ST) project [13].
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The four stages of the system mentioned beforehand can be seen clearly in Figure 2-12, i.e. 
capturing (either directly in 3D format or converted from 2D content), processing and encoding, 
transmission through a Digital Video Broadcast (DVB) network and displaying (either on 
standard 2D-TV or 3D-TV). The challenge in the processing and encoding stage is to encode the 
video content with its auxiliary data (mainly scene depth map) and meta-data (visual quality 
enhancing parameters like camera position and calibration) in a rate-distortion optimised manner 
taking into account the specific constraints of different network conditions. In the same project, 
MPEG-2, required as the standard for DVB, is used for coding the visual content, whereas the 
depth information is supposed to be encoded using MPEG-4 A VC with its Multiple Auxiliary 
Component (MAC) extension enabling the encoding of non-visual data (depth maps are 
monochrome planes and MAC extension of MPEG-4 is specialized for coding such planes). This 
system is suitable for stereoscopic video broadcasting, where either two different cameras are 
necessary for capturing the visual information or one view is captured with its depth information. 
However, the system is not capable of supporting efficient compression of more than 2 views at a 
time. A generalized video-plus-depth concept introduced in [70] also takes into account the 
scenario, where multiple baseline geometries are used for multi-view capturing (i.e. there may be 
more than just two views). Figure 2-13 shows a more generalized form of the future 3D-TV 
system [70].
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Figure 2-13: Outline of advanced system concept for 3D-TV [70]
The multi-view video coding concept here, with its capability of handling the multiple view-point 
visual contents with their auxiliary contents (depth basically) simultaneously, offers a network 
adaptive and potentially rate-distortion optimised solution. The differences between Figure 2-12 
and Figure 2-13 mainly arise in capturing and encoding stages. In Figure 2-13, the information
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acquisition may take place from multiple cameras and the generalized video-plus-depth 
supportive multi-view coding is used to encode the created content.
From the coding efficiency point of view, as the number of possible representations of a certain 
scene increases, i.e. different viewing angles, the amount of bit-rate budget for representing the 
multi-view video increases and hence, more sophisticated methods should be employed to 
compress the content. Future 3D-TV systems will require multi-view coding schemes which are 
efficient to compress the 3D multi-view video content to be transmitted over band-limited 
networks under heavy load, while providing interoperability and scalability at the same time. 
Nevertheless, the multi-view coding tools will not be able to keep the 3D video transmission load 
in manageable rates, when the number of viewpoints for a certain scene is excessively high. 
Hence, it is not possible to commercially realize 3D-TV systems based on multi-view video 
services that consists of extremely many dense 2D representations of the same scene. Based on 
the rate constraint, a newer 3D video framework is introduced by the standardisation body MPEG 
that puts a limit on the input number of cameras [30], [31].
/  Limited \
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Data
Format
\ ^ J
Data
Format
Arbitrarily 
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Figure 2-14: Targeted 3D Video framework [31]
The 3D Video framework suggests coding ideally 2 viewpoints or at most 3 viewpoints and 
sufficiently producing as many viewpoints as needed at the client side. The main purpose is to fix 
the rate required to transmit the corresponding 3D video format. In other words, for a given 
resolution, as well as for any 3D display content requirement, the transmission of 3D video 
services should not incur substantial rate overhead, but at the same time should produce high 
enough quality output 3D video. The main technical challenges in such a framework lies in 
determining the optimal baseline distance between the encoded viewpoints, such that there is 
enough correlation between the two viewpoints to encode them in a joint and efficient way. At the 
same time, sufficiently many arbitrary viewpoints should be rendered in between them. In other 
words, 3D Video framework targets achieving an optimum trade-off between the bit-rate 
necessary to transmit the 3D video representation and the synthesis performance of multiple 
intermediate viewpoints. Figure 2-14 depicts the target of the 3D Video framework.
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2.4.2 Free-Viewpoint TV (FTV)
Another future video application, which necessitates the usage of multi-view video, is the Free- 
Viewpoint TV (FTV) [3], [32], [33]. Free View-point TV lets the users freely change their 
viewpoints, i.e. viewing position and viewing direction, and enjoy more photorealistic 
applications. FTV offers the same functionality that is known from 3D computer graphics, i.e. the 
user can freely and interactively navigate in a visual scene [33]. One big difference however, is 
that FTV targets real world scenes as captured from real cameras, whereas 3D computer graphics 
applications provide this functionality only for computer generated images [33]. Such a difference 
makes FTV a core application scenario for modern 3D video services.
Mew
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Figure 2-15: Configuration for the generic FTV system [34]
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Figure 2-16: Proposed configuration for the FTV standard [34]
FTV is closely related to 3D-TV in the sense that both applications require multiple cameras to 
capture real world scenes from different viewing angles [34]. The difference comes from the fact 
that, the camera arrangement in FTV is more flexible than that in 3D-TV, where the camera 
interval in 3D-TV is related to that of the human eye [34]. The possible camera arrangements in 
FTV can be linear (either on a straight line or on a line with arc), circular or 2D matrix 
arrangement (as depicted in Figure 2-9).
Like 3D-TV, the complete FTV system has several stages. As in the case of 3D-TV, natural 
scenes are captured by multiple real cameras to be input for FTV. Before encoding the scenes 
taken from multiple cameras, they are corrected for the pixel misalignments and lighting 
differences existing among multiple cameras. After correction, the scenes taken from multiple 
cameras are encoded with a multi-view video encoder which takes into account the constraints 
brought by the specific FTV application. These constraints include scalability, easy switching 
capability between different views, encoding delay, etc. After transmitting set of multiple 
viewpoints, the decoder on the user side decodes the received bit-stream to reconstruct the 
multiple views. Before displaying the reconstructed content, the view generation process takes 
place which is an important part of FTV. Figure 2-15 summarises the stages of FTV. View 
generation is defined as synthesising virtual viewpoint pictures form existing real camera pictures
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utilising 3D scene geometry, i.e. depth maps. These virtual viewpoint pictures correspond to 
virtual viewpoints in between real view points, where no real cameras are located.
FTV has a wide area of application, from communication to entertainment, from education to 
security and surveillance, to video production for virtual camera motions. The FTV data format 
should be as hardware independent as possible in order to make it widely applicable to most of the 
FTV services. There is a certain balance between the encoder and decoder complexities in terms 
of computational load. According to [34], the depth map estimation process should be carried out 
the sender side and transmitted accordingly, whereas view generation should be performed at the 
receiver side. Such a configuration would be suitable for download/package applications and 
broadcast applications, where the load on encoder side is fairly heavy and low on the decoded 
side. Figure 2-16 shows this configuration.
2.4.2.1 Requirements of FTV
There are many requirements for FTV concerning the data format of FTV, the compression end 
and the view generation end of the system. From the compression point of view, the specific 
requirements for the multi-view compression system are under concern. First of all, the coding 
scheme should yield high compression performance for both the multiple colour texture 
viewpoints and their corresponding depth maps.
A very important functionality to be enabled by a multi-view coding scheme should be the 
scalability in temporal, spatial, quality and viewpoint dimensions. The first three types of 
scalability already exist in the scalable extensions of the coding standards. These are well 
applicable for the conventional 2D-TV applications. The last one, viewpoint scalability, is specific 
to FTV and refers to dynamic change of the displayed viewpoint according to user interest.
Random access should be supported by the codec. In other word, fast switching between different 
time instants and between different viewpoints should exist for improved 3D video quality of 
experience.
The other two basic and crucial requirements of FTV are low decoding delay and low complexity 
encoding and decoding. These two factors are especially effective on the performance of real time 
applications of FTV.
2.5 Coding of 3D Video
This section describes the state of the ait video coding approaches for 3D video. At the beginning, 
an introduction to the video coding concepts is provided. A brief historical review is followed by 
a more detailed description of the basic blocks of MPEG-4/H.264 AVC. Following it, the
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potential coding approaches for 3D stereoscopic video and more specifically for multi-view video 
with provided depth map information are discussed. The research done in the literature on the 
compression of multi-view video is discussed in detail.
2.5.1 The Concept of Video Coding
Transmission of raw video signal requires high bandwidths and excessive storage capacities 
which is unrealistic and costly. Therefore, video coding is necessary for compressing the video 
while allowing reversible conversion of data, requiring fewer bits and more efficient transmission. 
Video coding targets exploiting the redundancies in the video sequence together with considering 
Human Visual System (HVS) in order to achieve compression. The redundancies within a video 
sequence can be identified as spatial and temporal correlations. The coding schemes exploiting 
the spatial redundancies are usually collected under the common name of intra-frame coding. 
Similarly, the schemes that make use of temporal redundancies existing among progressive 
frames of a video sequence are called inter-frame coding schemes.
Some spatial redundancies are exploited by predicting the values of each pixel or pixel group 
using previously coded information, and coding the remaining error (residual). This technique is 
called Differential Pulse Code Modulation (DPCM). Neighbouring pixels yield the best 
performance as they usually have the highest correlation with the pixel under consideration. 
Hence, the power of the produced error signal is low. The neighbouring pixels can be either from 
the same time-frame or from the adjacent frames in time. The prediction error (residual) is 
calculated and coded by subtracting the predicted frame from the original frame at the encoder 
and, the received error signal is added to the prediction at the decoder. Note that, this is a lossless 
coding scheme.
In transform coding, the texture information of the video frames are mapped into a transform 
domain prior to data reduction. In most cases, the energy of a video frame is concentrated in the 
low frequency band. Therefore, insignificant transform elements (coefficients) can be discarded 
by harsher quantisation. This process causes losses in the original data, as some high frequency 
coefficients in the transform domain are completely discarded.
Quantisation in video coding can be described as the process of determining the size of 
transmission unit (bits) for different parts of the signal, depending on the corresponding visual 
significance. In other words, the energy in the transform domain is unevenly distributed among 
bands and quantisation exploits this characteristic by using different quantisation levels for each 
band. This process introduces losses, as the quantisation noise is irreversible.
Temporal redundancies are reduced using the motion estimation process, which forms the basic 
block in inter-frame coding. This process is based on matching each block (quadratic pixel
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groups) with the candidate blocks in the reference frame and selecting the best matching block in 
the reference frame, where the reference frame is usually the adjacent frame in time. First, frames 
are divided into m  x n sized blocks. These blocks are then compared against all blocks (within a 
pre-defined search window) of the same size in the reference frame. The search window is 
usually larger than the block size and the searched block is in the centre of the search window 
initially. The best matching block can be chosen considering several approaches including Mean 
Squared Error (MSE) and Mean of Absolute Error (MAE). The motion vector is the spatial 
displacement between the searched block and the best match. All calculated motion vectors form 
the motion vector map. The predicted frame is compensated from the reference frame, making use 
of the motion vector map. This process in commonly known as motion compensation.
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Figure 2-17: Evolution of video coding standards [35]
2.5.2 Overview of Video Coding Standards
First attempts in video coding systems date back to 1960s when an analogue video phone system
was designed. Organised groups of experts focused on video coding. International
Telecommunication Union (ITU-T) and the Joint Photographic Experts Group (JPEG), had
standardisation attempts in late 1980s. Figure 2-17 illustrates the evolution of video coding 
standards starting from 1984 [35]. H.261 (standardised in 1990), MPEG-1 Video (standardised in 
1993), MPEG-2 Video (standardised in 1994), H.263 (standardised in 1997), MPEG-4 Visual (or 
Part 2) (standardised in 1998) and H.264/Advanced Video Coding (AVC) (standardised in 2004) 
are the existing coding standards used in multi-media applications, varying from low bit-rate 
communication to video telephony, from terrestrial broadcasting services to consumer video 
storage systems. Most of these coding standards rely on block based transform coding and hybrid 
coding techniques making use of motion compensated prediction.
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H.261 standard uses a combination of inter-frame Differential Pulse Code Modulation (DPCM) 
and Discrete Cosine Transform (DCT). It originally intends to encode video sequences at 384 
kbps, whereas later it was extended to operate at other bitrates (multiplies of 64 kbps).
Coding technologies for video storage, such as CD-ROMs, were investigated by the Motion 
Picture Experts Group (MPEG) in the early 1990s. The first generation of MPEG, MPEG-1 
coding standard, uses H.261 as a starting point. MPEG-1 optimally operates in the range of 1.2-
I.5 Mbps for non-interlaced video. Afterwards a new generation of standards emerged for coding 
interlaced video at higher bit rates (in the range of 4 - 9 Mbps) called MPEG-2. MPEG-2 became 
so popular, such that it is used in many digital video applications such as terrestrial video 
broadcasting (DVB-T), satellite TV, cable TV and Digital Versatile Disc (DVD). Later, MPEG-2 
was adopted by ITU-T under the generic name of H.262. H.262/MPEG-2 is scalable, where 
scalability is an essential feature in video coding.
After progressive developments on MPEG-1 and MPEG-2, MPEG started working on a video 
coding standard operating at very low bit rates (64 kbps or less) and came up with MPEG-4. ITU- 
T, in parallel, carried out some work on a new video coding standard H.263 targeting similar 
applications (coding at very low bitrates). The evolutions of this standard were named as H.263+ 
and H.263-H-, where the compression efficiency of this video coding standard was improved over 
the years. In 1997, two groups, TTU-T and ISO/DEC MPEG came together and formed a Joint 
Video Team (JVT) in order to create a single video coding standard: H.26L. Later, this codec is 
published jointly as Part 10 of MPEG-4 and ITU-T Recommendation H.264 [80] and caUed 
Advanced Video Coding (AVC). H.264/AVC is among the latest entries in the series of 
international coding standards [36]. H.264/AVC has achieved a significant improvement in rate- 
distortion efficiency relative to existing standards. It is noteworthy to state that H.264/AVC has 
almost doubled the compression performance of MPEG-2, which is cunently used for 
compressing high definition TV (HDTV) signals. Furthermore, new amendments of H.264 have 
tripled the compression efficiency of MPEG-2 for some key applications. In the coming 
subsection, a brief overview of H.264 is given.
2.5.3 Overview of H.264/AVC Video Coding Standard
Described with its “network friendly” characteristic and high rate-distortion performance over 
heterogeneous networks, H.264/AVC is used in a quite wide range of video coding applications 
including broadcast over various media, multimedia data storage; conversational, multimedia 
streaming and multimedia messaging services on ISDN, Ethernet, LAN, DSL, wireless and 
mobile networks, modems, etc. Figure 2-18 shows the high-level encoder block diagram of 
H.264/AVC coding standard.
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Figure 2-18: High-level encoder block diagram of H.264/AVC [37]
The frames of video are split into 16x16 pixel blocks called macroblocks. The macroblocks are 
encoded in a raster scan order from top left to bottom right of the frame. Every macroblock inside 
a single frame consist of three components: Luminance (Y), the two chrominance components Cr 
and Cb (representing colour). The chrominance samples are usually sub-sampled by a factor of 
two in both horizontal and vertical directions, since the human visual system is less sensitive to 
chrominance channels. Hence, a macroblock consists of 16x16 luminance and two 8x8 
chrominance samples. The macroblocks are grouped as slices and there are five types of slices 
defined in H.264, which are Intra (I), Predictive (P), Bi-predictive (B), Switch-I (SI) and Switch-P 
(SP) slices. I-slices are encoded by intra-prediction, whereas P and B slices are encoded by inter­
prediction. P slices can use references from a list of preceding reconstructed frames, whereas B 
slices can use references from two lists of reconstructed pictures: from preceding frames and from 
succeeding frames in time. The SI and SP slices are especially utilised for efficient bit-rate 
switching. More detail on SI and SP frames can be found in [38]. A single frame may contain a 
mixture of these slices.
Intra coding is a scheme which does not exploit the temporal redundancies existing among 
successive frames of a video sequence. The aim of intra coding is to provide error resilience and 
create temporal random access points in a video sequence, more than providing coding efficiency. 
Different from the previous coding standards, H.264/AVC applies a spatial estimation method for 
intra coding. In order the prediction to not to rely on different frames, spatial estimation is 
performed within the same frame from already encoded macroblocks. Spatial estimation can be 
performed over 16x16 macroblocks up to 4x4 blocks inside a macroblock. Intra coding is 
especially efficient in compressing texture-wise smooth areas inside a frame.
Inter coding aims at removing the temporal redundancies inside the video sequence via block 
motion estimation, as previously explained. There are two kinds of inter-frame coding in 
H.264/A VC: P (predictive) and B (bi-predictive) coding. In both techniques, the reconstructed
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samples from previously encoded frames are used. In previous standai'ds, only the frame which is 
the nearest frame to the cunently encoded frame in time could be used for P prediction. However, 
in H.264/AVC, multiple previously encoded frames can be used as reference for P prediction. So 
is for B prediction where the encoded frames, which are encoded previously but succeeding the 
currently encoded frame in display time, can be used as references for prediction. However, this 
brings the cost of larger coding delays and increased memory usage, while yielding much higher 
compression performance. In H.264/AVC, different from the former standards, the size of the 
blocks used for motion estimation is not restricted to 16x16 and 8x8. Motion estimation can be 
carried out on 8x16 or 16x8 blocks as well. Besides, if 8x8 blocks are used, the motion estimation 
can be further cairied out on 4x4 blocks. This increases the accuracy of motion estimation. 
Another tool used in H.264, which increases the motion estimation quality is quarter pixel motion 
estimation. However, this brings additional computational load to both the encoder and the 
decoder. To encode the motion vectors, a spatial estimation is utilised, since the motion vectors 
are usually highly conelated in the space. At every macroblock location, the encoder decides to 
apply either inter- or intra- coding, based on a Lagrangian rate-distortion optimisation process. 
The details of how the optimisation is performed in conventional video coders, including 
H.264/AVC can be found in [39]. More information on estimation and prediction methods used in 
H.264/AVC can be found in [36].
After the estimation process, the residual macroblocks are formed by subtracting the estimated 
macroblock from the original macroblock pixel by pixel. Transform coding then is applied to the 
obtained residual macroblocks, in order to remove the spatial redundancies in the residual block. 
In previous coding standards, a two dimensional DCT of size 8x8 was applied. Instead of the 
DCT, other integer transforms are prefeixed in H.264/AVC. The size of these transforms is 
reduced to 4x4 mainly, and 2x2 for some cases (only for the DC coefficients -lowest frequency 
band- of 4x4 transformations) to better adapt the coding of residuals along the object boundaries. 
Different from DCT, since all the entries of integer transforms are integers ranging from -2 to 2, 
the transforms and inverse transforms can be applied easily just by shifting, summation and 
subtraction operations. This fact makes the computational load of encoding process decrease 
significantly. Furthermore, since this transform has an exact integer inverse transform, there is no 
possibility of a mismatch between the encoder and the decoder. Nevertheless, the energy 
compaction performance of integer transforms is comparable to that of the DCT. All the 
coefficients of integer transforms are quantised by a scalar quantiser. There exist 52 different 
quantisation step sizes, which are denoted as the Quantisation Parameter (QP). The quantisation 
step size gets doubled for every 6 increment in QP value. Figure 2-19 shows the integer transform 
matrices used in H.264/AVC.
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Figure 2-19: Integer transform matrices used in H.264/AVC
The transformed and quantised coefficients of the residual macroblocks and other syntax 
elements, i.e. motion vectors, indices of the reference frames, prediction type of the macro blocks, 
are all entropy coded prior transmission. H.264/AVC provides two options for entropy coding 
[37]: Context Adaptive Variable Length Coding (CAVLC) and Context Adaptive Binaiy 
Arithmetic Coding (CABAC). The key characteristic of both entropy coding schemes is that they 
dynamically update the codebook used for representing the video elements during encoding 
according to the changes in the content of the video. CAVLC is computationally less intensive 
and simpler than CABAC, where CABAC generally saves more bits during encoding when 
compared to CAVLC with its “non-integer length” codeword assignment capability. Both 
methods provide a significant increase in the compression with respect to the entropy coding 
methods, used in former video coding standards. Huffman coding is one example of the variable 
length entropy coding techniques used in former coding standards.
2.5,4 3D Video Coding
L-R stereoscopic video, the simplest forms of 3D video, requires more storage capacity and 
higher bandwidth for transmission compared to 2D video. Therefore, 3D video coding is crucial 
to make the immersive video applications be available for the mass consumer market in the near 
future. The coding approaches for 3D video may be diverse depending on the representation of 
3D video. 3D video coding approaches aim at exploiting inter-view statistical dependencies in 
addition to the conventional 2D video coding approach, which removes the redundancies in the 
temporal and spatial dimensions. The prediction of views utilizing the neighbouring views and the 
images from the same image sequence are shown in Figure 2-20. The efficiencies of the 
prediction methods shown vary depending on the frame rate, inter-camera baseline distances and 
the complexity of content (e.g. spatio-temporal chaiacteristics).
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First order neighbours:
-  T (temporal)
-  S (inter-view)
-  S/T  (combined)
Figure 2-20: Statistical dependencies in a three-viewpoint video
2.5.4.1 Stereoscopic Video Coding
So far, a large number of stereoscopic video coding algorithms are proposed and tested. A 
common approach is to encode one of the viewpoints (either L- or R- view) conventionally using 
2D video coding tools and the other view using disparity compensated prediction. This is a 
fundamental way of exploiting the 3D scene geometry in improving the rate-distortion efficiency 
of the stereoscopic video codec. Several disparity compensated prediction based stereoscopic 
video coding works exist in the literature, such as in [40] and [41]. It is important to note that the 
disparity compensated prediction scheme is not applicable to video-plus-depth type 3D video as 
the texture characteristics of colour and depth videos are different. Asymmetric [42] and mixed- 
resolution coding techniques are also available to L-R stereoscopic video coding, based on the 
suppression theory of human visual perception. Suppression theory of human visual system states 
that the overall perception of the stereo-vision is primarily affected by the highest resolution of 
the video frame sequences arriving at either of the eyes [43]. Accordingly, significant amount of 
bits can be saved by encoding one of the viewpoints either with reduced spatio-temporal 
resolution or with lower fidelity. Such coding approaches are further applicable to video-plus- 
depth type 3D video and accordingly, depth map transmission overhead can be maintained at 
around 20% of that of the colour texture video with pleasant output 3D video quality [13]. Further 
detail on coding depth map videos will be given in 2.5.4.3.
MPEG-4 Multiple Auxiliary Component (MAC) [44], introduced earlier, allows image sequences 
to be coded with a Video Object Plane (VOP) on a pixel-by-pixel basis which contains data 
related to video objects such as disparity, depth and additional texture. However, this approach 
needs to send the gray-scale/alpha shape with any other auxiliary component (e.g. disparity) and 
as a result, the coding efficiency is negatively affected.
The major challenge in designing compression suits for stereoscopic video is to carefully analyse 
the effect of colour perception and depth perception on the overall stereoscopic video quality, to
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correctly decide on the trade-off between colour texture and depth map video coding rates. 
Usually, coding depth map information with less accuracy does not affect the stereoscopic 
reconstruction quality as much as coding the colour texture video with less accuracy. 
Furthermore, due to the characteristics of tlie depth image sequence (e.g. large smooth image 
areas), they can be efficiently compressed with the existing coding algorithms.
2.5.4.2 Multi-view Video Coding
If the two viewpoints in a stereoscopic video are separately encoded and transmitted, as much as 
twice the bandwidth that would be required for a 2D video has to be allocated for the 
transmission, as previously stated. This is quite infeasible. With this scheme, if there are N total 
viewpoints recorded, in total, N times the total bit-rate necessary for sending a single view would 
be required, where N may become substantially large according to the demand of the application. 
It is inevitable to exploit more sophisticated compression schemes for multi-view sequences. 
ISO/ICE JTC1/SC29AVG11 Moving Picture Experts Group (MPEG) has recognized the 
importance of multi-view video coding and established an ad-hoc group (AHG) on 3D audio and 
visual (3DAV) in December 2001 [45]. Four main exploration experiments have been conducted 
in the 3DAV group. The experiments are conducted between 2002 and 2004. These experiments 
include: 1) exploration experiment on omni-directional video, 2) exploration expeiiment on FTV, 
3) exploration experiment on coding of stereoscopic video using the multiple auxiliary component 
of MPEG-4, mentioned previously, and 4) exploration experiment on depth and disparity coding 
for 3D TV and intermediate view generation (view synthesis) [46]. After the Call for Comments 
issued in October 2003, several companies claimed the need for a standard enabling the FTV and 
3D TV systems. After MPEG called interested parties to bring evidences on MVC technologies in 
October 2004 [47], some evidences were recognized in January 2005 [48] and a Call for 
Proposals on MVC has been issued in July 2005 [49]. Then, the responses to the Call have been 
evaluated in January 2006 [50]. MVC was standardised in July 2008.
Several requirements are set for modern multi-view coding systems [51]. Some requirements are 
identified as the compression efficiency, scalability in viewpoint space, spatial, temporal, SNR 
and free-viewpoint scalability. In addition, the multi-view coding system must be backward 
compatible, i.e. should generate a H.264/AVC conformant bit-stream. Coding and decoding with 
low delay is another requirement of multi-view coding. Since the visual data load under concern 
is high, the issue of view, temporal and spatial random access is also critical and any multi-view 
coding suit should have low delay random access characteristics. Besides, the decoder resource 
management issue needs to be taken into account when designing a multi-view coding algorithm. 
Parallel processing of different views or segments of the multi-view video is also important to 
facilitate efficient encoder and decoder implementations.
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Figure 2-21: Prediction structure for the MVC method showed in [52]
The methods applied within the context of exploiting the inter-view redundancies can be collected 
under two classes: inter-view redundancy removal via reference frame based techniques and inter­
view redundancy removal via disparity based techniques.
The techniques based on reference frames selected from different views, adapt the existing motion 
estimation and compensation algorithm for removing the inter-view redundancies. Basically, the 
disparity among different views is treated as motion in the temporal direction and the same 
methods are applied to model disparity fields. One example of such a multi-view video coding 
method, introduced in [52] and called Hierarchical B-Frame Prediction uses the same 
hierarchical decomposition structure, applied in the temporal domain, in the view domain. Figure 
2-21 shows the prediction structure used in this specific multi-view coding method [52]. The 
horizontally directed arrows in Figure 2-21 represent referencing in time domain, whereas the 
vertically directed arrows represent referencing in view domain. In this way, a frame being 
encoded may have references from both the same view or from neighbouring views. Especially, 
the pictures belonging to the highest temporal and view level (denoted as b4 in Figure 2-21 ) are 
the most efficiently coded frames inside the multi-view sequence, since they are predicted from 
both temporal references and inter-view references. However, more memory buffer is required for 
reference frames and more dependent frames must be decoded before the frame in the highest 
temporal and view level can be decoded. Nevertheless, it is reported that this algorithm yields the 
best compression performance among all multi-view coding proposals, after the subjective and 
objective tests of the MVC standard [50]. One drawback of such an encoding structure is that 
there is no distinction between the motion in time and the disparity among the frames of different 
views. The motion fields and disparity fields have different characteristics. In general, motion in 
time is bounded within a certain search field and changes dynamically within the same frame.
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However, disparity among views is more dependent on the distance between the cameras and can 
have much larger values than the motion vectors. Furthermore, there generally exists a global 
disparity between the views, which does not change in time, unless the multiple cameras are 
moving.
Experiments are performed with different multi-view sequences to analyze the efficiency of 
interview prediction structures [4]. It is shown that temporal prediction is the most efficient 
prediction mode for all analyzed sequences in average. The relationship between the temporal and 
the inter-view prediction strongly depends on the scene complexity and the temporal/ spatial 
density. However with the results shown in [4], it is seen that inter-view prediction attains a 
quality improvement of 0.5-2dB for most of the sequences over coding each view separately with 
hierarchical B-frame prediction. However, this gain changes from one prediction structure to 
another. Further, it is seen that when there is too large disparity between neighbouring camera 
views, the encoder can not fully exploit the redundancies. The basic prediction structures are 
shown in Figure 2-22. In Figure 2-22 (a), simulcast coding structure is shown. In Figure 2-22 (b), 
KS_IPP structure is shown, in which there is inter-view predictions for key frames only. In Figure 
2-22 (c), AS_IPP structure is shown in which the inter-view prediction is used for non-key frames 
as well. AS_IPP structure is found to be the best performer (l,7dB gain in average). However, it 
attains a small gain over KS_IPP structure for a much increased complexity. It is interesting to 
note that, AS_IBP structure with bi-predictive coding applied to key frames (as in Figure 2-22 
(d)), performs worse in general when compared to the scheme with no bi-predictive coding 
applied to key frames (as in Figure 2-22 (e)). This is due to the QP cascading scheme used in 
hierarchical B prediction. With QP cascading, there is less fidelity for lower hierarchy levels. For 
instance, B Frames gets encoded with a higher QP than P frames and I frames. In terms of coding 
complexity, it is noted that AS_xxx structures attain slightly better than KS_xxx structures, but at 
around 3 times more complexity. The optimum prediction structure is dependant on the scene 
complexity and the camera arrangement. Nevertheless, it is impossible to avoid a linear increase 
in the transmission bandwidth when the total number of viewpoints is increased, no matter which 
prediction structure explained above is utilised.
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Figure 2-22: Various inter-view prediction structures
Another approach for multi-view coding takes into account the geometric constraints and tries to 
improve prediction performance by exploiting the scene geometry. These approaches are 
classified as disparity based approaches. Almost all of these techniques rely on generating 
intermediate representations of frames (sometimes just part of a frame) to be uses as prediction 
sources in addition to inter-view, intra-frame and inter-frame prediction sources. Generating these 
representations can be carried out in two ways; using the scene geometry information either 
implicitly or explicitly [53].
In coding scenarios where the scene geometry is explicitly used, the encoder makes use of the 
depth information of the scene to synthesise prediction images. In [85], the authors exploit view 
synthesis prediction in addition to inter-frame and inter-view predictions. Generally, in view 
synthesis processes, either the depth information is available for every pixel location of different 
views or the depth information is generated using disparity matching techniques [70], [85]. In 
[85], novel views are rendered via a 3D image warping method (based on unstructured lumigraph 
rendering technique [69]) at the camera positions where the view to be encoded is located. In [85], 
the rendering process is not carried out for the whole frame, but for each macroblock separately, 
and the necessary depth information is sent only if the prediction from the rendered block has the 
least coding cost. In this approach, there exists an important distinction between depth and 
disparity maps. While the depth maps are dependent on the geometry of the scene, the disparity 
maps are just optimised for the view synthesis prediction. Although the disparity maps are
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Figure 2-23: GoGOP structure proposed in [54]
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Figure 2-24: Reference picture selection for the proposed method in [55]
reported to create better intensity estimates (i.e. they make better predictions), they are harder to 
compress than depth maps and hence, the coding efficiency drops.
In coding scenarios, where the scene geometry is implicitly used, i.e. no depth information is 
applied for synthesis; the positional correspondences between neighbouring cameras are used
[53]. View interpolation technique can be classified under this class. In [54], the authors
introduced the “Group of Group Of Pictures” (GoGOP) for inter-view prediction. Figure 2-23 
shows the overview of a GoGOP. The authors allowed only the decoded pictures in the GoGOP to 
be referred to during prediction [54]. In [55], the authors propose to include the synthesised 
pictures, which are interpolated using the neighbouring views frames at the same time instant, in 
the GoGOP structure. Figure 2-24 shows the reference frame diagram for the proposed method in 
[55]. In Figure 2-24, D(Ca, /,) represents a decoded picture of view c„ at time /, and M„(Ca, f,) 
represents a interpolated picture, where n (0 < n < N) represents the number of interpolated 
pictures and N  is the total number. M„(Ca, ti) are produced from the decoded picture of the left
view at the same instant, r„ and the decoded picture of the right view at r,. According to this
method, the distance between the encoded view and the left neighbour view need not necessarily 
be the same as the distance between the encoded view and the right neighbour view. The 
advantage of this method is that, neither disparity maps nor depth maps need to be sent to the 
decoder side. The camera parameters do not need to be known. Only an interpolation parameter a
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is encoded and sent. This parameter defines the relative positions of the neighbouring cameras 
used in view interpolation process to the camera whose view is encoded. The disadvantage of this 
method on the other hand is that the approach of view interpolation is not suitable for high quality 
view rendering at the decoder side for display. Furthermore, the view interpolation quality is 
strictly dependant on the distance between the encoded view and the neighbouring view. As the 
distance under concern increases, the estimation quality of the interpolated view decreases.
hi [5], a multi-view coding approach is utilised for multi video plus associated depth maps kind 
data format. The main concern in this work is to utilise an MVC method to be able to render high 
quality display videos in real-time. In [5], two cameras inside a multi-view sequence are selected 
as base views and both their colour texture videos and depth maps are encoded separately. The 
remaining views and their depth maps are spatially predicted from the reconstructed versions of 
base views. Finally, the created residuals are encoded and sent to the decoder side. In this 
approach, no means of view interpolation prediction or view synthesis prediction is used.
Coding of multiple viewpoint videos with associated depth map viewpoints has gained interest, 
owing to the recognition of multi-view plus depth 3D scene representation as a strong candidate 
for driving the majority of 3D video services and displays. Hence, in the coming subsection, the 
issue of depth map coding and multi-view plus depth coding, with the work done up to date, is 
given in more detail.
2.S.4.3 Coding of Multi-view plus Depth
In this subsection, a short overview of depth map coding is provided, followed by the explanation 
of the issues related with multi-view plus depth map coding.
Traditional methods of video coding can be applied to encode depth map sequences with high 
efficiency, as mentioned previously [20]. Other techniques are proposed and implemented, owing 
to its different image characteristics. 3D motion estimation idea is used in [56]. In this method, the 
best motion vector is found based on an exhaustive search in 2D image dimensions and the Z 
(depth) direction. This method gives good results at high bitrates due to the minimization of 
residual energy. However, it does not perform well at low bit-rates due to the increase in the size 
of motion vectors, which constitute a large proportion of the bandwidth at low bit rates. Another 
method described in [57] suggests sharing the motion vectors between the encoded colour texture 
video and the corresponding encoded depth map video. However, the correlation of the motion 
vector sets of both videos heavily depends on the content of the video. Hence, if the correlation is 
low, the energy of the encoded residuals is high that results in the consumption of more bits. 
Reduced resolution coding techniques are also utilised commonly for video-plus-depth and multi­
view depth map coding systems [73], [58], [94]. The effects of data loss due to downsampling, 
especially in various depth regions, are not thoroughly studied in these works. In [87], authors
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present a novel concept for depth map coding based on platelets, assuming the depth map frames 
as piecewise smooth images. They have compared their results against H.264/AVC intra-coding 
which outperformed the rate-distortion performance of the codec based on platelets.
The usefulness and superiority of multi-view plus depth map format over video-plus-depth and 
multi-view video was explained in 2.3.4. The wide viewing angle coverage and capability of 
rendering intermediate viewpoints makes multi-view plus depth format stronger than other 
previously preferred 3D format for 3D free-viewpoint video applications. Multi-view coding tools 
are equally usable for coding the multi-view depth map and it is carried out this way in some 
previous research works [25J, [59], [109].
A different aspect that comes into the scene in multi-view plus depth coding is the effect of the 
compression related distortions in depth maps on free-viewpoint rendering. Accordingly, several 
approaches address the issue of allocating total transmission bandwidth among colour texture 
viewpoints and depth map viewpoints, to achieve improved arbitrary viewpoint synthesis quality 
[94], [60]. The traditional way of allocating bit-rate among colour texture viewpoints and depth 
map viewpoints with a fixed percentage (usually 20% of the bit-rate used for colour texture video 
encoding is allocated to depth maps [13]) yields consistent results with stereoscopic viewpoint 
generation, due to restricted baseline distance view generation. However, in the context of multi­
view free-viewpoint video, synthesis process becomes more sensitive to coding related artefacts in 
the reconstructed depth map frames, due to larger baseline distance rendering range. The visual 
quality of the arbitrary viewpoints under concern is measured in terms of PS NR, in the mentioned 
works, although it may not be the optimum way of assessing the perceived quality of synthesised 
viewpoints, as the synthesis related geometrical (structural) distortions are not properly covered.
Some other multi-view plus depth coding related research works address the issue of joint 
encoding of colour-texture viewpoints and depth map viewpoints based on novel view synthesis 
distortion models, that are mathematically modelled [61], [62].
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Figure 2-25: Evaluation of view synthesis rendering quality with compressed depth video [108]
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Authors in [108] have thoroughly studied the effect of different depth compression levels (in 
terms of quantisation) on the synthesised virtual camera viewpoint quality. The aibitrary 
viewpoints are synthesised at evenly distributed places between two real camera viewpoints. The 
quality assessment is based on PSNR and the reference videos are generated using original 
(uncompressed) colour texture videos and depth maps. Figure 2-25 depicts the assessment process 
for depth map coding performance. “SLERP” in Figure 2-25 refers to spherical linear 
interpolation process, which is used to determine the camera parameters of the target virtual 
camera viewpoint. The authors have considered the multi-view coding (MVC) scheme for multi­
view depth maps, as well as the intra coding mode of H.264/AVC (neither inter-view, nor inter­
frame prediction allowed), and their own method that is based on the utilisation of platelets. 
According to the test results, it is found that MVC based on H.264/AVC beats the platelet-based 
multi-view depth codec, as well as H.264 intra-coder, with a large margin in terms of rate- 
distortion performance. It is the case, when the distortion of depth map reconstruction is taken 
into account. This is due to the fact that all possible prediction schemes are utilised. On the other 
hand, when the reconstruction quality of arbitrarily synthesised virtual viewpoints are taken into 
account, the performance of platelet-based coder beats that of the H.264 intra coder and comes 
close to the performance of H.264 based MVC at various depth map coding rates. It is necessary 
to preserve the edge information in depth maps, in order to facilitate better rendering of views, 
where edges in depth maps correspond to sharp depth discontinuities. Taking into account the 
subjective quality assessment, the authors come to the conclusion that platelet-based multi-view 
depth map coder preserves the sharp depth discontinuities more than H.264/MVC, and hence 
introduces less coding related structural artefacts in the synthesised viewpoints.
Usually, it is a convenient approach to process depth map/ multi-view depth map sequences, such 
that they become easily compressible and at the same time, become performant in avoiding 
synthesis artefacts. Such processing algorithms can be avoided by utilising robust depth map 
estimation algorithms, despite their relatively high complexity and iterative characteristics (such 
as belief propagation). Such processing approaches do usually take into account the influence of 
different depth regions (depth layers in 3D) on view synthesis distortions. It is well known that 
depth layers that lie far away from the capturing camera, unlike the depth layers closer to the 
capturing camera, have negligible effect in creating visual holes (occluded regions) as well as 
structural ambiguities in object borders. This fact brings the necessity of designing locally 
adaptive processing approaches for depth maps. In addition, sharp depth discontinuities, i.e. 
foreground-background object transitions, require special attention to not to lead to incorrect hole- 
filling process after view synthesis. In a part of the research work in this thesis, adaptive filtering 
strategies to be applied on depth maps/ multi-view depth maps with the corresponding encoding 
schemes are studied.
43
Chapter 2.Literature Review
2.6 3D Video Quality Assessment
The quality assessment issue for 3D video, unlike 2D video, has been a challenging research area, 
due to the existence of multiple factors affecting the perceived quality, the most basic ones being 
source related factors, such as colour texture quality and depth perception. The human visual 
system consists of separate subsystems that work together as a single process [63]. There are a 
variety of depth cues in different layers (in terms of physical distance) of human vision, including 
accommodation, binocular depth cues, pictorial cues and motion parallax, all of which are 
affected by various source related distortions. In addition, such distortions do also influence 
multidimensional perceptual attributes such as image quality, presence and scene naturalness. In 
general, extensive quality measurement is necessary to study the effect of camera arrangement, 
data representation, coding, transmission and display techniques on the perceived quality of 3D 
video. In the context of stereoscopic video that is based on L-R stereoscopic representation or 
video-plus-depth representation, there are a number of reported impairment types (like key stone 
effect, depth plane curvature, cross-talk, etc.). Most of the common impairment types, caused by 
the source (colour texture and depth map) during various steps of the 3D-TV service, i.e. content 
capturing, processing, coding, transmission and display, are reported in [63]. The artefact 
simulator designed in this specific research work targets mobile 3D-TV applications and therefore 
emulates transmission links for mobile TV communications (like DVB-H). Nevertheless, most 
artefact types are common fpr a variety of stereoscopic video services. Various other works in the 
literature cover detailed analyses on how the 3D percepts influence the overall perceived 3D 
video quality. For example, it is found that excessive disparity ranges can cause eye-strain, which 
in turn degrades the perceived 3D video quality [64].
To measure and quantify the perceptual attributes of 3D stereoscopic video, the quality evaluation 
methodologies for stereoscopic 3D pictures, explained in ITU-R BT.1439 recommendation [65] 
are used. Most of the subjective evaluation procedures in this recommendation are based on the 
ITU quality evaluation recommendation for generic television pictures (i.e. ITU-R BT.500.11) 
[93]. For instance, continuous quality scale based schemes (either with single stimulus or with 
double stimulus) and stimulus comparison based schemes are the mostly utilised evaluation 
methodologies inherited from the 2D-TV picture quality assessment, to evaluate different 
attributes of perceived 3D video. The continuous quality scale based schemes (single stimulus- 
SSCQA or double stimulus-DSCQA) aim at assessing the perceived video quality based on 
quality scales usually ranging from unacceptable perception to excellent perception levels 
(equally, a numerical scale like 1-5 or 1-100). Double stimulus assessment, unlike the single 
stimulus assessment, notifies the subject about the ground truth (best quality) of the according test 
signal by displaying the reference (usually uncompressed) signal. Adjective categorical judgement 
method, a variety of stimulus comparison schemes, aims at making the subjects perform a relative
44
Chapter 2. Lite rature Review
assessment between two test stereoscopic video of the same content. Figure 2-26 depicts the 
comparative assessment chart for adjective categorical judgement method, which is taken from 
the perceptual video quality assessment software developed by MSU [66]. This stimulus 
comparison technique is utilised in parts of this thesis, especially in performance verification in 
Chapter 4. More detailed information on how the test stereoscopic video pairs are presented to the 
subject, as well as how the Mean Opinion Score (MGS) is calculated from the votes the subjects 
have given, can be found in the corresponding recommendations [65], [93].
Give your mark! (SCACJ method)
Please, choose your opinion about the quality of the LEFT picture compared to the quality of the RIGHT picture 
(for example, choosing -2 or -3 means that the LEFT picture is slightly worse than the RIGHT one).
o
Much worse Worse SSgfitly worse The same Slightly better Better
Circles symbobe yotr opinion on left and iT ^  video correspondrigly. Red circle means that video is bad, and 
green means that video is good.
  Your choice; 255»
Watdi again [ | OK ~~j
Figure 2-26: The comparative assessment chart for adjectival categorical judgement method [66]
Due to their complexity, time consumption and high expense, subjective assessment schemes are 
not widely applicable. On the other hand, objective quality assessment tools require far less time 
consumption. Therefore, candidate objective quality assessment techniques, which are utilised 
most of the time for the assessment of 2D video quality, are exploited in 3D video quality 
evaluation. For instance, it is a common way to utilise Peak Signal-to-Noise Ratio (PSNR), based 
on the Mean Squared Error (MSE) metric, to individually assess the qualities of colour texture 
video sequences and depth map sequences. The definition and the mathematical representation of 
PSNR were given in 1.3. Similarly, Structural SIMilarity metric (SSIM) can be utilised, which is 
based on the fact that human visual system is highly adapted for extracting structural information 
from a scene [6]. The equation for SSIM is shown in Equation (2.5):
SSIM  =  ( 2 ^  + C |) ( 2 g ^ + C 2 )
( x ' + ÿ ^ + C , ) ( < T / + ( T / + C 2 )  (2-5)
where, x  = [x, I i = 1,2,...,A] is the original signal andy = [y, I i = is the distorted signal.
X , y , (7^^ , ( 7 and cr^^ are the mean of x, mean of y, the variance of x, the variance of y and
the covariance of % and y respectively. C, and Ci are constants. The SSIM metric takes values 
between 0 and 1. The higher the SSIM index, the better is the quality. Therefore, 1 corresponds to 
the highest quality. SSIM is originally designed and used for still image quality assessment. Video 
Quality Metric (VQM), as explained in [106], measures the perceptual effects of various types of 
video impairments and combines them into a single metric, which turns out to yield a strong
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correlation with the real subjective opinion scores. Hence, VQM is also a strong candidate for 
individually assessing the colour texture video sequences and depth map sequences. In [89], 
authors explore the usability of such 2D video quality assessment tools on the perceived quality 
assessment of 3D video sequences and back up their observations with a series of subjective tests. 
According to the authors, assessing the quality of the depth component on its own, using any 
objective metric, provides no useful information on viewer ratings of image quality or depth 
perception. On the other hand, the artefacts introduced to the colour texture video hinder the depth 
perception of stereoscopic video sequences. Overall, it is observed that the predicted image 
quality of the colour texture video and the generated L-R stereoscopic view pair, using VQM is a 
good model prediction for both the perceived overall image quality and depth of 3D video. The 
mentioned issues are also addressed in Chapter 5 with more detail.
Another common type of 3D multi-view video is the free-viewpoint video, where the assessment 
of synthesised aibitrary virtual camera viewpoints is a key issue. 3D Video (3DV) Ad Hoc group 
of MPEG recently proposed an extended PSNR metric to evaluate the quality of view synthesis, 
which is called PSPNR (Peak Signal to Perceptual Noise Ratio) [7]. This extension is based on the 
discrimination between the visually unnoticeable noise and the visually noticeable noise and the 
evaluation technique under concern is closer to subjective evaluation. Unlike PSNR, the PSPNR 
scheme also considers the temporal consistency in the synthesised viewpoints. A Just-Noticeable 
Difference (JND) model is introduced into pixel categorization to find out Spatial Noticeable- 
difference Pixels and Temporal Noticeable-difference Pixels, and calculate the Spatial Peak 
Signal to Perceptual Noise Ratio (S_PSPNR) and the Temporal Peak Signal to Perceptual Noise 
Ratio (T_PSPNR) [7]. S.PSPNR and T_PSPNR are calculated as
[ 0, otherwise
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respectively, where SNP and TNP refer to Spatially Noticeable Pixel and Temporally Noticeable 
Pixel. The pixels are categorised according to the mentioned JND model. SESPN refers to Square 
Error of Spatial Perceptual Noise and SSESPN refers to Sum of Square Error of Spatial 
Perceptual Noise. Similarly, SETPN refers to Square Error of Temporal Perceptual Noise and 
SSETPN refers to Sum of Square Error of Temporal Perceptual Noise. SP and RP are the 
Synthesised Picture and the Reference Picture, respectively.
As the influence of depth map sequences on the synthesised camera viewpoints are not explicitly 
or implicitly covered in PSPNR scheme, potential depth map related view synthesis distortions 
are not considered in the view synthesis quality assessment. Part of the research work in this 
thesis, explained in Chapter 5, considers another framework that extends existing 2D video 
quality assessment tools based on the exploitation of depth map, to assess the perceived quality of 
the synthesised camera viewpoints.
2.7 Conclusion
This chapter reviewed a range of aspects related to 3D video, including the scene representation 
formats, applications, compression techniques and quality assessment methods. The historical 
background of 3D imaging and 3D motion pictures has been provided at the beginning of the 
chapter. Later, different 3D video scene representations have been presented, by discussing their 
usages and limitations from the viewpoint of some 3D video applications. An introduction to 
depth map concept has been given. Detailed information on two very common 3D multi-view 
video applications, namely 3D-TV and Free-viewpoint TV (FTV) were explained next. 
Afterwards, available compression techniques for 3D video representation formats, specifically 
the stereoscopic video, multi-view video and multi-view plus depth have been explained. More 
emphasis was given on the compression of multi-view video and multi-view plus depth. In the 
mean time, the principles of classical 2D video coding approaches, as well as specific depth map 
coding approaches were reviewed. Finally, the quality assessment issue of 3D stereoscopic video 
and free-viewpoint video was discussed and up-to-date methodologies for evaluating the 
perceived quality of 3D video were presented.
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Chapter 3
3 Efficient Coding Approaches for Multi­
view Video plus Depth Map
This chapter addresses the coding aspects of multi-view video and multi-view video with 
provided per-view depth map. In the first part, a novel inter-viewpoint prediction technique, 
which is based on the utilisation of 3D scene geometry through depth maps, is proposed. The 
contribution of such a technique in terms rate-distortion performance with respect to the scheme 
that does not utilise any such technique is examined. In the second pai't, the coding issue of the 
combined multi-view video and the multi-view depth map is tackled and an encoding 
configuration is proposed to take into account both the overall compression efficiency of the 
multi-view coding system and an essential aspect of multi-view coding, namely the view random 
access. The last part summarises the achievements explained and concludes the chapter.
3.1 Introduction
3D video based applications will be widespread in the future. A variety of such applications are 
already available, especially in digital cinema (IMAX theatres), video games and in home 
entertainment in the form of stereoscopic TV. However, it is inevitable that the 3D video in its 
current form and in the form that is closer to natural viewing, as well as with enhanced user 
interaction, will be widely used in the home environment, in work places and in leisure centres, 
thanks to the fast advancements in the 3D capture, transmission and display technologies. 3D-TV 
[67] and Free-viewpoint TV (FTV) [3] will constitute the key application scenarios for 3D video 
as they are capable of providing a step change in home entertainment experiences. As discussed in 
Chapter 2, unlike the cuiTent stereoscopic 3D video applications or the 2D HD video applications, 
3D-TV and free-viewpoint TV will offer a higher level of interaction between the user and the 
content served to them, especially in terms of navigating through the 3D scene space.
Multi-view plus depth map (MVD) is the driving 3D scene representation format for 3D-TV and 
FTV. The reason is that, MVD can create a much larger view-angle span than “video-plus-depth” 
type representation and at the same time has much better rendering capabilities than conventional 
multi-view video. It is critical that advanced compression techniques are used for coding of multi­
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view video data with the exploitation of redundancies in temporal domain as well as in the inter­
view domain. The hierarchical B frame prediction scheme [68] explained in Chapter 2, if applied 
both in time and inter-view dimensions, can yield improved compression efficiency compared to 
the scheme where all the viewpoints are encoded separately, i.e. only the intra-frame and inter­
frame correlations are utilised.
Disparity compensated prediction as explained in [68] does not convey any form of coordinate 
transformation and repeats the idea of motion compensation, that is present in the inter-frame 
domain. Problems might arise in cases, where the inter-camera baseline distance is excessively 
large. Then, the search range needs to be extended accordingly, which in turn makes the disparity 
compensated prediction mode a costly one among others due to large disparity vectors. However, 
such problems may be avoided if the 3D scene geometry is also utilised either explicitly or 
implicitly. Thus, the first part of this chapter addresses the utilisation of scene geometry via the 
utilisation of depth maps to improve the multi-view colour texture video rate-distortion 
performance and finds out to which extent such a scheme might be useful.
As the number of viewpoints increase, switching from one viewpoint to another that is far away 
from the current decoded viewpoint, becomes time consuming, as a large number of viewpoints 
may need to be decoded in between. For some free-viewpoint video applications, such as the ones 
that incorporate head trackers or remote controls, it is necessary to display the desired viewpoint 
or a pair of viewpoints at the time of application. For that puipose, taking into account large 
subject movements, it is essential to carry out the decoding process with low delay especially at 
times of viewpoint switching. This necessitates the minimization of inter-viewpoint dependencies 
during the encoding process, while not altering the compression efficiency. Hence, the second 
part of this chapter addresses a method to achieve low delay random view access performance as 
well as high compression efficiency. An adaptive bit-rate allocation scheme among colour texture 
and depth map viewpoints is utilised for this purpose.
3.2 Scene Geometry Assisted Inter view Prediction
This section addresses the utilisation of scene geometry, which is known through the multi-view 
depth map, in assisting the compression performance of multi-view videos. The inter-view 
prediction sources (reference frames) are not directly selected from the decoded frames of 
neighbouring camera viewpoints, but are synthesised using the decoded colour texture frames and 
corresponding depth map frames of them. The inter-view prediction process depicting the use of 
synthesized camera viewpoint in the case of 3 cameras is shown in Figure 3-1. For the synthesis 
of each frame, temporally co-located colour texture frames and depth map frames of neighbouring 
camera viewpoints are used.
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Figure 3-1: Inter-view prediction with synthesised frames
3.2.1 Generation of Synthesised Camera Viewpoints
In order to remove the spatial redundancy among neighbouring viewpoints in a multi-view set, 
virtual sequences are rendered from already encoded frames of certain camera viewpoints. These 
viewpoints will be called “base view” in the rest (View^./ and View^^i in Figure 3-1). The 
rendered frames are then used as alternative predictions for the according frames to be predicted 
in the remaining viewpoints. These viewpoints will be called “intermediate view” or equivalently 
“B view” in the rest (View^ in Figure 3-1). The virtual views are rendered through the 
unstructured lumigraph rendering technique explained in [69]. The mentioned technique uses an 
already encoded picture of the base view, which is projected first to the 3D world with the pinhole 
camera model and then projected back to the image coordinates of the intermediate view, taking 
into account the intrinsic and extrinsic camera parameters of both the base view and the 
intermediate view. The pixel in base view image coordinate, (x,y) is projected to 3D world 
coordinates using
[u,v ,  w] = R ( c ) -  A~ ' ( c )  ■ [x, y ,  1] • D [ c , t , x ,  y] -I- T(c ) (3.1)
where [u, v, w] is the world coordinate. Here, c defines the base views camera. R, T, A define the 
3x3 rotation matrix, the 3x1 translation vector and the 3x3 intrinsic matrix of the base view
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camera, respectively and £>[c,t,x,y] is the distance of the corresponding pixel (x,y) from the base 
view camera at time t [69]. The world coordinates are mapped back to intermediate view image 
coordinate system using
where [(x7z’), (yVz’)] is the corresponding point on the intermediate views image coordinate 
system [69]. The perspective projection process outlined here is the same as the 3D image 
warping process explained in 2.3.2. In this case, (x,y) refers to m and [(x7z’), (y7z’)] refers to m’ 
in Figure 2-7.
The matrices in the Equations (3.1) and (3.2), i.e. R, T  and A, and the corresponding depth images 
of the base views are provided by Microsoft Research for the multi-view Breakdancer sequence 
[70]. The camera parameters are supplied to the image renderer both in the encoder and the 
decoder. Depth map can be measured directly during video capture or generated using a variety of 
techniques with various precisions. A depth map extraction algorithm based on disparity matching 
between two views is explained in [70]. In the experiments, the depth maps supplied by the 
provider are used. In the proposed method, 3D image warping procedure is carried out pixel by 
pixel. However, care should be taken to avoid several visual artefacts.
First, some pixels in the reference picture may be mapped to the same pixel location in the target 
picture. In that case, a depth sorting algorithm for the pixels falling on the same point in the tai'get 
picture is applied. The pixel, closest to the capturing camera is displayed.
Second, not every pixel may fall on integer pixel locations. The exact locations should be rounded 
to fit to the nearby integer pixel locations in the target image. This makes many small visual holes 
appear on the rendered image. The estimates for empty pixels are found by extrapolating the 
nearby successfully filled pixels.
For every intermediate view, the two neighbouring base views are warped separately into the 
intermediate view image coordinates, following the Equations (3.1) and (3.2). One of the resulting 
synthesised viewpoints, yielding the best objective quality measurement with respect to the real 
camera viewpoint, is chosen for the prediction. For better prediction quality and better usage of 
the scene geometry, the formerly occluded regions in the final prediction viewpoint are compared 
with the corresponding pixels in the other warped viewpoint. Figure 3-2 shows a sample final 
rendered image segment which is formed from two side camera images.
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Figure 3-2: Final rendered image (in the middle) constructed from the left and right rendered 
pictures
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Figure 3-3: Camera arrangement and view assignment
3.2.2 Proposed Multi-view Prediction Structure
As the camera calibration parameters cannot be extracted accurately, inter-view prediction quality 
with synthesised viewpoints is not perfect. On the other hand, for future video applications, 
particularly for FTV, transportation of depth information will be essential [71]. So, exploiting the 
depth information to improve compression of certain viewpoints would be reasonable. Besides the 
rendered references, it is important to keep temporal references in the prediction list, since the 
temporal references occupy the highest percentage of the references used for prediction in 
hierarchical B frame prediction [68]. In the tests, other means of inter-view references are 
removed in order to investigate the extent to which the proposed method can contribute in terms 
of compression performance. Figure 3-3 shows the camera arrangement and view assignment for 
the Breakdancer sequence. The view assignment is flexible. For an intermediate view, the two 
closest base views are used for 3D image warping, enabling the most successful prediction frame 
to be rendered. In this scenario, virtual prediction frames for intermediate view #7 are rendered 
using only base view #6. In this way, it is possible to see the effects of using prediction frames 
rendered using only one base view.
The MVC software, namely Joint Multi-view Video Model (JMVM) version 2 [72], which is 
based on the extension of H.264/AVC is used for the proposed multi-view video coding scenario. 
Both the colour texture viewpoints and depth maps of the base views are encoded in simulcast 
mode (no inter view prediction). Table 3.1 shows the coding conditions for base views and depth 
maps.
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Following the coding of base views with their depth maps, intermediate views are coded using the 
rendered virtual sequences as inter-view references. The original frames at I-frame and P-frame 
positions are coded using the corresponding virtual reference frames. At P-frame locations, 
temporal references are still enabled (i.e. inter-frame prediction mode is allowed). The prediction 
structure for intermediate view coding is illustrated schematically in Figure 3-4. One reason for 
such a prediction structure is that it is desired to explore the coding performance of the proposed 
scheme for low delay random access coding scenarios (e.g. video-conferencing, other than 
broadcast applications), where B frames are not used. Utilisation of each B frame introduces 40 
ms reordering delay (assuming video stream at 25 fps). Hence, a GOP size of 12 would imply 
around 500 ms reordering delay that is more than a typical allowable delay for such applications 
(200 -  300 ms delay). Besides, as the GOP size increases, where the coding performance of inter­
frame prediction increases accordingly, the effect of the proposed method on the overall coding 
efficiency becomes less visible. It was observed in experiments that the proposed technique had 
no gain compared to the reference technique, which is simulcast coding, when GOP size is set to 
12 frames.
Table 3,1: Utilised Multi-view Coding (MVC) configuration
Software JMVM 2.1
Symbol mode CAB AC
Loop filter On
Search range 96 pixels
Prediction
structure
I P I P ... (low delay, open GOP)
Random access 0.08 second (25 fps video)
time axis
rendered sequence
intermediate view
Figure 3-4: Prediction structure of intermediate views
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3.2.3 Simulation Results and Discussion
Figure 3-5 (a)-(b) show the performance comparison of the proposed MVC method with reference 
simulcast coding for Breakdancer sequence. Figure 3-5 (a) is for the average of viewpoints 1, 3 
and 5, whereas Figure 3-5 (b) is for viewpoint 7, for whom the virtual prediction is synthesised 
using a single base viewpoint. Averaging the results for three viewpoints in Figure 3-5 (a) is 
reasonable, as the individual results for each viewpoint are very close to each other because of the 
similar content. The overhead caused by depth map coding is not taken into account when 
forming the performance graphs, as the depth maps are assumed to be encoded and transmitted in 
simulcast coding scheme as well. The reason is that for future video applications, particularly for 
FTV, transportation of depth information will already be essential [71]. Nevertheless, the coding 
bit-rate of the depth map did not exceed 20% of the coding bit-rate of the associated colour 
texture video with reduced resolution coding, which is reasonable [13]. Figure 3-5 (c)-(d) show 
the performance comparisons between the proposed method and simulcast coding, where all 
frames in base views are intra-predictive encoded (i.e. I-I-I-...) and intermediate views therefore 
encoded using synthesised viewpoint inter-view prediction in addition to intra-frame prediction. 
Figure 3-5 (c) is for the average of viewpoints 1, 3 and 5, whereas Figure 3-5 (d) is for viewpoint 
7, for Breakdancer sequence. Figure 3-5 (e)-(f) show the coiTesponding results for Ballet test 
sequence. Similarly, Figure 3-5 (e) is for the average of viewpoints 1, 3 and 5, whereas Figure 3-5 
(f) is for viewpoint 7, for whom the prediction viewpoint is synthesised using a single base 
viewpoint.
According to Figure 3-5, the coding performance is improved in comparison to combined intra­
frame (I) and inter-frame (P) prediction. The gain observed in Figure 3-5 (c) shows that the 
proposed MVC method has a considerable gain over intra-coded (I) pictures. Though, the gain 
over a combined intra-frame and inter-frame prediction mode is less according to Figure 3-5 (a). 
Similar results are observed in Figure 3-5 (b) and (d), where the performance of the proposed 
MVC method is analysed for intermediate view 7. The overall decrease in average coding gains 
when compared to that of the intermediate views 1, 3 and 5, shows that virtual sequences, 
rendered using two base views, can predict the original view better than the virtual sequences 
rendered using only one base view. Similar results are obtained for Ballet sequence as can be seen 
in Figure 3-5 (e) and (f).
According to the results, the proposed method is suitable for use in multi-view applications with 
low-delay temporal random access constraints (e.g. video-conferencing) with as small random 
access delay as 40 ms. The reason is that the temporal predictions are less utilised, but this can be 
compensated with the proposed scheme. As the GOP size increases, where the significance of 
temporal prediction (inter-frame prediction) increases, the effect of inter-view prediction via
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synthesised viewpoints becomes less visible. In other words, the effect of the proposed scheme is 
more significant over intra-coding scheme.
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Figure 3-5: Rate-distortion performance comparison
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3.3 Multi-view plus Depth Map Compression with Low Delay Random 
Viewpoint Access
This section addresses a coding framework that is created to achieve both a flexible bit-rate 
allocation among colour texture and depth map viewpoints for improved quality of synthesised 
virtual cameras, and fast view random access. The framework is based on bit-rate adaptive 
viewpoint downsampling approach prior to coding, which is going to be explained in detail in this 
section. A GOP level best scaling ratio decision process based on Lagrangian optimisation is 
utilised in the multi-view plus depth map coding framework.
In general, MVC principles are applied to MVD so that the multiple colour texture viewpoints and 
multi-view depth map sequences are encoded separately as two distinct multi-view sequences. 
Hierarchical B prediction in time and view space directions is applied to both multi-view colour 
and depth map videos separately, as adopted by MVC. The multi-view depth map sequence is 
coded at a certain percentage of the multi-view colour video sequence (in general 20% [13]) to 
achieve acceptable rendering quality at the display end. Besides this fixed rate allocation scheme, 
the inter-dependency that exists between the viewpoints is high, making the decoding process 
more time demanding. One problem with such a scheme is that setting a fixed bit-rate ratio 
between colour texture video and depth map, given a total rate constraint, is not optimum from the 
perspective of free-viewpoint video rendering. Furthermore, as the number of viewpoints 
increases, switching from one viewpoint to another that is far away from the current decoded 
viewpoint, becomes time consuming. This is because a large number of viewpoints may need to 
be decoded in between. Such problems are mitigated by utilising a bit-rate adaptive arbitrary-ratio 
downscaling technique that enables mixed-resolution coding of viewpoints (both colour texture 
viewpoints and depth map viewpoints).
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Figure 3-6: Proposed multi-view plus depth map coding scheme
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3.3.1 Overall Multi-view plus Depth Map Coding Strategy
Figure 3-6 shows the schematic diagram of the proposed framework. Captured multi-view colour 
texture video and the associated multi-view depth map are first assigned a multi-view prediction 
structure that has reduced number of inter-view dependency and conveys low delay random view 
access, which will be explained next. In the second step, viewpoints go under a joint bit-rate 
allocation among the colour texture and depth map components in the view coding order. Initial 
rate assignment is done according to a fixed ratio, i.e. predetermined percentages from the total bit 
budget are assigned to colour texture and depth map components of the MVD. In the next two 
steps, the quantisation parameters and the video scaling ratios for the depth map and the colour 
texture components are decided, to maximise both the quality of the reconstructed colour texture 
video and the rendered neighbouring viewpoint videos that use the according reconstructed depth 
map. This decision is based on the bit-rate adaptive downsampling approach prior to encoding, 
that are explained in 3.3.3 and 3.3.4. The rate allocation problem is depicted in 3.3.5. The ratio of 
the assigned bits to colour texture and depth map components at the end is not necessarily fixed, 
but arbitrary, that improves the video output quality.
3.3.2 Low Delay Multi-view Prediction Structure
Unlike the conventional multi-view prediction structure, that incorporates full hierarchical B 
frame prediction in view and time domains, the idea of Group Of Views (GOV) is applied, similar 
to the one used in [73]. Accordingly, an inherent scalability in view space is introduced and lower 
delay random view access is enabled. No change is made within the temporal prediction structure, 
as most of the coding efficiency in MVC systems comes from inter-view prediction of GOP key 
frames, called anchor pictures, which do not exploit any other means of temporal prediction [4]. 
Hence, inter-view prediction for all non-anchor frames is disabled to avoid a further increase in 
the coding complexity. The GOV structure is utilised in the proposed multi-view plus depth map 
coding scheme. Furthermore, B type inter-view prediction both between the GOV’s and inside the 
GOV’s are removed, to minimise the inter-view dependency.
Given any multi-view plus depth map video, GOVs of size N  are formed. Only unidirectional 
inter-view prediction is allowed inside each GOV. Inside each GOV, one viewpoint, called the 
key view, uses either no inter-view predictor or a single interview predictor from the previous 
GOVs and all the remaining N -I viewpoints use the key view as the single inter-view predictor. If 
N  is odd, the key view position inside the GOV is selected as the viewpoint. If N  is
even, the key view position is selected as ( ^ + i )  or ^  viewpoint in an alternating fashion
every other GOV. In this way, the maximum inter-view prediction baseline distance inside a GOV
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is kept under or equal to [i^J. Similarly, in order to reduce the inter-dependency of GOVs, the key
views of all GOVs that use an inter-view predictor, use the same key view as the inter-view 
predictor, provided that the baseline distance between the key viewpoint predicted and the key 
view used as inter-view predictor is under a threshold. This threshold is selected empirically 
according to a test concerning the influence of the camera density on unidirectional inter-view 
prediction efficiency, identical to the one presented in [4]. The maximum inter-view prediction 
baseline distance, that allows the average per-view rate relative to using no inter-view prediction 
to drop under 90% at fine quantisation level (set to Qp -  24), is set as the threshold. If the baseline 
distance between two key views is larger than the threshold, the new key view is coded using 
intra-frame (I) mode. The same prediction structure is applied to multi-view colour texture videos 
and multi-view depth maps in order to allow easy synchronisation in multi-view decoding.
Figure 3-7 (a) shows a sample multi-view video prediction structure (shown only at anchor -key- 
frame positions) with the proposed approach for a total of 8 viewpoints. Figure 3-7 (b) shows full 
hierarchical prediction structure that will be regarded as MVC in the rest. The viewpoints in 
Figure 3-7 (a) that are at the end of the coding hierarchy are coded with Downsampled-P (DP) 
prediction, which is introduced in [74]. DP is unidirectional in order to keep the inter-view 
dependency at a low level, unlike its competitor B prediction used in MVC, which is very 
compression efficient. DP maintains its compression efficiency exploiting the bit-rate adaptive 
downsampling approach that is going to be explained in the next two sections. N  is equal to 4 in 
Figure 3-7 (a).
a) h)
Figure 3-7: Sample multi-view prediction structure with 8 viewpoints (N = 4)
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3.3.3 Overview of Bit-rate Adaptive Downsampled Coding
Previously, research has been carried out on utilising downsampling, either in the spatial or the 
transform domain, for increasing image and video coding performances. In [75], the authors show 
how image downsampling prior to JPEG coding, and subsequent interpolation after 
decompression can improve the overall coding performance, especially at low bit-rates. An 
analytical model is derived and the necessity for an algorithm to determine the optimal 
downscaling ratio based on image statistics and available bit budget is stated. Similarly in [76], 
the authors present an algorithm to adaptively decide on the downsampling ratio and the 
quantisation parameter, based on local visual significance. In another work, the authors apply a 
spatially adaptive sampling filter to conserve the feature edges in still image compression [77]. A 
similar approach is tested with an MPEG-4 decoder in [78]. In [79], a fast and computationally 
efficient image size conversion method in the transform domain is proposed.
Basically, the technique used in our work is based on a trade-off between two types of distortion; 
distortion introduced by downsampling and distortion introduced by quantisation.
(3.3)
As suggested by Equation (3.3), the total reconstruction eiTor (D/e) can be represented as a 
combination of quantisation and downsampling distortions (D q and Do), which is additive. 
Finding the optimum trade-off between the two distortion sources should lead to improved 
compression efficiency. Accordingly, a set of downscaling ratios is created and applied at 
different quantisation parameters to achieve this goal.
( 6 ° '" ,  SB !”'' ) =  a r g m in ( u , ,  ( d „  , ))
es[i.5 ii ( 3  4 )ScalasSSet  ^ ^
The aim is to find the best scaling ratio, and the corresponding quantisation parameter, 
which minimises the reconstruction error of the video sequence at a fixed bit-rate. SSet in 
Equation (3.4) represents the set of possible scaling ratios. A standard set consists of the scaling 
ratios (0.9, 0.8, 0.7, 0.6, 0.5, 0.4, 0.3}. A set of seven FIR 1-dimensional linear filters, originally 
proposed to maintain spatial scalability in the scalable extension of H.264/AVC [80], are used for 
donwsampling/ upsampling puiposes [81]. The resolution up-con version/do wn-con version 
process is performed in two stages: scaling in the horizontal direction is followed by scaling in the 
vertical direction. As the scaling process is uniform, regardless of the local gradients, the same 
filter kernel is applied throughout each frame of the viewpoint under concern. For standard 
compatibility issues, scaling ratios are adjusted, depending on the video size, to make the image 
dimensions divisible by 16, The same scaling is applied in both directions, to keep the aspect ratio
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of the video unchanged. The scaling ratio is applied to all frames inside a viewpoint, while inter­
view reference frames are also downscaled with the same factor.
It is observed in the experiments that at high bit-rates, where the effect of quantisation is low, the 
effect of downsampling distortion on the reconstruction quality becomes more significant. Hence, 
less downsampling (or no scaling at all) is useful at such bit-rates. On the other hand, at lower bit- 
rates, the effect of quantisation is as significant as the downsampling distortion. Therefore, using a 
lower scaling ratio with a smaller quantisation paiameter (finer quantisation) would yield better 
reconstruction quality. The selection of the best scaling ratio depends on the operating bit-rate. 
Another observation is that complex scenes require larger scaling ratios. A sample rate-distortion 
performance graph for multiple scaling ratios is plotted in Figure 3-8 for the first view inside the 
Breakdancer multi-view test sequence (VGA, 15 fps) [5], The variety in the performances of 
different scaling ratios at different rates is clearly observed in Figure 3-8. At very low bit-rates 
(i.e. under 100 kbps), the utilisation of a downscaling ratio, that is as low as 0.3, can provide 
better quality (e.g. videophone). At medium bit-rates (300 kbps - 1 Mbps), downscaling ratios 
changing between 0.5 and 0.9 can provide better quality to different extents (e.g. business 
oriented videoconferencing). For higher bit-rates than 1 Mbps (VCD, DVD, HDTV, etc.), usually 
the utilisation of downscaling doesn’t bring any advantage.
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Figure 3-8: Rate-distortion performance for different scaling ratios {Breakdancer test sequence,
colour texture viewpoint #0)
The approach can be equally applied for depth map coding. However, this time, it is not the 
reconstruction error of depth maps, but the synthesis distortion introduced in the rendered free- 
viewpoint videos (practically, these are the nearby viewpoint positions), which should be 
considered as the main eiTor during the scaling ratio decision. The performance evaluation issue 
for depth map compression is open to question. Depth maps are used for free-viewpoint synthesis 
at the client side to enable free-viewpoint rendering. It is not how good the depth map is 
reconstructed as it has no visual value (i.e. not directly seen by audience), but the reflection of its 
reconstruction on free-viewpoint synthesis (i.e. how well the object borders are maintained in
6 1
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rendered viewpoints), which is important. An approach for view-pliis-depth type stereo is to 
synthesise the left-eye and right-eye components and evaluate the picture quality in terms of 
PS NR taking as reference the left-eye and right-eye videos created with uncompressed depth map 
video. The average of the rendering quality in terms of PSNR for the nearby two viewpoints 
(using the according depth map) is therefore considered when producing the depth map coding 
performance graphs, instead of the reconstruction quality of depth maps. The left and right 
neighbouring viewpoints that are rendered using the uncompressed depth map are used as 
reference signals when computing the PSNR.
3.3.4 Best Scaling Ratio Decision Process
In multi-view coding, several prediction modes, including intra-frame, inter-frame and inter-view 
prediction modes are exploited. Analysing the effect of coding using downsampling, on a 
combination of such prediction modes, and hence calculating a model for the optimal 
downscaling factor is difficult. On the other hand, a computationally intense and memory 
demanding algorithm is proposed to obtain the best downscaling ratio among a discrete set of 
ratios, for the viewpoint under concern. The best scaling ratio described in 3.3.3 is obtained for a 
certain time period (in practice, it is a GOP duration), where for practical MVC applications the 
GOP size is kept around 12-15 frames for high compression performance. The decision process 
imitates the Lagrangian Optimisation (LO) based block coding mode decision process in 
H.264/AVC. This imitation is performed on a time-period-of-frames (TPF) basis rather than block 
basis. Therefore, the selection of best scaling ratio can be regarded as a higher level mode 
selection process, which is independent from the lower level (macroblock level) rate-distortion 
optimisation process of H.264. The LO process to find the best scaling ratio from a discrete set of 
ratios is earned out on a Time-Period-of-Frames (TPF) rather than on a macroblock. The reason is 
to avoid giving rise to a change in the macroblock level coding architecture of H.264/AVC, that is 
more computationally complex to implement. At the same time, higher coding delay would be 
expected if it were applied on macroblock basis, as the number of total candidate block coding 
modes would increase and the process would inevitably repeat in each frame of the GOP. TPF is 
kept below the half of the GOP size. The best scaling ratio computed on the TPF is used for the 
entire GOP encapsulating it.
The aim of TPF-based-LO is to minimise the distortion of an average macroblock within the 
selected TPF under a per-macroblock rate constraint, by the selection of the best scaling ratio and 
its associated quantisation paiameter. The Lagrangian cost function can be stated as:
J = D(SR,Qp{SR))+ MQp (SR = 1.0))xR(SR,ep(SR))  3^
Find the optimum scaling ratio, SjR, and the associated quantisation factor Qp(SR), such that
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[Q p [s R op, ), ) =  arg m i n ( /  ) ,  with
R < R . (3.6)
and the Lagrangian parameter is calculated as:
4 <2p(^ ^ = 1-0)) =  0.85x 2(Q/X5Æ=1.0)-12;% (3.7)
which is also used for the block mode decision (1\.mode) in H.264 [82]. Qp(SR) in Equations (3.5), 
(3.6) and (3.7) corresponds to the quantisation parameter for a certain scaling ratio (SR) in order 
to maintain the coding rate constant. J  in equation (3.5) is the Lagrangian rate-distortion 
functional for the corresponding scaling factor. D  (distortion) is calculated as the total distortion 
(sum of squared difference type) in the TPF divided by the total number of macroblocks in the 
TPF. If the video under concern is a depth map, then D  corresponds to the average distortion (sum 
of squared difference type) in the rendered left and right viewpoints that use the according depth 
map, divided by the total number of macroblocks in the TPF. R (rate) is the total number of bits 
spent in the TPF averaged by the total number of macroblocks in the TPF. X  in equation (3.7) is 
calculated using the Qp value associated with full resolution {SR -  LO). This Lagrangian 
parameter calculation is convenient, as the results obtained using this formula closely match the 
results obtained using an unconstrained exhaustive search. Figure 3-9 is the rate distortion 
performance graph, which shows only the coding performance curve for SR = LO (same sequence 
as in Figure 3-8). The scaling factors on the graph represent the optimum scaling ratios found 
using the unconstrained exhaustive search (shown above the curve), and those found by applying 
the proposed TPF-based best scaling ratio selection algorithm (shown under the curve) which are 
sufficiently close.
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Figure 3-9: Rate-distortion curve showing optimum scaling ratios found through real coding results 
(shown above the curve) and best scaling ratio decision algorithm (shown under the curve)
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This “high-level mode” decision process for finding the best scaling ratio is repeated for all 
candidate scaling ratios. For all candidates, the selection of appropriate QpsR is achieved using:
QPsr ~  QPsr^ iq 6 x l o g . | ^ (3.8)
A Qp margin of +/- 2 is allowed to keep the total rate within margins of +/- 5% of the target rate. 
The aim in arranging different Qp’s for different scaling ratios is to achieve similar bit-rates for 
all tested candidates ratios during the best scaling ratio decision process. In this way, the same 
Lagrangian parameter can be used for evaluating all modes’ functional (/). Qpsr=i .o corresponds to 
the quantisation parameter used for a scaling ratio of 1 (no scaling at all). Equation (3.8) is 
derived using the assumption that the number of bits spent is proportional to the image area being 
coded. The term SR^ corresponds to the active coded image area and the multiplier, 6, represents 
the step change in Qp required to double the bit-budget for coding a frame in H.264. For instance, 
if SR is equal to 0.5, then the image area that needs to be encoded drops to one quarter of the 
image area at full resolution and hence, an approximate Qp that is 12 less than the Qp used for 
SR= 1.0 can be used to encode the downscaled video at similar bit-rate.
3.3.5 Rate Allocation Problem
The best downscaling ratio for Downsampled-P (DP) views is determined according to the 
method explained in 3.3.4. The bit-rate for DP views is selected as the average bit-rate for B type 
coding during both the multi-view colour texture and the multi-view depth map coding. This 
ensures that the amount of bits spent for B type coding and DP type coding is the same, while 
trying to improve the reconstruction quality for individual viewpoints. Equally, if depth 
viewpoints are under concern, the rendering quality for left and right nearby viewpoints is aimed 
to be improved. The decision processes for the best scaling ratio in both cases are independent.
For the other views, which are either I  coded or P coded, i.e. key viewpoints, a similar 
deptli/colour texture rate allocation process using the approach explained in 3.3.4 is applied. The 
process can be regarded as a sub-optimal solution of a constrained optimisation problem.
{QPc. S R J +  {Qp ,,,SR„) p
Rioiai corresponds to the total number of bits to be spent for the viewpoint, both for its colour 
texture component and depth map component. Rcohw and Rdep,i, correspond to the total number of 
bits to be spent for colour texture coding and depth map coding, respectively, where both rates are 
a function of the appropriate scaling factors and quantisation parameters. It is aimed to choose the 
optimal set of 4 variables for colour texture and depth map viewpoints, namely Qp„ SRc, Qpd and
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SR(i, in order to minimise the 3D rendering distortion using the corresponding viewpoint. The 
optimisation can be achieved using
{Qp T  <SRT ,Qp T  . S R T )  = -
aigmiii {D„j,„,^(Qp,.SR^,Qpa,SR^)) (3.10)QPc^ QSctç .QpjeQSetj
SRg € SSetn % SRft^ SSet
such that,
K,AQpr.sRr)+R,.,,,,iQpT.sRThRdepth \ ^ J r d  total ( 3  1 1 )
where, SSetc and SSetd are predefined sets for downscaling ratios determined for colour texture 
and depth map sequences, QSetc and QSetd represent candidate Qp sets for colour texture and 
depth according to Equation (3.8).
The sub-optimal solution to this problem consists of two steps. In the first step, for a given total 
bit-budget, 15% of it is assigned to depth coding, while the remaining 85% is allocated for colour 
texture coding. This process is depicted as the initial bit-rate allocation step in Figure 3-6. The 
best scaling ratio for depth map is calculated according to the method explained in Section 3.3.4. 
The total number of bits available for depth coding is calculated, such that the free-view rendering 
quality matches the quality achieved with full resolution depth map coding. This amount will be 
less than the initial assignment of 15% of total rate, since the best downscaling ratio is applied. In 
the second step, the bits saved from depth coding are added to the initial rate allocated to colour 
texture coding. This time, the best scaling ratio is calculated for colour texture video according to 
the method explained in Section 3.3.4. Similarly, the total number of bits required for coding the 
colour texture video with the best scaling ratio is computed, which produces the same output 
quality as full resolution coding with the initial rate assignment. In this way, the total bit 
requirement is reduced, while maintaining both fixed viewpoint quality and rendered free- 
viewpoint quality. This approach is performing better than the case, where there is a fixed rate 
allocation among colour texture viewpoints and depth viewpoints.
3.3.6 Experimental Conditions
For multi-view plus depth map coding experiments, four different multi-view plus depth map 
sequences are used. Two of them, Breakdancer and Ballet (1024x768 originally) are provided 
with their per-pixel multi-view depth sequences. Both of them are composed of 8 viewpoints. The 
other two multi-view sequences, Rena and Akko&Kayo (640x480 originally) ai'e supplied without 
their per-pixel depth map images. However, before encoding them, the per-pixel depth map 
images are calculated using a depth estimation algorithm. The depth estimation procedure consists
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of a combination of stereo matching and graph cuts algorithm [83]. Sixteen viewpoints (linear 
arrangement) for Rena and fifteen viewpoints (3x5 camera array) fot Akko&Kayo are used.
Joint multi-view video model (JMVM), version 6 [84], is used in coding experiments for both 
colour texture viewpoints and depth map viewpoints. The multi-view prediction structures (only 
at anchor positions) utilised according to Section 3.3.2 are depicted in Figure 3-10. The GOP size 
is set as 12 for all viewpoints and TPF (as described in 3.3.4) is set as 5 (less than half the size of 
the GOP). The GOP size is kept large enough to exploit most of the temporal redundancies. Other 
common encoder paiameters for all viewpoints are stated in Table 3.2. The quantisation 
parameters for colour texture video coding are selected such that a wide range of operating bit- 
rates is covered. The corresponding quantisation parameters for depth map video coding are 
selected accordingly, to keep the depth map coding bit-rate at a certain percentage of colour 
texture video coding bit-rate. The scaling ratio set is defined as (0.9, 0.8, 0.7, 0.625, 0.5,'0.4, 
0.25) for Breakdancer and Ballet, whereas for Rena and Akko&Kayo, it is defined as (0.9, 0.8, 
0.7, 0.6, 0.5, 0.4, 0.3). The reason of the slight change in scaling ratios is the fulfilment of 
divisibility of each dimension by 16 (for standards compatibility). For comparison reasons, the 
experiments are caixied out with the reference MVC technique (full hierarchical B frame 
prediction, denoted by MVC), with KS_PIP structure (with low random access delay) as described 
in [4], and with the view synthesis prediction (MVC_VSP) described in [85] and in Section 3.2. 
KSJPIP utilises only unidirectional inter-view prediction with the key view placed in the middle 
of the camera array. A fixed rate allocation among colour texture and depth map (20% of the total 
rate allocated to depth map coding) is applied for MVC scheme and the others. The overhead 
resulting from the transmission of best scaling ratios to the receiver side is not counted as it is 
negligible with respect to the total colour texture and depth map rates. The reason is that the 
scaling ratios can be sent in the Sequence Parameter Set (SPS) once in each GOP.
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Figure 3-10: Utilised multi-view prediction structures (both for multi-view colour video and the depth 
map)
Table 3.2: Utilised core coding parameters
Codec JMVM 6.0
Entropy Coding CAB AC
Motion search range 32
Temporal prediction structure Hierarchical B prediction
Number of reference frames 3
Temporal GOP size 12
Frame Rate 15 fps -  Breakdancer and Ballet 
25 fps -  Rena and Akko&Kayo
Basis Qp’s for colour viewpoints 22, 27, 32, 37
Basis Qp’s for depth viewpoints 30, 37,43, 48 for Breakdancer 
43, 48, 50 for Ballet 
30, 37. 43, 48 for Rena 
36, 40, 45, 48 for Akko&Kayo
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3.3.7 Results and Discussion
The coding results, showing the rate-distortion performances of the reference techniques and the 
proposed Low Delay Random Access with Joint Depth/Colour Optimisation technique {LDRA- 
JDCO) for fixed viewpoint colour texture reconstruction and for left and right neighbouring 
viewpoint rendering are shown in Figure 3-11 to Figure 3-14. The results shown in all graphs 
from Figure 3-11 to Figure 3-14 correspond to the average of all viewpoints included within the 
multi-view colour plus depth map set. The average bit-rate of all colour texture viewpoints is 
considered for real camera viewpoint picture reconstruction (since depth map reconstruction has 
no effect on fixed viewpoint reconstruction), whereas the average bit-rate of all depth map 
viewpoints is considered for left and right neighbour viewpoint rendering. Since the view 
synthesis prediction (VSP) is utilised only for multi-view colour texture video sequences, multi­
view depth map sequence is encoded using MVC when VSP is utilised for multi-view colour 
texture video sequence.
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Figure 3-11: Overall rate-distortion performances for the Breakdancer sequence in terms of total 
colour video rate and total depth map rate, (a) shows real camera reconstruction quality versus total 
colour video rate, (b) shows free-viewpoint rendering quality versus total depth map rate
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Figure 3-12: Overall rate-distortion performances for the Rena sequence in terms of total colour 
video rate and total depth map rate, (a) shows real camera reconstruction quality versus total colour 
video rate, (b) shows free-viewpoint rendering quality versus total depth map rate
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Figure 3-13: Overall rate-distortion performances for the Akko&Kayo sequence in terms of total 
colour video rate and total depth map rate, (a) shows real camera reconstruction quality versus total 
colour video rate, (b) shows free-viewpoint rendering quality versus total depth map rate
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Figure 3-14: Overall rate-distortion performances for the Ballet sequence in terms of total colour 
video rate and total depth map rate, (a) shows real camera reconstruction quality versus total colour 
video rate, (b) shows free-viewpoint rendering quality versus total depth map rate
As can be seen from Figure 3-11 to Figure 3-14, there is no coding efficiency loss, with respect to 
the reference techniques, at most bit-rates. Furthermore, at lower bit-rates, the proposed technique 
can outperform the reference techniques in both the real camera viewpoint reconstruction 
performance and nearby viewpoint rendering performance. Up to 14%, 30%, 33% and 35% 
reduction in bit-rate is observed for Breakdancer, Rena, Akko&Kayo and Ballet sequences, 
respectively, at low bit-rates (lower than 250 kbps). The margin in bit-rate savings is reduced at 
higher bit-rates. Especially at very high bit-rates (according to the sequence might be up to 1 
Mbps) the crossover point is observed after which downscaling hinders the coding performance 
due to fine quantisation levels. Other two methods (KS_PIP and MVC_VSP) perform similar to 
the reference MVC architecture with marginal gain in average. It is also observed in all of the test 
video sequences that the significance of the improvement in depth map coding (i.e. free-viewpoint 
reconstruction) is more than the significance of the improvement in colour texture video coding 
(i.e. reconstruction of real camera views). Hence, this proves the usability of the proposed scheme 
for depth map coding.
Figure 3-15 shows the rate-distortion performance graphs for the MVC method and the proposed 
method, this time only for the I  coded viewpoints in each test sequence and considering the total 
rate of both colour texture coding and depth map coding. The average quality of the rendered left 
and right neighbouring viewpoints is considered for the evaluation shown in Figure 3-15. The
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proposed approach uses the flexible rate allocation mentioned beforehand, whereas the MVC 
approach uses a fixed rate allocation (85% - 15%). Results indicate that the proposed method 
performs better than the reference method in terms of rate-distortion efficiency at all bit-rates 
under concern.
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Figure 3-15: Intra (I) coded view performance under fixed rate allocation and joint rate allocation 
schemes where the total colour video plus depth map rate is shown for the corresponding viewpoint,
(a) Breakdancer^ (b) Rena, (c) Akko&Kayo, (d) Ballet
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Figure 3-16: Best scaling ratios for colour video sequences (similar trends are observed for depth map 
sequences) (a) Breakdancer, (b) Rena, (c) Akko&Kayo, (d) Ballet
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Figure 3-16 shows the computed best scaling ratio values at different operating bit-rates for a 
single TPF and for colour texture video (similar results are obtained for depth map coding). It is 
evident that higher scaling ratios are likely to be chosen for high rates and vice versa.
The view random access performance of all approaches is plotted in Figure 3-17. The view 
random access performances of the MVC and MVC with VSP are identical. The view random 
access performance is calculated using the method in [86]. Both the average number of frames 
and the maximum number of frames necessary for random access are plotted. The view random 
access performance is directly linked to the inter-view dependency structure for the decoding 
process. It is clear from Figure 3-17 that, as the number of total viewpoints grows, the gap 
between the average numbers of frames that need to be decoded for a single frame inside a GOP, 
for the compared methods, also grows. The proposed low-delay view random access approach 
brings a significant advantage in terms of applicability with large camera arrays. It can be seen 
that for a total number of input viewpoints equal to 16, twice as many number of frames as 
LDRA-JDCO needs to be decoded in average to jump to another viewpoint, in case conventional 
MVC is deployed.
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-m—  LDRA-JDCO (max)
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A KS_PIP (avg) 
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number of total viewpoints
Figure 3-17: View random access performance of the prediction structures (max: maximum number 
of frames to decode, avg: average number of frames to decode)
The subjective quality of the reconstructed viewpoints with reduced resolution coding agrees with 
the objective results. Figure 3-18 shows some free-viewpoint rendering results for Breakdancer 
sequence using the decompressed depth maps. The depth map coding rates for three schemes 
(MVC, LDRA-JDCO and KS_PIP) are very close to each other (53 kbps, 55 kbps and 60 kbps.
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respectively), whereas uncompressed colour texture videos are also used for fair comparison. It 
can be seen that the proposed scheme (LDRA-JDCO) performs better than the other two schemes, 
objectively and subjectively. The perceptual difference is even more significant in the vicinity of 
object borders (like the arm, leg and the foot of the break-dancer in the scene).
The utilisation of the bit-rate adaptive downsampling approach and accordingly, the process of 
best scaling ration decision repeated per TPF bring additional computational complexity to the 
overall system. On the other hand, especially at medium or at low bit-rates, since a higher scaling 
ratio is more likely to be used, the total amount of image area to be encoded decreases and this 
also affects (reduces) the time to encode the video. In addition, since the B frames are avoided 
with the proposed inter-view prediction scheme, the reference frame buffer size becomes smaller 
and the prediction mode decision process handles less options. This also causes the total encoding 
time to drop. In conclusion, the added complexity overhead is somehow balanced with the 
reduction in encoding time due to the explained reasons. The proposed coding approach is 
suitable for any offline video encoding system, ranging from video-on-demand type applications 
to video broadcast type applications.
The selected best downscaling ratio does not tend to deviate from a certain ratio at specific 
operating conditions. It means that, for multi-view sequences, where there is a close correlation 
among viewpoints, there is a great similarity of calculated best scaling ratios for the different 
viewpoints predicted by the same method (7, P or DP). Besides, since the content does not change 
significantly for the duration of the test sequences used, there is a high correlation between 
calculated scaling ratios of different TPFs (similaily GOPs). This fact gives us the opportunity to 
simplify the best downscaling ratio decision process for the whole multi-view plus depth map 
system by letting the system calculate the scaling factor once, each time a key viewpoint frame is 
reached in the sequence. A key frame corresponds to a frame in which the video content changes 
significantly (in terms of texture/ motion characteristics) with respect to the previous frame. 
Similarly, the closer the cameras, the more correlated the viewpoints and hence, the more chance 
that multiple viewpoints can use the same downscaling factor.
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ORIGINAL FRAME 29.9 dB 
DEPTH MAP 053  kbps. MVC
C
30.05 dB 
DEPTH MAP @ 60 kbps, KS_PIP
30.9 dB
DEPTH MAP @ 55 kbps. LDRA-JDCO
Figure 3-18: Rendering results from a frame of the Breakdancer sequence. The rendering qualities in 
dB, corresponding depth map coding rates and coding methods are indicated under each frame 
section
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3.4 Conclusion
This chapter has discussed various improvements in the coding efficiency of the state-of-the-art 
multi-view encoder based on the multi-view extension of H.264/AVC coding standard. In Section 
3.2, the usefulness of a scene geometry assisted inter-view prediction scheme has been addressed 
and the observations have been stated. A new type of inter-view prediction has been formed using 
virtual viewpoint synthesis from nearby encoded camera viewpoints and their associated depth 
maps. In Section 3.3, two critical issues regarding the practicality of modern multi-view plus 
depth map systems, namely the coding efficiency (i.e. rate-distortion performance) and view 
random access performance have been addressed. These problems were addressed using a bit-rate 
adaptive reduced resolution coding approach, where the best downscaling ratio to be applied to 
each viewpoint was calculated periodically using the Lagrangian optimisation process. A new, 
uni-directional prediction type was used to increase the view random access performance 
significantly, reducing the inter-viewpoint dependency and avoiding the bi-predictive (B) inter­
view prediction. The total bit budget has been allocated among colour texture and depth map 
viewpoints jointly to obtain increased real camera viewpoint and rendered free-viewpoint quality.
The proposed coding efficiency improvement techniques have been submitted to and published in 
several conference proceedings and journals (see Appendix B).
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Chapter 4
4 Efficient Processing and Coding 
Approaches for Single-view/ Multi-view 
Depth Maps
This chapter specifically focuses on the processing and coding schemes for depth maps within the 
context of 3D video. The first part of this chapter deals with the utilisation of the reduced spatial 
or temporal resolution coding for depth maps with several added improvements. The second part 
discusses the utilisation of a content adaptive multi-view depth map pre-processing framework for 
the ease of depth map coding, i.e. for decreasing depth map overhead. The performances of the 
utilised schemes are compared to that of the reference techniques. The last part of the chapter 
summarises the methods explained and gives concluding remarks.
4.1 Introduction
The depth map frames can be represented by a gray-scale image on which dark and bright pixel 
intensities correspond to far and close regions, respectively [87]. Since the depth map consists of a 
single image plane with far less textural details than the colour texture counterpart, less bits are 
required to encode and transmit them. Another fact is that the quality of rendered left and 
rendered right pairs of videos, in case the stereoscopic video is considered, is more affected by the 
reconstruction quality of the colour texture camera viewpoint than the depth map [88] [89]. 
Besides, not all the parts of the depth map, i.e. not each of the depth levels, are of equal 
importance in terms of their influence on the novel camera viewpoint synthesis. Most parts of a 
certain scene, representing the background region, do correspond to minimal disparity and hence, 
they are more tolerable to estimation and/or coding errors. On the other hand, parts of the depth 
map, especially the ones that correspond to the closer video objects, are less tolerant to estimation 
or coding errors. Even slight depth eiTors in such cases might lead to visually distorted object 
boundaries in the synthesised novel camera viewpoints. Such characteristics of depth maps 
indicate that different levels of importance can be given to different depth layers during 
estimation, processing and/or coding.
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Multi-view depth map as well as single viewpoint depth map can be encoded using block based 
transform coders that are used for colour texture videos. The main advantage of such a scheme is 
that there is no necessity to build a stand-alone depth map coder, but it is possible to encode 
multi/single viewpoint camera and depth map in the same coding engine with different 
configurations. This fact does not necessarily make the block based transform coders be optimum 
for depth maps. For instance, large and smoothly changing regions in the depth map can be more 
effectively modelled and encoded with a minimal bit-rate requirement than the scheme, where 
predictive coding approach is applied block by block. MPEG-4 has an extension called multiple 
auxiliary components, suitable for handling depth map videos. MPEG-C provides specifications 
on the carriage of scene depth information [90]. Similarly, multi-view depth map videos can be 
encoded by MVC techniques, by considering them as multi-view colour texture videos. There are 
other approaches that do not rely on block-based coders, hi [91] and [87], encoding of the depth 
map videos using platelets is suggested, which involves the creation of piecewise linear 
representations for depth map segments. In [92], the authors represent the depth map segments by 
triangular meshes and compress accordingly. AVC based multi-view codec, JMVM, is used 
throughout the experiments in this research work.
For improved coding efficiency of depth map videos, reduced resolution encoding techniques are 
considered in two dimensions (temporal and spatial dimensions), with the aid of 3D scene 
geometry and colour texture video at full resolution for better interpolation. 3D scene geometry is 
utilised in reconstructing the unencoded temporal layers of certain depth map viewpoints with 
sufficient accuracy. Video object shape information acquired from the colour texture viewpoints 
are exploited to reconstruct the depth map object boundaries with maintained sharpness, for better 
colour texture novel camera viewpoint synthesis after spatial upsampling. Two advances are 
explained separately in the next section.
Depth map generation process conveys inaccuracies in estimating the exact geometry of a certain 
scene, which at the same time can be very destructive to the coding performance, due to the 
spatial inconsistencies (causing high luminance variances) and temporal inconsistencies that 
reduce prediction performance. Usually, faster depth estimation processes result in less precise 
depth maps. Same is valid for multi-view depth map estimation, where individual, depth map 
viewpoints can be generated using the stereoscopic correspondences of a subset of colour texture 
viewpoints, rather than all of the correspondences in the 3D scene. In order to improve the coding 
efficiency of such multi-view depth map sequences, and at the same time remove all the 
inconsistencies and increase the spatial and temporal coherency among multiple depth map 
viewpoints; a pre-processing framework based on median filtering is designed and implemented 
after the depth estimation step. The details of this framework are given in the rest of this chapter.
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4.2 U tilisation o f R educed R esolution Coding in  Tem poral and Spatial 
Dim ensions for Depth M ap
4.2.1 Temporal Sub-sampling Approach for Multi-View Depth Map Coding
111 this work, some temporal layers of certain depth map viewpoints are left unencoded and the 
skipped layers are estimated at the decoder side by exploiting the multi-view correspondences. 
Multi-view correspondences are exploited for each skipped (unencoded) depth map frame using 
the decoded depth map frames of neighbouring camera viewpoints captured at the same time 
instant. Especially at lower bit-rates, dropping higher temporal layers of certain depth map 
viewpoints and estimating them with 3D spatial correspondences saves considerable amount of 
bit-rate. At the same time, the perceived quality of the reconstmcted stereoscopic videos is 
maintained, which is proved through a set of subjective tests.
Figure 4-1 shows a sample case with three views and a GOP size of 8, where the depth map in the 
middle viewpoint is encoded with inter-view prediction, after dropping one or more temporal 
layers and estimating the dropped frames using the novel predictors. In the case of the colour 
texture videos, such an approach would create crude and unsightly results, because every single 
artefact in the estimation process (blocking, occlusion) would directly incur a perceptual loss in 
the image quality. Hence, conventional multi-view coding approach (MVC) is used for colour 
texture videos in this work. However, the depth map frame is effective only in rendering arbitrary 
novel camera viewpoints or stereoscopic video pairs, and has no visual value. In fact, block 
artefacts and occlusions are tolerable in most insignificant parts of the depth map frames, due to 
their negligible influence on rendering process. Accordingly, the performance of the depth map 
coding is evaluated using the quality of synthesised colour texture videos.
V TU' TLlTL2
Figure 4-1; Sample multi-view depth map coding with 3 views and a GOP size of 8. For the view 
under concern (mid-view), the highest two temporal layers are sldpped and not coded. They are 
predicted using the inter-view correspondences
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4.2.1.1 Estimation Process for Unencoded Temporal Layers of Depth 
Map
At the frame positions, where the corresponding temporal layer is dropped and the frame is not 
encoded with H.264/MVC, a prediction depth map frame is generated. It is generated using two 
different prediction candidate depth map frames generated via the exploitation of multi-view 
correspondences.
The first candidate is generated by interpolating the middle depth map frame from the two 
adjacent views’ reconstructed depth map frames (one left and one right). Interpolation is.carried 
out on variable size blocks, based on a texture-homogeneity criterion. This criterion is defined by 
how frequently the intensity values inside a certain block deviates from the median intensity value 
of the block. The median value represents the most frequently occurring intensity value in the 
block. The reconstructed depth map frame in the adjacent view is taken first. Then, a depth map 
frame block of size NxN is initially selected, and this block is divided into 4 equal sized blocks 
iteratively. In each iteration, the Mean Square Error (MSE) is calculated between the selected 
depth block and the block filled only with an intensity value t as shown in (4.1).
1 M —i M - t
= TTY ^ '5 ] Y j \depth „  block (/, j )  -  f|^  1=0 ;=0
M  refers to the size of the depth map frame block {depthjblock) and t refers to the most frequently 
observed intensity value within the corresponding block. The iterations are carried out until the 
calculated MSE drops below a threshold value. Otherwise, the smallest possible block size is 
selected.
After the block size determination process, a full-pixel disparity vector is calculated for each 
block within a search window. The size of the window (in pixels) is determined according to the 
camera baseline distance between the left neighbour and the right neighbour of the viewpoint 
under concern. It is assumed that the vertical distance between neighbouring cameras is far less 
than the horizontal difference between the cameras and therefore, the search window size in the 
vertical direction is restricted to one tenth of the search window size in the horizontal direction. 
Ideally, if it is ensured that the recording cameras are on a perfect line, the search window size in 
the vertical direction can be set to 0.
After determining each block’s full-pixel disparity vectors between the left and the right 
neighbouring viewpoints, disparity compensation takes place by dividing the available disparity 
vectors by two, and shifting the blocks using the halved disparity vectors. The reason for using the 
halved disparity vectors is that the view under concern is positioned in the middle of its left and 
right neighbours. Disparity compensation takes place twice, from the left towards the right
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neighbour and from the right towards the left neighbour. Both compensated images are fused with 
equal weights into a final interpolated image. Fusion is used to handle the occlusions that would 
be generated in case the disparity compensation is utilised from a single direction.
The second candidate comes from the 3D warping of left and right neighbour view depth map 
frames into the image coordinates of the middle viewpoint. Each depth map pixel (x,y) in the left 
and right neighbour depth map frames is first projected into the 3D world coordinates by Equation
(3.1) (page 50). After the first projection, the transformed pixels are projected back to the 2D 
image coordinates of the viewpoint under concern (the viewpoint in the middle) by Equation (3.2) 
(page 51). A depth buffer (Z buffer) is maintained to prevent filling pixels with wrong depth 
values, especially in cases, when more than one depth intensity values fall on to the same pixel 
location in the target viewpoint coordinates.
3D warping is especially successful in estimating smoother depth map areas, free of blocking 
artefacts. However, prediction via block based disparity compensation performs better at strong 
depth transition areas by providing more robust prediction. This is due to the imperfection of the 
utilised 3D warping process in the regions of strong disocclusion and image boundaries. A sample 
image in Figure 4-2 shows resultant per block selection between the two candidate predictions, for 
a frame in Breakdancer sequence. Blocks in black correspond to predictors generated via 3D 
warping, whereas blocks in white correspond to predictors generated via disparity compensation.
The selection between the two candidates is done for every block of the prediction depth map 
frame, where the candidate, achieving higher free-viewpoint rendering quality with respect to the 
reference, generated through the uncompressed depth map, is selected as the prediction block.
Figure 4-2: Block based prediction candidate selection results for the first frame of Breakdancer test 
sequence (view #1). White blocks indicate prediction via disparity compensation and black blocks 
indicate prediction via 3D warping
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Table 4.1: Encoder Settings
Codec JMVM 6.0
Entropy Coding CABAC
Motion search range 96
Temporal prediction 
structure
Hierarchical B prediction
Temporal GOP size 12
Frame Rate 25 fps
Inter-view prediction I-B-P-B-P...
Inter-view prediction 
selection for anchor/non­
anchor frames
P-views: Enabled for anchor 
frames only
B-views: Enabled for both 
anchor and non-anchor frames
4.2.1.2 Simulation Results and Discussion
Depth map coding experiments are conducted with the multi-view coding software Joint Multi­
view Video Model (JMVM) version 6.0 [84]. Multi-view depth map sequences from three test 
multi-view video sequences, namely Ballet, Breakdancer [5] and Akko&Kayo are used. First three 
views of each test sequence are used for experiments. The multi-view coding prediction structure 
with hierarchical B prediction [52] is utilised. Main settings for the encoder, used throughout the 
experiments are shown in Table 4.1. Adjacent views’ ,depth maps, view #0 and view #2 are 
encoded with JMVM, i.e. view #0 is encoded without any inter-view prediction and view #2 is 
encoded using the reconstructed depth map sequence of view #0 as a forward reference. For both 
views, temporal prediction is enabled and hierarchical B frame prediction with a GOP size of 12 
is used. All depth map frames in 4 temporal layers are encoded. The depth map sequence for view 
#1, the middle view, is encoded using three different schemes. In the first scheme, the depth map 
sequence of view #1 is encoded using MVC, i.e. the reconstructed depth map sequences of view 
#0 and view #2 are used as inter-view references and all temporal layers are encoded, hi the 
second scheme, the depth map frames of the highest temporal layer (TL), i.e. TL 4, aie skipped 
and not coded, hi other words, the depth map sequence is temporally sub-sampled. The sldpped 
frames are predicted using the method explained in 4.2.1.1. Only the overhead, representing the 
per-block single bit flags, is transmitted directly without the addition of further motion/disparity 
vectors or residual data, hi the third scheme, in addition to the depth map frames of TL 4, the
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depth map frames of one lower temporal layer, i.e. TL 3, are also dropped and estimated at the 
decoder with the same method. Tests are conducted at a wide range of depth map bit-rates. Depth 
map coding performance for the middle viewpoint is calculated for both a narrow baseline 
synthesis case (half of the eye-distance) and a wider baseline synthesis case (double camera 
baseline distance).
Figure 4-3 and Figure 4-4 show the depth map coding performance results for view #1 (middle 
viewpoint), where the performances of all three schemes are plotted. Block based single bit flag 
transmission cost is counted in the total bit-rate. Figure 4-3 (a)-(c) show the results according to 
the narrow camera baseline synthesis case and Figure 4-4 (a)-(c) show the results according to the 
wide camera baseline synthesis case.
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Figure 4-3: Narrow camera baseline rendering qnality vs. middle view’s depth map rate: 
{^BreaMancer., (b) Balet, (c) Akko&Kayo
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Figure 4-4: Wide camera baseiine rendering quality vs. middle view’s depth map rate: 
{vC)Breakdancer, (b) Balet, (c) Akko&Kayo
The results clearly show that, especially for lower depth coding bit-rates (lower than 70 kbps), 
temporally sub-sampled coding with the proposed method can save significant amount of bit-rate 
used for depth information (up to 40% of the total depth map coding rate when both layer 4 and 
layer 3 are dropped). On the other hand, the loss in the objective quality of rendered narrow 
camera baseline or wide camera baseline frames is far less significant (less than 0.6 dB) when 
compared to the gain in bit-rate. For a better visualisation, Figure 4-5 shows a cropped section 
from a reconstructed depth map frame (one is encoded normally, the other one is estimated from 
adjacent depth map frames) and the synthesised virtual camera viewpoint frames using the 
corresponding reconstructed depth map frames. For better comparison, the rendering result using 
uncompressed depth map frame is also plotted on the figure. It should be noted that the perceived 
quality difference between the reconstructed depth map frames is only reflected to a smaller 
percentage in rendered free view-point images, as expected. For higher bit-rates however, sub­
sampling does not turn out to yield as good results as in the lower bit-rate regions. Similarly, since 
skipping all temporal layers lead to perceptible quality level change during viewpoint jump, it is 
intended to maintain the periodical presence of conventionally encoded temporal layers in the 
sequence, although the objective performance tends to be sufficient at lower bit-rates.
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Figure 4-5: Cropped sections of three reconstructed depth map frames (left: MVC, middle: proposed, 
right: uncompressed) and the rendered images using the according reconstructed depth map frames
A second result reflects the fact that the effect of the proposed multi-view depth map compression 
technique does not change according to the position of the synthesised virtual camera viewpoint. 
Specifically, when observing the results for narrow camera baseline rendering and wide camera 
baseline rendering, it is seen that the relative performance of the proposed depth map compression 
technique with respect to MVC in both cases is not changed. The reconstructed depth map frames 
from the proposed depth map coding technique are robust enough to be used in the synthesis of 
the virtual camera viewpoints.
4.2.1.3 Subjective test results
To verify that the predicted depth map frames in the skipped temporal layers do not cause 
perceptual loss of overall synthesised camera viewpoint quality, a subjective test is conducted 
using the Philips® 3D Solutions WOWvx 42-inch auto-stereoscopic display. A stimulus 
comparison, the adjectival categorical judgement test method described in recommendation ITU- 
R BT.500-11 [93], is used. 15 non-professional subjects took part in the test. The Breakdancer 
and Ballet test sequences are used in the test due to their high spatial resolution to create 
perceptual impact on the display used. In each particular test, the subjects were asked to compare 
two stereo videos, one of which is rendered using the depth map sequence encoded using MVC, 
and the other is rendered using the depth map sequence coded with the proposed method. Left eye 
and right eye viewpoints are generated by the display through DIBR using the middle view and its 
reconstructed depth map. A comparison is made in terms of the overall stereoscopic video quality. 
Uncompressed colour texture video sequence is used in the tests, so as to let the subjective test 
reflect the effects of depth map coding only. The subjects do not know the order in which the
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stereo sequences are showed to them. Figure 4-6 shows the results for both test sequences at 
different depth map coding rates on a Differential Mean Score Opinion (DMOS) scale. The values 
near 0 (-0.5 to 0.5) indicate that there is hardly any difference in the perceived quality between the 
MVC method and the proposed method. Negative values indicate that the proposed method 
achieves better perceived quality. The results indicate that the proposed depth map coding method 
does not significantly alter the overall stereoscopic viewing quality. Even though the depth map 
bit-rate is reduced considerably by the proposed method, the overall stereoscopic perception does 
not significantly deviate from what it would be, in case conventional MVC was utilised.
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Figure 4-6: Subjective test results on a differential mean score opinion scale for all test seqnences 
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4.2.2 Coding Depth Map with Reduced Spatial Resolution and Design of a 
Shape Adaptive Up-scaling Filter
In this work, a novel video object edge adaptive upsampling scheme to be utilised in video-plus- 
depth and Multi-View plus Depth (MVD) coding systems with reduced resolution is proposed and 
explained in detail. The proposed scheme improves the rate/ synthesis distortion performance of 
reduced resolution depth map encoders, taking into account the distortion induced in synthesised 
arbitrary camera viewpoints. The inherent loss in fine details due to downsampling, particularly at 
video object boundaries causes visual artefacts in synthesised frames. The proposed edge aware 
upsampling scheme after decoding allows the conservation and better reconstruction of such 
critical object boundaries. Furthermore, the proposed scheme does not require the edge
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information to be communicated to the decoder, as the edge information used in the adaptive 
upsampling is derived from the reconstructed colour texture camera viewpoint.
Robust depth information is particularly needed in synthesising arbitrary camera viewpoints to 
avoid visual artefacts in image areas separating the background and foreground objects. Inherent 
distortions in decoded depth map frames, induced by quantisation, trigger such artefacts. At the 
same time, efficient coding of depth maps, especially in multi-view video, is essential to minimise 
the overhead of 3D video. A common approach is to downsample the depth maps before encoding 
to save bandwidth [73], [94]. Generally, linear sampling filters, like MPEG scaling conversion 
filters [81], are used without local adaptations for efficient implementation. However, the effects 
on free-viewpoint video synthesis are generally ignored and the low-pass filtering distortion in the 
reconstructed depth map images may often result in visually distorted object boundaries in the 
synthesised frames, especially with wide camera baseline distances.
The research work in this section is built on generic ID upsampling filters, as they are of lower 
complexity and can accurately adapt to local image statistics despite their simplicity. With the 
help of the extracted video shape information, significant depth transitions are successfully 
reconstructed in the High Resolution (HR) depth map after upsampling. This accordingly results 
in visual improvements in the synthesised videos, especially on object boundaries. Colour texture 
video is assumed to be coded using a bit-rate around five times higher than that of depth map 
video. Such a rate allocation provides acceptable 3D perception [88]. Without the loss of 
generality, a downsampling factor of V2 in both dimensions of depth map videos is considered for 
reduced resolution depth map coding in this section.
4.2.2.1 Description of the Proposed Edge-aware Upsampling Filter
The linear spatial scalability filters of MPEG are described in [81]. A set of 2 ID, 6-integer tap 
Lanczos filters, shown in Equation (4.2), are used for dyadic upsampling with a factor of 2.
{1 , -  4 ,28 . 9 , - 2  ,0 }
{0 , -  2 ,9 ,28 4 .1 }
The two sets of coefficients are used in an alternating manner during upsampling, changing after 
each pixel shift of the filter window.
The applied filters are linear and the sampling process is uniform, i.e. regardless of local image 
statistics, the same filter kernel is used. Problems occur around depth discontinuities. At the 
discontinuities, the filter window encapsulates depth values belonging to both the background and 
the foreground objects, resulting in smooth transitions of depth values in these areas after 
upsampling. Smooth transitions of depth values result in ambiguous object boundaries in the 
rendered free-viewpoint videos, paiticulaiiy around foreground objects close to the camera.
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The upsampling process is modified to consider depth transitions. For this, the video edge 
information is required during upsampling of depth maps. Edge driven transformation and 
interpolation approaches exist in the literature [95]-[97]. In [95], the coefficients inside the 
biorthogonal 9/7 type filter are changed according to local spatial frequencies of high-pass frames 
for better edge reconstruction. In [96] and [97], it is considered to replace the linear interpolation 
filters with the ones adapting themselves to local image statistics for better image perception at 
the expense of increased complexity. In this work, edge information is extracted from the high 
resolution reconstructed colour texture video by applying the 3x3 Sobel mask. Gradients caused 
by colour texture changes, rather than foreground-background transitions, i.e. gradients which do 
not represent transitions in depth intensity, are eliminated by checking the local depth intensity 
gradients in the low resolution depth map as:
ê(x, y) = N(jc, y)xe(x, y)
and
V,D^{x/ Xy / 2]+S' ,Djx / 2 . y / 2)^^
I  (4.4)Otherwise
where e and ë represent the initial and refined edge maps respectively. is the reconstructed 
depth map at low resolution. T is a predetermined threshold, ë is equal to 1 if the pixel is an edge 
pixel and 0 otherwise. Figure 4-7 depicts this process. A 3x3 Sobel operator is applied to the 
reconstructed colour texture video at full resolution to extract edge information which is then 
compared to the depth gradient information of the reconstructed low resolution depth map, to 
smooth out the edges that are resulted from the colour texture gradient.
COLOUR
TEXTURE INITIAL REFINED
VIDEO (HR) ^ 3x3 SOBEL EDGE M A S I^  REGIONAL DEPTH EDGE MASK .
OPERATOR GRADIENT CHECK
DEPTH MAP VIDEO (LR)
Figure 4-7: Edge map extraction process at the client side (the Sobel operator is applied directly to 
the depth map frame at the server side)
During upsampling, whenever the sliding filter window crosses or encapsulates an edge pixel, the 
window is cut one pixel before the transition takes place, and the rest of the window is padded 
using the last pixel before the edge. In this way, either background region pixels or foreground 
region pixels are included in the computation, but not both. The adaptively selected upsampling
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filter coefficients, h., are derived using the coefficients in the original filter A, and the edge map 
information of the corresponding pixel in the image under upsampling, e{i), as
h =
H e O ) • e{i - 1) • + e[i - 1) • h,
7=0
i < ^ - \2/
- 1) • + ^ {i) ■ X/:) + + 1) • X^7 fl^ U ) 4' f = - ^ - 1 (4.5)
7=0 7=0
/  77»-I
7=7 7=1-1A
n ^O ')- + '^K ,+ e{i + l)-h i > ^ - \2
where / = 0, 1, //d  - 1 is the coefficient index and Ho represents the original filter size, ê
represents the complement of e, where e equals 1 if the corresponding pixel is a boundary and 0 
otherwise. For simpler representation, the real pixel index in the edge map function e, is dropped. 
Equation (4.5) is exactly the mathematical representation of the coefficient reordering process 
depicted in Figure 4-8 where the sliding filter window is about to cross an object border. For the 
specific instance on the right-hand side of Figure 4-8 (filter window crosses the boundary), the 
first two coefficients from the left of the filter window remain unchanged according to Equation
(4.5). The dashed coefficient is equal to the sum of the original coefficients from the third up to 
the sixth filter bin. According to (4.5), fourth, fifth and sixth locations’ coefficients become 0.
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Figure 4-8: A reduced resolution depth map frame section and the filter window sliding along a row 
with the black pixels representing the object boundary
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Figure 4-9: Colour texture plus depth map eiicodiiig/decodiug cycle
4.2.2.2 Experimental Conditions
Joint Multi-view Video Model (JMVM) version 6.0 is used for the depth map coding tests. The 
single viewpoint mode of JMVM produces an H.264/AVC compatible bit-stream. Figure 4-9 
shows the complete coding/decoding cycle. The proposed upsampling approach is applied after- 
decoding the depth map at low resolution. Hq is equal to 6, as the filter coefficients in Equation
(4.2) are used. The Breakdancer and Ballet multi-view plus depth map video sequences are used 
in the experiment. Without the loss of generality, a single viewpoint with the associated depth 
map of each video sequence is considered for the experiments (view #0 of both test sequences). 
The adaptation can be extended to each individual viewpoint inside a multi-view video sequence. 
A GOP size of 12 is used and the entropy mode is set to Context Adaptive Binary Arithmetic 
Coder (CABAC). The videos are originally of 1024x768 spatial resolution and the size of the 
half resolution depth map videos is 512 x 384. Colour texture camera viewpoints are encoded at 
full resolution, with a bit-rate around five times the bit-rate of the encoded half resolution depth 
map video sequences. Depth map and colour texture videos are encoded at a large range of bit- 
rates. For a fair comparison, depth maps are also encoded at full resolution.
4.2.2.3 Simulation Results and Discussion
Figure 4-10 (a) and (b) show the bit-rate vs. synthesis distortion performance of depth map coding 
for the Ballet and Breakdancer test sequences, respectively. The quality of the depth map is 
measured with the reconstruction quality of the free-viewpoint video at the position of the nearby 
viewpoint. Unstructured lumigraph rendering is utilised for arbitrary camera viewpoint synthesis. 
The bit-rate overhead due to colour texture video coding is not added in the graphs, as all the 
scenaiios use the same colour texture encoding configuration.
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Figure 4-10: Rate-distortion performance for depth map coding experiments, (a) Ballet, (b) 
Breakdancer
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UNIFORM SAMPLING FILTER EDGE-AWARE SAMPLING FILTER
Figure 4-11: Some synthesised viewpoint samples from Ballet and Breakdancer sequences. Left side 
samples correspond to uniformly sampled depth map, whereas right side samples correspond to 
adaptively sampled depth map
It is observed that downsampling the depth map before encoding and upsampling after decoding 
without edge adaptation outperforms depth map coding at full resolution, particularly at low bit- 
rates (less than 250 kbps). The proposed approach, with edge adaptive upsampling, further 
improves coding efficiency for reduced resolution depth map coding. The cross-over point, at 
which full resolution coding starts to beat the reduced resolution coding, is shifted towards higher 
bit-rates, by around 75 % for Ballet and 35 % for Breakdancer. According to these results, the 
proposed reduced resolution coding approach with adaptation outperforms full resolution depth 
map coding at a wider range of bit-rates than reduced resolution coding without edge adaptive 
upsampling.
Visual results also demonstrate improved performance for reduced-resolution depth map coding. 
Figure 4 -11 shows two rendered free-viewpoint samples, at a depth map compression rate of 280 
kbps. Some image parts are enlarged and highlighted for comparison. It is clear that particular 
object boundaries that look distorted in conventional reduced-resolution coding scheme, are better 
conserved with the proposed edge adaptive upsampling scheme. This is because of the fact that, 
since the local high frequency components are conserved successfully with the adaptive filters, 
boundary pixels in the free-viewpoint video frames are not scattered around. Consequently, a 
sharper and more robust perception is reached.
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4.3 Scene Content-Adaptive Multi-view Depth Map Pre-processing for 
Improved Coding Efficiency
Depth map estimation is an important pait of the multi-view video coding and virtual view 
synthesis within the free-viewpoint video techniques. However, computing an accurate depth-map 
is a computationally complex process, which makes real-time implementation challenging. By 
contrast, a simple estimation, though quick and promising for real-time processing, might result in 
inconsistent multi-view depth map sequences. To exploit this simplicity and to improve the 
quality of the estimation, this section addresses a novel content-adaptive enhancement of multi­
view depth maps applied to the previously estimated depth map sequences. The enhancement 
method is locally adapted to edges, motion and depth-range of the scene to avoid blurring the 
synthesised views and at the same time to reduce the computational complexity. The method also 
enforces consistency across the spatial, temporal and inter-view dimensions of the depth maps so 
that both the coding efficiency and the view synthesis quality are improved. The improvements 
are demonstrated in the experiments, where the enhancement method is applied to several test 
multi-view plus depth map sequences and the obtained synthesised views are compared to the 
other methods in terms of numerical and subjective visual quality.
A median filter is adapted to the presence of edges and motion in the multi-view plus depth map 
signal to preserve the sharpness of features, which are important for the visual quality of the 
synthesised camera viewpoints. Furthermore, the strength of the applied filter is adapted to the 
distance of objects in the scene so that the processing of the closer objects is finer than the 
processing of the background. This adaptation reduces the overall computational complexity, 
while preserving the visual quality.
Depth map estimation attracted a lot of attention and resulted in a number of methods with 
different accuracy and complexity. In [5], depth maps were estimated by a multi-stage 
segmentation method. A colour-texture based segmentation was followed by a coarse disparity 
assignment obtained by exploiting the inter-view correlation and, finally, the resulting disparity 
space was smoothed to improve the quality of view synthesis. In [99], the authors estimated depth 
maps by a stereo matching method and, then, regularized them in a filtering step. In [100], the 
coarse depth maps obtained by segmentation were refined using belief propagation. Even though 
these methods provide an accurate representation of the scene geometry, they are computationally 
complex and make a real time implementation difficult. Another depth estimation method 
proposed in [98] (and also used as a reference approach in the FVV standardisation [101]) is 
based on stereo matching. The method uses a graph cuts algorithm for energy minimization 
during the bidirectional disparity search and applies regularization to a spatial neighbourhood of 
pixels. The resulting computational complexity is low, as compared to the previously explained
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depth map estimation methods. However, the generated depth maps can be inconsistent across 
views and time, since the inter-view and temporal coherences are not fully exploited as in Figure 
4-12. The lack of inter-view coherence is caused by the estimation using only the colour texture 
frames taken at two neighbouring viewpoints. Similarly, the lack of the temporal coherence is 
caused by the independent generation of each depth map frame across time using only the colour 
texture frames taken at the same time instants. As a consequence, the depth-maps can be locally 
erroneous with spot noises in some regions. This reduces both the coding performance and quality 
of view synthesis because of lower prediction efficiency in the encoder, visually annoying 
distorted object edges and jitter in time. An improvement of the temporal coherence proposed in 
[102] included a depth-range dependant temporal regularization factor in the energy function 
definition. However, this approach is not adaptive to the local motion activity in the scene and, 
thus, the temporal consistency can not be improved on pixels that are occluded at some time 
instants.
View n View n Time t+1
► Time
View n+1 Time t
Figure 4-12: Inconsistency of the estimated multi-view depth maps using the method from [98]. The 
resulting depth maps are shown for Akko sequence. The most representative inconsistent areas are 
marked in red
97
Chapter 4. Efficient Processing and Coding Approaches fo r  Single-view/ Multi-view Depth Maps
Despite the potential inconsistency in the estimated depth maps, the enhancement method 
addressed in this section exploits the algorithm in [98] because of its computational simplicity. 
The proposed enhancement method provides a solution to the shortcomings by post-processing 
the extracted multi-view depth map using an efficient content-adaptive median filtering. The 
filtering is applied within the multidimensional windows that are iteratively resized to achieve the 
best adaptation to the content of the signal.
4.3.1 Content-Adaptive Multi-viewpoint Depth Map Enhancement
The proposed enhancement method of the initially estimated multi-view depth maps consists of 
three stages: 1) warping all viewpoints to the central viewpoint, 2) application of the adaptive 
progressive block segmentation based median filtering to the warped viewpoints to produce 
consistent depth-maps and 3) inverse view warping of the filtered depth maps to all initial 
viewpoints. Each stage is explained in the sequel.
4.3.1.1 View Warping
The multi-view depth map sequences, estimated via the method in [98], are denoted as d{x, y, t, 
«), where (x, y) is the spatial location, t is the time and n = 1,... ,7V are the camera viewpoints. 
Since the goal of the proposed method is to enforce the spatial, temporal and inter-view 
coherence, they have to be warped to the same viewpoint to ensure spatial alignment.
First, assuming 0< rf{x,y ,^ ,/i)<255, the depth maps are transformed to the real world depth 
values D{x, y, t, n) by:
Z ) ( x , y , ? , 7 î ) = f ^ x r f ( x , y , ? , 7 i ) x f  %  “  K  V  X  1
^ n e a r  /  ^ f a r  J /  ^ f a r  j (4.6)
where and Zy„,- are the smallest and the largest depths in the scene, respectively.
Then, these depth values are used to transform the camera coordinates of all the viewpoints to the 
same camera coordinates {no this time) via the pair of transform equation used in Chapter 3 
(Equations (3.1) and (3.2) on pages 50 and 51, respectively).
4.3.1.2 Adaptive Median Filtering
To apply the adaptive median filtering, the depth maps d{x, y, t, n) are first warped to the central 
viewpoint n ^= ^\N I2 \. Then, the warped depth map values, denoted as (x ,y ,7,/?.) are
transformed to the real world depth values, denoted as b,^^[x,y,t,n) at tlie viewpoint /îq, as in 
Equation (4.6).
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Median filtering is applied to (x, y ,t,n )  locally within a 4-dimensional window S to enforce
spatial, temporal and inter-viewpoint coherence. The shape and size of the window S are adaptive 
to edges, motion and depth range in the multi-view depth map sequences to prevent visually 
annoying distortions in synthesised viewpoints. This adaptation is based on three parameters that 
locally measure the presence of edges, depth-range and motion activity. The parameters are 
denoted as 1) local variance va of the depth values, 2) local mean of the depth values and 3) 
local mean nic of the absolute difference between the luminance components of the two 
consecutive texture frames, respectively.
All the parameters are computed in a 2"' x2"' spatial neighbourhood N^ j )  that consists of
the pixels (x, y), such that i< x < i  + 2'" and j < y < y + 2"', taken at the time instant t and 
viewpoint ng. The scaling integer in takes values from the interval 1 < m < M  . Next, the 
computation of the three parameters and their influence on the window S  are explained. Notice 
that, for a convenient notation, the index (/, j)  is dropped whenever possible.
1. The first parameter is computed from the transformed depth values (x, y, t, n) as:
which measures the local changes in the depth map frames. To detect the presence of edges in the 
sequences, the parameter v,/ is compared to the threshold Ty. If no edge is detected, that is, if 
^7],, then the spatial coherence is fully exploited and the window S  includes the entire
2"' X2"' neighbourhood across all viewpoints. The corresponding set of pixels are denoted as 
Sy — • Otherwise, for >7],, a finer segmentation is obtained by iterative spatial
partitioning of the neighbourhood into 4 equal neighbourhoods of size 2"'“‘ X2"’“‘ and
is recomputed in each of them.
2. The parameter nia represents the local average depth in the scene and is obtained as:
[t, m) = meai{D„^ (iV, )]
This parameter is used to scale the sensitivity of edges and the value of the threshold Ty according 
to the depth of the scene. Hence, a higher threshold Ty is chosen in the background area far from 
the camera and vice versa. In this way, a coarser spatial partitioning is applied to the background 
using larger windows 5,., because of smaller disparity.
To determine the background area, the parameter m,i is compared to the threshold 7], and a pixel is 
considered as background, if m ^> T ^. The threshold T)/ is computed as follows: Let
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D  ^ = D[x , y , t, /?.) and -  D[x  +1, y, t, n) be the real world distances of two neighbouring pixels 
at the viewpoint n and at the locations (x, y) and (x+2, y). The disparity between these two pixels 
after warping to the viewpoint no is given by:
n  (-. f « W n  f (4-9)A,o k  A,o A  + 1 7, ^  n)
where a is derived from the rotational, translational affine parameters of the source viewpoint n 
and the target viewpoint Ugas:
k  ^ 1,^ 2 7 = A[n^)xR~^ (/2o)x(r(/7o)-T^W) (4 10)
Assume |Z)j —D ^  is equal to the minimum measurable difference (depth resolution). Then, the 
threshold 71/ is the distance miii(D;, ) such that|_/7j=0. Hence, all the neighbouring points
with smoothly changing real world distances larger than 71/ retain their relative positions after 
warping to the viewpoint hq.
The value of T,, is chosen according to the parameter nid and it is updated in each iterative spatial 
partitioning throughout the iteration. Note that such an adaptation reduces the overall 
computational complexity because of a joint processing performed on many pixels in the 
background, while maintaining the visual quality of the synthesised camera viewpoints.
3. Finally, the third parameter is computed from the luminance component c of the colour 
texture sequences at two consecutive time instants (t~l) and t taken at the n / '  viewpoint, that is:
(f, m) = mearajc(iV, ] J (4.11)
This parameter captures motion across the consecutive frames by a simple difference operator. If 
no motion is detected in the window, that is, if (?,/n) < , then the temporal coherence is
enforced by including the locations at the previous time instant (t-1) in the window and, thus, 
5' = 5„ Otherwise, for (?, 772) > 7]„, the window S is simply given by S - S , , .  The
parameter nic is also updated after each iteration.
The resulting depth map values are obtained by applying the median filtering to the adaptive 
window S as:
N,.,,..,,, )= m£dian[ô„^^ { s )] (4.12)
for all 77 = 1,... ,N. The described process is illustrated in Figure 4-13.
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Figure 4-13: Median filtering is applied within the window S  computed after an iterative block 
partition. The parameters v</, m dand ntc that influence the shape and size of the window S  are updated 
in each iteration. Depending on these values, the window S may include the depth-map values from 
the current t  and previous (t-1) time instants for the views n = 1,...^^. In this way, the spatial, 
temporal and inter view coherences are enforced
4.3.1.3 Inverse View Warping
The obtained filtered values of D^ (x ,y ,t ,n )  are warped back to the original viewpoints. First,
the resulting depth map sequence is transformed to d „ Jx ,y ,t,n )  using the inversion of Equation
(4.6) and, then, these values are inverse warped to the original viewpoints. This inversion is 
implemented following the opposite order of steps stated in Section 4.3.1.1.
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m>
>
frame t frame t+1
without processing
>
UJ>
frame t frame t+1
with processing
Figure 4-14: An example of the effect of median filtering on the depth maps. Four frames of Akko are 
shown for two successive viewpoints and time instants. Notice the improvement of the spatial, 
temporal and inter view coherence in the processed depth-maps
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4.3.1.4 O ccluded Pixels
Notice that the depth values for the pixels visible in one of the viewpoints, but occluded in the 
central viewpoint Mg = / 2"), are not computed during the median filtering. To also improve the
consistency of these values, the three previously explained stages are iterated for these pixels with 
the target warping viewpoint =|~Af/2"|±l,['A7/2'|± 2,... instead of =[”A /2 ] .  This iteration
continues until either all depth values are processed or all possible target viewpoints n„ are 
exhausted. Note also that this additional procedure does not carry a significant overhead 
complexity because the occluded regions have typically small size.
Figure 4-14 shows an example of depth-maps processed by median filtering. The four frames are 
sampled at two successive viewpoints and time instants and processed by the proposed algorithm. 
The spatial, temporal and inter-view coherences are clearly improved after filtering.
4.3.2 Simulation Results and Discussion
A common free-viewpoint video scenario comprises multi-view depth map estimation from the 
input signal and two MVCs applied to both multi-view depth maps and colour texture sequences, 
as shown in Figure 4-15. The proposed novel enhancement method is integrated in this scenario 
as a post-processing of the estimated multi-view depth maps. Both sequences are encoded using 
the Joint Multi-view Video Model (JMVM), version 6.0. The temporal GOP size is set to 8. The 
MVC blocks are tuned in such a way that the encoding of depth maps spends between 20% and 
40% of the total bit-rate of the transmission system.
The experiments are made with four multi-view videos: 1) Akko with 5 consecutive viewpoints 
(#26 - #30), 2) Rena with 7 consecutive viewpoints (#41 - #47), 3) Lovebird with 11 consecutive 
viewpoints (#0 - #10) and 4) Newspapers with 9 consecutive viewpoints (#0 - #8). The cameras 
are arranged on a line and the sequences are rectified. The encoding is performed at
Multiview texture 
sequences
Multiview depth 
estimation
Multiview depth 
map sequences
Sender
MVC
MVC
Receiver
Multiview
decoding
Multiview
decoding
1
litrary vie 
rendertiJArtxtr wpoint ing
Figure 4-15: A common FVV scenario: the input M W  texture sequences are used for depth map 
estimation and, then, both signals are encoded using MVC and sent to the receiver. Proposed 
enhancement method is implemented as a post processing of the estimated depth maps
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4 different quantisation points for both the multi-view colour texture and multi-view depth map 
sequences.
To compare the quality of the view synthesis with the original and enhanced depth maps, colour 
texture camera viewpoints are synthesised at the viewpoints #28 for Akko, #42 and #46 for Rena, 
#4 and #8 for Lovebird and #1 and #5 for Newspapers using the neighbouring colour texture and 
depth map sequences. The threshold T,, is chosen as T,, = 20, for <T^ , and T,, = 100, otherwise,
whereas Td = 70. The second threshold T,„ = 50, whereas the maximal M = 6. The synthesised 
viewpoints are compared in terms of PSNR to the original camera viewpoints captured at the 
same viewpoints. The PSNR values are plotted in Figure 4-16 for the specified seven viewpoints 
and for a wide interval of total coding bit-rates. The resulting graphs are obtained for three cases 
of encoding and synthesis: 1) with original depth maps (no enhancement), 2) with enhanced depth 
maps adapted only to edges and motion (no depth-range adaptation) and 3) with fully adaptive 
enhancement. Notice that the enhanced depth maps provide a strong gain (about 1-2 dB) in the 
quality of the synthesised camera viewpoints as compared to the case without any enhancement. 
Furthermore, because of a joint processing of lar ge blocks in the background area, the depth-range 
adaptation significantly reduces the required computational time (as can be read from the table 
provided in Figure 4-16), while retaining almost the same quality (i.e. there is a marginal gain 
difference between the two schemes -  with and without depth range adaptation).
Similarly, the visual quality of the viewpoints synthesised using the enhanced depth maps is 
noticeably better than the same obtained using the original depth maps. Figure 4-17 depicts two 
examples of the viewpoint synthesis results of Akko and Rena. The synthesised viewpoints show 
an improved consistency across space and time. Moreover, the annoying artefacts that are 
especially visible around edges and occluded pixels are suppressed.
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104
Chapter 4. Efficient Processing and Coding Approaches fo r  Single-view/ Multi-view Depth Maps
37
36
35
34
1100 2100 41003100 5100 71006100
Avg Bit Rate (kbps)
b) Rena, viewpoint #42
37 •
36 -
800 1100 1600 2100 2600 3100 3600
Avg Bit Rate (kbps)
c) Rena, viewpoint #46
33
32
-o
31
30
29
600 1100 1600 2100 2600 3100 3600
Avg Bit Rate (kbps)
d) Lovebird, viewpoint #4
105
Chapter 4. Efficient Processing and Coding Approaches for Single-view/Multi-view Depth Maps
29
28
i
27
26
600 1100 1600 2100 2600 3100 3600
Avg Bit Rate (kbps)
e) Lovebird, viewpoint #8
31
I
I*  30
29
1100 2100 3100 4100 5100 6100 7100 8100
Avg Bit Rate (kbps)
f) Newspaper, viewpoint #1
33 T
1
I
I
500 1100 1600 2100 2600 3100 3600 4100 4600
Avg Bit Rate (kbps)
g) Newspaper, viewpoint #5
1 0 6
Chapter 4. Efficient Processing and Coding Approaches fo r  Single-view/ Multi-view Depth Maps
AKKO RENA LOVEBIRD NEWSPAPER
62 Mc/fram* 
4.6 MCflhHIW
58.8 —dhmmm
4 MC/franw
110 »*cAam# 
9.1 MC/franw
121 lac/franw 
11.2 MC/franw
-m- With enhancement. With depth-range 
adaptation
-+- With enhancement, without depth-range 
adaptation
-o - Without enhancement
Figure 4-16: View synthesis performance results. The enhanced depth maps improve significantly the 
quality of the view synthesis. Notice that the depth-range adaptation reduces the computational time 
substantially because of joint processing of large background areas, while resulting in a similar 
synthesis quality
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Figure 4-17: An example of synthesised frames of Akko and Rena with the original depth-maps and 
with enhanced depth-maps using the proposed adaptive scheme. The artefacts that appear in the 
synthesised frames without the enhancement are suppressed
4.3.3 Subjective Test Results
To strengthen the comparison of the visual quality, the resulting synthesised viewpoints are tested 
using an adjectival categorical judgement method for the assessment o f the subjective quality of 
television pictures, as suggested in the ITU-R recommendation BT.500-11 [93]. Three versions of 
the synthesised views of the Akko, Lovebird and Newspapers sequences are generated using the
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same three methods compared in Figure 4-16. These versions are pair-wise compared by showing 
them simultaneously (side-by-side) to the subjects on a 42-inch screen (a snapshot of the setup is 
shown in Figure 4-18). In each test cycle, which takes around 6-10 seconds, the subjects are asked 
to compare the video shown at the left-hand side to the reference video at the right-hand side 
using a qualitative comparison scale. The 20 subjects that have participated in the experiments are 
non-professionals, all of whom are researchers in multi-media video/audio processing and 
transmission areas.
The results of these comparisons are shown in Figure 4-19. The comparison is performed at high 
and low bit-rate transmissions, which correspond to 2.6 Mbps and 400 Kbps for Akko, 6.0 Mbps 
and 750 Kbps for Lovebird and 5.5 Mbps and 700 Kbps for Newspapers, respectively. For each 
example, depth map encoding configurations are tuned to spend between 25% and 40% of the 
total bit-rate, whereas the sequences are recorded at the rate of 25 frames per second. The results 
shown in the graphs of Figure 4-19 represent normalised differential mean opinion scores between 
the two compared videos with 95% confidence intervals. The normalisation process scales the 
scores to the interval (-1,1). The smaller the absolute value of the score is, the smaller the 
perceived differences between the two videos are. Positive scores indicate that the technique listed 
in the second place in the figure header has better performance, and vice versa.
Figure 4-18: A snapshot of the 42-inch screen used to compare the perceived subjective quality of the 
three versions of view synthesis
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Without enhancement vs. Without depth-range adaptation
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Figure 4-19: Results of the subjective tests with 95% confidence interval
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It is observed from the three sub-figures in Figure 4-19 that the pre-processing approaches (either 
with depth range adaptation or without depth range adaptation) yield better perceptual quality than 
that of the case without any pre-processing. The results are consistent for all three test video 
sequences. Especially at high bit-rates, the difference in perceptual quality is more than that at low 
bit-rates. If the two pre-processing schemes are compared to each other as in the last sub-figure in 
Figure 4-19, it is seen that the perceptual difference between the two schemes is marginal. Hence, 
this proves that the depth-range adaptation, which brings a significant advantage in terms of 
computational demand, does not significantly affect the perceptual quality of the synthesised 
viewpoints. The presented scores coincide well with the numerical comparisons in Figure 4-16.
4.4 Conclusion
Depth map information is an essential component of modern multi-view video based 3D video 
applications. Knowing this fact, taking into account certain characteristics of depth map video 
sequences and their effect on virtual viewpoint synthesis, several coding and processing methods 
have been proposed and tested in this chapter for depth maps. Accordingly, it was targeted both to 
decrease the bit-rate necessary for encoding the depth map information and to increase the 
synthesis quality of virtual camera viewpoints. A couple of reduced resolution coding methods 
have been proposed and their performances have been reported. The reduced resolution coding 
approaches in both temporal and spatial dimensions were aided with the knowledge of scene 
information, either via other viewpoints or via the colour texture viewpoints at full spatial 
resolution.
A scene content adaptive median filtering based multi-view depth map pre-processing has also 
been proposed in this chapter which targeted to preserve the sharpness of the reconstructed 
viewpoints. The filtering process was improved by adapting the operation to the scene depth- 
range information, to maintain the overall computational complexity. The method allowed for a 
quick and less accurate multi-view depth map estimation used in a common FVV scenario, to 
achieve a comparable quality of the synthesised camera viewpoints as the more complex 
estimation algorithms.
The performances of all of the methods proposed and tested in this chapter were verified through 
visual comparisons and standards based subjective tests.
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Chapter 5
5 Perceptual Quality Assessment for 
Synthesised Camera Viewpoints
This chapter deals with the visual quality assessment problem of synthesised camera viewpoints 
in the context of free-viewpoint video. Since the colour texture video quality is the dominant 
factor in deciding the overall stereoscopic video quality [89], it is also primarily important to 
maintain the synthesised colour texture viewpoint quality when it is used as the source for left and 
right pairs of the stereoscopic video in the context of 3D free-viewpoint video. Hence, it is first 
targeted to correctly quantify the reconstruction quality of the synthesised camera viewpoints that 
are jointly produced by colour texture videos and depth maps of neighbouring viewpoints. In this 
chapter, it is aimed to extend the existing 2D video quality assessment methods, like PSNR and 
SSIM, to assess the perceived quality of synthesised viewpoints. It is performed by giving 
unequal importance to frame sections, depending on the depth-range, and also taking into account 
the temporal distortions caused by the inconsistencies in the depth maps. The performance of the 
extended assessment techniques is measured by conelating multiple test video assessment scores 
to the Video Quality Metric (VQM) scores, which are a robust reflector of real subjective 
opinions.
5.1 Introduction
The quality assessment issue for conventional 2D as well as 3D video has been a challenging 
research task. The subjective assessment of MOS is very time consuming, costly and cannot be 
conducted in real time [103]. PSNR as a common video quality metric is preferred by modern 
video codecs because of its computational and conceptual simplicity to assess the video quality on 
the fly. However, it is also well known that PSNR does not accurately model the perceptual 
quality. This MSE based metric does not correlate well with subjective quality measures, because 
human perception of image/video distortions and human visual system properties are not taken 
into account [104]. Some other 2D image/video quality assessment methods that are not solely 
based on MSE, but concern rather the human perceptual cues, are proposed in the literature with 
different complexities and performances in terms of their correlation with the mean subjective 
opinion [6]-[107]. VQM, as a part of ITU-T Recommendation J.144 [110] and explained in [106],
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measures the perceptual effects of video impairments including blurriness, jerky/unnatural 
motion, global noise, block distortion and colour distortion, and combines them into a single 
metric. The testing results show that VQM has a very high correlation with subjective video 
quality assessment despite its computational complexity.
For 3D stereoscopic video, which is in the form of colour-plus-depth map or a left-right pair, a 
number of objective quality assessment methodologies are available, although there is not yet a 
universal standaid. The overall quality of left-right pair based stereoscopic video is usually 
assessed by measuring the individual qualities of left and right viewpoint videos in terms of 
PSNR. It is the same with colour-plus-depth map video, after synthesising the left and right video 
pair through DIBR. However, PSNR does not give any information about depth perception. The 
reason is that the attributes associated with 2D video cannot be directly used in measuring the real 
naturalness, depth perception and the overall image quality of 3D video. The authors in [89] 
investigate the correlation between subjective and objective evaluation of colour-plus-depth map 
video. According to [89], the output from the VQM objective metric can be mapped so that it 
correlates strongly with both the overall viewer perception of image quality and depth. 
Furthermore, assessing the depth map reconstruction quality on its own, using any available 
objective metric, provides no useful information on user ratings of image quality or depth 
perception. However, there are still open research issues to fully determine the effect of 3D 
displays on subject mean opinion scores for image quality and depth perception [89].
The quality assessment of arbitrary camera viewpoints, synthesised via a pair of cameras, is also 
an open research issue. The conventional 2D video quality assessment tools do not necessarily 
give importance to tlie geometry and synthesis related distortions, such as object shapes 
distortions and temporal instability of non-moving texture areas, bi [108], authors analyse the 
effect of depth map compression on the geometric distortions generated in the 3D space and 
accordingly on synthesised camera viewpoints. The assessment method relies on PSNR 
calculation, considering the camera viewpoint synthesised using uncompressed colour texture 
video and uncompressed depth map as reference, and comparing it with the camera viewpoint 
synthesised using compressed depth map data. In [109], the authors suggest a similar virtual 
camera viewpoint quality assessment technique (see Figure 5-1). Authors have compared the 
performances of PSNR and VSSIM (VSSIM, explained in [105], is the adaptation of SSIM for 
video quality assessment) in Figure 5-1 and concluded that VSSIM scores show a better 
correlation with mean subjective opinion scores.
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Figure 5-1: Virtual view video quality metric [109]
Recently, the 3DV Ad Hoc group formed under MPEG utilises a modified version of PSNR to 
evaluate the quality of view synthesis, which is called PSPNR (Peak Signal to Perceptual Noise 
Ratio) [7]. The authors in [7] introduce a Just-Noticable Difference (JND) model into pixel 
categorisation, which is based on some human visual system traits, to find out Spatial Noticeable 
Difference Pixels and Temporal Noticeable Difference Pixels, and calculate the Spatial Peak 
Signal to Perceptual-Noise Ratio (S_PSPNR) and the Temporal Peak Signal to Perceptual-Noise 
Ratio (T_PSPNR). Accordingly, it is found that the new technique shows improved correlation 
with subjective scores. However, this technique does not take into consideration any kind of 
adaptation to the scene depth information. Therefore, the different likelihoods of being distorted 
for different frame sections during view synthesis are not taken into account.
Based on the knowledge that lower depth levels are more vulnerable to rendering distortions than 
higher depth levels, and geometrical distortions are among the most visible kind of artefacts, a 
weighting based quality evaluation approach to be applied on most commonly used 2D video 
quality assessment tools (PSNR and SSIM) is proposed. The weighting is based on the depth 
information of the camera viewpoint under concern. The proposed framework also takes into 
consideration the scene motion activity in time and adapts a factor in the final score, which is 
related to temporal consistency of non-moving background objects during view synthesis. The 
next section briefly explains the virtual viewpoint quality assessment framework.
5.2 Proposed Virtual Viewpoint Quality Assessment Framework
The proposed virtual viewpoint quality assessment framework, which is applicable to most 
commonly used 2D video quality assessment tools, includes a depth range and scene motion 
activity adaptive partitioning of the error map (either in the form of the MSB map or structural 
similarity index map). Accordingly, the final score of view synthesis quality per video frame is 
computed as the weighted average of the corresponding error map.
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Figure 5-2: Block diagram illustration of the proposed view synthesis quality assessment framework
Figure 5-2 shows the illustrative block diagram of the overall process. The reference video signal 
is a captured video (not a synthesised video) input and the reference uncompressed depth map 
represents the original scene depth information from the corresponding viewpoint (where the 
synthesis takes place). The impaired video signal in this case is the synthesised camera viewpoint, 
which is synthesised using the impaired colour texture viewpoints and the impaired depth maps of 
the left and right neighbouring viewpoints.
According to the weighting coefficient calculation process during quality assessment, some video 
frame regions, which are sufficiently far from the capturing camera, are given low importance 
when using them in the overall visual quality score and some frame sections are given zero 
importance, which in turn are excluded during error signal computation. In this way, for most 
frame regions, the error signal is not computed at all, resulting in a reduction in the computational 
complexity. Since the scene content of the video under concern shows a high variance, the amount 
of frame regions left without error signal calculation also changes, making a definite measure of 
the reduction in the computational complexity impossible. Hence, the complexity is content 
dependent.
The MSE calculation during PSNR measurement and the block based similarity index 
measurement from the computed means and standard deviations of local intensities during SSIM 
measurement are as explained in Chapter 2. The next three sections describe the weighting 
coefficient computation based on scene depth information (spatial adaptation of the synthesised 
video quality assessment measure), temporal consistency assessment in motionless video frame 
regions (temporal adaptation of the synthesised video quality measure) and the computation of the 
final objective score.
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5.2.1 Weighting Coefficient Computation based on Scene Depth Range
111 measuring the objective quality (or equally distortion) of a video frame, either pixel by pixel 
(as in MSE calculation) or block by block (as in SSIM calculation), all pixels or blocks are 
assigned the same weight (equal to 1) when contributing to the final frame quality. In an 
assumption, where all frame sections are subject to same kind of visual artefacts (e.g. blocking), it 
is meaningful to assign all image areas the same visual significance. On the other hand, in a 
synthesised video frame, it is more likely to observe rendering related distortions in the vicinity of 
front objects (foreground region). Assuming that human visual perception is more affected by the 
distortions happening in the near part of the scene and that the rendering related distortions can be 
associated with geometrical inconsistencies across object borders, it is planned to give more 
weight to such frame sections during the calculation of the overall ‘perceived’ frame distortion.
The weighting coefficients assigned to individual video frame pixels vary between 0 and 1. In the 
proposed scenario, the weighting coefficient function is selected as a piecewise linear function, 
where the weighting coefficient becomes 0 when the local scene depth is above a certain upper 
threshold (Z/) and becomes 1 when the local scene depth is under a certain lower threshold (Z„). In 
the depth zone, which lies between the corresponding lower and upper thresholds, the weighting 
coefficients change linearly, being inversely proportional to the local scene depth range. Equation 
(5.1) depicts this.
W O (x ,y ):
0, Z{x ,y )>Zf
z „ < z U y ) < z ,  (5 .1 )
1, z ( % ,y ) < z „
'WC(x,y) stands for the weighting coefficient at the corresponding pixel position in the video 
frame. Similarly, Z(x,y) refers to the physical distance (depth) of the corresponding pixel position 
(x,y). Z„ and Zf are the lower and the upper threshold depth values, the computation of which will 
be explained next.
The depth threshold values Z„ and Z/ represent the sensitivity levels of the textural connectivity of 
corresponding video frame sections to losses during view synthesis. Considering two 
neighbouring pixels in the source viewpoint, with depth values between which there is a particular 
difference, the distance between the coiTesponding pixels after projecting (warping) to another 
viewpoint is directly dependant on the original depth levels of these pixels and the distance of the 
original camera to the projected camera. Qualitatively explaining, if the depth range under 
concern is low enough (i.e. near to the camera), a certain amount of depth difference between 
these pixels may separate them after projection. On the contrary, the same amount of depth
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difference may not cause such a separation, if the depth range under concern is higher (i.e. farther 
from the camera). Consider the neighbouring pixels (x,y) and (%-7,y). It is assumed that the multi­
view video set consists of cameras arranged on a line and the virtual camera viewpoints also lie 
between the real cameras. Hence, duiing view synthesis, the disparity causes shifts of pixels only 
in the horizontal direction. Therefore, the neighbourhood in horizontal (x) direction is under 
concern. According to Equations (3.1) and (3.2), the raw image coordinates of a pixel (x,y), 
originally present in a source viewpoint (Q , after warping to the coordinates of the target 
viewpoint (C ) is:
[ x , y ' , z ' ] = Z { x , y )4 x , y , \ \+ A x R - '  x {t {C')-T{C))  (5 ,2 )
The camera indices of the 3x3 affine matrix A and the inverse of the 3x3 rotation matrix {R^) are 
dropped, as these matrices are the same for all viewpoints in the multi-view array under concern. 
T corresponds to the 3x1 translational matrix. For simplicity, the second term in Equation (5.2) is 
defined as:
AxR-'x (r(C') -T{c))=[a,b, c] (5.3)
Accordingly, the horizontal pixel distance Ad between the two neighbouring pixels (x,y) and (%- 
l,y) after warping to the coordinates of the target viewpoint (C ) is:
_  Z { x , y ) ' X + a  Z { x ~ l , y ) ' x - Z { x ~ l , y ) - ^ a  
Z { x , y ) + c  Z { x - \ , y ) + c
Z i x - l , y ) - Z { x , y )
The second term of Equation (5.4) decides if the connectivity of the two neighbouring pixels (x',yj 
and (x-l,y) will be broken or not in the target viewpoint. The first term of Equation (5.4) 
represents the ideal pixel distance equal to 1, corresponding to no separation after projection. The 
second term of Equation (5.4) is a floating point number. This term is computed and treated as the 
nearest integer value. If this term falls under 0.50, then Ad becomes 1 and otherwise. Ad will 
become larger than 1 and the connectivity will be broken.
The graph shown in Figure 5-3 depicts the computed Ad value (pixel distance after perspective 
projection) according to the pixel’s depth value. In this specific case (for Akko sequence), the 
entire depth range of the scene is covered in the graph (from 2776 mm to 8328 mm). Several 
depth differences between neighbouring pixels are considered during the computation of the 
graph (from 25 mm to 200 mm apart).
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Figure 5-3: Pixel distance between originally neighbouring pixels after perspective projection, where 
the step sizes in mm represent the depth difference between the originally neighbouring pixels
Given a certain depth difference (indicated as steps in Figure 5-3), the pixel distance after 
perspective projection decays with increasing the depth range of the pixels, as suggested by the 
hyperbolic function. Since the second term of Equation (5.4) is computed as the nearest integer, as 
long as Ad falls below 1.5, the connectivity is maintained. If \ .5 < A d <  2 .5 , then there will be an 
empty pixel between the projected pixels, that will potentially lead to a visual distortion. 
However, large enough depth differences are not worth considering here, as they already 
necessitate the break-down of the connectivity of two neighbouring pixels, i.e. they usually appear 
on the borders of foreground and background objects. Hence, Zf is defined as the depth value 
min(Z(x,y), Z(x-l,y)) such that Ad =  1. Pixels with a depth value greater than Zf are not 
vulnerable to separation after warping, for a pre-determined step depth difference. Similarly, Z„ is 
defined as the depth value min(Z(x,y), Z(x-l,y)) such that Ad =  2 . Pixels with a lower depth than 
Z„, are separated by more than 1 pixels after perspective projection and the corresponding frame 
regions are subject to visual distortions. Therefore, such frame regions are given the most 
significance by assigning them the highest coefficient, when computing the overall perceptual 
frame distortion.
The step depth difference, shown in Figure 5-3, is selected as the minimum measurable depth 
difference (physical depth resolution). To adapt this term to the scene content under concern, a 
horizontal depth gradient search is carried out on the initial depth map frame and the median 
value (most frequently observed depth difference between two neighbouring pixels) of all
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computed horizontal depth gradients is selected as the step depth difference to be used in the 
computation of Z„ and Zy . This assumption becomes less valid in complex scenes with a high 
amount of foreground-background transition regions. In such cases, it is preferred to pick the 
minimum measurable depth difference as the step depth difference.
5.2.2 Temporal Consistency Assessment in Motionless Video Frame Regions
The proposed virtual viewpoint quality assessment framework also takes into account the 
temporal consistency among successive synthesised frames. This functionality is achieved by 
considering the motion activity in both the synthesised video and the original video. Basically, 
originally non-moving frame sections might have suspiciously high motion activity in the 
synthesised video, causing a flickering effect.
First, the frame absolute difference Do is computed between the current time colour texture frame 
and the previous time colour texture frame of the original camera (O), such as
(5,5)
Second, the frame absolute difference D, is also computed between the current time colour texture 
frame and the previous time colour texture frame of the synthesised camera (5), such as
At pixel positions if D ^{x,y)< m , where m  represents a motion activity threshold, and
D ^{x ,y)>  J7i, then the corresponding pixel locations are flagged as temporally suspicious pixels
with a risk of flickering. Hence, a coefficient of ‘1’ is given to such pixels, where a ‘0’ coefficient 
is given to all remaining pixels, during the frame temporal difference calculation. The frame 
temporal difference calculation metric is selected either as PSNR or SSIM, where the reference 
video frame is the previous time instant frame of the synthesised video source and the impaired 
video frame is the current time instant frame of the synthesised video source. The calculated total 
temporal frame synthesis error corresponds to the total amount of flickering activity which is not 
present in the original camera source.
5.2.3 Computation of the Final Objective Score
Once the weighting coefficients are computed (both for the depth-range adaptation and for 
temporal consistency assessment), they are multiplied with the calculated error frame. Error frame 
indicates the calculated MSE map, if PSNR is utilised, or the calculated structural similarity index 
map, if SSIM is utilised. The weighting coefficients for depth-range adaptation are indicated as
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WCs and the weighting coefficients for temporal consistency assessment are indicated as WCt- If 
PSNR is utilised:
1 M— ÎMSE, (« ) =     X 2 È W Q  {x,y)-\0(x, y ) -  5(a-, y}
-V=0 )’=0
f
P5Ai?5(/z) =  2 0 -lo g io
(5.7)
255
^ M S Ë J n )
1 Al—liV—1 ,MSEr in) =   X {x, y) ■ |S (x , y , « ) -  y,n - 1 | '
Z E ' ^ C r i x . y )  •<=»>■■»
A‘=0 }i=0
rPSNRj, {n) =  2 0  • logio
(5.8)
255
yjM SEj^in)
where, n is the current frame number, M  and N  are the frame width and height, O and S are the 
original camera frame and the synthesised camera frame. The corresponding final PSNR value 
New_PSNR is computed as:
New_ PSNR{n) =  c, • PSNR, ( n ) + c^ PSNR^  (n)
where cj and C2 are the coefficients of individual metrics that contribute to the overall perceived 
distortion. In this case, this relationship is assumed to be additive and furthermore, the 
contributions from each is considered to be equal, i.e. C] = C2 = 0.5.
Similarly, for SSIM, the final value is computed as:
New__SSIM{n) =  • SSIM^  («) +  c^ SSIMj. (n)
where S S Î M s  and SSIMt are computed similar to P S N R s  and PSNRt after applying the 
corresponding weighting coefficients.
5.3 Experimental Set-up
To evaluate the performance of the proposed virtual viewpoint video quality assessment 
framework, a number of camera viewpoints are synthesised using colour texture videos and depth 
maps with various kinds of artefacts added to them. Three different multi-view video sequences 
{Akko&Kayo, Newspapers, and Dog) are used in the experiments. For each test video sequence, 
two target camera viewpoints (camera #1 from cameras #0 and #2, camera #2 from cameras #1
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and #3) are used for view synthesis. To distort the source colour texture videos, two different 
quantisation step sizes (Qp 28 and Qp 38) are used with the JMVM, version 6.0. To distort the 
depth map videos, four different sources of distortion are used. One source of distortion 
introduced to the depth map videos is the quantisation distortion, as in the case of colour texture 
videos. Four different quantisation step sizes are utilised. The second source of distortion is added 
by passing the depth map videos through a low pass filter (by down-sampling and up-sampling 
with a ratio of Vi and 2, respectively). In this way, the high frequency components in the depth 
map videos (mostly foreground-background transitions) are eliminated. The third source of 
artificial distortion added to the depth map videos is the shifting of the object borders. In the 
experiments, the object borders in the depth map videos are shifted to left and right separately, by 
5 pixels. The final source of distortion added to the depth map videos comprises adding artificial 
local spot errors in certain frame sections to create temporal inconsistency in the synthesised 
videos. All kinds of distortions are generated separately and only a kind of distortion is applied at 
a given time. Figure 5-4 shows sample distorted depth map frames with the aforementioned 
distortion sources for Akko&Kayo test sequence.
ORIGINAL FRAM E (tim e f) ORIGINAL FRAM E (tim e t+1)
FRAM E WITH M ISALIGNED O B JE C T  
B O R D E R S  (tim e f)
TEM PORALLY IN C O N SIST EN T FRAM E 
(tim e 1*1)
FRAM E WITH QUANTISATION (lim e t) LOW P A S S  FILTERED  FRAM E (tim e /)
Figure 5-4: Sample distorted depth map frames from the experiment
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All combinations of possible distorted colour texture and depth map video sequences are used for 
synthesising the test videos. In total, 96 different synthesised videos (for 3 different test multi­
view sequences and for 2 different target camera viewpoints) are used for quality assessment 
experiments.
5.4 Results and Discussion
In total, the correlation performance of eight different objective quality metrics are computed, 
talcing the VQM scores as the reference, i.e. as mean opinion scores. It is chosen as such, because 
VQM has a high correlation with the subjective assessment scores [106]. VQM measures the most 
of the perceptual effects of video impairments including blurriness, jerky/unnatural motion, global 
noise, block distortion, colour distortion and is also proved to be a robust indicator of the overall 
perception of 3D stereoscopic video [89]. Nevertheless, it is not as commonly deployed in 
conventional codecs as other objective metrics (like PSNR), due to its computational demand and 
difficulty in implementing it near real time. However, VQM is far less difficult to apply and less 
time consuming than mean subject opinion monitoring. First two objective metrics are the 
conventional PSNR and SSIM metrics (indicated with FullFrame_PSNR and FullFiwne_SSIM). 
LoAd_PSNR and LoAd_SSIM  objective metrics refer to the modified PSNR and SSIM metrics 
with local depth range adaptation (VKQ applied) but without any consideration of temporal 
consistency assessment (WCt not applied). LoTeAdJPSNR and LoTeAdJSSIM  objective metrics 
refer to the modified PSNR and SSIM metrics with both the local depth range adaptation and the 
consideration of the temporal consistency assessment. Finally, S^PSPNR and T_PSPNR are the 
objective metrics, as proposed in [7], and used by MPEG.
Table 5,1: Correlation performance of the tested objective quality metrics with respect to VQM
Objective Metrics Akko & Kayo Dog Newspapers
Full_Frame_PSNR CC = 0.960 CC = 0.263 CC = 0.884
LoAd_PSNR CC = 0.968 CC = 0.763 CC = 0.967
LoTeAd_PSNR CC = 0.972 CC = 0.782 CC = 0.972
FulLFrame_SSIM CC = 0.505 CC = 0.050 CC = 0.408
LoAd_SSIM CC = 0.525 CC = 0.344 CC = 0.425
LoTeAd_SSIM CC = 0.730 CC = 0.432 CC = 0.507
T„PSPNR CC = 0.940 CC = 0.425 CC = 0.534
S_PSPNR CC = 0.979 CC = 0.281 CC = 0.936
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Table 5.1 depicts the performances of all of the mentioned objective metrics for three different 
test sequences in terms of correlation coefficient (CC). The correlation coefficients are computed 
for each objective quality metric with respect to the VQM technique. Correlation coefficient is 
regarded as the performance indicator for the objective quality metric being tested. The higher the 
correlation coefficient is, the higher the performance of the objective metric under test is. 
According to Table 5.1, the correlation between the VQM scores and the objective metric under 
test consistently increases when the local depth range adaptation and temporal inconsistency 
consideration are added to the quality assessment system. The situation is the same, both in the 
case of PSNR and SSIM. It is observed that PSNR metric yields results that are better correlated 
to VQM, hence to subjective opinion scores, than the SSIM metric. It can be seen when the 
average CC values of the corresponding test video sequences are checked. When both of the 
adaptations present in the proposed framework are applied to the conventional PSNR metric, an 
increase by 0.012, 0.520, and 0.088 in the CC is obtained ïox Akko&Kayo, Dog and Newspapers 
sequences, respectively. In the case of SSIM metric, these values are 0.225, 0.382 and 0.099, 
respectively. It is also notable that the consideration of temporal inconsistency assessment in the 
perceptual quality evaluation of synthesised videos increases the robustness of the results, i.e. 
increases the correlation with the VQM scores. The reason for observing this difference is that a 
portion of the synthesised videos in the test data set are synthesised using temporally inconsistent 
depth map videos.
According to the results in Table 5.1, S_PSPNR and T_PSPNR metrics that are extended from the 
PSNR metric, show a better performance than the conventional PSNR metric in terms of assessing 
the perceptual video quality. However, this improvement is not very significant. Excluding the 
Temporal PSPNR (T_PSPNR) and comparing PSNR and S_PSPNR with each other, it is observed 
that the improvement in CC is in the range of 0.018 to 0.052. Using LoAd_PSNR instead of 
S_PSPNR brings further improvement in CC, in the range of 0.035 to 0.482 (except only in 
Akko&Kayo sequence, where the CC is marginally decreased by 0.010). The performance graphs 
(fitted curves with logistic function estimation) of all of the objective metrics shown in Table 5.1 
are provided in Appendix C.
In terms of computational complexity, the proposed extension models of the existing 2D video 
quality assessment tools aie less demanding. To give a comparison, the computational time of 
VQM assessment technique on an Intel® Core 2 Duo (2.0 GHz) laptop was 42 seconds in average 
(for the first 25 frames of the Akko&Kayo test sequence). The computational times of the 
LoTeAd_PSNR and normal PSNR assessment techniques were 10.5 seconds and 8.6 seconds in 
average, respectively, on the same laptop. This clearly shows the advantage of the proposed 
assessment technique over VQM, in terms of computational time. Similarly, the increase in the
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computational complexity, compaied to normal PSNR is only marginal, despite the significant 
increase in the quality assessment robustness.
5.5 Subjective Test Results
Subjective tests are carried out using a subset of the synthesised test videos, to further assess the 
performance of the proposed framework applied to the conventional video quality evaluation 
methods. The idea in conducting these subjective tests is not to create an extensive database of 
mean opinion scores for finding the correlation of the proposed objective metrics with the 
perceptual scores, but to show the reliability of the computed correlation scores and the relative 
comparison of the objective metrics. What is expected as a result of the subjective tests is to see if 
the ranking between the different synthesised versions of a viewpoint (with different amount and 
kind of distortion) according to the objective metrics under concern are consistent with the 
average ranking people do. Therefore, a subset of the synthesised viewpoints belonging to the 
same viewpoint of the multi-view video, at different qualities is selected for the tests. In total, 
eight synthesised videos (corresponding to the same viewpoint) of various quality are selected 
from each multi-view test video sequence and are shown to fifteen expert subjects. The video 
sequences are shown in random order, and the subjects are asked to assess the visual quality of the 
synthesised videos (from 1 - worst to 100 - best) each time, considering the original camera view 
as reference. The double stimulus continuous quality assessment (DSCQA) technique as stated in 
rrU-R BT.500.11 [93] is followed. After collecting the scores from the subjects for the 
synthesised videos shown to them, the results are processed. For each test, the standard deviation 
of the subject’s opinion is calculated and accordingly, the outliers (unconfident votes) are 
eliminated. At the end, the averages of the remaining subject votes are calculated and the final 
subjective scores are obtained for each test. Table 5.2, Table 5.3 and Table 5.4 show the resulting 
subjective scores, as well as the scores of FullFrame_PSNR, LoAd_PSNR, LoTeAd_PSNR, 
S_PSPNR and T_PSPNR for Akko&Kayo, Dog and Newspapers sequences, respectively. The 
quality ranldng of each synthesised video for the corresponding objective assessment metrics as 
well as subjective scores, are provided in each table.
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Table 5.2: Subjective and objective metric scores for Akko&Kayo
AKKO&KAYO Video 1 Video 2 Video 3 Video 4 Video 5
Subjective Score 86.88855 84.08545 79.881 71.5772 70.57355
Rank order 1 2 3 4 5 ,
FullFrame PSNR 34.1840 34.1380 33.4930 32.0710 32.0350
Rank order 1 2 .............3 . . 4 S~r
LoAd_PSNR 34.8670 34.7480 33.8810 31.7430 31.7640
Rank order 1 2 ...........  , 3 4 5
LoTeAd.PSNR 34.9230 34.9190 34.4620 33.4250 33.4050
Rank order 1 2 ,............... 3 4
T_PSPNR 48.4138 50.3212 48.7964 48.8010 48.4090
Rank order |4  , 11 13 2 !_5
S.PSPNR 38.7588 38.6813 38.1170 36.2660 36.3585
Rank order 1 2 3.........15 ' 4 ...............  .
VQM 0.021855 0.026174 0.09475 0.13477 0.14827
Rank order 1 2 , 3 4 .5 ,,:
Video 6
64.04767
Video 7
43.84615
Video 8
40.56818
31.7000 29.1270 29.2590
31.3140 28.2210 28.3930
33.1970 31.4520 31.4370
47.6594 39.1667 38.7101
35.8966 31.3540 31.2357
0.22379 0.76406 0.93805
Table 5.3: Subjective and objective metric scores for Dog
DOG Video 1 Video 2 Video 3 Video 4
Subjective Score 87.14931 86.84845 81.52775 79.36775
Rank order 1 2 3 4
FullFrame_PSNR 28.741 28.631 28.254 28.449
Rank order 1 2 “ 7 . ,  . . . I|4 3
LoAd_PSNR 31.166 30.975 30.291 30.76
Rank order 1 2 ; : 14 3
LoTeAd_PSNR 36.385 36.04 36.129 35.077
Rank order 1 2 7  , ...II H iT.PSPNR 53.7426 49.5043 52.3884 43.3467
Rank order 1 l3 .2  ' ' j
S_PSPNR 30.6571 30.5089 30.1643 30.2798
Rank order 1 2 ..........  j|4 3
VQM 0 0.086035 0.10295 0.12522
Rank order 1 2 3 4
Video 5
78.31929
28.128
29.933
Video 6 Video 7 
73.353 59.63029
28.164 28.077
I
30.134 28.976
35.656 35.809 34.779
5 4 ~ B
49.2120 49.2463 45.5569
Video 8
50m2 7 J ^
27.215
34J36
45.6252
30.0213 30.0293 29.7431 29.3531
0.23465 0.21481 0.45201 0.68346I s ;  m
Table 5.4: Subjective and objective metric scores for Newspapers
NEWSPAPERS 
Subjective Score 
Rank order 
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It is seen that the quality ranking results according to the VQM scores match the quality ranking 
results according to subjective scores with a high percentage (except for Dog sequence). Hence, 
this verifies the assumption that VQM can be used as a robust reflector of the subjective scores. 
According to the results, the quality ranking according to the metric on which the proposed 
framework is applied {LoTeAd_PSNR), has a better correlation with the quality ranking according 
to the subject opinion than the quality ranking according to S^PSPNR. This can be seen with two 
of the video sequences being tested. The results for the Dog sequence differ from the results of the 
other two sequences, where the correlation between the VQM scores and subjective opinions is 
weaker. Hence, the difference between the performances of the two objective quality assessment 
techniques cannot be analysed clearly. Nevertheless, it should be noted that the subjective tests 
carried out target to verify the consistency between the general subject opinion and the proposed 
perceptual metric on a limited set of samples and test video sequences. Most accurate results can 
be obtained, provided that a much wider range of content and distortion sources are incorporated 
within the subjective tests. Hence, these ranking scores do not reflect the absolute truth, but 
partially reflect the reliability of the proposed perceptual metric by making comparison with 
actual subject opinion.
5.6 Conclusion
View synthesis is a core element of modern multi-view based 3D video systems, like FTV. Unlike 
naturally captured videos, synthesised videos comprise various types of synthesis related 
distortions, taking their sources both from the colour texture video and the depth map video. Such 
distortions are not uniform on the synthesised video frames and depend on the relative distance 
between the objects and the camera. Furthermore, unlike naturally captured videos, there may be 
colour related or structural inconsistencies among the successive frames of synthesised videos, 
which make such visual artefacts annoying. Conventional video quality assessment methods are 
therefore not sufficient to evaluate the perceived quality of such videos. Taking into account the 
abovementioned concerns, this chapter has addressed the issue of evaluating the perceptual 
(sensed) quality of the synthesised videos.
A new perceptual quality assessment framework for synthesised videos has been designed, 
implemented and tested using the state-of-the-art video quality assessment metrics PSNR and 
SSIM. The proposed framework suggested giving more importance to sections of a synthesised 
frame that are relatively more open to synthesis related distortions. This was achieved by 
exploiting the depth map at the target position. Another feature of the proposed framework is that, 
an annoying artefact in synthesised videos, called ‘flickering’, was tracked and its destructive 
effect on the overall perceptual quality was considered in the quality score.
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In conclusion, the proposed synthesised video assessment techniques, which take into 
consideration the level of vulnerability of different depth layers to visual distortions as well as the 
temporal inconsistencies that would be resulted from unsuccessfully estimated depth maps, 
predict the perceptual quality more successfully than conventional 2D video quality assessment 
methods and view synthesis quality assessment tools, like PSPNR.
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Chapter 6
6 Conclusion
6.1 Preamble
The work presented in this thesis has studied the compression aspects of 3D video content, 
especially in the form of multi-view videos, for emerging 3D video applications (e.g. free- 
viewpoint TV as the most significant one). A crucial component of the modern 3D video 
representation formats, namely the depth map, is also given special attention due to its 
comparable presence in the data transmission load despite its insignificant visual value (i.e. not 
directly seen by the audience). However, its notable effects in rendering stereoscopic video pairs 
as well as arbitrary virtual camera viewpoints are taken into account when proposing post­
processing and coding schemes. Part of the research work in this thesis has therefore proposed 
several processing and coding schemes for multi-view/single-view depth map video sequences. 
This thesis has also studied the assessment techniques for the perceived quality of free-viewpoint 
video signals. For this purpose, state-of-the-art video quality assessment methods are utilised and 
several extensions of them are proposed exploiting 3D video related issues.
In the next two sections, the concluding overviews are presented and future research areas are 
discussed.
6.2 Concluding Overview
The background work in this thesis has been described in Chapter 2 while the original work has 
been set out in Chapters 3-5. The following is a concluding summary of the achieved research 
objectives with the observations:
6.2.1 Scene Geometry Assisted Inter-view Prediction in Multi-view Video 
Coding
The emerging multi-view video coding schemes exploit the excessive amount of redundancies 
existing among multiple viewpoints belonging to a common 3D scene. Therefore, inter-view 
prediction is a crucial component in multi-view coders, in addition to conventional intra­
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prediction and inter-prediction modes. Usually, there are even more redundancies inherently 
existing due to the scene geometry that can be extracted and known via correspondence matching. 
In other words, depth maps representing the scene geometry can be utilised to remove this excess 
source of redundancy via view synthesis prediction. Chapter 3 has proposed such an inter-view 
prediction scheme and studied its contribution to the overall multi-view coding performance. The 
performance of the proposed technique is tested in the absence of other inter-view prediction 
sources to solely highlight its effect on coding performance on top of intra-prediction and inter­
prediction. The results indicated that the inter-view prediction via the utilisation of depth maps is 
useful in coding scenarios with low-delay random access, where the inter-frame prediction 
scheme must be restricted. Despite various limitations on the accuracy of depth maps as well as 
the view synthesis algorithm, and the camera density, which affect the coding performance, the 
proposed inter-view prediction scheme provides significant gain in terms of quality or reduction 
in bit-rate over simulcasting (i.e. encoding all viewpoints separately).
6.2.2 Efficient Multi-view plus Depth Coding with Low-delay Random View 
Access
Another part of Chapter 3 has proposed a coding framework for multi-view plus depth map 
sequences based on the standard multi-view codec. The proposed multi-view coding framework 
has improved the quality for both the reconstructed real camera viewpoints and the synthesised 
camera viewpoints, taking into account the joint contribution of colour texture and depth map 
videos. The proposed framework has also utilised inter-view prediction structures that enabled 
easy viewpoint scalability (reduced inter-view decoding dependency) and at the same time 
maintained fast view random access. The idea of reduced resolution video coding was modified to 
adapt the amount of reduction in the spatial resolution of camera viewpoints to the target bit-rate. 
In this way, bit-rate was saved for a large operating range, with respect to the scheme that utilised 
B-prediction. The loss in gain of coding due to the omission of B-prediction was compensated by 
the reduction in the total bit-rate and the multi-view plus depth coding system both became rate- 
distortion performant and gained low-delay view random access capability. The reduced 
resolution coding idea was also utilised during bit-rate allocation among colour-texture and depth 
map components to improve the rendering quality of virtual camera viewpoints. It is shown 
through experiments that the proposed coding framework is especially performing better than a 
couple of other multi-view coding schemes at lower bit-rates and that the gain is more significant 
in depth map coding. The gain in the quality (assuming similar bit-rates) is proved via perceptual 
quality comparison.
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6.2.3 Reduced Temporal and Spatial Resolution Coding Approaches for 
Depth Map Sequences Utilising Scene Content and Geometry
Chapter 4 has proposed several coding approaches for depth map videos are proposed, which are 
based on reduced resolution coding with adaptations to consider scene content and scene 
geometry. A temporal resolution reduction approach has been proposed for coding multi-view 
depth map videos with reduced transmission load, where the unencoded temporal layers of depth 
map were interpolated from the neighbouring viewpoints’ depth map frames. The technique 
applied on the multi-view extension of the H.264/AVC has led to substantial reduction in the 
transmission bandwidth necessary to encode multi-view depth map streams, without significantly 
altering the quality of virtual viewpoints. Experimental results have shown that up to 40% of the 
bandwidth used for depth map video transmission can be saved. Subjective tests have also proved 
the performance of the proposed temporally sub-sampled depth coding. Chapter 4 has also 
proposed a video object shape adaptive up-scaling filter to be utilised in reduced spatial resolution 
depth map coding. The implemented design proved to be successful in improving the rendering 
quality of virtual viewpoints than the scheme that does not use any adaptive filter, as the video 
object transitions, i.e. the transition between foreground and background objects, were better 
conserved using adaptive up-scaling. Experimental results have shown that the spatially reduced 
resolution coding scheme can this way (i.e. with the proposed adaptive upsampling filter) be 
performing better than full-resolution coding scheme for a wider range of operating bit-rate.
6.2.4 Multi-view Depth Map Pre-processing for Improved Compression 
Performance and Improved View Synthesis Quality
Computing accurate depth maps is computationally complex, which is a handicap for real-time 
implementation of multi-view plus depth map 3D video services. On the other hand, a simple 
estimation, though quick, may not result in compression-wise efficient depth maps and may lead 
to insufficient view synthesis quality. Chapter 4 has proposed an efficient pre-processing scheme 
for multi-view depth map sequences. In this way, spatial and temporal inconsistencies existing in 
the depth map viewpoints, which were a result of inaccurate depth map estimation, were mostly 
removed resulting in easier compression (i.e. less overhead). The proposed multi-view depth map 
processing filter was locally adapted to edges, motion and depth-range of the scene to avoid 
blurring the synthesised views and at the same time to reduce the computational complexity. The 
improvements were demonstrated in extensive experiments, where the proposed pre-processing 
technique was applied to several test multi-view depth map sequences and the visual qualities of 
obtained synthesised views were numerically and subjectively tested. The results have shown that 
the proposed pre-processing technique applied on initially estimated multi-view depth map
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sequences enhanced both the compression performance (leading to reduction in depth map coding 
rate) and the visual quality of synthesised camera viewpoints (leading to the removal of structural 
ambiguities caused by inaccurate depth values).
6.2.5 Exploration of Perceptual Quality Assessment Metrics for Synthesised 
Camera Viewpoints
Chapter 5 has addressed the visual quality assessment problem for synthesised camera viewpoints 
in the context of free-viewpoint video. It was targeted to correctly quantify the reconstruction 
quality of synthesised camera viewpoints that are jointly produced by colour texture videos and 
depth maps of neighbouring viewpoints. For this purpose, Chapter 5 modified the existing state- 
of-the-art 2D video quality assessment methods, like PSNR and SSIM, to assess the perceived 
quality of synthesised viewpoints. The modification was based on unequal importance assignment 
to video frame sections, depending on the local depth range. Furthermore, temporal distortions 
caused by inconsistencies in the depth maps during view synthesis, were also accounted for in the 
modified metric, via the detection of incorrect motion activities in the synthesised frames. The 
performance of the extended quality assessment techniques were measured by their correlation 
with the state-of-the-art Video Quality Metric (VQM), which is known to yield very high 
correlation with subjective opinion. The correlation results have shown that especially the 
modified version of PSNR that is adapted to the local depth range and detects the incorrect motion 
activity in the synthesised video gives improved correlation with VQM scores than the 2D video 
quality assessment metrics as well as the PSPNR tool developed by MPEG.
6.3 A reas o f Future R esearch
This section describes the issues, which remain to be addressed in the provision of 3D multi-view 
video services and outlines the author’s view of the future of 3D video.
Efficient block based coding algorithms have been proposed and implemented in the literature for 
multi-view videos, mainly utilising sophisticated prediction structures and adding additional 
prediction modes, exploiting the redundancies using the 3D scene geometry (depth maps and 
relative positioning of capturing cameras), etc. The initial aim in multi-view coding research work 
was to maintain the overall data transmission load within predefined limits. On the other hand, no 
matter what percentage of bit-rate is saved with the utilisation of more sophisticated multi-view 
coding frameworks, there is no way to ignore the fact that the data transmission load is linearly 
increasing with the increasing number of encoded camera viewpoints. As long as the newer 
technology displays demand for denser and increased number of camera viewpoints, current 
multi-view coding solutions will not be able to compress the 3D video input to produce
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reasonably manageable transmission load. Therefore, the latest trend, as also addressed by the 
3DV group under MPEG, is to select fewer number of viewpoints from a large number of 
viewpoints, such that the intermediate viewpoints can be generated (synthesised) successfully 
without the necessity to encode them additionally. In this way, it is possible to handle the 
transmission load within limits and at the same time provide as large scene navigation range as 
possible.
The problem of generating visually successful viewpoints, which are indistinguishable from the 
real camera viewpoints, can be solved by computing robust depth maps and utilising accurate 
view synthesis operation. The next step is therefore to explore fast and robust depth estimation 
algorithms as well as fast and perceptually optimised view synthesis algorithms. Perceptually 
optimised view synthesis does not necessarily indicate geometrically accurate view synthesis as 
the absolute truth cannot be assured for depth maps. On the other hand, visually pleasant 
viewpoints can be synthesised once the perceptual attributes for synthesised viewpoints are fully 
identified and considered. Exact alignment of colour-texture object borders with the depth map 
object borders for instance is essential to maintain structural accuracy in synthesised videos. The 
sense of naturalness might further necessitate a series of post-processing techniques to be applied 
within or after the view synthesis process. This is another challenging research issue.
The decision on the density of selected viewpoints among the larger set of camera viewpoints is 
another challenge. The denser the selected set of viewpoints among the multi-view camera set is, 
the higher the data transmission load with a better intermediate viewpoint synthesis performance 
is. On the other hand, a sparser set of camera viewpoints can still achieve good intermediate 
viewpoint synthesis performance with far less demand on the transmission bandwidth. This trade­
off needs to be studied carefully taking into account the success of the view synthesis process as 
well as the accuracy of generated depth map videos. On top of these, the effect of compression 
conditions for colour texture and depth map viewpoints also needs to be taken into account in 
designing multi-view video set extraction process.
Besides the coding related aspects of multi-view based 3D-TV systems, transmission related 
aspects form the other side of the 3D video communication. In the context of 3D multi-view 
video, realisation of a centralised distribution scheme is difficult due to large amount of video 
content and the corresponding communication latency factor. Terrestrial broadcasting (DVB-T) of 
many viewpoints (more than two) in high definition is not realistic. Peer-to-Peer (P2P) 
distribution principles on the other hand seem to match the requirements of multi-view video, like 
simultaneous decoding of multiple views for real-time (or close to real time) play out. Hence, 
transport aspects for multi-view video with depth information over distributed paths over IP need 
to be thoroughly studied.
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Error robust communication has been studied extensively for conventional video communication 
as well as 3D stereoscopic video communication. Several error resilient encoding schemes, 
encoder-decoder interactive error concealment schemes as well as decoder side error concealment 
schemes are designed and implemented for video communications. Nevertheless, these aspects are 
not sufficiently considered in the context of 3D multi-view video, unlike the compression aspects. 
Extensive studies are needed to explore the contribution of multi-view correspondences on the 
error concealment schemes at the decoder side under frame losses. The interaction of coding 
parameters and elements of multi-view colour texture and multi-view depth map videos do also 
need to be carefully studied for effective error concealment approaches. Multiple Description 
Coding (MDC) principles need to be extended and studied in the context of redundant multi-view 
plus depth map coding under lossy transmission conditions. Efficient error resilient coding tools 
need to be explored that take into account visual attention models for multi-view video, to avoid 
consuming excessive bandwidth. Hence, work on visual attention modelling in the context of 3D 
multi-view video needs to be performed.
Free-viewpoint video reconstruction process will be affected in several ways under lossy channel 
conditions. The channel and source related distortions might have an effect on four different 
components that form the input for the view synthesis process: the colour texture video and the 
depth map of left-hand and right-hand neighbouring viewpoints. In order to minimise the effects 
of individual distortions and losses introduced into these four components on the synthesised 
viewpoints, the view synthesis process needs to be guided via the communication of some 
metadata concerning how the view synthesis needs to be carried out. Work needs to be conducted 
on defining algorithms for the transmitter side that estimates channel related distortions and 
decides on the weighting parameters for individual neighbouring viewpoints in the view synthesis 
process.
Research work also needs to be performed for exploring an appropriate objective distortion metric 
for synthesised camera viewpoints. For that, all significant perceptual attributes need to be 
considered at once. Another research challenge is to define reduced-reference or no-reference 
video quality assessment techniques for synthesised camera viewpoints in the context of free- 
viewpoint video communications, unlike the full-reference metric proposed in this thesis. In this 
way, the quality of experience in interactive free-viewpoint video applications can be used as 
feedback over the network.
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Multi-view Test Video Sequences
The multi-view test video sequences used for simulations in this thesis are listed below with some 
basic details.
m
Sample frame Sequencename
Frame
format
Temporal
Resolution
(fps)
Motion 
activity level
Breakdancer
(8 cameras -  
arc with 20 
cm distance)
XGA
(1024x768)
4:2:0
15 High
Ballet
(8 cameras -  
arc with 20 
cm distance)
XGA
(1024x768)
4:2:0
15 High
Rena
(16 cameras - 
linear with 
stereo 
distance)
VGA
(640x480)
4:2:0
30 Medium
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Akko & 
Kayo
(15 cameras - 
5x3 star with 
stereo 
distance)
Newspaper
(9 cameras - 
linear with 
stereo 
distance)
Lovebird 1
(12 cameras - 
linear with 
stereo 
distance)
Dog
(80 cameras - 
linear with 
stereo 
distance)
VGA
(640x480)
4:2:0
XGA
(1024x768)
4:2:0
XGA
(1024x768)
4:2:0
1280x960
4:2:0
30 Medium
30
30
Low
Low
30 Medium
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The Performance of the Objective Quality 
Assessment Metrics used in Chapter 5
Figure C .l - Figure C.3 depict the performances of all of the objective metrics mentioned in 
Chapter 5, for three different test sequences, hi each particular graph, the test points refer to 
different synthesised videos with different distortions. The normalised VQM scores and the 
normalised scores coming from the objective quality metric under concern are related to each 
other using curve fitting with a logistic exponential function. Accordingly, the correlation 
coefficients (CC) are computed for each objective quality metric with respect to the VQM. hi all 
graphs, the vertical axis represents the normalised VQM scores, whereas the horizontal axis 
represents the normalised objective quality metric under concern. Note that, lower VQM scores 
indicate better quality, rather than worse quality, unlike the other objective quality metrics. 
Therefore, all curves comprise decaying characteristics.
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FullFrame_PSNR vs. VQM
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LoAd_SSIM v s . VQM 
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T_PSPNR vs. VQM
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Figure C-1: Objective quality metric performance graphs for Akko&Kayo
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FullFrame_PSNR vs. VQM
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LoA d_SSIM  vs. VQM
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T _ P S P N R  vs. VQM 
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Figure C-2; Objective quality metric performance graphs for Dog
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FulIFrame_PSNR vs. VQM
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LoAd_SSIM vs. VQM
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Figure C-3: Objective quality metric performance graphs for Newspapers
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