Comment on "Does the transverse electric zero mode contribute to the
  Casimir effect for a metal?" by Bezerra, V. B. et al.
ar
X
iv
:q
ua
nt
-p
h/
03
06
05
0v
1 
 6
 Ju
n 
20
03
Comment on “Does the transverse electric zero mode contribute to the Casimir effect
for a metal?
V. B. Bezerra, G. L. Klimchitskaya,∗ and V. M. Mostepanenko†
Departamento de F´ısica, Universidade Federal da Para´ıba, C.P. 5008, CEP 58059-970, Joa˜o Pessoa, Pb-Brazil
Recently J. S. Høye, I. Brevik, J. B. Aarseth, and K. A. Milton [Phys. Rev. E 67, 056116 (2003)] proposed that if the Lifshitz
formula is combined with the Drude model, the transverse electric zero mode does not contribute to the result for real metals
and there arises a linear temperature correction to the Casimir force at small temperatures. The authors claim that in spite of
the fact that the Casimir entropy in their approach is negative, the Nernst heat theorem is satisfied. In the present Comment
we show that the authors’ conclusion regarding the Nernst heat theorem is in error. We demonstrate also the resolution of
this thermodynamic puzzle based on the use of the surface impedance instead of the Drude dielectric function. The results of
numerical computations obtained by the authors are compared with those from use of the surface impedance approach which
are thermodynamically consistent.
PACS number(s): 05.30.-d, 11.10.Wx, 73.61.At, 77.22.Ch
A recent calculation shows that the transverse electric zero mode does not contribute to the Casimir
free energy [1]. This results in an observable linear temperature correction to the Casimir force
between parallel plates made of real metal [1]. According to Ref. [1], the Casimir free energy increases
with increasing temperature in some temperature interval, and the Casimir entropy becomes negative
in this interval. From the view-point of the authors of Ref. [1], this, however, does not lead to
violation of the Nernst heat theorem. Below we show that on the contrary the transverse electric
zero mode does contribute to the Casimir free energy which results in the absence of a linear in
temperature correction to the Casimir force at small temperatures. In reality, the Casimir free energy
is universally a decreasing function of temperature, and the Casimir entropy is always positive. We
demonstrate also that if, as is done in Ref. [1], the Drude model and the Bloch-Gru¨neisen formula
are used to calculate the Casimir force, the Nernst heat theorem is nesessarily violated.
The correct description of the thermal Casimir force between real metals has assumed great im-
portance due to the recent precision experiments [2–8], followed by the prospective applications of
the Casimir effect in nanotechnology [9,10] and also its use as a test for predictions of fundamental
physical theories [11–14]. Unexpectadly, it was found that the calculations of the thermal Casimir
force on the basis of the Lifshitz formula [15] supplemented by the Drude model ran into serious
difficulties [16–29]. The key question of the controversy is whether the transverse electric zero mode
contributes to the Casimir effect in the case of real metals. Bostro¨m and Sernelius [16] have used
the Drude model to compute the contributions of both transverse electric and transverse magnetic
modes and found that the transverse electric zero mode does not contribute. Later on it was shown
[26,28] that in this approach the Casimir entropy is negative in some temperature interval and the
third law of thermodynamics (the Nernst heat theorem) is violated. On the contrary, the authors of
Ref. [1] claim that the entropy is zero at zero temperature, i.e. the third law of thermodynamics is
not violated.
To prove this statement they present in Sec. IV of Ref. [1] two sets of arguments, analytical and
numerical. Both of them start from Eq. (3.4) representing the Lifshitz result for the Casimir free
energy per unit area in the configuration of two semispaces separated by a distance a:
βF =
1
2pi
∞∑
m=0
′
∫
∞
ζm
[
ln
(
1− λTMm
)
+ ln
(
1− λTEm
)]
q dq, (1)
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where
λTMm = Ame
−2qa, λTEm = Bme
−2qa, (2)
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2
.
Here the dielectric permittivity εm ≡ ε(iζm) is computed on the imaginary Matsubara frequencies,
ζm = 2pim/β, β ≡ 1/T , and units with kB = h¯ = c = 1 are used.
According to the Drude model
ε(iζ) = 1 +
ω2p
ζ(ζ + ν)
, (3)
where ωp is the plasma frequency, ν = ν(T ) is the relaxation parameter. Substituting Eq. (3) into
Eq. (2) one obtains B0(0) = 0, i.e. the transverse electric zero mode does not contribute in the case
of the Drude metal in accordance with Refs. [1,16].
The authors advance three analytical arguments in support of the validity of the Nernst heat
theorem in Ref. [1], but no direct proof is given. As the starting point, two simple systems con-
taining three harmonic oscillators each are considered. It is shown that for some “subsystem” the
entropy may be negative. Needless to say, systems of this type are not realistic models of full-scale
Quantum Electrodynamical interaction between the plates made of real metal as they do not reflect
the main features of this interaction. Next, as a “real metal” the case where ε is independent of
ζ is considered. Up to order of magnitude estimation for the entropy is obtained consistent with
the Nernst heat theorem. This estimation, however, is not relevant to the Drude metal because the
dielectric permittivity (3) depends on frequency. The final analytical argument of Ref. [1] is for the
frequency-dependent ε. In this case, however, no result is obtained. The authors speculate that
“For a real metal obeying the Drude dispersion relation (3) (with ν 6= 0),... we expect a T 3 (or T 4)
correction to the free energy at sufficiently low temperature.” If this were the case, the Nernst heat
theorem would be satisfied. We show below that this is, however, not the case.
To find the asymptotic behavior of the free energy, given by Eqs. (1)-(3), on temperature in the
region of low temperatures, T ≪ Teff = 1/(2a), one needs the explicit dependence of the relaxation
parameter ν on temperature. This is given by the Bloch-Gru¨neisen law through the linear connection
between the relaxation parameter and the static resistivity. As a result, ν ∼ T α where at low
temperatures α ≈ 5 whereas at high temperatures α = 1 [1,26,28] (the tabulated data for different
metals can be found in Ref. [30]). Note that ν(T ) 6= 0 except of one point T = 0. Performing
the perturbation expansion in Eqs. (1)-(3) in powers of three small parameters, T/Teff , ν/ωP and
λp/(2pia) (we consider separation distances a ≥ λp where λp is the plasma wavelength), the following
result for the free energy is obtained
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Here the nondimensional Matsubara frequencies are defined as ζ˜m = 2aζm = 4pima/β. All the details
of derivation of perturbation Eq. (4) can be found in Ref. [26].
It is quite clear from Eq. (4) that the expectations of Ref. [1] are not borne out . In addition to the
higher-order terms in temperature, there is a linear term which leads to a nonzero value of entropy
at zero temperature
2
S(T = 0) = −
∂F
∂T
∣∣∣∣∣
T=0
= −
ζ(3)
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)
< 0. (5)
Thus, we confirm the conclusion of Refs. [26,28] that in the framework of the Lifshitz formula
supplemented by the Drude model with a temperature-dependent relaxation parameter (see Fig. 6
of Ref. [1]) the Nernst heat theorem is in fact violated.
One may mention, as the authors of Ref. [1] do in the end of Appendix D, that their dependence
of ν on T neglects the effect of impurities, which give rise to some nonzero residual resistivity at zero
temperature [31]. This, however, cannot remedy the situation concerning the inconsistency with
the Nernst heat theorem. In fact, the resistivity ratio of a sample can be defined as the ratio of its
resistivity at room temperature to its residual resistivity. For pure samples the resistivity ratio may
be as high as 106 [31]. As an example let us consider Au with ν(T = 300K) = 5.32×1013 rad/s [30].
In this case for the residual value of the relaxation parameter one obtains νres = 5.32 × 10
7 rad/s.
The asymptotic expression (4) is applicable under the condition ν ≪ ζ1 = 2piT (this condition is
automatically fulfiled for the above used dependence ν(T ) ∼ T α with α ≥ 1). Thus, with allowance
made for impurities, the asymptotic (4) is applicable at temperatures T ≫ νres/(2pi) = 6.5×10
−5K.
What this means is that the entropy at temperature T = 5 × 10−4K has a nonzero negative value
given by Eq. (5). Physically this is equivalent to the violation of the Nernst heat theorem. We
would like to point out also that the usual theory of the electron-phonon interaction, describing the
electrons interacting with the elementary excitations of a perfect lattice with no impurities, must
satisfy and does satisfy all the requirements of thermodynamics. That is why, the attempt to remedy
the violation of the Nernst heat theorem at the expense of impurities is meaningless.
We would now like to address the numerical arguments of Ref. [1] in support of the validity of
the Nernst heat theorem in the Lifshitz theory combined with the Drude model. All the numerical
computations in Ref. [1] are performed for Au with ωp = 9.0 eV, ν(T = 300K) = 35meV. Once
again, no direct computations by Eqs. (1)-(3) with ν(T ) given by Fig. 6 of Ref. [1] are done. Instead,
when calculating force-temperature relation, the room temperature data for ε(iζ) or the above
value of ν(T = 300K) were used ignoring the correct temperature dependence [e.g. our Eq. (3)
combined with Fig. 6 of Ref. [1] presenting T -dependence of ν]. All computed force-temperature
and force-distance curves demonstrate nonmonotonous behavior (see Figs. 2-4 of Ref. [1]). This is
a counterintuitive effect as the authors of Ref. [1] themselves recognize. In fact, with an increase
of temperature the population of modes and, consequently, force modulus should increase. The
nonmonotonous character of the force curves is an artifact. It is accounted for by the absence of the
transverse electric zero mode contribution for metals in the formalism under discussion (see below).
In an effort to confirm the validity of the Nernst heat theorem in their formalism, the authors
of Ref. [1] compute numerically the force-temperature dependence for dielectrics with constant ε =
102 103, 104, and ε = ∞ (Fig. 5 of Ref. [1]). They consider the horizontal slope near the point
T = 0, which is present in all curves, except for ε =∞ and for Au as a desirable property. (“If the
force had a linear dependence on T for small T so would the free energy F , in contradiction with
the requirement that the entropy S = −∂F/∂T has to go to zero as T → 0.”) The absence of a
desirable slope for Au is considered as a lack of resolution on the scale of the Figure. It is noted also
in [1] that not only dispersive but also nondispersive curves are nonmonotonous.
All these conclusions depend on the authors’ physically incorrect assumption that there exist
dielectrics with arbitrary large constant ε and that metals may be considered as a limiting case of
such kind dielectrics when ε→∞ on the imaginary frequency axis. In actual truth, ε can be assumed
to be frequency- and temperature-independent only in the case of so called non-polar dielectrics
whose atoms or molecules do not have their own dipole moments. The electric susceptibility of
non-polar dielectrics arises due to the electronic polarization of atoms and molecules. The values
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of ε for non-polar dielectrics are of order of one only [30,32,33]. Large values of ε can exist only
for polar dielectrics where the partial orientation of permanent dipole moments occurs. But for
polar dielectrics ε depends strongly on the frequency and temperature. Specifically, their ε quickly
decreases with the increase of frequency. As a result, at optical and infrared frequencies, which are
characteristic for the Casimir effect, the values of ε are determined by the electronic polarizability
[30] and cannot exceed several units. Thus, the nonmonotonous force-temperature curves presented
in Fig. 5 of Ref. [1] are not relevant to the resolution of the above puzzle with the Nernst heat
theorem.
The reference to the experiment by Bressi et al [8] where, supposedly, “the observed Casimir
forces were lower than those predicted by the traditional (SDM) theory for conducting plates, in
cases where the distances were low, a ≤ 0.5µm” is a misunderstanding. According to Ref. [1], this
reduction effect is apparent from Fig. 4 of [8] and could experimentally confirm the characteristic
temperature variations predicted by the authors. In Fig. 4 of [8], however, all data are presented
only for a > 0.5µm and there is no evidence that these data support expectations of [1].
In view of the above, we arrive at the conclusion that the arguments presented in Ref. [1] are not
correct. The use of the Drude model in combination with the Lifshitz formula actually leads to the
violation of the Nernst heat theorem and the other nonphysical features such as a linear temperature
correction to the Casimir force at small separations, negative values of entropy and nonmonotonous
force-temperature and force-distance relations.
Recently the resolution of these complicated problems was obtained [29] using an alternative
approach to the description of real metals based on the concept of the surface impedance. This
approach offers a fundamental understanding of the reason why the Drude model is not compatible
with the theory of the thermal Casimir force between real metals. This is due to the fact that the
Drude dielectric function (3) is obtained for the frequency region of the normal skin effect, where
the electromagnetic oscillations penetrate through the skin layer, and lead to a real current of the
conduction electrons. The interaction of the conduction electrons with the elementary excitations of
the crystal lattice (phonons) leads to the occurrence of electric resistance and heating of a metal. By
contrast, the thermal photons in thermal equilibrium with a metal plates or, much less, the virtual
photons giving rise to the Casimir effect cannot, under any circumstances, lead to the initiation of a
real current and heating of a metal. Of course, this is strictly prohibited by thermodynamics. Hence
the standard concept of a fluctuating electromagnetic field penetrating inside a metal described by
the Drude dielectric function (3) fails to describe virtual and thermal photons. As a consequence, the
Lifshitz formula in combination with the Drude model leads to the above contradictions with ther-
modynamics. Note that the dielectric permittivity depending only on frequency is also inapplicable
in the frequency domain of the anomalous skin effect (see Ref. [29] for details).
In contrast to the dielectric permittivity, the surface impedance Z(ω) is defined at all frequencies.
The impedance boundary conditions are
Et = Z(ω) [Bt × n] , (6)
where Et, Bt are the tangential components of electric and magnetic fields, n is the internal nor-
mal vector to the surface. They take into account the reflection properties of real metal with no
consideration of the electromagnetic fluctuations inside of it.
By the use of the surface impedance instead of the Drude model (3), the Lifshitz formula (1) is
preserved, but the coefficients Am, Bm from Eq. (2) should be replaced by [29]
Aimpm =
(
q − Zmζm
q + Zmζm
)2
, Bimpm =
(
ζm − Zmq
ζm + Zmq
)2
, (7)
4
where the impedance is computed on the Matsubara frequencies. Substituting in Eq. (7) the
impedance function of the normal skin effect or the anomalous skin effect, one finds Bimp0 (0) = 1
[29]. In the region of the infrared optics it follows [29] Bimp0 (0) = (ωp − q)
2/(ωp + q)
2.
Let us now present several computational results obtained by Eqs. (1), (7) in the framework of
the impedance approach in comparison with the results of Ref. [1]. In Fig. 1, the magnitude of
the Casimir surface force density FT = −∂F/∂T for gold is computed, in the temperature interval
1K≤ T ≤ 1200K at a separation distance a = 1µm. Solid line is calculated in the framework
of the impedance approach (separation of 1µm corresponds to the domain of the infrared optics),
and dashed line is obtained by the approach of Ref. [1] (i.e. via the Lifshitz formula supplemented
by the Drude model with a temperature dependent relaxation parameter). It is clearly seen that
the dashed line is nonmonotonous demonstrating the existence of a wide temperature region where
force modulus decreases with an increase of temperature (like in Figs. 2, 3 of Ref. [1]). At the same
time, solid line demonstrates the monotonous increase of the modulus of the Casimir force with
temperature which is consistent with our expectations on the basis of thermodynamics.
In Fig. 2, the magnitude of the Casimir force density between dielectrics with ε =const is computed
at different temperatures at a separation of a = 1µm. Both lines were obtained by the usual Lifshitz
formula (1), (2) with εm = ε =const. Solid line is for mica with ε = 7; dashed line faithfully copies
the line of Fig. 5 of Ref. [1] with ε = 100. Solid line demonstrates the monotonous increase of
the Casimir force with increasing temperature as is expected from thermodymanics. Dashed line is
nonmonotonous because non-polar dielectrics with so high ε do not exist in nature due to bounds
on the possible values of electronic polarization. From this figure it is clear that the Lifshitz formula
for dielectrics is consistent with thermodynamics when the correct input data for ε are substituted.
In Fig. 3, the Casimir entropy for gold is plotted as a function of temperature at a separation
distance between plates of a = 1µm. Solid line is computed in the framework of the impedance
approach. Dashed line is obtained by the approach of Ref. [1], i.e. by the usual Lifshitz formula and
Drude model (1)-(3) with a relaxation parameter depending on temperature according to Fig. 6 of
Ref. [1]. Evidently, the solid line satisfies all conditions, i.e. positive values of entropy at nonzero
temperatures, and the validity of the Nernst heat theorem. By contrast, the dashed line presents
negative values of entropy and the violation of the Nernst heat theorem (for two semispaces separated
by a gap there is no possibility to introduce some “composite system” whose “subsystem” with a
negative entropy these semispaces would be; for this reason the Casimir entropy must be positive
which is in fact the case in the impedance approach). The analytical proof of the validity of the
Nernst heat theorem in the impedance approach can be found in Ref. [29].
Now we are in a position to answer the questions raised in the introductory note to this Comment.
The answer to the question on whether the transverse electric zero mode contributes to the Casimir
effect is yes. As a consequence, there is no linear temperature correction to the Casimir force between
metallic plates at small temperatures. The Casimir free energy is always decreasing and the force
magnitude increases with increase of temperature. As to the Casimir entropy, it is always positive
and obeys Nernst’s theorem as it must be in accordance with thermodynamics. Regarding the doubts
not only on the applicability of the Drude model as such, but even more, doubt on the applicability
of the fundamental Lifshitz formula, they are carried too far. Although, as discussed above, the
Drude model is in fact not appropriate to describe the thermal Casimir effect in the case of real
metals, the Lifshitz formula (1) with coefficients (7) in terms of the surface impedance is perfectly
well suited to calculate all the quantities of physical interest.
5
[1] J. S. Høye, I. Brevik, J. B. Aarseth, and K. A. Milton, quant-ph/0212125; Phys. Rev. E 67, 056116 (2003).
[2] S. K. Lamoreaux, Phys. Rev. Lett. 78, 5 (1997).
[3] U. Mohideen and A. Roy, Phys. Rev. Lett. 81, 4549 (1998); G. L. Klimchitskaya, A. Roy, U. Mohideen, and V. M.
Mostepanenko, Phys. Rev. A 60, 3487 (1999).
[4] A. Roy, C.-Y. Lin, and U. Mohideen, Phys. Rev. D 60, 111101(R) (1999).
[5] B. W. Harris, F. Chen, and U. Mohideen, Phys. Rev. A 62, 052109 (2000).
[6] T. Ederth, Phys. Rev. A 62, 062104 (2000).
[7] F. Chen, U. Mohideen, G. L. Klimchitskaya, and V. M. Mostepanenko, Phys. Rev. Lett. 88, 101801 (2002); Phys. Rev. A
66, 032113 (2002).
[8] G. Bressi, G. Carugno, R. Onofrio, and G. Ruoso, Phys. Rev. Lett. 88, 041804 (2002).
[9] H. B. Chan, V. A. Aksyuk, R. N. Kleiman, D. J. Bishop, and F. Capasso, Science, 291, 1941 (2001); Phys. Rev. Lett. 87,
211801 (2001).
[10] E. Buks and M. L. Roukes, Phys. Rev. B 63, 033402 (2001).
[11] M. Bordag, B. Geyer, G. L. Klimchitskaya, and V. M. Mostepanenko, Phys. Rev. D 58, 075003 (1998); 60, 055004 (1999);
62, 011701(R) (2000).
[12] V. M. Mostepanenko and M. Novello, Phys. Rev. D 63, 115003 (2001).
[13] E. Fischbach, D. E. Krause, V. M. Mostepanenko, and M. Novello, Phys. Rev. D 64, 075010 (2001).
[14] G. L. Klimchitskaya and U. Mohideen, Int. J. Mod. Phys. A 17, 4143 (2002).
[15] I. E. Dzyaloshinskii, E. M. Lifshitz, and L. P. Pitaevskii, Usp. Fiz. Nauk 73, 381 (1961) [Sov. Phys. Usp. (USA) 4, 153
(1961)].
[16] M. Bostro¨m and B. E. Sernelius, Phys. Rev. Lett. 84, 4757 (2000); Microelectronic Engineering 51–52, 287 (2000);
B. E. Sernelius, Phys. Rev. Lett. 87, 139102 (2001); B. E. Sernelius and M. Bostro¨m, Phys. Rev. Lett. 87, 259101 (2001).
[17] M. Bordag, B. Geyer, G. L. Klimchitskaya, and V. M. Mostepanenko, Phys. Rev. Lett. 85, 503 (2000); Phys. Rev. Lett.
87, 259102 (2001).
[18] C. Genet, A. Lambrecht, and S. Reynaud, Phys. Rev. A 62, 012110 (2000); Int. J. Mod. Phys. A 17, 761 (2002).
[19] V. B. Svetovoy and M. V. Lokhanin, Mod. Phys. Lett. A 15, 1013 (2000); ibid, 1437 (2000); Phys. Lett. A 280, 177 (2001).
[20] S. K. Lamoreaux, Phys. Rev. Lett. 87, 139101 (2001).
[21] J. R. Torgenson and S. K. Lamoreaux, quant-ph/0208042.
[22] I. Brevik, J. B. Aarseth, and J. S. Høye, Phys. Rev. E 66, 026119 (2002).
[23] G. L. Klimchitskaya and V. M. Mostepanenko, Phys. Rev. A 63, 062108 (2001); G. L. Klimchitskaya, Int. J. Mod. Phys.
A 17, 751 (2002).
[24] B. Geyer, G. L. Klimchitskaya, and V. M. Mostepanenko, Int. J. Mod. Phys. A 16, 3291 (2001); Phys. Rev. A 65, 062109
(2002).
[25] V. B. Bezerra, G. L. Klimchitskaya, and C. Romero, Phys. Rev. A 65, 012111 (2002).
[26] V. B. Bezerra, G. L. Klimchitskaya, and V. M. Mostepanenko, Phys. Rev. A 66, 062112 (2002).
[27] V. B. Svetovoy and M. V. Lokhanin, Phys. Rev. A 67, 022113 (2003).
[28] V. B. Bezerra, G. L. Klimchitskaya, and V. M. Mostepanenko, Phys. Rev. A 65, 052113 (2002).
[29] B. Geyer, G. L. Klimchitskaya, and V. M. Mostepanenko, quant-ph/0306038; Phys. Rev. A 67 (2003), to appear.
[30] American Institute of Physics Handbook, ed. D. E. Gray (McGraw-Hill Book Comp., N.Y., 1972).
[31] C. Kittel, Introduction to Solid State Physics (John Wiley & Sons, Inc., N.Y., 1996).
[32] C. J. F. Bo¨ttcher, Theory of Electric Polarization (Elsevier, N.Y., 1952).
[33] H. Fro¨lich, Theory of Dielectrics (Oxford University Press, Oxford, 1949).
6
200 400 600 800 1000 1200
0.8
1
1.2
1.4
1.6
T (K)
 F
T
(mPa)
FIG. 1. Magnitude of surface force density for gold versus temperature when a = 1µm. The solid line is the physical result
calculated in the framework of the impedance approach. The dashed line is obtained by the use of the Drude model like in
Ref. [1].
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FIG. 2. Magnitude of surface force density for nondispersive dielectrics versus temperature when a = 1µm. The solid line
is the physical result calculated by the usual Lifshitz formula for mica. The dashed line is obtained for non-existent non-polar
dielectric with ε = 100 used in Ref. [1].
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FIG. 3. Casimir entropy for two gold semispaces versus temperature when a = 1µm. The solid line is the physical result
calculated in the framework of the impedance approach. The dashed line is obtained by the use of the Drude model like in
Ref. [1].
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