Abstract. An ℓ-offset Hamilton cycle C in a k-uniform hypergraph H on n vertices is a collection of edges of H such that for some cyclic order of [n] every pair of consecutive edges E i−1 , E i in C (in the natural ordering of the edges) satisfies |E i−1 ∩ E i |= ℓ and every pair of consecutive edges E i , E i+1 in C satisfies |E i ∩ E i+1 |= k − ℓ. We show that in general e k ℓ! (k − ℓ)! /n k is the sharp threshold for the existence of the ℓ-offset Hamilton cycle in the random k-uniform hypergraph H (k) n,p . We also examine this structure's natural connection to the 1-2-3 Conjecture.
Introduction
A k-uniform hypergraph is a hypergraph in which each edge contains exactly k vertices. The random k-uniform hypergraph, denoted H (k) n,p , has each possible edge appearing independently with probability p. Observe that H (2) n,p is equivalent to the binomial random graph G n,p .
The threshold for the existence of Hamilton cycles in the random graph G n,p has been known for many years, see, e.g., [3] , [5] and [17] . There have been many generalizations of these results over the years and the problem is well understood. Quite recently some of these results were extended to hypergraphs.
Suppose that 1 ≤ ℓ < k. An ℓ-overlapping Hamilton cycle C in a k-uniform hypergraph H = (V, E) on n vertices is a collection of m ℓ = n/(k − ℓ) edges of H such that for some cyclic order of [n] every edge consists of k consecutive vertices and for every pair of consecutive edges E i−1 , E i in C (in the natural ordering of the edges) we have |E i−1 ∩ E i |= ℓ. Thus, in every ℓ-overlapping Hamilton cycle the sets C i = E i \ E i−1 , i = 1, 2, . . . , m ℓ , are a partition of V into sets of size k − ℓ. Hence, m ℓ = n/(k − ℓ). Thus, k − ℓ divides n. In the literature, when ℓ = k − 1 we have a tight Hamilton cycle and when ℓ = 1 we have a loose Hamilton cycle.
A k-uniform hypergraph is said to be ℓ-Hamiltonian when it contains an ℓ-overlapping Hamilton cycle. Recently, results on loose hamiltonicity of H (k) n,p were obtained by Frieze [10] (for k = 3), Dudek and Frieze [6] (for k ≥ 4 and 2(k − 1)|n), and by Dudek, Frieze, Loh and Speiss [8] (for k ≥ 3 and (k − 1)|n).
Throughout this paper the following conventions are adhered to: we let ω = ω(n) be any function tending to infinity with n, we let e be the base of natural logarithm log n, and we do not round numbers that are supposed to be integers either up or down. This
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Theorem 1 ([10, 6, 8])
There exists an absolute constant c > 0 such that if p ≥ c(log n)/n 2 , then a.a.s. H
n,p contains a loose Hamilton cycle provided that 2|n. Furthermore, for every k
n,p contains a loose Hamilton cycle provided that (k − 1)|n.
These results are basically optimal since if p ≤ (1 − ε)(k − 1)! (log n)/n k−1 and ε > 0 is constant, then a.a.s. H (k) n,p contains isolated vertices. More recently Ferber [9] simplified some of the proofs of Theorem 1 and Dudek and Frieze [7] were able to extend these to an arbitrary ℓ ≥ 2.
and n is a multiple of k − ℓ, then a.a.s.
n,p contains a tight Hamilton cycle.
This theorem shows, in particular, that e/n is the sharp threshold for the existence of a tight Hamilton cycle in a k-uniform hypergraph, when k ≥ 4.
Finally Poole [19] considered weak (Berge) Hamiltonian cycles C in k-uniform hypergraphs H on n vertices which are collections of edges of H such that for some cyclic order of [n] every pair of consecutive vertices belong to an edge from C and these edges are not necessarily distinct. Notice that loose Hamilton cycles are weak Hamiltonian cycles, too. In particular,
is a sharp threshold for the existence of the weak Hamiltonian cycle in H (k) n,p . In this paper we let 1 ≤ ℓ ≤ k/2 and define an ℓ-offset Hamilton cycle C in a kuniform hypergraph H on n vertices as a collection of m edges of H such that for some cyclic order of [n] every pair of consecutive edges E i−1 , E i in C (in the natural ordering of the edges) satisfies |E i−1 ∩ E i |= ℓ and every pair of consecutive edges Figure 1) .
Since every ℓ-offset Hamilton cycle consists of two perfect matching of size n/k, we have m = 2n/k and we always assume that k divides n when discussing ℓ-offset Hamilton cycles. A k-uniform hypergraph is said to be ℓ-offset Hamiltonian when it contains an ℓ-offset Hamilton cycle.
It follows from a result of Parczyk and Person (Corollary 3.1 in [18] )
n,p is ℓ-offset Hamiltonian for any k ≥ 4 and ℓ ≥ 2. In the next theorem we replace this asymptotic threshold by the sharp one for k ≥ 6 and ℓ ≥ 3. 
The proof for Theorem 4 presented in the next section is based on the second moment method, similar to the proof of Theorem 2. Observe that the only case not covered by Theorem 4 is ℓ = 1; we will comment on this in Section 5. Moreover, we will also see in Sections 3 and 4 that the structures captured by offset Hamiltonian cycles arise in a natural way in a problem related to the 1-2-3 Conjecture.
Proof of Theorem 4
Let X be the random variable that counts the number of ℓ-offset Hamiltonian cycles. Observe that the number of cycles in the complete k-uniform hypergraph is:
Indeed, first we order all vertices into a cycle, next we add 2n/k edges, which can be shifted by at most k − ℓ positions, and finally we need to correct this by permuting all vertices in any two consecutive edges.
Using Stirling's formula we have
and letting
we have
This verifies part (i). Now we let
and let H be a fixed ℓ-offset Hamiltonian cycle. Observe that
It remains to show that
so that we can use Chebyshev's inequality to imply that
as required.
To find an upper bound on N(b, a) we first consider how many ways we can find paths P 1 , P 2 , . . . , P a with a total of b edges. To begin, for each 1 ≤ i ≤ a choose vertices
choices. Let
where b i ≥ 1 is an integer for every 1 ≤ i ≤ a. Note that this equation has exactly
solutions. So for every i, we choose a path of length b i in H which starts at v i and it moves clockwise. Thus we (2) and (3) tell us we have at most
ways to choose our paths. Now we count the number of H ′ containing P 1 , . . . , P a . For each even path (that means with even number of edges)
and for each odd path
Since ℓ ≤ k/2 then for all paths we have
Thus, we have at most n − bk/2 − aℓ vertices not in
Observe that H ′ is uniquely determined by the sequence of 2n/k subsets each of sizes alternating from k −ℓ to ℓ. For each V (P i ), if b i = 1 then we need to divide |V (P i )|= k vertices into 2 subsets of size k −ℓ and ℓ. The number of ways these paths can be split into alternating subsets is at most k ℓ
(If b i > 1, then there is nothing to do.) Next we divide the vertices in V (H) \ (V (P 1 ) ∪ . . . ∪ V (P a )) into subsets of size ℓ and k − ℓ to obtaining a cycle of alternating subsets. Let b ′ i be the number of edges in H ′ that lie between P i and P i+1 and connect P i with P i+1 . Then there are exactly b ′ i − 1 alternating subsets between P i and P i+1 in H ′ . Thus, we have at least (b ′ i − 2)/2 groups of size ℓ and of size k − ℓ between P i and P i+1 . Since
we conclude that we have at least (n/k − b/2 − a) groups of size ℓ and at least (
Now mark a positions to insert P i 's. We can trivially do it in
ways.
Using (5), (6) and (7), the number H ′ 's containing P 1 , P 2 , . . . , P a is smaller than
Thus, by (4) and (8) we obtain
and so
Using Stirling's approximation, letting p = (1 + ε) e k ℓ! (k − ℓ)! /n k , and observing that n − bk/2 − aℓ ≤ n we have
we get for ℓ ≥ 3 and ε > 0 that
This proves part (ii). Furthermore, if ℓ = 2 and p = ω n k/2 (that means ε = ω), then
This proves part (iii) and completes the proof of Theorem 4.
Group colorings
The well-known 1-2-3 Conjecture of Karoński, Luczak and Thomason [15] asserts that in every graph (without isolated edges) the edges can have assigned weights from {1, 2, 3} so that adjacent vertices have different sums of incident edge weights. This conjecture attracted a lot of attention and has been studied by several researchers (see, e.g., a survey paper of Seamone [20] ). The 1-2-3 conjecture is still open but Kalkowski, Karoński, and Pfender [13] have shown that the conjecture holds if {1, 2, 3} is replaced by {1, . . . , 5}. (For previous results see [1, 2, 21] ).
One can extend these ideas by considering k-uniform hypergraphs H. A vertex coloring of H is weak if H has no monochromatic edge and strong if for each edge all vertices within that edge have distinct colors. Then we say that H is weakly w-weighted if there exists an edge coloring from [w] induces a weak vertex-coloring. Similarly, we say that H is strongly w-weighted if the corresponding coloring is strong. Clearly each strongly w-weighted hypergraph is also weakly w-weighted. Note that for graphs (k = 2) weak and strong colorings (and therefore weightings) are the same.
In [14] Kalkowski, Karoński, and Pfender studied weakly weighted hypergraphs. In particular, they proved that any k-uniform hypergraph without isolated edges is weakly (5k − 5)-weighted and that 3-uniform hypergraphs are even weakly 5-weighted. They also asked whether there is an absolute constant w 0 such that every k-uniform hypergraph is weakly w 0 -weighted. Furthermore, they conjectured that each 3-uniform hypergraph without isolated edges is weakly 3-weighted. It was shown by Bennett, Dudek, Frieze and Helenius [4] that for almost all uniform hypergraphs these conjectures hold.
In this paper we explore another direction, where edge-weights are elements of an abelian group. This was introduced by Karoński, Luczak and Thomason [15] .
Theorem 5 ([15])
Let Γ be a finite abelian group of odd order and let G be a non-trivial |Γ|-colorable graph. Then there is a weighting of the edges of G with the elements of Γ such that the resultant vertex weighting is a proper coloring.
It was our attempts to extend this idea to k-uniform hypergraphs that led us to consider the concept of offset Hamilton cycles. So for u, v ∈ V (H) let T be a uv-trail (that means a sequence of vertices with repeated vertices allowed) in H such that (i) the first two edges have k − 1 vertices in common not including u, and (ii) the last two edges have k − 1 vertices in common not including v, and (iii) any two successive edges in the trail have either 1 or k − 1 vertices in common in an alternating fashion.
Any trail that fits this pattern will be called 1-offset. Thus the vertices along T are subdivided into alternating groups of size 1 and k − 1, starting and ending with subdivisions of 1. Observe that this condition implies the number of edges in T must be even. Also, since T is a trail, vertices can get used in multiple edges, including u and v, but the first two edges must start with u as a singleton and the last two edges must finish with v as a singleton (see Figure 2 ). Let T be the hypergraph property that for all pairs of vertices u, v ∈ V (H) there exists a 1-offset uv-trail. If hypergraph H ∈ T , then we say that H is T -connected. Hypergraph property T is what allows us to state and prove a result analogous to Theorem 5 with only slight modification of the proof as presented in [15] .
Theorem 6 Let Γ be a finite abelian group of order w and let H be a k-uniform hypergraph that is T -connected and strongly (weakly) w-colorable. Furthermore, let gcd (w, k) = 1. Then H is strongly (weakly) w-weighted by the elements of Γ.
We will need a simple fact.
Observation 1 Let Γ be an additive finite abelian group of order w and let k be a positive integer with gcd (w, k) = 1. Then for every g ∈ Γ there exists h ∈ Γ such that g = kh.
Proof. Define the group homomorphism ϕ : Γ → Γ as ϕ(g) = kg. Then ker ϕ consists of the identity and all group elements of order k. But gcd (w, k) = 1, so there are no groups elements of order k by Lagrange's Theorem. Thus ker ϕ is trivial and since Γ is finite, we conclude that ϕ is an isomorphism. Thus for any g ∈ Γ there exists h ∈ Γ such that g = kh.
Proof of Theorem 6. Fix a strong (weak) vertex coloring c : V → Γ of H = (V, E). Then by Observation 1, we know that there exists h ∈ Γ such that v∈V c(v) = kh. Now select an arbitrary f ∈ E and let it have weight h with all other edges given weight 0. This induces a vertex coloring c ′ and if for all vertices v we have c(v) = c ′ (v), then there is nothing else to do. So we may assume that there exists a vertex x such that c(x) = c ′ (x). Then there must be another vertex y = x such that c(y) = c ′ (y). This immediately follows from the fact that v c(v) = v c ′ (v). Then let T be the trail between x and y guaranteed to us by property T and let g = c ′ (x) − c(x). By alternately subtracting and adding g along each edge of T , we redefine c ′ and end up with c(x) = c ′ (x). Furthermore, since T has an even length, the colors induced by c ′ of all the other vertices of T remain unchanged except possibly y. More importantly, equality v c(v) = v c ′ (v) still holds. Repeated application of this process will eventually terminate in an edge weighting c ′ of H for which c(v) = c ′ (v) for all v ∈ V . This is because once a vertex has been corrected, it can only ever be an internal vertex for every future trail chosen, which leaves the corrected coloring unchanged for all future iterations and each iteration of this process leaves us with at least one less vertex with an incorrect induced color.
T -Connectivity
In the previous section, we assume that H is T -connected. We would like to know what the threshold for T -connectivity in H (k) n,p might be. Heuristically, since the probability that a given 1-offset uv-trail of length 2 existing is p 2 , then for fixed u and v the probability that no 1-offset uv-trail of length 2 existing is exactly
. If we assume that the choices for each pair of vertices are independent, then we should be able to model the threshold for T -connectivity in H (k) n,p with connectivity in G n,1−p ′ , which we know to be connected when 1 − p ′ = (log n + ω)/n. So
and that leaves us with probability (k − 1)! (log n)/n k as a target for the sharp threshold for T -connectivity in H (k) n,p . This heuristic argument turns out to be accurate and (k − 1)! (log n)/n k is the sharp threshold for T -connectivity.
Theorem 7 Let k ≥ 3 be an integer and ε > 0. Then:
Proof. First we show part (i). Let us divide V into two sets, S and V \ S such that |S| = s with 1 ≤ s ≤ n/2 and let X S be the number of 1-offset trails of length 2 connecting the two sets. Since the trails must start in one set and end in another there should be ℓ = s(n − s)
potential trails. Now suppose we enumerate each of the trails and let X i be the indicator variable that the ith trail is present. Clearly,
Observe that some of these trails share edges with the others, so the event that X i = 1 and X j = 1 is not necessarily independent for all i and j. So we write i ∼ j if X i and X j share an edge, then
So by Janson's inequality (see, e.g., Corollary 21.13 in [11] ) we have (1) 
If 1/ε ≤ s ≤ n/log n, then again (n − s)/n ≈ 1 and
Finally, if n/log n ≤ s ≤ n/2, then (n−s)/n ≥ 1/2 and since
s=1+n/log n e s+s log log n−(1+o(1))(1+ε) 2 s(log n)/2 = o(1).
This completes the proof of part (i). Now we prove part (ii). Clearly it suffices to show that if p = (1−ε) (k − 1)! (log n)/n k , then H potential trails with v as its endpoint, the FKG inequality (see, e.g., Theorem 21.5 in [11] ) implies that
Let v = w. Now we will use Janson's inequality to estimate from above
where Z v i and Z w i are potential 1-offset trails of length 2 with an endpoint v or w, respectively. Clearly, Thus, due to (9), we have
E(Y ) 2 ≈ 1 and then Chebyshev's inequality (cf. (1)) implies that a.a.s. Y > 0, as required.
Concluding remarks
In this paper we have studied the ℓ-offset Hamiltonicity of random hypergraphs and why these structures are important in relation to the 1-2-3 Conjecture. The case when ℓ = 1 is not understood yet, but we conjecture that the asymptotic threshold for the existence of 1-offset Hamilton cycle in H (k) n,p is (log n)/n k . In order to prove this, one can try to use a similar approach as in [10, 6] . This will require to show that a.a.s. H (k) n,p has a factor of 1-offset trails of length 2, which is similar to a celebrated result of Johansson, Khan and Vu [12] about factors in hypergraphs.
One can also consider a directed version of Theorem 4. Let − → H (k)
n,p be a directed random hypergraph, where every ordered k-tuple appears independently with probability p. An immediate consequence of the General Clutter Percolation Theorem of McDiarmid [16] implies that all results in parts (ii) and (iii) of Theorem 4 also hold for − → H (k) n,p . As a matter of fact an easy modification of the proof of Theorem 4 yields more accurate results. In particular, one can show that (e/n) k/2 is the sharp threshold for the existence of the directed ℓ-offset Hamilton cycle for k ≥ 6 and ℓ ≥ 3.
