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Abstract 
This paper tackles the strict strong graph coloring (SSColoring). This graph coloring task aims at finding the minimum number 
of colors where each vertex dominates at least one non-empty color class. This problem has been solved for trees and proved to 
be NP-complete for general graphs. The present work introduces a new evolutionary algorithm for solving the SSColoring 
problem for general graphs. Contrary to the evolutionary algorithm proposed in [1], the proposed variant searches an optimal 
SSColoring using legal coloring space, a particular crossover and a polynomial optimization operator. Through experiments, we 
show that the proposed approach gives better results than previous approaches. 
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1. Introduction 
Vertex coloring is one of the most studied problems in graph theory. It consists of coloring vertices of a graph 
using a minimum number of colors called the chromatic number, such that no two adjacent vertices have the same 
color. Finding the chromatic number is proved to be NP-complete for general graphs [2]. Due to the problem nature 
and the covered applications, many constraints can be added to the main definition of graph coloring. The 
consideration of such constraints leads to new graph coloring variants, such as: total coloring [3], list coloring [4], 
multi coloring and T-coloring [5].  
Chellali and Volkmann [6] have defined the relation between the chromatic number and some dominance 
parameters. In 2006, a new coloring class has been proposed by Zverovich [7]. It includes a dominance relation 
between color classes and graph vertices. It is called SColoring (for Strong Coloring). Strong coloring has been 
proven to be NP-complete for a number of colors greater than three [7]. In 2009, another kind of coloring, called 
SSColoring (for Strict Strong Coloring), was defined and also proven to be NP-complete for connected graphs [8]. It 
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is a strong coloring with a non-emptiness constraint on color classes. The SSColoring has many practical 
applications in network communication protocols like broadcasting applications [9] service discovery [10] and 
matching unrooted unordered labelled trees [11]. It was also successfully employed to deal with graph distribution 
[12]. To deal with such an NP-complete problem, this paper presents a new evolutionary algorithm that uses specific 
initialization and crossover operators which preserve the problem properties and an optimization operator that helps 
to converge toward the global optimal solution.  
The rest of the paper is organized as follows. Section 2 reviews related works. Some definitions and preliminaries 
are presented in Section 3. Section 4 illustrates the proposed approach. The obtained results are discussed in Section 
5, and Section 6 concludes the paper. 
2. Related Work  
As already mentioned, the SSColoring problem is difficult to solve because it belongs to the NP-complete family 
of problems [8]. As far as we know, three algorithms have been developed in the literature to deal with it. The first 
one is an exact polynomial time algorithm presented by Haddad et al. [8]. It gives an exact SSColoring for trees. 
Although the exact algorithm defined for trees gives an exact solution in polynomial time, the NP-completeness of 
the problem is still valid for other graph classes, so finding an exact solution for general graphs is still hard. 
The second approach is a heuristic-based algorithm named GGSSCA (for Generalized Graph Strict Strong 
Coloring Algorithm) proposed by Bouzenada et al. in [13]. It offers an approximated solution for general graphs. 
The complexity of GGSSCA is polynomial with considering the number of vertices. Though GGSSCA gives good 
results for some graph classes [13], it is not very practical; heuristic approaches including GGSSCA are often called 
“myopic methods” because they suffer from lack of ability to back up if unfortunate moves are made early, which 
extremely effects the final results, this motivates the use of population-based evolutionary algorithms.  
The evolutionary algorithm proposed in [1] consists of first building non-valid SSColoring configurations 
ensuring dominance without ensuring proper coloring. Then, a basic evolutionary process is launched to search 
better solutions. However, that algorithm suffers from algorithmic complexity, mainly because of the need for 
correction of solutions. For this reason, in this paper, we use the idea of directly minimizing the number of colors in 
a legal color space that preserves the problem properties (i.e proper coloring and dominance properties).  
3. Definitions and Preliminaries 
3.1. Graph Coloring  
A graph ܩ denoted by ܩ ൌ ሺܸǡ ܧሻis an ordered pair where V is a finite set of elements called vertices and E is a 
finite set of vertex pairs called edges. This paper deals with simple undirected graphs with no loops, or isolated 
vertices. The cardinality of V is denoted by |V| and called the graph order, whereas the cardinality of E, denoted by 
|E|, is called the size of the graph ܩ. 
The vertices ݑǡ ݒ א ܸare called adjacent (or neighbors) if and only ifሺݑǡ ݒሻ א ܧ. An independent set in the graph 
G is any subsetܻ ك ܸ, such that for any pair of vertices ݑǡ ݒ א ܻǡ ሺݑǡ ݒሻ ב ܧǤ 
A proper vertex coloring of the graph ܩ consists of coloring all vertices of the graph such that no adjacent vertices 
have the same color [2]. A proper k-coloring is a coloring of G such that k is the required number of colors needed to 
properly color ܩ [2].  
Classical graph coloring may be formulated as an assignment of colors to the graph vertices. This is known as the 
assignment approach. Formally, a proper coloring C using at most k colors is a function ܥǣܸ ՜ ሼͳǥ ݇ሽsuch that 
ܥሺݑሻ ് ܥሺݒሻfor any ሺݑǡ ݒሻ א ܧ [2]. C(v) is called the color of v. Also, the graph coloring can be seen as a partition 
ሼଵǡ ଶǡ Ǥ Ǥ ǡ ܥ௞ሽof V, according to the partition approach, where Ci denotes the color class which contains the set of 
vertices colored with color i. Formally, ܥ௜ ൌ ሼݑȁݑ א ܸܽ݊݀ܥሺݑሻ ൌ ݅ሽ [14]. The same graph ܩ may have multiple 
coloring configurations. The minimum number of colors k among all these colorings is called the chromatic number 
of graph ܩ and denoted by χ(G).   
We say that u dominates the set of vertices Z (denoted byݑ̱ܼ) if and only if ݑ א ܸ and u is adjacent to all 
elements of Z [8].A strong k-coloring is a proper k-coloring ሼܥଵǡ ܥଶǡ Ǥ Ǥ ǡ ܥ௞ሽ such that each vertex u of V dominates at 
least one color class Ci, in other words, u must be adjacent to every vertex of Ci [7]. In this coloring, a vertex u may 
dominate an empty color class. χs(G) denotes the strong chromatic number. It is the minimum number required to 
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have a strong coloring of graph ܩ [7]. A strict strong k-coloring (denoted by k-SSColoring) is a strong k-coloring 
ሼܥଵǡ ܥଶǡ Ǥ Ǥ ǡ ܥ௞ሽwhere every vertex u dominates a nonempty color class Ci [8]. Formally, for every vertexݑ ג ܸ, 
there exists a color class ݅ א ሼͳǤ Ǥ Ǥ ݇ሽwhereݑ̱ܥ௜andܥ௜ ് ׎. A vertex v is said satisfied if and only if it dominates 
at least one nonempty color class Ci. We also say Ci satisfies the vertex v. The SSColoring problem can be seen 
either as a decision or an optimization problem. The decision formulation of this problem is as follows: for a given 
graph ܩ and an integer k as input, consists of answering the question ‘‘is G strict strong k-colorable?” such that k ≤ 
|V|. Concerning its optimization formulation, it consists to find χss(G) which denotes the minimum number of colors 
obtained among all strict strong colorings. It is called the strict strong chromatic number. The k-SSColoring problem 
of a connected graph is proved to be NP-complete, for a number of colors k greater than three [8]. 
3.2. Evolutionary Algorithms 
Evolutionary algorithms are population-based meta-heuristics that use biology-inspired mechanisms like 
mutation, crossover and natural selection [15]. More precisely, evolutionary algorithms initially build candidate 
solutions (individuals) to the problem (the initial population). Usually, these individuals are randomly generated. 
Then, an evolution process takes place to find better solutions. This process is based on an evolutionary search 
where reproduction operators will be applied on selected individuals to produce new ones (children). Next, an 
evaluation function, also called fitness function, evaluates the quality of the produced offspring. Finally, according to 
their fitness, the algorithm selects a fixed number of individuals that survive to the next generation. These steps are 
repeated until a solution with sufficient quality is found or the allowed number of generations is reached [16,17]. 
Evolutionary algorithms have been applied to some well-known NP-hard combinatorial problems such as the 
traveling salesman problem [18], the bin packing problem [19], the quadratic assignment problem [20] and the 
knapsack problem [21], they offered very good results. 
4. The Proposed Approach 
In this section, we present a new evolutionary algorithm where each individual in the population represents a 
legal SSColoring for the graphܩ. 
4.1. Individual Encoding 
In this work, we have adopted the same representation scheme used in [1]. Such representation seems to be the 
most suitable since it enables designing specific operators that preserve the problem constraints. In this scheme, an 
individual is denoted by a two-dimensional array with k columns such that k is the number of colors used to color the 
graph vertices. Each column i corresponds to a color i. It contains two elements (sets): the first is a set of vertices 
which dominate the color class i, and the second is the set of vertices taking this color i. Similarly, an individual has 
two rows, the first represents satisfied classes: each class contains vertices which dominate the corresponding color 
class. Their union must be V to ensure the dominance property. The second row represents color classes and their 
union must also be V to ensure that all vertices are colored. 
 
 
 
 
 
 
 
 
 
A 
B 
D 
H 
F G 
E 
Color 
Class 
1 2 3 4 5 
Sat (Satisfied Class) B,E,F D,G A H ø 
C (Color class) D E,F B,H A G 
 
A/4 
B/3 
D/1 
H/3 
F/2 G/5 
E/2 
Fig. 1 (a) None colored graph; (b) SSColoring configuration; (c) Individual representation using partition approach. 
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Fig. 3. The result of the ICA algorithm. 
As an example, we consider here the connected graph of Fig. 1.a, characterized by the set of vertices {A, B, H, D, 
E, F, G}. One acceptable SSColoring of such graph is shown in Fig. 1.b where the set of colors is {1, 2, 3, 4, 5}, its 
representation is shown in Fig. 1.c. We can easily see that the color ‘2’ colors vertices ‘E’ and ‘F’ (ܥሾʹሿ ൌ  ሼܧǡ ܨሽ) 
and satisfies vertices ‘D’ and ‘G’ (ܵܽݐሾʹሿ ൌ ሼܦǡ ܩሽ). In other words, ‘D’ and ‘G’ dominate the color class C[2]. 
It is also clear that the union of vertices appears in the first row and also in the second row is V. 
4.2. Individual Construction Algorithm 
The individual Construction Algorithm (ICA) has been proposed to build the initial population of our algorithm. It 
starts from a number of colors k initialized to 0 and then k is iteratively increased until obtaining an individual 
ensuring the SSColoring properties. The finally obtained k represents the length of the constructed individual. More 
precisely, the ICA algorithm constructs each individual as follows. The algorithm randomly selects a not-satisfied 
vertex v. Let M be the set of its uncolored neighbors. It chooses from this set M vertices that are pair-wise disjoint 
i.e. not adjacent, and assigns to them the color i to satisfy the vertex v. In this case, the vertex v will dominate the 
color i (see Fig. 2). If all neighbors of v have already been colored (i.e. M is empty), the algorithm randomly selects 
one neighbor to take the color i. As an example, in the graph of Fig. 3, at the fifth iteration, all neighbors of the 
selected vertex ‘B’ are colored. For that, the algorithm changes the color of one neighbor which is ‘A’ to satisfy the 
vertex ‘B’.  
After that, a check process will be executed to search if there is another not-satisfied vertex which can dominate 
the current color i in order to mark it satisfied. For instance, the vertex ‘F’ in Fig. 2 is adjacent to all vertices of C[1] 
(vertices colored with the color ‘1’). Thus, it is put in Sat [1] (i.e. marked satisfied in the first iteration of step 1). 
This process is repeated until all graph vertices are satisfied, which means that all vertices dominate at least one 
color class (Fig. 3). As a result of the previous step, some vertices may be unassigned to any color class (uncolored). 
For that, a second step is required to complete the coloring process. More precisely, the second step properly colors 
uncolored vertices using new color classes (their corresponding satisfied classes will be empty) by applying a proper 
coloring algorithm like Welsh [22] or RLF (Recursive-Large-First) [23]. In the present work, the RLF algorithm has 
been used to color the remaining vertices because it gives good results compared to other algorithms [23]. As a 
particularity of the produced individuals, the ICA embodies the dominance concept. In other words, it allows to each 
vertex to dominate non singleton color classes (the set called M) contrary to GGSSCA [13]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Color 
class 
1 2 3 4 5 
Sat (Satisfied class) E,F A H D,G B 
C (Color class) D,G B,H E F A 
 
sat 
sat 
sat 
sat
sat 
sat 
sat 
A/5 
B/2 
D/1 
H/2 
F/4 G/1 
E/3 
Fig. 2.  Result of the first, second and the third iteration of the ICA. 
Color 
Class 
1 2 3 
Sat (Satisfied class) E,F A H 
C (Color class) D,G B,H A,E 
 
sat 
sat 
sat 
A/3 
B/2 
D/1 
H/2 
F 
E/3 
G/1 sat 
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4.3. Objective Function 
The fitness function is simply the length of an individual which represents the number of used colors. More 
formally, let S be an individual of the population Pop such that S represents an SSColoring configuration. Then, 
׊Sא ܲ݋݌ǡ ݂ሺܵሻ ൌ ݈݁݊݃ݐ݄ሺܵሻ where the best individual is the one with minimum length, formally: 
ܤ݁ݏݐ ൌ ݉݅݊൫݈݁݊݃ݐ݄ሺܵሻ൯׊ܵ א ܲ݋݌ 
4.4. The Global Algorithm 
The main idea of the proposed algorithm is to apply a successive random, i.e. natural, selections and crossovers to 
obtain valid SSColorings of a graph ܩ with a minimum number of colors. In our algorithm, the reproduction step is 
implemented using the crossover operator of genetic algorithms; a sub-class of evolutionary algorithms. The 
algorithm starts by randomly constructing an initial population using ICA algorithm, such that every constructive 
individual presents one valid configuration of SSColoring with k’ colors. Then, it performs for max_Gen cycles the 
following steps. At each generation, two parents S1 and S2 are chosen from the population to be crossed in order to 
create a child S. At this stage, a local selection between parents’ parts takes place. The result of the crossover is a 
SSColoring configuration with k” colors.  
Next, an optimization operator called OPT is used to minimize the number of used colors using a special 
heuristic. If k” is lower than the current best value named ‘Best’ in the algorithm, an optimal SSColoring is reached 
and the value ‘Best’ is updated by k”. The produced individual S will be inserted in the population. According to the 
selection and the crossover probability, this procedure will be iterated over several individuals to produce other best 
children. The algorithm will be iterated until reaching the stop criterion Algorithm 1 illustrates all steps of the 
proposed algorithm. 
Algorithm 1. Evolutionary Algorithm for Strict Strong Graph Coloring 
Input:  
G= (V, E): General graph; Q: Initial population size; max_Gen: Maximal number of generations; δ: Selection probability; µ: Crossover 
probability. 
Output  
k: Minimum number of colors ensuring the SSColoring of graph G. 
Initialization  
Gen = 0: Current number of generation. 
Best=|V|: Best value encountered so far. 
Pop= {}: Variable which memorizes the population individuals. Initialized to empty. 
Begin 
For i = 1 to Q Do 
Newconfig = ICA(G); 
ܲ݋݌ ൌ ܲ݋݌ ׫ ሼܰ݁ݓܿ݋݂݊݅݃ሽ ; 
End For 
While (Gen < max_Gen) Do 
m=ߜ ൈ ܵ݅ݖ݁ሺ݌݋݌ሻ; // m: The number of selection to do according to the selection probability. 
nbr_iter =0; 
While (nbr_iter < m) Do  
(S1, S2) = Random_Selection (Pop); 
S = Cross (S1, S2);  
If (Length(S) ≤ Best) Then 
Best = Length(S); // Length(S) represents the number of used colors. 
ܲ݋݌ ൌ ܲ݋݌ ׫ ሼܵሽ; // insert S into the population 
End If  
S0=OPT(S); 
If (Length(S0) ≤ Best) Then 
Best = Length(S0); // Length(S0) represents the number of used colors. 
ܲ݋݌ ൌ ܲ݋݌ ׫ ሼܵ଴ሽ; // insert S0 into the population 
End If  
nbr_iter =nbr_iter + 1;  
End While 
Gen = Gen + 1; 
End While 
End 
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Fig. 5. (a) The result of step1 based on the modified GPX operator; (b) The final produced offspring. 
4.5. Crossover Operator  
We have used a modified version of the crossover defined in [1]. Contrary to the basic version that ensures only 
the dominance property, our crossover preserves both the dominance and proper coloring properties. This crossover 
was adapted from the GPX crossover tailored for classical graph coloring [24]. Contrary to GPX used for proper 
coloring which selects the class having the maximum number of colored vertices, the GPX used here successively 
selects the column which satisfies the maximum number of vertices, i.e. the column having the satisfied class which 
has the maximum cardinality among existing satisfied classes. This operator is suitable since it allows preserving the 
dominance constraint of the produced child, and minimizes at the same time the total number of colors. So, this 
operator builds step by step columns from 1 to k. At step i, the algorithm constructs the column ‘i’ as follows. 
Consider the selected parents S1 and S2 such that: ଵܵ ൌ ሼሺܥଵሾͳሿǡ ܵܽݐଵሾͳሿሻǡ Ǥ Ǥ Ǥ ǡ ሺܥଵሾ݇ሿǡ ܵܽݐଵሾ݇ሿሻሽ andܵଶ ൌ
ሼሺܥଶሾͳሿǡ ܵܽݐଶሾͳሿሻǡ Ǥ Ǥ ǡ ሺܥଶሾ݇Ԣሿǡ ܵܽݐଶሾ݇Ԣሿሻ}, the operator selects the column ൫ܥ௝ሾݕሿǡ ܵܽݐ௝ሾݕሿ൯from one of parents Sj 
where j ג {1, 2} such that หܵܽݐ௝ሾݕሿหis the maximal value in both S1 and S2. The selected column will be the column 
‘i’ in the offspring S which will be characterized by satisfied and color classes (C[i], Sat[i]). After that, all vertices 
that appeared in (ܥ௝ሾݕሿǡ ܵܽݐ௝ሾݕሿሻ will be removed from ଵܵandܵଶ, i.e. all vertices of ܵܽݐ௝ሾݕሿand ܥ௝ሾݕሿwill be removed 
from satisfied classes and color classes of both ଵܵ andܵଶrespectively. These steps will be repeated until satisfied 
classes of both S1 and S2 become empty, i.e. the union of satisfied classes of the child S will be V. 
At the end of the previous process, some vertices may be unassigned to any color class (i.e. uncolored). So, 
another process should be launched to complete the coloring process and obtain a complete solution ensuring the 
proper coloring and the dominance properties. First, for each uncolored vertex u, the process verifies whether there 
is among constructive color classes of the offspring an allowed class to contain u. In other words, at this stage, the 
insertion of u into any existing color class is permitted if and only if it does not affect neither the dominance nor the 
proper coloring properties in the constructive offspring. Second, the remaining unassigned vertices (i.e. with no 
allowed color class) will be colored using a proper coloring algorithm with new colors. To illustrate the presented 
crossover operator, we consider the initial population generated for the graph of Fig. 1. The selection operator selects 
two SSColorings S1 and S2 given by Fig. 4.a and Fig. 4.b respectively. Fig. 5.a shows the result of the first step based 
on the modified GPX, and Fig. 5.b illustrates the finally produced offspring. 
 
Color  
Class 
1 2 3 4 5 
Sat (Satisfied class) B F,E G,D A H 
C (Color class) A,D G F B,H E 
 
 
 
 
 
4.6. Optimization Heuristic 
The objective of the heuristic called OPT is to optimize the results obtained by the crossover operator. The basic 
idea is to reduce the number of dominated colors which will help in reducing the total number of used colors. In 
SSColoring, each vertex may dominate multiple colors. However, the satisfaction of the constraint requires the 
dominance of only one non-empty color class. This helps in inspiring the proposed optimization heuristic. The latter 
takes as input an SSColoring S with k colors and gives a new one with k’ colors. It starts by constructing a specific 
vector called DV from the given solution S which contains for each vertex the colors it dominates.  
Using such a vector and the given SSColoring as input, the proposed heuristic constructs the new SSColoring as 
follows. We first identify the vertices dominating only one color. In this case, these color classes remain as in the 
precedent solution S to keep the dominance property for such vertices. These vertices must be marked as Satisfied 
and removed from the vector DV. For vertices dominating more than one color, the same handling is done starting by 
Color  
Class 
1 2 3 4 5 6 
Sat (Satisfied class) D E B,H F G A 
C (Color class) F H,G A D E B 
Color  
Class 
1 2 3 4 
Sat (Satisfied class) F,E G,D B,H A 
C (Color class) G F A B,H 
Color  
Class 
1 2 3 4 
Sat (Satisfied class) F,E G,D B,H A 
C (Color class) G,D F,E A B,H 
Fig. 4. (a) The selected parents S1 and S2 
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the colors having the maximum number of occurrence in the vector DV. The aim of this priority definition is to 
ensure the dominance of the maximum number of vertices using only one color. This process is repeated until all 
graph vertices are marked satisfied. At the end of this process, uncolored vertices are expected. So, this heuristic 
searches for each uncolored vertex a valid color class to contain it without breaking dominance and proper coloring 
constraints. Uncolored vertices having no valid color class to contain them will be assigned to new color classes 
using the RLF algorithm. 
5. Experimental Results 
To evaluate the performance of the proposed algorithm, we conduct an experiment that compared the proposed 
approach with GGSSCA heuristic [13] and the evolutionary algorithm proposed in [1].  
The algorithm is applied on a Benchmark of 19 graphs** namely the DIMACS graphs whose chromatic numbers χ 
are known. In fact, Bouzenada et al. have proven that the chromatic number χ is the lower bound of χss, i.e. χ(G) ≤ 
χss(G) ≤ |V| [13]. The results we obtained are reported in Table 1 such that: Ord denotes the number of vertices (the 
graph order), Size denotes the number of edges (the graph size), χ is the chromatic number and kGGSSCA is the number 
of colors given by GGSSCA, kevolve1  and kevolve2 represents respectively the smallest (the best) values obtained 
over ten runs of the algorithm proposed in [1] and the proposed approach, Time evol1, Time evol2, represent 
respectively the average execution run-time corresponding to ten runs of the evolutionary algorithm of [1] and the 
proposed one (in seconds). 
Table 1. Results on DIMACS graphs 
Graph Ord Size χ kGGSSCA k evolve1 [1] k evolve2 Time evol1 (S) [1] Time evol2 (S)  
Queen5.5 25 160 5 8 7 7 81,03 13,01 
Queen6.6 36 290 7 13 11 11 130,03 28,96 
Queen7.7 49 476 7 17 13 13 194.40 33,93 
Queen8.8 64 728 9 17 16 16 303,72 57,04 
Huck 74 301 11 20 20 20 404,40 54,54 
Queen9.9 81 2112 10 19 18 19 417,05 78,82 
David 87 406 11 12 11 11 559,62 71,94 
Myciel4 23 71 5 9 6 6 24,77 9,72 
Myciel5 47 236 6 11 8 7 47,03 18,27 
Myciel6 95 755 7 13 10 8 107,22 36,23 
Games120 120 638 9 24 25 24 727,59 108,18 
Miles 250 128 387 8 39 41 40 962,34 123,23 
Miles 500 128 1170 20 32 33 33 764,54 137,27 
Miles 750 128 2113 31 40 39 38 811,74 155,14 
Anna 138 493 11 18 18 19 959,07 103,64 
Myciel7 191 2360 8 16 10 9 392,85 57,91 
Zeroin.i.1 211 4100 49 50 50 50 705,29 147,06 
Fpsol2.i.1 469 11654 65 66 66 66 3075,97 632.03 
Inithx.i.1 864 18707 54 56 56 55          6296,10 1407,39 
The basic parameters of the proposed algorithm are set as follows. We simulated 10 runs for each instance. Let 
the maximal number of generations be 50, the population size be 50 and the selection and crossover probabilities be 
0.3 and 0.8 respectively. As remarked, in all cases, the proposed approach could give the same or better results 
compared to those obtained by GGSSCA. Except the case of the graph named ‘Miles250’, ‘Miles500’ and ‘Anna’ 
where the difference is only one color (i.e. kevolve2 = kGGSSCA + 1). As it may be noted, for the graph named David in 
Table 1, the algorithm can reach the exact strict strong chromatic number (i.e. χss(G) =χ(G) =11). 
As remarked, in all cases, the proposed approach could give the same or better results compared to those obtained by the 
evolutionary algorithm proposed in [1]. Except the case of the graphs named ‘Queen 9.9’ and Anna’ where the difference 
is one color (i.e. kevolve2= k evolve1 + 1). Studying now the rapidity of the proposed approach, it appears that the new 
evolutionary algorithm is significantly faster than the evolutionary algorithm proposed in [1]. This can be explained 
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by the fact that the proposed algorithm omits the correction step since we deal with a valid population. That helps to 
reduce the total execution time.  
6. Conclusion and Perspectives  
In this paper, we have presented a new fast evolutionary algorithm for solving the SSColoring algorithm. It uses a 
particular individual representation based on the partition approach. This algorithm starts by generating different 
valid SSColoring configurations. Then, an evolutionary process is launched to search better solutions by generating 
new individuals. This process is based on a special crossover operator and an optimization operator. The crossover 
operator aims at minimizing the number of colors while keeping the problem properties verified for each vertex in 
the graph. The produced individual is then improved using the optimization operator. According to experimental 
results, we showed that the proposed algorithm is considerably effective where it achieves similar results with lower 
complexity compared to existing evolutionary algorithm. 
This work has many future directions. First, we intend to parallelize the approach to optimize the execution time. 
Using the assignment approach to represent individuals seems feasible and possible. For that, one possibility is to 
use such a representation to see its impact. As an application of our approach, we plan to apply it to optimize the 
broadcasting process. 
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