Abstract: In this note we consider inequalities involving the function
Introduction.
Komatsu's Inequalities [1] assert that
In fact, the inequality on the left is true for every real x. In [2] the authors sharpened the inequality on the right to become ∀x > −1, ϕ(x) < 4 3x + √ x 2 + 8 .
In this note we present two families of inequalities that give upper and lower bounds for ϕ, and give the above-mentioned inequalities as special cases.
Preliminaries.
In the following lemma, we introduce two sequences of polynomials that will play an important role in what follows.
Lemma 1. For every non negative integer n, there exists a unique couple (P n , Q n ) of polynomials that satisfy
Moreover, these polynomials are defined, starting from (P 0 , Q 0 ) = (1, 0), by the recurrence relations
∀ n ∈ N, Q n+1 = P n + Q ′ n
Proof.
The statement concerning uniqueness is obvious, since a property of the form ∀ x ∈ R, U (x)ϕ(x) + V (x) = 0 with two polynomials U and V would imply lim x→−∞ U (x) = 0 because ϕ(x) is equivalent to √ 2πe On the other hand, it is clear that ϕ ′ (x) = xϕ(x) − 1 which proves (1) for n = 1 with (P 1 , Q 1 ) = (X, 1). Assuming the existence of two polynomials P n and Q n satisfying (1) we conclude by differentiation that
)ϕ − (P n + Q ′ n
Qn+1
) and this achieves the proof by mathematical induction.
3. Properties of the sequences (P n ) n∈N and (Q n ) n∈N .
It is clear, using the recurrence relations (2) and (3) that the coefficients of P n and Q n are non-negative integers and that the dominant monomial in P n is X n , and the dominant monomial in Q n is X n−1 , for n ≥ 1. In the following proposition we summarize some elementary properties of these polynomials.
Proposition 2. The sequences (P n ) n∈N and (Q n ) n∈N satisfy the following properties.
1
• . (P 0 , P 1 ) = (1, X), and for all n ≥ 1 we have P n+1 = XP n + nP n−1 .
, and for all n ≥ 1 we have Q n+1 = XQ n + nQ n−1 .
Using the fact that ϕ ′ (x) = xϕ(x) − 1, we can write, for every real x and every n ≥ 1,
and the uniqueness statement in lemma 1 implies (4) and (5). Finally, comparing (4) and (2) proves (6).
The next proposition contains two representations of the polynomials (P n ) n∈N .
Proposition 3. The sequence (P n ) n∈N satisfies the following properties.
• . For all n ≥ 0, and every real x, we have
.
Clearly, we have h 0 ≡ 1 ≡ P 0 and ∀ x ∈ R, h 1 (x) = x = P 1 (x). Moreover, for all n ≥ 1, and every real x, we have
So, the sequence (h n ) n∈N satisfies the recurrence relation (4) with the same initial conditions as the sequence (P n ) n∈N . This proves that ∀ n ∈ N, P n = h n , that is (7). 2
• . Using the change of variable u ← t − x in the integral
2 /2 du = 1 we find that
And since differentiation under integral sign is legitimate, we conclude, using (7), that
Corollary 4. The polynomials (P n ) n∈N are given by the following formula.
In particular, P n has the same parity as n, and
In fact, for every non-negative integer n, and every real x, we have
and this is the desired result.
Remark. It is easy to see that P n is linked to the well known Hermite polynomials usually denoted as H n in the following way:
Expressions for Q n are not so simple, as we will see in the following proposition.
Proposition 5. The sequence (Q n ) n∈N satisfies the following properties. 1
• . For all n ≥ 0, we have
It is straightforward to see that for n ≥ 1 we have
Using this, the fact that R 1 = Q 1 = 1, and formula (3), we conclude by induction that R n = Q n for every n ≥ 1. Moreover, using (6), we can write :
for 0 ≤ 2k ≤ n. This proves (11). 2
• . Just combine (11) and (9).
Proposition 6. The sequences (P n ) n∈N and (Q n ) n∈N satisfy the following properties.
Using (4) and (5) we can write
This proves that δ
n−1 , and, in its turn, proves (13) by induction since δ
• . Let U n denote P n or Q n . Using (4) and (5) we have, for n ≥ 2,
From this recurrence relation we conclude that
So, if we define,
we conclude from the matrix identity that ∀ n ≥ 2, δ
n−2 . This proves (14) by induction since δ
First order inequalities.
Our first family of inequalities gives upper and lower bounds for ϕ on R * + using rational functions.
Proposition 7. The sequences (P n ) n∈N and (Q n ) n∈N satisfy the following properties. 1
• . For all n ≥ 0, and all x > 0, we have
2
• Similarly, the non-trivial part of the inequality ∀ n ∈ N, ∀ x ∈ R, ϕ (2n+1) (x) < 0 is equivalent to
For a non-negative integer n, and a positive real x we have
and using (13), we conclude that :
This ends the proof.
Examples. Here are the some of these inequalities:
In fact, these inequalities are excellent, and become more and more accurate for the values of x that are large enough, say x ≥ 1. Moreover, it is straightforward, using (10), to see that
but unfortunately, this convergence is extremely slow, for x near zero.
Remark. In view of the recurrence relations (4) and (5) and the above result, we expect that things could be arranged to obtain the continued fractions expansion of ϕ(x) for positive values of x. Indeed, let us define the sequence (a n ) n∈N as follows
Finally, defineP n = 1 a n P n andQ n = 1 a n Q n . Having set this notation, it is now a simple matter to verify
and this proves that
and gives the following continued fractions expansion of ϕ(x) for positive values of x :
In fact, a more beautiful formula is the following :
Second order inequalities.
Our second family of inequalities gives upper and lower bounds for ϕ using rational functions and simple square roots.
Proposition 8. For every non-negative integer n, the function x → ln ϕ (n) (x) is strictly convex on R.
Proof.
We have seen that
. Now, for every real λ, we have
this proves that the discriminant of the second degree equation λ 2 ϕ (n) (x) + 2λϕ (n+1) (x) + ϕ (n+2) (x) = 0, with respect to the unknown λ, is negative, that is,
and this inequality is equivalent to the fact that x → ln ϕ (n) (x) is strictly convex on R.
As a corollary, we can prove inequality (18), which is a well known inequalty of Komatsu [1] , and inequality (19), which was proved differently in [2] .
Corollary 9.
Proof. 1
• . Clearly, ϕ ′ (x) = xϕ(x) − 1 and ϕ ′′ (x) = (x 2 + 1)ϕ(x) − x, so that, for n = 0, inequality (17) is equivalent to ∀ x ∈ R, ϕ 2 (x) + xϕ(x) − 1 > 0 Now, since ϕ(x) is positive it must by larger than the positive root of the equation T 2 + xT − 1 = 0, with respect to the unknown T , that is
• . Again, noting that ϕ ′′′ (x) = (x 3 + 3x)ϕ(x) − x 2 − 2, we deduce from inequality (17) for n = 1, that
• For x < −1, inequality (♣) is trivial, since both roots of the equation (x 2 − 1)T 2 − 3xT + 2 = 0, with respect to the unknown T , are negative in this case.
• For x > −1, inequality (♣) is equivalent to
− ϕ(x), which is continuous, and does not vanish on the interval ] − 1, +∞[, must have a constant sign on this interval. On the other hand, it is positive for x = 1, as it can be seen by substituting x = 1 in (♣). Consequently, we have proved that
We want to generalize the preceding inequalities, and to this end, we need the following technical lemma, whose proof is postponed to the end of this note.
Lemma 10. Define A n = P n P n+2 − (P n+1 ) 2 for n ∈ N. Then,
In particular, • A 2n is an even polynomial of degree 4n, whose coefficients are non-negative integers, and particularly, it does not have real roots.
is an even polynomial of degree 4n + 2, whose coefficients are non-negative integers, and particularly, there is a unique β n from the interval ]0, 1], such that
We come now to the main theorem, which contains the second family of inequalities.
Theorem 11. Consider the two sequences of polynpmials (A n ) n∈N and (B n ) n∈N defined by
Then, for every non-negative integer m, we have
Moreover, these inequalities are more precise than those in proposition 7.
The inequality of log-convexity (17) is equivalent, for n ∈ N and x ∈ R, to the following inequality,
So, if we define also C n = Q n Q n+2 − (Q n+1 ) 2 , we see that, for n ∈ N and x ∈ R, we have
-The surprise here, is the very simple expression of ∆ n (X) the discriminant of the second degree equation
with respect to the unknown T . In fact, by applying the identity
and using (13) and (14) we come to the conclusion that
-That is, the equation A n (x)T 2 − B n (x)T + C n (x) = 0, with respect to the unknown T , has two different real roots Z + n (x) and Z − n (x) given by
(except for n = 2m + 1 and x = β m , see lemma 10).
-In order to determine the relative position of the approximation Q n (x)/P n (x) of ϕ(x) with respect to the roots Z + n (x) and Z − n (x), we evaluate of the trinomial (in T ) A n (x)T 2 −B n (x)T +C n (x) for T = Q n (x)/P n (x). Using some algebra and making use of (13), we find
This means that Q n (x)/P n (x) falls between the two roots Z 
does not vanish on R according to (♥), consequently, it has a constant sign, but it is positive for x > 0, so it must be positive on R, and this proves (I 2m ). On the other hand, since
so that, inequality (I 2m ) is more precise than (15).
-The case n = 2m + 1. Here we consider two possibilities :
• By lemma 10 we have
, and (♥) proves that ϕ(x) falls outside the interval [Z − 2m+1 (x), Z + 2m+1 (x)], but using (15) and the above point, we find
this proves (I 2m+1 ), for x > β m , and proves that it is more precise than (15) in this case.
• On the other hand, again by lemma 10 we have
, and it follows from (♥) that Z + 2m+1 (x) < ϕ(x) < Z − 2m+1 (x). This proves inequality (I 2m+1 ), for −β m < x < β m . We also have
• Finally, the case x = β m can be treated by a simple continuity argument. This finishes the proof of theorem 11.
Examples. The two inequalities that come just after (18) and (19) are
x 5 + 2x 3 + 12x + 3 √ x 2 + 16 with β 1 ≈ 0.871 338.
Remark. In the proof of theorem 11, we did not need the explicit form of A n (X) given in lemma 10, but expliciting A n was the only way, we could find, to study the variations of these polynomials. So, we will end this note by presenting a proof of this lemma.
Proof of lemma 10. In order to determine A n we will use generating functions. Let us start by finding an integral formula for A n . Using (8) we can write
and from A n = P n P n+2 − P 2 n+1 we conclude that
-Consider ρ ∈ [0, 1[ and n ∈ N, then from (♠) we can write
and since 0 ≤ ρ < 1 we conclude that sup A n (x) n! y n is at least 1.
-Let us then consider, for x ∈ R, the analytic function G x defined by
A n (x) n! y n using (♠), we have
Now, using the change of variables u ← v − w and t ← v + w we obtain and from this we obtain A n (x) = n m=0 a n,m m! x 2m , which yields the desired expression.
