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ABSTRACT 
Infra-nilmanifolds are a natural generalization of the flat Riemannian manifolds. Together they 
share the property of being completely determined (up to a well understood diffeomorphism) by their 
fundamental group. In the case of the flat Riemannian manifolds this goes back to the well known 
three theorems of Bieberbach. The first two theorems of Bieberbach were generalized for the case of 
infra-nilmanifolds in [l] and [7] respectively. In [6] Kyung Bai Lee announced a generalization of the 
third Bieberbach theorem. We will show here, by means of an example, that the proof of this theorem, 
as presented there, contains a counting principle which is incorrect. However, this will not reject the 
theorem: in fact, we propose a completely different proof of the statement using a deep result on 
conjugacy classes of subgroups of arithmetic groups. Moreover, a key observation in [6], most likely 
allows a more useful approach to an explicit classification of these manifolds as already has been 
shown in [4]. 
1. PRELIMINARIES 
Let G be a connected and simply connected nilpotent Lie group and let C be 
any compact subgroup of Aut G. The group G x C acts in a canonical way on G. 
A cocompact discrete subgroup E of G x C is called an almost-crystallographic 
group (AC-group). A torsion-free AC-group is called an almost-Bieberbach 
group (AB-group) and the quotient-space E \ G is called an infra-nilmanifold. 
(In case E c G, E \ G is said to be a nilmanifold). If G is abelian (2 l@ for some 
k), this terminology reduces to crystallographic groups, Bieberbach groups and 
flat Riemannian manifolds respectively. 
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Infra-nilmanifolds are determined completely (up to an affine diffeomor- 
phism) by their fundamental group E. 
There is a well known nice description of AC-groups as abstract groups: E is 
an AC-group if and only if E contains a normal subgroup N of finite index, 
which is finitely generated, torsion-free and maximal nilpotent in E. If E is tor- 
sion-free, the (Hirsch-) rank of N equals the dimension of the corresponding 
infra-nilmanifold. This allows us to speak about the dimension of the group E. 
An extension 1 4 N + E -+ F + I in which N is the maximal nilpotent normal 
subgroup of E will be called ‘essential’ (see [6]). 
In [6] Kyung Bai Lee announced a theorem which generalizes the well known 
third Bieberbach theorem for crystallographic groups. Recall that this theorem 
states that, in each dimension, there are only finitely many isomorphism types of 
crystallographic groups. For a (topological) motivation of the generalized state- 
ment for AC-groups, we refer to ([6]). Algebraically, the theorem can be stated as 
follows: 
Theorem 1.1. Main theorem. Let N be a finitely generated, torsion-free nil- 
potent group. Then there are, up to isomorphism, only$nitely many extensions of 
the form 1 + N + E + F --+ 1 in which N is the maximal nilpotent subgroup and 
F isjinite. 
In his proof the author used a counting principle based on a group cohomol- 
ogy argument. As the example in the next section shows, this principle is un- 
suitable for this context and hence should be replaced. In the final section we 
develop a different proof of the theorem, now based on the finiteness of the 
number of conjugacy classes of subgroups in an arithmetic group, a result which 
goes back to work of A. Bore1 and Harish-Chandra ([2]; see also [9]). 
2. THE FIRST PROOF REVISITED 
From a conceptual point of view the idea behind the proof in [6] is that of 
reducing the classification of AC-groups having a fixed N as maximal nilpotent 
subgroup, to the known classification of crystallographic groups. This approach 
also opens a way to classify explicity the AC- (and AB-) groups in small dimen- 
sions (e.g. see [4]). However, as we will point out in an example, it is unsuitable 
for counting the isomorphism types of the AC-groups obtained and con- 
sequently, it should be revised as an argument to the proof of Theorem 1.1. 
Let us recall briefly the key observation ([6]) allowing to start this reduction 
process. 
Lemma 2.1. Let N be a finitely generated torsion-free c-step nilpotent group and 
G its Mal’cev completion. Define Z = y,(G) n N where y,(G) is the c-th term in 
the lower central series of G. Then, tf 1 + N --+ E + F + 1 is essential, it follows 
that 1 -+ N/Z -+ E/Z + F + 1 is again essential with N/Z of lower nilpotency 
class. 
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With this observation in mind, it is natural that induction is involved to reach the 
crystallographic case. Indeed, assume N is of nilpotency class c > 1. Then an 
AC-group E having N as maximal nilpotent subgroup, induces an AC-group 
E/Z in which N/Z is maximal nilpotent. Assume there are only finitely many 
isomorphism types for E/Z and fix one of these, say E/Z. We look for all ex- 
tensions of E/Z by Z which give rise to an AC-group containing N as the 
maximal nilpotent normal subgroup. Since Z is central in N the action of E/Z 
on Z factors through F. Consequently there are only finitely many E/Z-module 
structures ‘p : E/Z --f Aut Z to consider. For each of them, there is a restriction 
morphism res : Hz(E/Z, Z) + H*(N/Z, Z). An extension (E) in Hi(E/Z, Z) 
will be AC with N as maximal nilpotent normal subgroup if and only if its 
restriction res( (E )) determines a group which is isomorphic to N. So far, there is 
no problem. However, to decide on isomorphism types, group cohomology is not 
the best instrument. Consequently, the argument that res only maps a finite 
number of elements onto the class of N, although correct, is unsecure with re- 
spect to an isomorphism type classification. Indeed, there might be more than 
one class in H*(N/Z, Z) representing a group isomorphic to N and it is not clear 
why a group (E ) in the inverse image under res of one class should be iso- 
morphic to some group in the inverse image of another class. In fact, as our 
example will show, there will often be infinitely many different cohomology 
classes, all representing N, and infinitely many of them will lie in the image of res. 
Among the examples we know of to illustrate this problem, the following one 
is of minimal dimension (in fact in dimension 3 ([4]) this problem does not 
occur). It also shows that the final counting argument in the proof of Theorem 
1.1 as given in [6] does not count all AC-groups. 
Example. Take 
N = (a, b, C, d 1 [b, u] = d, all other commutators trivial). 
One verifies easily that in this case Z = grp{d}. Consequently, N/Z % 7J3. Now, 
consider the 3-dimensional crystallographic group E/Z = TT3 xl i72, where the 
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action of z2 on z3 is given by 
For E/Z we obtain a presentation 
E/Z= (a,b,c,a 1 [b,a] = [~,a] =[c,b] = 1). 
a2 = 1, Mz=.-l ccr, crb = ba, cxc= CQ 
Take cp the non-trivial action of E/Z on Z = grp{d}, which factors through 222. 
We find extensions E of E/Z by Z, compatible with (p, by considering the groups 
presented as 
(1) 
E = (a, b, c, d, a: 1 [b, a] = d’l [c,a] =d’z [c,b] = 1) 
[d,a] = 1 [d, b] = 1 [d,c] = 1 
aa = a-’ cad’3 ab = bad’* ac = ccvd 213 -‘2 
ad = d-la a2 = 1 
for some Ii, I2,Is E 72. In fact, taking into account the ‘computational con- 
sistency’ as explained in [4] and [3], one can show that all these extensions can be 
presented this way. 
The restriction morphism res : Hi(E/Z, Z) + H2(iT3, 27) maps a class cor- 
responding to the group E (1) to a group presented as 
(2) 
(a, b, c, d 1 [b, a] = d’l [~,a] = d’2 [c, b] = 1). 
[d,a] = 1 [d,b] = 1 [d,c] = 1 
It is well known that every couple (Ii, Z2) determines exactly one element in 
H2(Z3,z). Indeed, recall that H2(Z3,iZ) 2 z3, with (k,I,m) E H2(Z3,z) rep- 
resenting the group 
(a,b,c,d 1 [b,a] =dk [c,a] =d’ [c,b] =d”). 
[d, a] = 1 [d, b] = 1 [d, c] = 1 
Let us now make the following observations: 
Observation 1. N lies in the image of res. (N % (1, 0,O) E H2(Z3, 22)). 
Observation 2. One can verify that a triple (k, I, m) E H2(Z3, Z) determines a 
group isomorphic to N if and only if gcd(k, I, m) = 1. Consequently, there are 
infinitely many cohomologically different groups, all isomorphic to N, in the 
image of res. 
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Observation 3. Now take the group 
E’ : (a, b, c, d, (Y 1 [b, a] = d [~,a] = d [c,b] = 1). 
[d,a] = 1 [d, b] = 1 [d, c] = 1 
eta = a -‘c(Y ab=ba ac = ccvd-’ 
cxd = d-’ cr 02 = 1 
E’ determines an extension of E/Z by 2, and its restricted extension (- (1, 1,O)) 
is isomorphic to N. 
Claim. E’ cannot be isomorphic to an element in res-’ { (1 , 0,O)). 
Proof. Consider a new set of generators for E’: A = a, B = 6, C = b-’ c, D = d 
and p = Q. The presentation of E’ becomes: 
E’= (A,B,C,D,p 1 [B,A] = D [C,A] = 1 [C,B] = 1). 
[D,A] = 1 [D,B]=l [D,C]=l 
PA = A-’ BCP PB = BP PC = CPD-’ 
/3D=D-‘p p2 = 1 
Assume there exists an isomorphism $ : E’ + E E res-‘{ (1, 0, 0)). Taking into 
account the characteristic subgroups of E and E’ we may conclude that + has to 
satisfy the following conditions: 
$@) = ax’ b”* cx3 dX4 a for xi,x2,xs,x4 E Z 
+(D) = d*’ $(C) = w(c,d) 
+(A) = a”” b”’ w(c, d) $(B) = a[’ b[’ w(c, d) 
where ( 7’ yz* ) E Aut Z2 and w(c, d) means a (not further specified) word in c 
and d. Since $ is a morphism we have 
(3) $0) $0) = +(A-‘) NB) NC) +(P). 
In E we calculate aurn = aeM w(c, d) Q: and cxb”Q = b”‘Z w(c, d) Q. Using this 
result and comparing the powers of a and b in both sides of (3), we may conclude 
that Ii = 0 and 12 = 2m2. This implies that 
Consequently, $ cannot exist. 0 
This example shows that, in [6], the author, in his proof of the theorem, did not 
count all possible AC-groups. 
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3. A NEW PROOF 
The proof we present here for Theorem 1.1 is completely different. In fact, it is 
not clear to us, whether this point of view allows the same ‘iterative’ classification 
approach to concrete situations, as is achieved on the basis of Lemma 2.1. 
Let us recall quickly some fundamentals of the theory of group extensions 
with non-abelian kernel (see [8], [5]). 
Let N be a group. An extension with kernel N is a short exact sequence 
1 -+ N + E --+ F -+ 1. This exact sequence induces a homomorphism + : F + 
Out N, which is called an abstract kernel. The extension often is called com- 
patible with $. Given an abstract kernel r/j : F + Out N, the problem of studying 
all extensions compatible with $ is well known in literature, and gave rise to the 
concept of non-abelian 2-cohomology sets. Let us write Ext+(F, N) for the set of 
equivalence classes of extensions compatible with IJ. If this set is empty, one says 
there is an obstruction to the algebraic realization of the abstract kernel. 
One can also use the language of crossed modules to describe Ext+(F, N) ([5]). 
Indeed, writing p : N + Aut N to indicate inner automorphisms, and 1 for the 
identity Aut N + Aut N, (N, p, Aut N, 1) is a crossed module. All possible ex- 
tensions of N by F now correspond to the Aut N-crossed extensions. Ext$(F, N) 
then corresponds to Hj(F, N) ([5]), where 4 . IS a fixed lifting (most likely not a 
morphism!) 4 : F + Aut N for I,$, which is taken to be normalised, i.e. 4( 1) = 1. 
Consequently, an extension compatible with $ is determined by a map f : F x F -+ 
N (normalised, i.e. f (g, 1) = f (1, g) = 1) satisfying a cocycle-type condition: 
1. vg, h E F, 4(g) 4(h) = ,4f (g, h)) $(gh). 
2. vg>h,k E F,f(g,h)f(gh,k) = @(g)(f(hk))f(g,hk). 
Given such a cocycle f, an extension E, compatible with $J is obtained as N x F 
with multiplication: 
‘% m E N, vg, h E F (n,g) ‘(4~) (m,h) = (v(g)(m)f(g,hLgh) 
Let us denote this particular extension by E(,,J). Remark that if the set 
Ext$(F, N) is not empty, H2(F, Z(N)) ac t s on it simply transitively. 
Let us now notice the following property. 
Lemma 3.1. Let $1, $2 : F + Out N be two abstract kernels which are con- 
jugated by an element I,!I E Out N (ie. \Jg E F, $1 (g) = qi-’ @z(g) $J). Then there is 
a bijective correspondence u between Ext+, (F, N) and Exttil (F, N) in such a way 
that corresponding extensions are isomorphic. 
Proof. Choose a lift 42 : F + Aut N for $2 (with &( 1) = 1) and a lift 4 E 
Aut N for $. Take 41 = 4-l 42 4 as a lift for $1. Consider any extension Ec++,,,f) of 
Ext@,, (F, N). Take f' = 4f. One checks that f' satisfies the cocycle conditions 
mentioned above, with respect to 42. This means that we have an extension 
Ec$,,f,). Let V be the map sending Ec++,,f) to Ec~,,~,). It is an elementary 
computation to verify that the map i : Ec4,,f) + E(4,,f,) : (n,g) -+ (4(n),g) is an 
isomorphism of groups. Finally, remark that V maps equivalent extensions onto 
equivalent extensions and so induces the desired map u. q 
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Let us return to the nilpotent case now. Assume again that N is torsion-free, 
finitely generated and nilpotent, and that F is a finite group. 
Lemma 3.2. Let N be a nilpotent group. Zf 1 + N + E 5 F + 1 is an extension 
such that N is maximal nilpotent in E, the induced abstract kernel + : F -+ Out N 
is faithful. 
Proof. Take x in E and write X =p(x). We will prove that M = grp(N U {x}) 
has the same nilpotency class as N if r/j(X) = 1. Hence N is not maximal nil- 
potent if x q! N. Since x acts on N as conjugation by some n E N, 
k Ml C [x, Nl = [n, N] C [N, N] 
Therefore [M, M] = [N, N]. In the same way one can show that yk(M) = 7k(N) 
for each k > 2. q 
Remark 3.3. If N is abelian, then it is well known that the converse of the 
statement is also true. However, in general, as the following example shows, this 
is not the case. I.e. 1c, : F -+ Out N might be injective, without N being maximal 
nilpotent. 
Example 3.4. Consider the following torsion-free virtually 2-step nilpotent 
group. 
E = (a, b, c, u: 11 [b, a] = c2 CXC = ccy). 
[c, a] = 1 [c, b] = 1 
aa=a-‘cy ab = b-la 
ff2 = c 
For N = grp{a, b2, c} we see that E/N = TT2 x z2 = grp{b, (Y}. Since conjuga- 
tion with 6, Q and ba in E induces automorphisms of N which do not belong to 
Inn N the abstract kernel of the extension 1 + E/N + E + z2 x 271 + 1 is 
injective. However, as N is contained in grp{a, b, c}, it is clear that it is not 
maximal nilpotent. 
Proof of the main theorem. For a fixed abstract kernel 4: F + Out N we 
know that ExtLIJ(F, N), if non-empty, is in one-to-one correspondence with 
H*(F, Z(N)) which is finite. Since we only have to deal with injective abstract 
kernels (3.2) up to conjugation (3.1) we should show that there are only finitely 
many conjugacy classes of finite subgroups in Out N. But Aut N is an arithmetic 
group ([9]) and InnN ” N/Z(N) is a torsion-free, finitely generated nilpotent 
group. This implies that the subgroups K of Aut N such that [K : Inn N] < DC), lie 
in finitely many conjugacy classes in Aut N ([9]). Dividing out Inn N we obtain 
our result. 0 
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Remark 3.5. The use of Lemma 3.2 in this proof, can be replaced by informa- 
tion obtained in the reduction Lemma 2.1 showing that we only have to deal with 
a finite number of finite groups F, i.e. those occurring as holonomy group for 
crystallographic groups. 
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