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1. Introduction
It has been a fundamental tenet of abstract group theory for half a century that the key to studying
ﬁnite simple groups is to study their involution centralisers. Also at the computational level many
practical problems can be reduced to corresponding problems in involution centralisers. However,
most of these practical methods have the ﬂavour of ad hoc tricks, and have not always been developed
into general algorithms. One reason for this is that these methods do not perform well in the worst
case (they are frequently exponential-time algorithms), and even in good cases their complexity is
hard to analyse.
The purpose of the present paper is to promote the use of involution centraliser methods in com-
putational group theory, both by presenting some practical algorithms for solving particular problems
which appear to be computationally hard, and by analysing the complexity of the methods proposed
for ﬁnding involutions and their centralisers in certain cases. Often these problems can be reduced to
consideration of simple groups of Lie type deﬁned over ﬁelds of odd order.
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of an involution z. By Bray’s Theorem and an observation of Richard Parker [11] (see Theorems 10
and 11 below) this amounts to estimating the proportion of pairs of conjugates of z whose product
has odd order.
Theorem 1. There is a positive constant c such that if G is a simple exceptional group of Lie type deﬁned over
a ﬁeld of odd order, and z is any involution in G, then the proportion of ordered pairs (z, zg) with zzg of odd
order is bounded below by c.
Theorem 2. There is a positive constant c such that if G is a simple classical group deﬁned over a ﬁeld of odd
order, with natural module of dimension n, and z is any involution in G, then the proportion of ordered pairs
(z, zg) with zzg of odd order is bounded below by cn−1 .
We shall also show in Section 2.4 that this bound is best possible, in the sense that the exponent
of n cannot be improved. The constants c that can be obtained from our proofs are of the order of
1/1000, but we have made no attempt to calculate them explicitly, as we conjecture that the best
possible constants are nearer 1/4.
The next two results are to do with computing an involution z in a speciﬁed conjugacy class.
The crucial point here is to estimate the proportion of elements of the group which power up to an
element in this conjugacy class.
Theorem 3. There is a positive constant c such that if G is a simple exceptional group of Lie type deﬁned over
a ﬁeld of odd order, and C is a conjugacy class of involutions in G, then the proportion of elements of G which
power up to an element of C is at least c.
Theorem 4. There is a positive constant c such that if G is a simple classical group deﬁned over a ﬁeld of odd
order, with natural module of dimension n, and C is a conjugacy class of involutions in G, then the proportion
of elements of G which power up to an element of C is at least cn−3 .
The constants in these two theorems are also of the order of 1/1000 or better.
Theorem 1 is proved in Section 2.2 and Theorem 2 is proved in Section 2.4. Theorem 3 is proved
in Section 3.2 and Theorem 4 in Section 3.4. The classical group cases (Theorems 2 and 4) rely on
some technical counting arguments, which are collected in Sections 2.3 and 3.3.
The catalyst for this paper was provided by the appearance of [18], which contains a paper by
Altseimer and Borovik [2] and another by Babai and Shalev [5]. The former uses involution cen-
tralisers to distinguish PSp2n(q) from Ω2n+1(q) in a computational setting, two groups which cannot
be distinguished by statistics of element orders alone. In the latter the main obstacle to determin-
ing computationally whether a group, given as a set of generators, is simple is exempliﬁed by the
‘Challenge Problem’ of distinguishing a simple group such as PSL2(p f ) from an extension of shape
p4 f .PSL2(p f ), when q = p f is a very large prime power. The diﬃcult case here is when PSL2(p f )
acts on the normal subgroup as the tensor product of any two distinct 2-dimensional irreducible rep-
resentations, and the extension is otherwise arbitrary, as in this case almost all the p′-elements act
ﬁxed-point-freely on the elementary abelian normal subgroup of order p4 f , and therefore the statis-
tics of element orders cannot distinguish between the two groups. We immediately realised that the
involution centraliser method provides a neat and easy solution to this latter problem.
Assume for the moment that we are in a computational setting in which it is possible to ﬁnd
involutions, and their centralisers. If z is any involution in PSL2(p f ) or p4 f .PSL2(p f ) then C(z)/〈z〉 is
D(p f −1)/2 or p2 f :D(p f −1)/2 respectively. But these two groups can be distinguished (with arbitrarily
high probability) because in the ﬁrst case two random commutators commute, while in the second
case they fail to commute with probability approximately 15/16. This solves the ‘Challenge Problem’
in odd characteristic. This paper is essentially just a generalisation of this result. In particular, this
method distinguishes between the simple group S ∼= PSL2(q) and any perfect non-simple group G
with G/O p(G) ∼= PSL2(q), where q is any power of the odd prime p.
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precisely, we ﬁrst need to summarise the theory of black-box groups. The fundamental notion of
black-box group was introduced by Babai and Szemeredi in [6]. In this model, elements of the group
are stored as bit-strings of a certain length, and the group operations of multiplication and inversion
are performed by a ‘black-box’, as is the operation of deciding whether a given element is the identity.
In a black-box group, no other operations are allowed. However, in many applications, for example to
matrix groups, it makes sense to assume that one can compute orders of elements. In this situation
we say that an order oracle is available.
In fact, computing exact orders in matrix groups is unlikely to be achievable in polynomial time,
since current best methods involve factorisation of large integers. It is usual therefore to use approx-
imate orders (known as pseudo-orders) which do not involve factorisation, wherever possible. For our
purposes a pseudo-order of an element is any integer multiple of the actual order, although we will
sometimes assume that if the order is odd, the pseudo-order is also odd: this is not a restriction,
since we can distinguish between even-order and odd-order elements without computing the order.
More generally, we can factorise the pseudo-order of an element as a product of primes and pretend
primes, which are integers for which we cannot ﬁnd any proper factors.
When computing with subgroups of a group it is vital to distinguish between the concepts of
construction and recognition. A subgroup is said to be constructible if we can produce generators for
it. A subgroup H of G is said to be recognisable if, given an element of G we can test whether it is
in H . Neither of these properties implies the other. For example, the centre of G is recognisable in
polynomial time, since we only have to test whether our element commutes with the generators of G .
However, we do not know how to construct the centre of an arbitrary black-box group in polynomial
time. On the other hand, the derived group can be constructed in polynomial time, with arbitrarily
high probability, by computing random commutators. But we do not know how to recognise the
derived group in polynomial time.
This raises another important issue for black-box groups, namely the fact that many crucial al-
gorithms are randomised. Three different classes of randomised algorithms are usually distinguished.
A Monte Carlo algorithm may give the wrong answer, with a probability which can be controlled by
the user. A Las Vegas algorithm may not give the wrong answer, but may fail to give any answer at
all, again with a probability which can be controlled by the user. A one-sided Monte Carlo algorithm
is a stronger version of a Monte Carlo algorithm, in which one of the two possible answers yes/no is
guaranteed to be correct.
In implementing such randomised algorithms, we need to produce ‘random’ elements of a group.
In principle we would like these elements to be independent and uniformly distributed, but neither
of these desiderata is achievable in practice. However, it is possible to achieve a distribution which
is as close to uniform as is desired, and to choose elements as near to independently as is desired.
Naturally, these elements are then described as nearly independent nearly uniformly distributed.
The most important application of recognisable subgroups is in creating new black-box groups
from old. If G is a black-box group, and N is a normal subgroup which can be recognised (for example,
in polynomial time), then G/N is a black-box group in the following sense. Its elements xN are stored
in the same way as the elements x ∈ G , and multiplication and inversion is performed by the same
black-box as for G . The only difference is that the test for x = 1 is replaced by the test for x ∈ N .
An important special case is when N = O p(G). More generally, a black-box group of characteristic p is
a quotient of a subgroup of GLd(p), stored in its natural representation which has encoding length
d2 log2(p) (see [3]).
Our ﬁrst two corollaries are direct applications of the main theorems to the problems of computing
involutions and their centralisers in black-box groups. We have stated our results in such a way that
an order oracle is not required. This is because in a known simple group S or in a group G with
G/O p(G) ∼= S , suitable pseudo-orders can be computed in Monte Carlo polynomial time, and these
suﬃce for all our computations.
Corollary 5. Suppose that S is a simple group of Lie type deﬁned over a ﬁeld of odd order. If G is a black-
box group with a pseudo-order oracle, N is a (perhaps trivial) recognisable normal subgroup of G of odd
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compute CG (z).
Corollary 6. Suppose that S is a known simple group of Lie type deﬁned over a ﬁeld of odd order. If G is a
black-box group with a pseudo-order oracle, N is a (perhaps trivial) recognisable normal subgroup of G of odd
order, G/N ∼= S and C is a union of conjugacy classes of involutions in G which projects to an Aut(S)-invariant
subset of G/N, then there exists a Monte Carlo polynomial time algorithm to compute an element of C .
Our ﬁnal group of results are indirect applications to the so-called ‘p-core problem’ [3, Prob-
lem 10.2], of which the challenge problem described above is a special case. We refer to [3,5] for
background to the problem, and any deﬁnitions and preliminary results which are not found here can
be found there.
Theorem7. If G is a black-box group such that G/O p(G) is a known simple group of Lie type in characteristic p,
where p is an odd prime, then there is a Monte Carlo polynomial time algorithm to decide whether O p(G) = 1.
Corollary 8. If G is a black-box group, and p is a prime, then there is a Monte Carlo polynomial time algorithm
to test whether G is isomorphic to a ﬁnite simple group of Lie type in characteristic p, and if so, to output the
isomorphism type of G.
This follows from the theorem since we may assume that G is of characteristic p (for otherwise G
is small and all relevant calculations can be done in Monte Carlo polynomial time) and in this case
there is a polynomial time pseudo-order oracle. Then we can use [8] and [2] to reduce to a single
simple group to test using the theorem.
Corollary 9. If G is a matrix group, then there is a Monte Carlo polynomial time algorithm to test whether G is
isomorphic to a ﬁnite simple group of Lie type in odd characteristic, and if so, to output the isomorphism type
of G.
This follows from the theorem since matrix groups have a polynomial time pseudo-order oracle,
and we can again use [8] and [2] to reduce to a single group to test. Corollaries 5 and 6 are proved in
Section 4, as are Theorem 7 and Corollaries 8 and 9. Information about, and notation for, involutions
and their centralisers is taken from [14, Table 4.5.1] unless otherwise stated. Structures of maximal
tori are taken from [17]. A great deal of information about (maximal or other) subgroups of classical
groups is used implicitly: this can mostly be found in Kleidman and Liebeck’s book [19].
2. Finding the centraliser of a given involution
2.1. General strategy
The standard method for constructing the centraliser of an involution in a black-box group with a
pseudo-order oracle (see [3]) is Bray’s algorithm [11]. The generators of the centraliser are constructed
from the generators of the group and the involution itself, making use of the following two results,
which have been formulated so that they can be applied to groups in which only pseudo-orders are
available.
Theorem 10. If z is an involution in a group G, and g is any element of G, then, for some integer k, either
(i) [z, g]2k+1 = 1 and g[z, g]k ∈ CG(z), or
(ii) [z, g]2k = 1 and both [z, g]k and [z, g−1]k lie in CG (z).
Proof. If [z, g] has odd (pseudo-)order, then say [z, g]2k+1 = 1, and therefore zg[z, g]k = gz[z, g]k+1 =
gz[z, g]−k = g[z, g]kz since z is an involution; otherwise, say [z, g]2k = 1, and so z[z, g±1]k =
z[z, g±1]−k = [z, g±1]kz. 
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elements of G , this theorem gives us a method of producing some elements of CG(z). Moreover, in
case (i) the resulting elements are nearly uniformly distributed, as the following result of Richard
Parker shows [11].
Theorem 11.With the notation of Theorem 10, if g is (nearly) uniformly distributed among the elements of G
for which [z, g]2k+1 = 1 for some integer k, then g[z, g]k is (nearly) uniformly distributed among the elements
of CG(z).
Proof. If h = yg , where y ∈ CG(z), then [z,h] = [z, g] so that h[z,h]k = yg[z, g]k . Therefore each
element of CG(z) occurs exactly once as g runs over any coset of CG(z). 
Unfortunately there is no such result in case (ii) of Theorem 10: this is obvious since [z, g±1]k is
an involution. However, if the odd order case occurs suﬃciently often, then we can construct nearly
uniformly distributed random elements of the involution centraliser eﬃciently. Of course in practice,
we use the even order case of Bray’s algorithm as well: although the resulting elements of the cen-
traliser are not nearly uniformly distributed, they do signiﬁcantly speed up the process of constructing
the centraliser.
If G is a ﬁnite simple group of Lie type deﬁned over a ﬁeld of odd order, then the involution
centralisers are well understood, and they are generated with arbitrarily high probability by a constant
number of nearly independent nearly uniformly distributed random elements [22]. Therefore in order
to prove Corollary 5 it suﬃces to prove that case (i) of Theorem 10 occurs with probability at least
a positive rational function of the input size. More details of this reduction can be found in [16,
Theorem 7].
Thus we take G to be a simple group of Lie type, of Lie rank r, deﬁned over a ﬁeld of odd order.
For each class of involutions we ﬁnd suitable dihedral groups (of twice odd order), and show that a
proportion cr−1 of pairs of involutions in this class generate such a dihedral group. In order to avoid
double counting, we only count the cases where the cyclic part of the dihedral group is generated
by a regular semisimple element in a suitable subgroup of G , so that the centraliser of the dihedral
group is easy to calculate. (A semisimple element is called regular in H if it lies in a unique maximal
torus of H or equivalently of the ambient algebraic group.)
Now the Baer–Suzuki Theorem [1, 39.6] states that if a conjugacy class of involutions in G has
the property that every pair of elements in the conjugacy class has product of order a power of 2,
then this conjugacy class lies in the normal subgroup O 2(G). It follows that in any simple group, any
conjugacy class of involutions has the property that some pair of distinct elements in this conjugacy
class has product of odd order. Therefore, in the proof of the asymptotic results Theorems 1 and 2 we
may neglect any ﬁnite number of simple groups. In particular, we may assume that either the Lie rank
or the ﬁeld is ‘large’. This enables us to show that ‘most’ elements in our chosen cyclic groups are
regular semisimple elements. The easiest cases are the exceptional groups, and, perhaps surprisingly,
the hardest are PSLn(q) and PSUn(q). Therefore we treat the exceptional groups ﬁrst.
In each case, the proof breaks into two parts. The ﬁrst is ﬁnding a suitable class of dihedral sub-
groups of twice odd order, and using a ‘dimension-counting’ argument to show that the proportion
of involution pairs which lie in these groups is, asymptotically, independent of q. (Here we use the
word ‘dimension’ loosely to refer to the highest power of q occurring in any particular asymptotic
formula. In particular, the dimension of a group deﬁned over GF(q) is the same as the dimension of
the corresponding algebraic group as an algebraic variety.) Thus we express the statement that the
leading term of an asymptotic formula is independent of q by saying that the total ‘dimension’ is zero.
The second part of the proof is then estimating the constants which are independent of q. We give
now a template for the proof of the various cases of Theorems 1 and 2, which will be supplied with
the requisite details in Sections 2.2 and 2.4.
To be more speciﬁc, the number of involutions conjugate to z is, up to a constant factor, roughly qk ,
where k = dimG−dimCG(z), so the number of involution pairs is asymptotically a constant times q2k .
If T is a torus all of whose elements are inverted by z, then 〈T , z〉 contains roughly q2dim T pairs of
such involutions. Moreover (neglecting double-counting until the next paragraph) the number of con-
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accounted for in this way is ql , where l = dimG + 2dim T − dimCG(T ). We want this to be a constant
proportion of all the pairs of involutions, independent of q, so we need to show that the dimensions
are equal, that is
2dimG − 2dimCG(z) = dimG + 2dim T − dimCG(T )
or, simplifying,
2dim T + codimCG(T ) = 2codimCG(z).
The second part of the proof is estimating the constants. There are several sources of constants we
need to control:
Constants 12.
(i) NG(T )/CG (T ). This is a subgroup of the Weyl group, so in the exceptional groups has bounded
(but possibly large) order. In the classical groups we need to take care over our choice of T to
make sure this group is not too large.
(ii) The difference between the simple group and the group extended by diagonal automorphisms.
In the exceptional groups this subgroup of the outer automorphism group has order 1, 2 or 3. In
the symplectic and orthogonal groups we get a factor of at most 4, but in the linear and unitary
groups we have (n,q± 1) so more care is required. In fact we shall see, in Corollaries 22 and 24,
that in these last two cases this (n,q ± 1) does not contribute to the constants.
(iii) The 2-part of the order of T . We choose T carefully so that this is never greater than 4.
(iv) The proportion of odd-order elements of T which have larger centraliser than T . These ele-
ments must be excluded, since otherwise they will be counted more than once. In the exceptional
groups we can choose q large enough so that this proportion is small and can be neglected. In
the classical groups when q is small this is the source of some diﬃculty.
(v) The difference between |H| and qdim H . Again, if q is large enough this can be neglected. In the
case of the classical groups we must explicitly estimate this error factor: this is done once and
for all in Corollary 16.
2.2. Products of involutions in exceptional groups of Lie type in odd characteristic
There are eight families of exceptional groups of Lie type in odd characteristic, and each seems
to need individual treatment. In each case the rank is a constant, as is the order of the Weyl group.
Moreover, by neglecting a ﬁnite number of groups (in which the results hold as a trivial consequence
of the Baer–Suzuki Theorem), we may assume the order of the ﬁeld is as large as we like. Thus of the
ﬁve sources of constants listed in Constants 12, only (iii) remains to be taken care of.
We consider ﬁrst the cases where the Weyl group has a central involution, and in the algebraic
group the normaliser of a maximal torus contains an involution mapping to the central involution of
the Weyl group, and the involution z fuses into this conjugacy class in the algebraic group. Notice
that there may be more than one such conjugacy class in the ﬁnite group of Lie type.
Theorem 13. There is a positive constant c such that if G is a simple exceptional group of Lie type over a ﬁeld
of odd order, and z is conjugate in the ambient algebraic group to an involution which maps modulo a maximal
torus to the central involution in the Weyl group of G, then the proportion of ordered pairs (z, zg) with zzg of
odd order is bounded below by c.
Proof. We follow the template given above. We may assume that q is as large as we like, in particular
q > 3. The involution z inverts every type of maximal torus T in G . Since T is maximal, T = CG(T ),
so the dimension formula which we need to prove simpliﬁes to
dim T + 2dimCG(z) = dimG.
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Some maximal tori of odd order in exceptional groups.
G |T | |NG (T )/T | dimG Type of z dimCG (z)
2G2(q) q + √3q + 1 6 7 t1 3
G2(q) q2 + q + 1 6 14 t1 6
3D4(q) q4 − q2 + 1 4 28 t2 12
F4(q) q4 − q2 + 1 12 52 t1 24
E7(q) (q7 ± 1)/2 14 133 t4/t′4 63
E8(q) q8 − q4 + 1 24 248 t1 120
(In the case of E7(q), there are two classes t4, t′4 of involutions in the adjoint group E7(q).2 fusing to the central involution
of the Weyl group. Class t4 lies in the simple group if q ≡ 1 mod 4, and class t′4 does if q ≡ 3 mod 4. We choose T of order
(q7 + ε)/2 where q ≡ ε mod 4.)
Table 2
More maximal tori in exceptional groups.
G dimG Type of z dimCG (z) |T | dimCG (T )
F4(q) 52 t4 36 q ± 1 22
E±6 (q) 78 t1 46 (q ± 1) × (q ± 1) 18
t2 38 q4 − q2 + 1 6
E7(q) 133 t1 69 q4 + 1 13
t7/t′7 79 (q ± 1) × (q2 + 1) 31
E8(q) 248 t8 136 q4 + 1 32
The classes of involutions which we need to consider are listed in Table 1, along with appropriate
tori of odd order. The information and notation for involutions comes from [14, Table 4.5.1], and the
information about the torus and its centraliser comes from [17].
Now for large q, the proportion of pairs of involutions inverting T whose product is a regular
semisimple element tends to 1. Therefore the number of pairs of involutions accounted for in this way
is asymptotically qkc, where k = 2dim T + (dimG − dim T ) = dimG + dim T and c is a constant, with
1/c = |NG(T )/T | in all cases except E7, where 1/c = 4|NG(T )/T |. On the other hand, the dimension
of the set of pairs of involutions in this class is 2(dimG − dimCG(z)). Using Table 1, we readily check
that 2(dimG−dimCG(z)) = k. Hence the proportion of pairs of involutions whose product is a regular
semisimple element in a torus of this type tends to c as q tends to inﬁnity. 
Theorem 14. There is a positive constant c such that if G is a simple exceptional group of Lie type over a ﬁeld
of odd order, and z is an involution which is not conjugate modulo a maximal torus to the central involution
(if any) in the Weyl group of G, then the proportion of ordered pairs (z, zg) with zzg of odd order is bounded
below by c.
Proof. We follow the template given in Section 2.1. We may assume that q is as large as we like,
in particular q > 3. The classes of involutions which we need to consider are listed in Table 2. The
ﬁrst four columns contain information from [14, Table 4.5.1], and the last two columns summarise
our choice of torus, and information about the centraliser of the torus which we shall prove as we go
along.
In E8(q) consider the subgroup 2.(PΩ
−
8 (q) × PΩ−8 (q)) inside 2.PΩ+16(q). The involutions of type
−1414 in Ω−8 (q) lift to involutions in the spin group 2.Ω−8 (q), and it is straightforward to calculate
the eigenvalues of these involutions acting on the Lie algebra: these are −11121136, and therefore
they are involutions of type t8 in the notation of [14, Table 4.5.1.]. In particular codim CG(z) = 112.
Also these involutions fuse to involutions which project to the central involution of the Weyl group
of type D4, so they invert every maximal torus of O
−
8 (q). In particular they invert the cyclic torus T
of order q4 + 1, which is twice an odd number. Finally, the centraliser of T is, up to a constant
factor, T ◦ 2.Ω−8 (q), so has dimension 4+ 28 = 32 and codimension 216. So 2dim T + codimCG (T ) =
8+ 216 = 224 = 2× 112 as required.
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and calculate their eigenvalues on the Lie algebra to be −154179. Therefore they are involutions
of type t7 or t′7 according as q ≡ 1 or 3 mod 4, and thus codimCG(z) = 54. Such involutions can
simultaneously invert cyclic groups of order q ± 1 in SL2(q) and q2 + 1 in 2.Ω−4 (q) so we ob-
tain a torus T of dimension 3 and at most 4 times odd order, with centraliser T ◦ 2.Ω−8 (q). Thus
2dim T + codimCG(T ) = 6+ 133− 3− 28 = 108 = 2× 54 as required.
The other class of involutions in E7(q) can be dealt with again in the group (SL2(q)◦2.Ω+12(q).2).2,
this time looking at the involutions of type −1418 in O+12(q). These have eigenvalues −164169 on the
Lie algebra, and so are of type t1, and have centraliser of codimension 133 − 3 − 66 = 64 in G . They
invert a cyclic torus T of order q4 + 1 (and so of twice odd order) inside 2.Ω−8 (q), and therefore
T has centraliser T ◦ SL2(q) ◦ SL2(q2) of dimension 4 + 3 + 6 = 13. Finally we calculate 2dim T +
codimCG(T ) = 8+ 133− 13 = 128 = 2× 64 as required.
In E6(q) or 2E6(q) we look inside the subgroup (3D4(q) × (q2 ± q + 1)):3, and ﬁnd involutions
inverting a cyclic torus of order q4 − q2 + 1 (and hence odd order) inside 3D4(q). This torus has
centraliser T × Cq2±q+1 of dimension 6 only. The involutions centralise SL2(q) ◦ SL2(q3) inside 3D4(q),
so are of type t2 in E
±
6 (q), and therefore have centraliser of codimension 78 − 3 − 35 = 40. Finally,
2dim T + codimCG(T ) = 8+ 78− 6 = 80 = 2× 40 as required.
The other class of involutions in E6(q) or 2E6(q) can be dealt with by looking inside the
subgroup 2.(PSL2(q) × PSL6(q)).2, respectively 2.(PSL2(q) × PSU6(q)).2, at an involution of type
(−1,1) ⊗ (−1,15). This involution has eigenvalues −132146 in its action on the Lie algebra, so is of
type t1. It inverts various tori T of rank 2 with centralisers T ×GL4(q) of dimension 18, and we have
codimCG(z) = 78− 1− 45 = 32, so 2dim T + codimCG (T ) = 4+ 78− 18 = 64 = 2codimCG (z) as re-
quired. More precisely, in E6(q) these tori can be seen inside 22.(PSL2(q)× (PSL2(q)×PSL4(q)).Cq−1).2
in 2.(PSL2(q) × PSL6(q)).2 and we can choose either Cq−1 × Cq−1 or Cq+1 × Cq+1, one of which
has 4 times odd order. Similarly in 2E6(q) we have 22.(PSL2(q) × (PSL2(q) × PSU4(q)).Cq+1).2 in
2.(PSL2(q) × PSU6(q)).2, and the same argument applies.
Finally consider the involutions of type t4 in F4(q). Note that the negatives of reﬂections in
O9(q) lift to involutions of this type. Therefore they invert tori T of dimension 1, centralising
T ◦ 2.Ω7(q). In particular codimCG(T ) = 52 − 1 − 21 = 30 and codimCG(z) = 52 − 36 = 16, so
2dim T + codimCG(T ) = 2 + 30 = 2 × 16 as required. We can choose T to have order q ± 1, so of
twice odd order. 
Putting together Theorems 13 and 14 we have Theorem 1.
2.3. Some counting arguments
It is more diﬃcult to prove analogous results for classical groups, as dimension-counting argu-
ments alone are not suﬃcient. We need explicit bounds on the numbers of regular semisimple
elements of odd order in various subgroups in order to deal with small ﬁelds. Indeed, occasionally
our generic proofs do not work for the ﬁelds of orders 3 or 5, and separate arguments are required.
We collect together in this section the various technical counting arguments we shall need.
Lemma 15. If q is any real number with q 3, and k, m are positive integers with km, then
m∏
j=k
(
1− 1
q j
)
 1− 1
(q − 1)qk−1 
1
2
.
Proof. Given any n  1 and any 0 < xl < 1 for 1  l  n, one proves immediately by induction on n
that
∏n
l=1(1− xl) 1−
∑n
l=1 xl . In particular,
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j=k
(
1− 1
q j
)
 1−
∞∑
j=k
q− j = 1− 1
qk−1(q − 1)  1−
1
2qk−1
 1
2
as required. 
We obtain as an immediate corollary the following useful bounds on the orders of certain classical
groups (somewhat better bounds can obviously be obtained with a more careful analysis):
Corollary 16. If q 3 then
(i) 12q
n2  |GLn(q)| qn2 ;
(ii) 12q
n2  |GUn(q)| 2qn2 ;
(iii) 12q
1
2n(n+1)  |Spn(q)| q 12n(n+1); and
(iv) 12q
1
2n(n−1)  |SOεn(q)| 2q
1
2n(n−1) .
These bounds will be used for estimating the orders of centralisers of involutions, as well as nor-
malisers of cyclic and dihedral groups, and thereby estimating the numbers of involutions, cyclic and
dihedral groups of various types. This deals with part (v) of the list of sources of constants in Con-
stants 12.
For small ﬁelds, especially the ﬁeld of order 3, we also need to deal with part (iv) in Constants 12.
The next lemma will be used to estimate the numbers of elements in certain cyclic groups which
have the same centraliser as the cyclic group itself. Since the cyclic group is a torus, it is a well-
understood subgroup of the multiplicative group of a well-deﬁned ﬁeld, and the crux is to eliminate
the elements ±1 and all elements which lie in any subﬁeld.
Lemma 17.
(i) Suppose that C is a subgroup of the multiplicative group of the ﬁeld F = GF(pk), where p is an odd prime.
Assume that C has order (pk − 1)/d where d divides (pk − 1,4). Then either the proportion of elements
of C which are not ±1 and lie in no proper subﬁeld of F is at least 1/2 or (p,k,d) = (3,1,1), (3,1,2),
(5,1,2), (5,1,4) or (3,2,4).
(ii) Suppose C is a subgroup of the subgroup of order (pk + 1) in the ﬁeld F = GF(p2k), where p is an odd
prime. Assume that C has order (pk + 1)/d where d divides (pk + 1,4). Then either the proportion of
elements of C which lie in no proper subﬁeld of F is at least 1/2 or (p,k,d) = (3,1,2) or (7,1,4).
(iii) Parts (i) and (ii) also hold in the quotient of C by C ∩ {±1}.
Proof. (i) Assume that C has order (pk − 1)/d with d dividing (pk − 1,4). We prove that the propor-
tion of elements of C which are also in a proper subﬁeld of F or are ±1 is at most one half. If k = 1,
then F has no proper subﬁeld and the required proportion is at least 2d/(p − 1), which is at most
1/2 provided p  17. If d = 1, we just require p = 3. For d = 2, if p = 7, we note that the proportion
of elements not equal to ±1 = 1 in the cyclic group of order 3 is 23 , so we only need to exclude p = 3
and 5. For d = 4, we have that 4 divides p − 1. Plainly we must exclude p = 5. For p = 13, we have
that C has order 3 and so 23 of its elements are not ±1.
For k = 2, there are (p − 1) elements in the proper subﬁeld. Provided p  7 we have dp+1  12 . For
p = 5, this can fail only if d = 4, when C has order 6 and 4 of its elements are not in proper subﬁelds.
So suppose that p = 3, then again d = 4 and this case is excluded from our consideration.
For k = 3, it is suﬃcient to show 2d p2 + p+ 1 and for k = 4 it is suﬃcient to show 2d p2 + 1.
Both these inequalities hold as p  3. So the result is true for k < 5. Suppose that k 5. Then
p + p2 + · · · + pk/2 < p
k−2 − 1
<
pk − 1
3
.p − 1 (p − 1)
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d
pk − 1 .
pk − 1
(p − 1)3 =
d
(p − 1)3 
1
2
,
this proves that at least half of the elements of C are contained in no proper subﬁeld of F . So (i)
holds.
(ii) We follow the same method of proof as for part (i). For k = 1, the required inequality is
4d  p + 1. For d = 1, the inequality holds for all odd p. For d = 2, we note that the inequality holds
for p  7. For p = 5, we have that C has order 3 and 23 of its elements are not ±1. For d = 4, we have
to consider p = 11 specially. But then C has order 3 and again 2/3 of its elements are not ±1.
Suppose that k = 2. Then the result holds if 4d  p2 + 1. Otherwise, d = 4 and p = 3. But then 4
doesn’t divide p2 + 1. So the result holds for k = 2.
Assume that k = 3. Then the result holds if 2d  p2 − p + 1. Otherwise, p = 3 and d = 4. In this
case |C | = 7 and so in fact 6/7 of its elements are not in proper subﬁelds. For k = 4, the result holds
if 4d  p2 − 1, which is always true as 4 does not divide p2 + 1. The k = 5 and 6 cases are trivial to
check. So suppose that k 7. Then the number of elements in proper subﬁelds of F is at most
p2 + p4 + · · · + p2k/3  p
2k/3+1 − 1
p − 1 
pk − 1
(p − 1)3 .
This is less than one half of the elements of C . This concludes the proof of (ii).
(iii) Since every subﬁeld contains −1, the same arguments work in the quotient by C ∩ {±1}. 
2.4. Products of involutions in classical groups
We consider ﬁrst the symplectic groups PSp2n(q), since they are the easiest groups to deal with.
The extra complications in the other cases will be less confusing once we have ﬁrst seen the basic
ideas in action. We may assume n 2.
Theorem 18. There is a positive constant c, independent of q and n, such that if n 2 and G ∼= PSp2n(q), and
z ∈ G is an involution, then the proportion of pairs (z, zg) such that zzg has odd order, as g ranges over the
elements of G, is bounded below by cn−1 .
Proof. First consider the involutions in PSp2n(q) which lift to elements of order 4 in Sp2n(q). The
centraliser C of such an involution lifts to GLn(q).2 or GUn(q).2, according as qn ≡ 1 or 3 mod 4.
Certainly Sp2n(q) > Sp2(q
n) ∼= SL2(qn), which contains maximal tori of orders qn ± 1 each inverted by
such elements of order 4. Moreover, as n 2, one of these two tori has twice odd order, so maps to a
torus T of odd order (qn±1)/2 in G . We need to estimate the proportion of elements of T which have
centraliser T , that is, the proportion of elements of T which are regular semisimple elements. In the
case T ∼= C(qn−1)/2, such an element lifts to an element of the form diag(λ,λ−1) with λ ∈ GF(qn), and
it is suﬃcient that λ lies in no proper subﬁeld and is not ±1. Lemma 17 shows that the proportion
of such λ is at least 1/2, for any value of q. In the case T ∼= C(qn+1)/2, we may lift T to the subgroup
GU1(qn) of unitary elements of GF(q2n). In this case we may again apply Lemma 17 to yield that at
least 1/2 the elements of T have centraliser T . Hence the number of pairs of involutions in this class
with product of odd order is at least
1
.
|G|
.|T |2 = 1 .|G|.|T |,4 |NG(T )| 8n
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1
8n
.
|T |
|G| .|C |
2  1
8n
.
1
4q
n. 12q
n2 . 12q
n2
qn(2n+1)
 1
128n
by Corollary 16. Notice that Corollary 16 was used to show that |T ||G| .|C |2 is bounded below by a
constant. This is another incarnation of our dimension comparison from Section 2.1.
Next consider the involutions whose centraliser in PSp2n(q) lifts to C ∼= Sp2k(q) × Sp2n−2k(q) in
Sp2n(q), where 2k < n. (The same argument applies in the case 2k = n, except that there is an extra
factor of 2 in the order of the centraliser, which affects the constants.) Provided qk = 3, we can choose
a torus T of twice odd order, qk ± 1, with centraliser lifting to GL2(qk) × Sp2n−4k(q) or GU2(qk) ×
Sp2n−4k(q), which, since (qk ±1)/2 is odd, can also be expressed as C(qk±1)/2 × SL2(qk).2× Sp2n−4k(q).
We need to estimate the number of elements of T which have the same centraliser in G as T . It is
suﬃcient that these elements of T , regarded as a subgroup of the multiplicative group of the ﬁeld
GF(qk) or GF(q2k), should not be ±1 and not lie in any proper subﬁeld, so by Lemma 17 at least
half of the elements of T have the same centraliser as T . Now inside Sp4(q
k)  Sp4k(q) there is a
subgroup Dqk±1 × SL2(qk).2, containing involutions inverting T . These involutions negate a 2k-space
over GF(q), so belong to our chosen conjugacy class. The number of pairs of such involutions in
NG(T ) with odd order product whose centraliser is contained in CG (T ) is at least 14 |T |2, so by the
same argument as before the proportion of such pairs in G is at least |T |2|C |2/4|NG(T )|.|G|. Using
the fact that NG(T ) = Dqk±1.k × SL2(qk).2 × Sp2n−4k(q), which, by Corollary 16, has order less than
4kqk+3k+(n−2k)(2n−4k+1) , we ﬁnd that the proportion is at least 1/128k, which is at least 1/128n.
When q = 3 and k = 1, there are no non-trivial odd-order elements in T and we need to modify
the argument slightly. But we only need an asymptotic result as n → ∞. Each of the involutions is
deﬁned by a non-singular 2-space in the ambient 2n-dimensional symplectic space, and almost all
pairs of 2-spaces span a 4-space, which in this case may be either non-singular or singular (with
2-dimensional radical). A straightforward counting argument shows that the latter case occurs with
probability 8/27 in the limit as n → ∞, and it is easy to see that the corresponding involutions have
product of order 3 in this case. This concludes the proof. 
Next we consider the orthogonal groups. We acquire a bounded number of factors of 2 by em-
ploying the estimates in Corollary 16, and by taking a torus in PSOεn(q) rather than On(q). We also
acquire factors of 2 when we use Lemma 17 to estimate the proportion of elements in our chosen
torus which have the stated centraliser. We shall show that the powers of q cancel out by using a
dimension-counting argument just as in Section 2.2. The only other contribution to our estimates is a
factor of |NG(T )/CG (T )| in the denominator, which will always be bounded by n.
Theorem 19. There is a positive constant c such that if n  7, and G ∼= PSOεn(q), and z ∈ G is an involution,
then the proportion of pairs (z, zg) such that zzg has odd order, as g ranges over the elements of G, is bounded
below by cn−1 .
Proof. We follow the strategy outlined in Section 2.1 and begin with the dimension-counting ar-
gument. The orthogonal groups Oεn(q) have dimension n(n − 1)/2. Consider ﬁrst the involutions in
PSOεn(q) which are images of the involutions diag(±(−1k1n−k)) in SOn(q) where k  n/2, and k or
n − k is even. Note that for each such k, we have two SOεn(q) classes of such involutions and they
are distinguished by the type of their −1 eigenspace. We write tk and t′k to denote these involu-
tions. Their centralisers in the full orthogonal group have shape Oθk (q) × Oμn−k(q) for appropriate θ
and μ and have dimension k(k − 1)/2 + (n − k)(n − k − 1)/2. Now consider the subgroups of shape
O±2 (qk) × O±εn−2k(q). Both possible factors O±2 (qk) ∼= D2(qk∓1) contain involutions conjugate to tk and
to t′k , inverting the cyclic subgroup T of order q
k ∓ 1. We now choose the sign, so that T has twice
odd order, except when qk = 3, which case is treated separately below. Now the centraliser of T in
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as in Section 2.2, we calculate 2dim T + codimCG(T ) = 2k(n − k) = 2codimCG(z) as required.
The remaining involutions in the simple groups of orthogonal type lift to elements of order 4
in Ω2m(q), squaring to −1, where 2m = n. If m is even, there are two classes of such elements, fused
in the full orthogonal group, which has + type. Thus we may consider just one of these two classes.
On the other hand, if m is odd, such elements exist in Ωε2m(q) just when q ≡ ε mod 8. In all cases,
the involution centraliser lifts to GLm(q).2 if q ≡ 1 mod 4 and to GUm(q).2 if q ≡ 3 mod 4.
We consider ﬁrst the cases when m is even, say m = 2k. Then the group Ω+4k(q) contains Ω+4 (qk),
which is of shape SL2(qk) ◦ SL2(qk). The elements of order 4 in one of the two factors SL2(qk) square
to −1, so are of the correct type. Indeed, the two factors contain elements from different conjugacy
classes, and we may take whichever one we like. We take a torus T of order 12 (q
k ± 1), whichever
has odd order, and ﬁnd (by Schur’s Lemma) its centraliser in Ω+4k(q) is T × SL2(qk). The dimension-
counting argument now gives 2dim T + codimCG(T ) = 2k + 2k(4k − 1) − 4k = 2k(4k − 2) while
codimCG(z) = 2k(4k − 1) − 4k2 = 2k(2k − 1) and therefore 2dim T + codimCG(T ) = 2codimCG(z)
as required.
In the case when m is odd, say m = 2k + 1, we apply almost the same argument inside Oε2(q) ×
O+4k(q). The torus still has dimension k, but this time its centraliser has dimension 4k+ 1. Similarly G
has dimension (2k + 1)(4k + 1) and CG(z) has dimension (2k + 1)2, and again it is easy to check the
required condition.
Secondly we need to check the ﬁve sources of constants listed in Constants 12. First, NG(T )/CG (T )
has order 2k n. Now (ii), (iii) and (v) have already been dealt with (see Section 2.1 and Corollary 16).
So it remains to check that the proportion of elements of T whose centraliser is the same as that of T
is at least a positive constant. Lemma 17 implies that there are enough such elements in T , except in
the case k = 1 and q = 3 or 5.
If q = 3 or 5, and k = 1, we need a separate argument. In this case the involutions are the images
modulo scalars of reﬂections, in vectors of speciﬁed non-zero norm, and two distinct such reﬂections
have product of order q if and only if the corresponding vectors fail to be orthogonal. Asymptotically,
as n → ∞, there are roughly qn−1 vectors of each norm, and roughly qn−2 of these are orthogonal to
a given one. Therefore fewer than half the vectors of any given norm are orthogonal to a ﬁxed non-
isotropic vector. Using [14, Table 4.5.1] we see that all involutions in PSOεn(q) have been considered
and so this concludes the proof. 
Since the PΩεn (q) classes of involutions are not fused in PSO
ε
n(q) we immediately obtain the fol-
lowing corollary.
Corollary 20. There is a positive constant c such that if n  7, and G ∼= PΩεn (q), and z ∈ G is an involution,
then the proportion of pairs (z, zg) such that zzg has odd order, as g ranges over the elements of G, is bounded
below by cn−1 .
Next we consider the linear groups. For simplicity we work ﬁrst in PGLn(q), and then deduce the
required result for PSLn(q) just as we did for the orthogonal groups.
Theorem 21. There is a positive constant c such that if n  2 and G ∼= PGLn(q), and z ∈ G is an involution,
then the proportion of pairs (z, zg) such that zzg has odd order, as g ranges over the elements of G, is bounded
below by cn−1 .
Proof. Consider ﬁrst the case when n is even and z is an involution of type tn/2 or t′n/2 in the notation
of [14, Table 4.5.1]. Write n = 2m for convenience, and let ζ be a pre-image of z in GL2m(q). If z is of
type tm then ζ can be chosen of order 2, and its centraliser in GL2m(q) is GLm(q) × GLm(q). But ζ is
conjugate to its negative in GL2m(q), so the centraliser of z in PGL2m(q) has shape Cq−1.(PGLm(q)  2).
On the other hand, if z is of type t′m , then ζ squares to a scalar of order containing the full 2-part of
the centre of SL2m(q), and the centraliser of z in PGLn(q) has shape Cq+1.PGLm(q2).2. Now GL2m(q)
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both types tm and t′m . In particular, the element diag(1,−1) in GL2(qm) maps to an involution of
type tm . Moreover, the subgroup GL2(qm)/Cq−1 of PGL2m(q) has shape (C(qm−1)/(q−1) × PSL2(qm)).2
and contains two classes of involutions, one of which squares to the full 2-part of the central Cq−1 of
scalars, so is of type t′m . In some cases, depending on m and q, one is inner and one is outer in the
quotient PGL2(qm), while in the other cases, both map to involutions in PSL2(qm).
In any case, there are dihedral groups of order qm ± 1 in PGL2(qm) generated by involutions in
the chosen class tm or t′m . Each such dihedral group has centraliser of order 2. Lifting to GL2(qm),
this centraliser lifts to a group of order 2(qm − 1). Adjoining the ﬁeld automorphisms of order m
we obtain a group of order 2(qm − 1).2(qm ± 1).m, which is the pre-image in GL2(qm) of the full
normaliser. (This contributes a factor 1/m to the calculation, and gives rise to the factor 1/n in the
statement of the theorem.) We may choose the sign so that (qm ± 1)/2 is odd and greater than 1
except when qm = 3, and use Lemma 17 to show that there are always enough elements in this cyclic
group whose centraliser is no bigger than the centraliser of the whole group. Thus the dimension-
counting argument using Corollary 16 ﬁnishes the proof: dim T = m and dimCG(T ) = 2m − 1, so
codimCG(T ) = 4m2 − 2m and 2dim T + codimCG(T ) = 4m2; on the other hand, CG(z) has dimension
2m2 − 1, so has codimension 2m2.
The proof for the remaining classes tm in the general case of PGLn(q) where n > 2m is just a
modiﬁcation of the above argument. We use the dihedral groups of order 2(qm ± 1) in GL2(qm), and
just recalculate the dimensions of the centralisers. Working in GLn(q) for simplicity, the centraliser
of z is GLm(q) × GLn−m(q), which has codimension n2 −m2 − (n −m)2 = 2m(n −m), while the cen-
traliser of T is T .Cqm−1 × GLn−2m(q) which has codimension n2 − 2m − (n − 2m)2 = 4m(n −m) − 2m.
Hence 2dim T + codimCG(T ) = 4m(n − m) = 2codimCG(z) as required. In all cases we note that
|NG(T )/CG (T )| = 2m < n.
Finally we consider the case when m = 1 and q = 3. The involution centraliser in GLn(3) is C2 ×
GLn−1(3), and two such involutions can have product of order 3. Since the sum of the 1-dimensional
eigenspaces of the involutions is a 2-space ﬁxed by the D6, and the intersection of the (n − 1)-
dimensional eigenspaces is an (n − 2)-space ﬁxed by the D6, it follows easily that the centraliser of
this D6 is 2 × GLn−2(3), which has index bounded above and below by constants times 34n . Also,
the centraliser of the involution has index bounded by constants times 32n , so the usual counting
argument works. Calculating suitable constants is left as an exercise for the interested reader. 
Corollary 22. There is a positive constant c such that if PSLn(q) G  PGLn(q), and z ∈ G is an involution,
then the proportion of pairs (z, zg) such that zzg has odd order, as g ranges over the elements of G, is at
least cn−1 .
Proof. The G-class of z is the same as the PGLn(q)-class of z. 
We note that the bound in Theorem 21 and Corollary 22 is best possible, in the sense that the
exponent of n cannot be improved, essentially because there are groups PSLn(q) in which the Singer
cycles contain almost all the odd-order elements of the group. To see this, let p be any odd prime,
and a any (large) positive integer (so that 2a is large compared to n, say), and let q = p2a−1 so that
q−1 is divisible by 2a . Now all the maximal tori except the Singer cycle have order divisible by q−1,
so by a large power of 2. In particular, the proportion of odd-order elements which lie outside the
Singer cycles is at most 1/2a .
Now pick an involution z in the class tn/2 or t′n/2. The dimension-counting argument shows that
almost all the elements inverted by z are regular semisimple elements. Moreover, the numbers of
such elements are essentially determined by the normaliser of the maximal torus they are contained
in. The above remarks show that in the given cases almost all the regular semisimple elements of odd
order lie in the Singer cycle. But these occur (asymptotically, as q → ∞) at most a proportion 1/n of
the time. Thus our bound is best possible, as claimed.
The proof of our main theorem for the unitary groups is an easy modiﬁcation of the proof for the
linear groups.
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then the proportion of pairs (z, zg) such that zzg has odd order, as g ranges over the elements of G, is bounded
below by cn−1 .
Proof. We begin with the case n = 2m, and an involution of type tm or t′m . An involution of type tm
has centraliser which lifts to GUm(q)  2 in GU2m(q), while the centraliser of an involution of type t′m
lifts to GLm(q2).2. In both cases the codimension in GU2m(q) is (2m)2 − 2m2 = 2m2. Now to ﬁnd a
suitable torus, look inside the subgroup GU2(qm) if m is odd, or inside GL2(qm)  GLm(q2) if m is
even. The same argument as in GL2m(q) goes through with a few sign-changes, which only affect the
constant.
For the involutions of type tm in PGUn(q) for n > 2m, the centralisers differ slightly from the
PGLn(q) case, but the dimensions are always the same. The only case where the argument breaks
down is m = 1, q = 3, and a similar ﬁx works as at the end of the proof of Theorem 21. Indeed,
in PGUn(3) there are asymptotically 32n−1 vectors of each norm (in GF(3)), and 32n−2 of these have
given inner product with a ﬁxed one. Since the order of the product of the corresponding reﬂec-
tions depends only on the norms and the inner product of the reﬂecting vectors, at least a constant
proportion of the products have order 3. 
Corollary 24. There is a positive constant c such that if PSUn(q) G  PGUn(q), and z ∈ G is an involution,
then the proportion of pairs (z, zg) such that zzg has odd order, as g ranges over the elements of G, is at
least cn−1 .
Proof. The G-class of z is the same as the PGUn(q)-class of z. 
Finally we put together Theorem 18 and Corollaries 20, 22 and 24 to obtain our main Theorem 2.
3. Finding involutions
3.1. General strategy
The basic method for ﬁnding an involution is as described in [16]: take a supply of (pseudoran-
dom) elements of even order in the group, and power them up to involutions. Two problems may
arise, however. The ﬁrst is that there may not be enough elements of even order in the group, so that
one does not ﬁnd an element of even order after a polynomial number of attempts. The second is
that the resulting involutions are not necessarily (nearly) uniformly distributed.
The ﬁrst problem appears intractable in the general ‘black-box’ context. In a group of Lie type in
characteristic 2, the proportion of elements of even order is bounded above by a constant times q−1,
where q is the order of the ﬁeld of deﬁnition (see [15]). Thus the time taken to ﬁnd an element of
even order by random search is proportional to q, whereas the input size may be only O (logq). If we
are to have any hope of obtaining a polynomial time algorithm, therefore, we must assume that G is
not a Lie type group deﬁned in characteristic 2, and we do this from now on.
We choose to solve the second problem by making it harder: we seek an algorithm which returns
a (pseudorandom) involution in a speciﬁed conjugacy class. Our aim is to show that if G is a simple
group of Lie type, with Lie rank r, deﬁned over a ﬁeld of odd order, and C is a conjugacy class of
involutions in G , then the proportion of elements in G which power up to an element of C is at least
c′r−c , where c and c′ are positive constants. Our method is to choose a suitable maximal torus in G
and estimate the proportion of its elements that are regular semisimple elements and power up to an
element of C . The following easy counting lemma implies that at least half of the regular semisimple
elements in any cyclic torus of even order power up to the involution, and that this remains true in
any subgroup or quotient.
Lemma 25. Suppose that G is a Lie type group, T  G is a maximal torus and T0  T . If T0 is cyclic and
|T0| = 2a.b where b is odd, then at least one half of the regular semisimple elements of T0 have order divisible
by 2a.
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of these elements which have order divisible by exactly 2i where 0  i  a. If a = 0 then there is
nothing to prove. So assume that a > 0. Let z be the unique involution in T0. Now, if x is an odd
order regular semisimple element, then zx is also regular semisimple as T = CG(x) = CG(zx). Thus
s0  s1. Now for each regular semisimple element x of even order 2c .d with c < a, there are precisely
two elements of T which square to x, and these elements are also regular semisimple. Therefore we
have 2s1  s2, . . . ,2sa−1  sa . Since s = s0 + s1 + · · · + sa , we infer that sa  s/2. 
For the exceptional groups, r is bounded, so c′r−c is effectively a constant. For the classical groups,
we show that we can take c = 3. This can be improved to c = 2 for the symplectic and orthogonal
groups. Better bounds for restricted classes of involutions can be extracted from our proofs. On the
other hand, c  1, since the number of conjugacy classes of involutions is linear in r. Recent work of
Niemeyer, Popiel and Praeger [25] gives improved bounds in the general case.
The following lemma illuminates our strategy: we choose a maximal torus T and estimate (i) the
proportion of elements of T which power up to the desired involution, and (ii) the index of T in its
normaliser.
Lemma 26. Let G be a Lie type group, T a maximal torus in G and C be a conjugacy class of G. Assume that at
least a proportion k of the regular semisimple elements of T power to a member of C . Then at least a proportion
k/[NG(T ) : T ] of the elements of G power to an element of C .
Proof. Since the regular semisimple elements of T lie in a unique conjugate of T ,
⋃
g∈G T g con-
tains at least k|T ||G|/|NG(T )| elements which power to an element of C . Hence at least a proportion
k/[NG(T ) : T ] of the elements of G power to an element of C . 
We also silently use the following easy observation which allows us to calculate in universal groups
rather than their simple quotients.
Lemma 27. Suppose that G is a group, N is a normal subgroup of G and Y is a subset of G. Let X be the set of
elements of G which power to elements of Y . Write G = G/N and, for subsets Z of G, write Z = {zN | z ∈ Z}.
Then X consists of elements of G which power to elements of Y and |X|/|G| |X |/|G|.
3.2. Elements of even order in odd characteristic exceptional groups of Lie type
In Table 3 we list the shapes of the centralisers of involutions z in the ﬁnite simple exceptional
groups of Lie type deﬁned over ﬁelds of odd order, as well as our choice of maximal torus contain-
ing z. The information about centralisers comes from [14, Table 4.5.1], and the information about
shapes of tori comes from [17].
For most classes of involutions in the exceptional groups we can choose a cyclic maximal torus T
containing an involution of the chosen class. Therefore by Lemma 25 at least half of the regular
semisimple elements in this torus power up to the involution. Also, the number of regular semisimple
elements in the torus is (at least) a monic polynomial in q of degree r. (More precisely, it is given
by one of a ﬁnite number of such polynomials, depending on certain congruences: see [13].) Thus,
provided q is large enough, at least half of the elements in the torus are regular semisimple. It follows
that the proportion of elements in G which power to an involution in the chosen class is at least
1/(4|NG(T )/T |). But NG(T )/T is a subgroup of the Weyl group, so has bounded order. (A better
bound can be obtained with more work, as we can calculate the precise subgroup NG(T )/T of the
Weyl group in each case (see Carter [12, 3.6.5]).) This general method enables us to prove:
Theorem 28. There is an absolute positive constant c such that if G is an exceptional simple group of Lie type,
deﬁned over the ﬁeld GF(q) of odd order, and C is a conjugacy class of involutions in G, then the proportion of
elements of G which power into C is at least c.
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Involution centralisers in simple exceptional groups, q odd.
Group Involution centraliser Conditions Maximal torus
3D4(q) (SL2(q) ◦ SL2(q3)).2 C(q−1)(q3+1)
G2(q) (SL2(q) ◦ SL2(q)).2 Cq2−1
2G2(q) C2 × PSL2(q) Cq−1
F4(q) (SL2(q) ◦ Sp6(q)).2 C(q−1)(q3+1)
2.PΩ9(q) Cq4+1
E6(q) (C(q−1)/3 ◦ 4.PΩ+10(q)).4 q ≡ 1 (mod 12) Cq−1 ◦3 Cq5−1
(Cq−1 ◦ 4.PΩ+10(q)).4 q ≡ 5 (mod 12) Cq−1 × Cq5−1
(C(q−1)/3 ◦ 2.PΩ+10(q)).2 q ≡ 7 (mod 12) Cq−1 ◦3 Cq5−1
(Cq−1 ◦ 2.PΩ+10(q)).2 q ≡ 11 (mod 12) Cq−1 × Cq5−1
2.(PSL2(q) × PSL6(q)).2 d = (3,q − 1) C(q+1) ◦d C(q2+q+1)(q3+1)
2E6(q) (Cq+1 ◦ 2.PΩ−10(q)).2 q ≡ 1 (mod 12) Cq+1 × Cq5+1
(C(q+1)/3 ◦ 2.PΩ−10(q)).2 q ≡ 5 (mod 12) Cq+1 ◦3 Cq5+1
(Cq+1 ◦ 4.PΩ−10(q)).4 q ≡ 7 (mod 12) Cq+1 × Cq5+1
(C(q+1)/3 ◦ 4.PΩ−10(q)).4 q ≡ 11 (mod 12) Cq+1 ◦3 Cq5+1
2.(PSL2(q) × PSU6(q)).2 d = (3,q + 1) Cq+1 ◦d C(q2+q+1)(q3+1)
E7(q) (SL2(q) ◦ 2.PΩ+12(q).2).2 q ≡ 1 (mod 4) Cq+1 ◦2 Cq6−1
(SL2(q) ◦ 2.PΩ+12(q).2).2 q ≡ 3 (mod 4) Cq−1 ◦2 Cq6−1
2.PSL8(q).4.2 q ≡ 1 (mod 8) C(q7−1)/2
2× PSU8(q).2.2 q ≡ 3 (mod 8) C(q7+1)/2
2× PSL8(q).2.2 q ≡ 5 (mod 8) C(q7−1)/2
2.PSU8(q).4.2 q ≡ 7 (mod 8) C(q7+1)/2
(3.E6(q) ◦ C(q−1)/2).S3 q ≡ 1 (mod 12) C(q6+q3+1)(q−1)/2
(E6(q) ◦ C(q−1)/2).2 q ≡ 5 (mod 12) C(q6+q3+1)(q−1)/2
(2E6(q) ◦ C(q+1)/2).2 q ≡ 7 (mod 12) C(q6−q3+1)(q+1)/2
(3.2E6(q) ◦ C(q+1)/2).S3 q ≡ 11 (mod 12) C(q6−q3+1)(q+1)/2
E8(q) 2.PΩ
+
16(q).2 Cq8−1
(SL2(q) ◦ 2.E7(q)).2 C(q+1)(q7−1)
Note: the notation ◦d means the central product in which the subgroups Cd of the two factors are identiﬁed. Of course, as
abstract groups these central products are isomorphic to direct products of smaller groups, but we use the central product
notation to make it clear which elements of the torus are central in the universal group of Lie type.
Proof. We put ﬂesh on the bones of the above argument, starting with the case G ∼= 2G2(q), where
q = 32n+1. The involution centraliser in G has shape 2 × PSL2(q), which contains a maximal torus
T ∼= Cq−1 which is cyclic of twice odd order. Precisely two elements of this torus are not regular
semisimple. The normaliser of the torus is D2(q−1) , so there are |G|/2(q−1) such tori, each containing
exactly (q − 3)/2 regular semisimple elements of even order. Therefore the total number of such
elements in G is |G|.(q − 3)/4(q − 1), so the proportion of them in the group is (q − 3)/4(q − 1) 
3/13 since q 27.
Essentially the same argument deals with the groups 3D4(q), G2(q), F4(q) and E8(q), as well as
involutions of type t4/t′4 and t7/t′7 in E7(q). Since T is a maximal torus, NG(T )/T is a subgroup of the
Weyl group, so has bounded order. Ignoring a ﬁnite number of groups if necessary, we may assume
that at least half the elements of T are regular semisimple, so at least a quarter of the elements of T
are regular semisimple of even order, so power to the desired involution.
This argument does not work directly in E7(q) with the involutions of type t1, in the torus of shape
Cq−1 × Cq6−1 or Cq+1 × Cq6−1. However, in this case the diagonal involution is central in 2.E7(q), and
the chosen factor Cq±1 has twice odd order, so that the 2-part of the torus in the simple group E7(q)
is cyclic. Therefore the proportion of regular semisimple elements in T which power to z is again at
least one half, and the argument goes through.
We are left with involutions of type t1 and t2 in E6(q) and 2E6(q). In these cases the best maximal
tori we could ﬁnd are direct or central products of two cyclic groups, whose orders have a common
factor of q ± 1. There are now three involutions in the torus, only one of which is necessarily in
our chosen conjugacy class. By inspection of Table 3 the 2-parts of the orders of the cyclic factors
of T are equal. Hence, for each involution z in T , at least one quarter of the elements of T power
up to z. Now we may choose q large enough so that at least 7/8 of the elements in the torus are
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involution. 
3.3. More counting arguments
In this section we prove results about the proportion of regular semisimple elements in certain
speciﬁed cyclic maximal tori, which will be used in the proof of Theorem 4 for linear and unitary
groups. Recall that a Singer cycle in GLm(q) is just the subgroup GL1(qm) and this subgroup is cyclic
of order qm − 1. We observe the convention that every element of GL1(q) is regular semisimple,
for our ﬁxed value of q. Note that a subgroup of a Singer cycle in G contains a regular semisimple
element if and only if it acts irreducibly on the natural module for GLn(q).
Lemma 29. Suppose q is odd, m  1 and T  GLm(q) is a Singer cycle. Let T 0 = T ∩ SLm(q). Then in each
coset of T 0 in T the proportion of regular semisimple elements is at least 1− 2/q. In particular, if T  S  T 0 ,
then the proportion of the elements of S which are regular semisimple is at least 1− 2/q.
Proof. The result trivially holds for m = 1. If m = 2, then there are exactly q− 1 elements of T which
are not regular semisimple and in each coset of T 0 there are at most two such elements. Thus the
proportion of regular semisimple elements in each coset of T 0 is at least (q + 1− 2)/(q + 1) > 1−2/q
and so the result holds for m = 2. Suppose that m  3. We have that T 0 has order qm−1 + · · · + 1.
The elements of T which are not regular semisimple are contained in one of the cyclic subgroups
of order dividing qd − 1 for some divisor d of m. The maximal such subgroups are those for
which m/d is prime, so the number of elements of T which are not regular semisimple is at most∑
m/d prime(q
d − 1). Then, in a worst case situation, all these elements lie in the same coset of T 0 and
so the number of regular semisimple elements in a coset of T 0 is at least
m−1∑
j=0
q j −
∑
m/d prime
(
qd − 1) qm−1.
Therefore the proportion of regular semisimple elements in this coset is at least
qm−1(q − 1)
(qm − 1) = 1−
qm−1 − 1
qm − 1 > 1−
1
q
as required. 
We now answer the same question for Singer cycles of GUm(q). These subgroups come from the
embedding of GU1(qm) into GUm(q) when m is odd and of GL1(qm) into GUm(q) when m is even.
Thus a Singer cycle of GUm(q) is a cyclic group of order qm − (−1m). As in the linear case we consider
every element of GU1(q) to be regular semisimple.
Lemma 30. Suppose that q is odd, m  1 and T  GUm(q) is a Singer cycle. Let T 0 = T ∩ SUm(q). Then the
proportion of regular semisimple elements in each coset of T 0 in T is at least 1 − 2/q if m = 2 and at least
1 − 3/q if m = 2. In particular, if T  S  T 0 , then the proportion of the elements of S which are regular
semisimple is at least 1− 2/q if m = 2 and at least 1− 3/q if m = 2.
Proof. For m = 1, all the elements of T are regular semisimple. So we may assume that m  2. For
m = 2, each coset of T 0 contains at most two elements which are not regular semisimple. Thus each
coset of T 0 contains at least (q − 1) − 2 regular semisimple elements. Hence the result holds when
m = 2.
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∣∣T 0∣∣= qm − (−1m)
q + 1 = q
m−1 − qm−2 + · · · − (−1)m.
The elements of T which are not regular semisimple are contained in cyclic subgroups of order qd −
(−1)m/d , where d divides m. Hence the number of elements of each coset of T 0 in T which are not
regular semisimple is at most
1+
∑
m/d prime
qd  1+ q + q2 + · · · + qm−2
= q
m−1 − 1
q − 1
= q + 1
q(q − 1) .
qm − q
q + 1
 q + 1
q(q − 1) .
(
qm − (−1)m
q + 1
)
.
Hence the proportion of elements of each coset of T 0 in T which are not regular semisimple is at
most (q + 1)/(q(q − 1)) 2/q since q 3. 
In fact in GU2(3), T 0 is central and so contains no regular semisimple elements.
The next two results describe the proportions of elements in a Singer cycle whose square is regular
semisimple.
Lemma 31. Suppose that q is odd, m 2, and T  GLm(q) is a Singer cycle. Assume that if m = 2, then q > 3.
Set T 0 = T ∩ SLm(q).
(i) The proportion of elements in each coset of T 0 in T whose square is regular semisimple is at least 1− 2q if
m > 2 and at least 1− 4q if m = 2.
(ii) Assume that |T 0| = 2ab where b is odd and xT 0 is an odd-order element of T /T 0 . Then the proportion of
regular semisimple elements in xT 0 which have order not divisible by 2a is at least 12 (1− 2q ) if m = 2 and
at least 12 (1− 4q ) if m = 2.
Proof. Since m  2, the number of elements whose square is not regular semisimple is at most
2
∑
m/d prime(q
d − 1). Therefore the number of elements in each coset of T0 in T whose square is
regular semisimple is at least
m−1∑
j=0
q j − 2
∑
m/d prime
(
qd − 1).
If integers e and e + 1 both divide m, and m/e and m/(e + 1) are both primes, then e = 2 and m = 6.
So for m > 6, we may remove the terms qd+1 + qd from ∑m−1j=0 q j for every d with m/d prime. Hence
m−1∑
j=0
q j − 2
∑
m/d prime
(
qd − 1) qm−1.
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corresponding inequality (q4 + q3 + q2 + q + 1) − 2(q − 1)  q4 holds when m = 5. For m = 4, the
greatest common divisor of q3 + q2 + q + 1 and 2(q2 − 1) is 2(q + 1) and so we obtain
(
q3 + q2 + q + 1)− 2(q + 1) q3.
Since |T 0| is odd when m = 3, each coset of T 0 contains at least q2 elements whose square is regular
semisimple. Finally, for m = 2 we have at least q − 3 elements whose square is regular semisimple.
Thus for m 3, we deduce that a proportion of 1−2/q of the elements of T 0 have regular semisimple
square. For m = 2, as we have omitted q = 3, we have a proportion of 1− 4q+1 > 1− 4q . This proves (i).
To see that part (ii) holds, we simply square all the regular semisimple elements in
√
xT 0 whose
square is regular semisimple and obtain the proportions described. 
We note that SL2(3) has no regular semisimple elements in T 0 whose square is regular semisimple.
We need the analogous result to Lemma 31 for the unitary groups.
Lemma 32. Suppose that q is odd, m 1 and T  GUm(q) is a Singer cycle and set T 0 = T ∩ SUm(q). Assume
that (m,q) = (2,3) or (2,5). Then the following hold.
(i) The proportion of elements in every coset of T 0 in T whose square is regular semisimple is at least 1− 2q
if m 3 and at least 1− 5q if m = 2.
(ii) Assume that |T 0| = 2ab where b is odd and xT 0 is an odd-order element of T /T 0 . Then the proportion of
regular semisimple elements in xT 0 which have order not divisible by 2a is at least 12 (1− 2q ) if m = 2 and
1
2 (1− 5q ) if m = 2.
Proof. We follow the proof of Lemma 30. The generic case is when m 5. In this case, the number of
elements of T whose square is not regular semisimple is at most 2(qm−3 + · · · + 1) qm−2 as q  3.
It follows that in each coset of T 0 in T , a proportion of at most (q+1)q
m−2
qm−1−(−1)m <
2
q of the elements have
a square which is not regular semisimple. Hence (i) holds when m 5. For m = 4, the subgroup of T
which contains all the elements which are not regular semisimple is cyclic of order q2 − 1 and this
subgroup intersects T 0 in a subgroup of order 2(q−1). Hence the proportion of elements of any coset
of T 0 in T whose square is regular semisimple is at least
(q3 − q2 + q − 1) − 4(q − 1)
q3 − q2 + q − 1 =
(q − 1)(q2 − 3)
(q − 1)(q2 + 1) > 1−
2
q
.
For m = 3, we have that T 0 has at most 3 elements which are not regular semisimple. Since |T 0| is
odd, at most 3 elements of each coset of T 0 have a square which is not regular semisimple. Hence the
proportion of elements whose square is not regular semisimple in each coset is at least 1− 2q . Suppose
ﬁnally that m = 2. Then T 0 has order (q − 1) and the elements which square to an element which is
not regular semisimple are contained in the subgroup X of order (q+1)(4,q−1)/2. Thus |X∩ T 0| 4.
So each coset contains at most four elements whose square is not regular semisimple. Hence the
proportion of elements of each coset of T 0 in T which square to regular semisimple elements is at
least
(q − 1) − 4
q − 1 = 1−
4
q − 1 > 1−
5
q
.
Thus (i) holds and part (ii) easily follows. 
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semisimple in the case that G ∼= SU2(3) or SU2(5).
The last two results in this section estimate the numbers of regular semisimple elements in the
direct product of two Singer cycles in suitable subgroups.
Lemma 33. Assume that Tk  GLk(q) and Tl  GL l(q) are Singer cycles and set T = Tk × Tl  GLk(q) ×
GL l(q)  GLk+l(q). Suppose that x ∈ Tk is regular semisimple in GLk(q) and y ∈ Tl is regular semisimple in
GL l(q). Then (x, y) is regular semisimple in GLn(q) unless k = l and the order x is equal to the order of y.
Furthermore, in any case, if x is a given regular semisimple element in Tk, then the number of elements y ∈ Tl
such that (x, y) is regular semisimple and det(x, y) = 1 is at least |Tl|(1− 2q )/(q − 1) − n/2.
Proof. Set n = k + l. We consider G = GLn(q) as a subgroup of G˜ = GLn(F ) where F is algebraically
closed of characteristic p. Then the subgroup T of G can be diagonalised in G˜ . The elements of T
which are a product of a regular semisimple element x in GLk(q) and a regular semisimple element y
in GL l(q) then have the form
(x, y) = d = diag(λ,λq, . . . , λqk−1 ,μ,μq, . . . ,μql−1)
where λ has order dividing qk − 1 and μ has order dividing ql − 1. Furthermore, the fact that x
and y are regular semisimple means that λ does not have order dividing qm − 1 for any proper
divisor m of k and that μ does not have order dividing by qm − 1 for any proper divisor m of l. Now
the condition for an element to be regular semisimple in G is that the diagonalisation in G˜ has no
repeated entry (no repeated eigenvalue). Now if k = l, then d certainly has this property. Thus, in this
case, d is regular semisimple whenever x and y are. So assume that k = l. Once x is speciﬁed there
are precisely k possible ways to choose y so that d is not regular. Using Lemma 29, this means that
there are at least |Tl|(1− 2q )/(q − 1) −n/2 elements y ∈ Tl such that (x, y) is regular semisimple and
has determinant 1. 
For the other classical groups G acting on natural module V we frequently use the fact that if an
element x of G is regular semisimple in the supergroup GL(V ), then it is certainly regular semisimple
in G . Thus our check for being regular semisimple is the same as in Lemma 33: having distinct
eigenvalues. Note that if n is even, then the eigenvalues of elements of the Singer cycle in GUn(q) are
λ,λq, . . . , λq
n−1
, λ−1, λ−q, . . . , λ−qn−1 . So we see that these elements are regular semisimple so long as
λq
e = λ for all 1 e  n where λ ∈ GF(qn). Arguing as in Lemma 33 we obtain:
Lemma 34. Suppose that GUk(q) × GUl(q) GUn(q) with k + l = n. Let Tk be a Singer cycle in GUk(q) and
Tl be a Singer cycle in GUl(q). Assume that x is regular semisimple in Tk with respect to GUk(q) and y ∈ Tl is
regular semisimple with respect to GUl(q).
(i) If either k = l or x and y have different orders, then (x, y) is regular semisimple in GUn(q).
(ii) If k = n/2, and x ∈ Tk is ﬁxed, then the number of y ∈ Tl such that (x, y) is regular semisimple and
det(x, y) = 1 is at least |Tl|(1− 2q )/(q − 1)−n/2 if n = 4 and at least (q−1)(1− 3q )−2= (q−1)(q−5)−2q
if n = 4.
3.4. Elements of even order in classical groups of odd characteristic
For classical groups of bounded dimension we can use analogous arguments to those used for
exceptional groups. However, if the dimension (or equivalently the Lie rank) is unbounded, we must
deal with all ﬁeld orders q  3. The problem is that, although the number of regular semisimple
elements is given by a monic polynomial of degree r in q, for small values of q this polynomial
might, a priori, evaluate to zero. This means we need much tighter control over the proportions of
regular semisimple elements in our chosen tori.
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three advantages. First, they contain a unique involution. Second, most of their elements are regular
semisimple. Third, |NG(T )/T | is small in these cases. Unfortunately this is not usually possible, and
so we need a product of two cyclic tori instead.
For an integer m, we let m2 be the largest power of 2 dividing m.
We begin by estimating the proportion of elements in PSLn(q) which power to an element of a
given conjugacy class of involutions. To do this we start by presenting a collection of elements of
SLn(q) which map to involutions of PSLn(q). If (q − 1)2 > n2, we let λ ∈ GF(q) be such that λn = −1
and we ﬁx this element. Then, for 1m n − 1, we deﬁne the following elements of SLn(q),
ζm =
{
diag(−1m,1n−m), m even,
diag(−λm, λn−m), m odd, (q − 1)2 > n2.
Also let
ζ ∗m =
{
diag(1n−m,−1m), m even,
diag(λn−m,−λm), m odd, (q − 1)2 > n2.
Then ζm and ζ ∗m are conjugate in SLn(q) and ζn−mζ ∗m is central in SLn(q). Hence the images of ζn−m
and ζm in PSLn(q) are conjugate and we may assume that m n/2. We denote the conjugacy class of
the image of ζm in PSLn(q) by tm as in [14, Table 4.5.1]. There is just one further class of involutions
in PSLn(q), and they occur only if n is even. The involutions in this class are images in PSLn(q) of
central elements of GLn/2(q2) embedded in GLn(q). We denote their conjugacy class by t′n/2.
Lemma 35. If G ∼= PSL2(q), q odd, and C is the conjugacy class of involutions in G, then the proportion of
elements of G which power up to an element of C is at least 14 .
Proof. We choose ε = ±1 such that q − ε ≡ 0 (mod 4). Let T be the torus of G of order (q − ε)/2.
Then at least one half of the elements of T have even order. Now any two conjugates of T intersect
trivially and there are q(q + ε)/2 conjugates of T . It follows that the proportion of elements of G
which have even order is at least one quarter as claimed. 
Theorem 36. If G ∼= PSLn(q), q odd, and C is a conjugacy class of involutions in G, then the proportion of
elements of G which power up to an element of C is at least c/n3 where c is a positive constant.
Proof. By Lemma 35 we may assume that n > 2. We may also suppose that if n is small then q is
large. Set Gˆ = SLn(q) and regard Gˆ as a subgroup of GLn(q).
We ﬁrst examine the involutions of PSLn(q) that are images in PSLn(q) of ζk with 1  k  n − 1.
Set l = n−k. Since the images of ζk and ζl are conjugate in PSLn(q), it suﬃces to ﬁnd a lower estimate
of the number of elements of G which power to either one of them. Therefore, if either one of k or l
is even we may as well assume that it is k. So either k and l are both odd or k is even. Note that we
may well have k > n/2 with this choice. As indicated in its deﬁnition ζk is contained in the centre of
the subgroup Xk,l = GLk(q) × GL l(q) of GLn(q). Let Tk be a Singer cycle in the GLk(q) factor of Xk,l
and Tl be a Singer cycle in the GL l(q) factor of Xk,l . So Tk is a cyclic group of order qk − 1 and Tl
is a cyclic group of order ql − 1. Furthermore, ζk ∈ TkTl . Set T = TkTl ∼= Tk × Tl . For a subgroup H of
GLn(q), deﬁne H0 = H ∩ SLn(q). Thus
T 0 = {xy ∈ TkTl | det xdet y = 1}
and has order (qk − 1)(ql − 1)/(q − 1).
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(i) (qk − 1)2 = (ql − 1)2,
(ii) (qk − 1)2 = (ql − 1)2 and (q − 1)2 > n2, and
(iii) (qk − 1)2 = (ql − 1)2 and (q − 1)2  n2.
We ﬁrst address case (i). Assume that (qk − 1)2 = (ql − 1)2 and, without loss of generality,
we may assume that (qk − 1)2 > (ql − 1)2. Note that in this case, k must be even for otherwise
(qk − 1)2 = (ql − 1)2 = (q− 1)2. In particular, ζk is an involution. We consider the subset S of T 0 con-
sisting of elements xy such that x is regular semisimple in Tk with respect to GLk(q), |x|2 = (qk − 1)2
and y is regular semisimple in Tl with respect to GL l(q). As x and y have different orders, their
product is regular semisimple in GLn(q) by Lemma 33 and of course such elements power to ζk . By
Lemmas 25 and 29, there are at least |Tk| 12 (1 − 2q ) choices for x. The element y must be chosen
so that det y = det x−1. This speciﬁes a particular coset of T 0l in Tl from which we must choose y.
Hence Lemma 29 implies there are at least (1 − 2q )|T 0l |  1 choices for y. Thus in case (i), at least
a proportion 12 (1 − 2q )2  118 elements of T 0 are regular semisimple and power up into ζk Z(Gˆ). This
completes the analysis of case (i).
Note now that if n is odd, then k is even and l is odd which means we are in case (i). Hence from
now on we know n is even.
In case (ii), (qk − 1)2 = (ql − 1)2 and (q − 1)2 > n2. We consider the same set of elements S as
above. There are two potential problems: the ﬁrst is that xy is not regular semisimple in GLn(q) and
the second is that it does not power to an element of ζk Z(Gˆ). For the ﬁrst problem, we simply use
Lemma 33 to initially see that the problem arises only when k = n/2 and then to get that in this case
the number of elements of S which are regular semisimple is at least
|Tk|12
(
1− 2
q
)(∣∣T 0k ∣∣
(
1− 2
q
)
− n
2
)

∣∣T 0∣∣1
6
(
1
3
− n
2|T 0k |
)
 |T
0|
36
as n
2|T 0k |
 16 for all n  8 and q odd and for n = 4 and 6 so long as q > 11 (say). So, given that q is
large whenever n is small, whatever k is, we have plenty of regular semisimple elements.
As n is even and (q − 1)2 > n2  2 by assumption, q ≡ 1 (mod 4). Consequently (qk − 1)2 =
(q − 1)2k2 and (ql − 1)2 = (q − 1)2l2. In particular, as (qk − 1)2 = (ql − 1)2, we have k2 = l2 and
(q − 1)2 > n2 > k2. Therefore, in both Tk and Tl , any element w of 2-power order has the property
that wk2 = wl2 ∈ Z(Xk,l). This means that, for xy ∈ S , the 2-part of (xy)k2 = xk2 yk2 is contained in
the centre of Xk,l and has 2-part of its order (q − 1)2. Since (q − 1)2 > n2, the 2-part of (xy)k2 is not
central in SLn(q). Thus we may power xy to an element ζ which squares to an element of Z(Gˆ) and
commutes with Xk,l . It follows that ζ Z(Gˆ) is an involution in Gˆ/Z(Gˆ) which centralises Xk,l/Z(Gˆ).
So from [14, Table 4.5.1] we infer that ζ Z(Gˆ) is in class tk . Thus the proportion of elements of T 0
which are regular semisimple and power to an element which projects to a conjugate of ζk Z(Gˆ) is at
least 136 in case (ii).
Now we consider case (iii). In this case ζk is by deﬁnition an involution and k must be even. Since
n is even, l is even and so we may suppose that k  l. Set S = T 0k T 0l and let T ∗ be the subgroup
of T 0 of index (q − 1)2 containing S . As |T 0/S| = q − 1, T ∗/S has odd order. Deﬁne T ∗k and T ∗l to be
subgroups of Tk and Tl respectively such that |Tk : T ∗k | = |Tl : T ∗l | = (q − 1)2.
As k is even, |T 0k | is even and so T ∗ Z(Gˆ)/Z(Gˆ) has even order. Assume that xy ∈ T ∗ with x regular
semisimple in T ∗k with respect to GLk(q), y regular semisimple in T
∗
l with respect to GL l(q), |x|2 =
|T 0k |2 and |y|2 < |T 0l |2 = |T 0k |2. Then, as x and y have different orders, xy is regular semisimple in
GLn(q) and by powering xy we obtain ζk . Thus we determine the proportion of these elements in T ∗ .
By Lemmas 25 and 29, we have at least 12 (1 − 2q )|T ∗k |  16 |T ∗k | choices for x and then y has to be
chosen from the correct coset of T 0l in T
∗
l so that xy ∈ T ∗ and such that |y|2 < |T 0l |2. If l 2, then, as
k l, in this case, we have 3 n 4. Since for small n we may assume that q is large, we may apply
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if l = 2. Therefore the proportion of regular semisimple elements of T 0 which power up to ζk is at
least
1
6 |T ∗k | 110 |T 0l |
|T 0| =
1
60(q − 1)2 
1
60n
.
Bringing the results of the investigations of (i)–(iii) together we see that at least a proportion
of 160n of the elements of T
0 are regular semisimple and power to an element which projects to an
involution in class tk , 1 k n/2. Since |NG(T 0)/T 0| = lk if k = l and |NG(T 0)/T 0| = n2/2 if k = l, we
apply Lemma 26 to obtain a proportion of at least
|T 0|
|NG(T 0)|
1
60n
 1
30n3
elements of G power to elements of G which lie in our given class C .
The elements of G which lie in class t′n/2 are dealt with in a far easier way as in this case the
appropriate torus is cyclic. Assume that class t′n/2 is contained in PSLn(q). We let T be the Singer cycle
of GLn(q) and T 0 = T ∩ SLn(q). Then the unique element of order 2 in T 0/Z(Gˆ) is a representative for
the class t′n/2. We apply Lemmas 25 and 29 to see that at least a proportion of
1
2 (1 − 2q ) 16 of the
elements of T 0 are regular semisimple and power to such an element. As |NG(T 0)/T 0| = n, we have
at least 16n of the elements of G power to an element in t
′
n/2.
This completes the proof of Theorem 36. 
We next consider the unitary groups. The considerations are similar to those for the linear groups
and so we will abbreviate the arguments slightly though there are suﬃcient differences to merit
presenting a full proof. The involutions in PSUn(q) are images of the following elements of SUn(q):
ζm =
{
diag(−1m,1n−m), m even,
diag(−λm, λn−m), m odd, (q + 1)2 > n2,
where, if (q+1)2 > n2, we let λ ∈ GF(q) be such that λn = −1, and 1m n−1. Just as in the linear
case the images of ζn−m and ζm in PSUn(q) are conjugate. The conjugacy class of the image of ζm
in PSUn(q) is called tm as in [14, Table 4.5.1]. Again, precisely as in the linear groups, there is just
one further class of involutions in PSUn(q), and they occur only if n is even. The involutions in this
class are images in PSUn(q) of central elements of GLn/2(q2) embedded in GUn(q). We denote their
conjugacy class by t′n/2.
Theorem 37. If G ∼= PSUn(q), q odd, n 3, and C is a conjugacy class of involutions in G, then the proportion
of elements of G which power up to an element of C is at least c/n3 where c is a positive constant.
Proof. Set Gˆ = SUn(q). We may suppose that if n is small then q is large.
We begin with the images of ζk , 1  k  n − 1. Set l = n − k. Then as before, it suﬃces to ﬁnd
a lower estimate of the number of elements of Gˆ which power to either of ζk or ζl . Thus whenever
possible, we assume that k is even. Therefore either k and l are both odd or k is even. Set Xk,l =
GUk(q) × GUl(q) of GUn(q). Let Tk and Tl be Singer cycles in GUk(q) and GL l(q) respectively. So Tk is
a cyclic group of order qk − (−1)k and Tl is a cyclic group of order ql − (−1)l . Furthermore, ζk ∈ Tk
and ζk is centralised by Xk,l . Set T = TkTl and, for subgroups H of GUn(q), deﬁne H0 = H ∩ Gˆ . Thus
T 0 = {xy ∈ TkTl | det xdet y = 1} and has order (qk − (−1)k)(ql − (−1)l)/(q + 1). This time the three
cases are:
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(ii) (qk − (−1)k)2 = (ql − (−1)l)2 and (q + 1)2 > n2, and
(iii) (qk − (−1)k)2 = (ql − (−1)l)2 and (q + 1)2  n2.
We ﬁrst address case (i). Then k is even for otherwise (qk +1)2 = (ql +1)2 = (q+1)2. In particular,
(qk − 1)2 = (q2 − 1)2(k/2)2 and so we may assume (qk − 1)2 > (ql − (−1)l)2. Let S be the subset
of T 0 consisting of elements xy such that x is regular semisimple in Tk with respect to GUk(q),
|x|2 = (qk − 1)2 and y is regular semisimple in Tl with respect to GUl(q). As x and y have different
orders, their product is regular semisimple in GUn(q) and it powers to ζk . By Lemmas 25 and 30,
there are at least |Tk| 12 (1− 2q ) choices for x when k = 2 and when k = 2 at least |Tk| 12 (1− 3q ) choices
as long as q = 3. In the extreme case when q = 3 and k = 2, exactly half the elements of Tk have
order 8 and are regular semisimple. The element y is picked so that det y = det x−1. If (l,q) = (2,3),
Lemma 30 implies there are at least (1 − 3q )|T 0l | choices for y if l = 2 and otherwise (1 − 2q )|T 0l |
choices. In the exceptional case when l = 2 and q = 3, we note that as |x|2 = (qk − 1)2, det x = 1.
But then y can be chosen arbitrarily in the coset T 0l with the correct determinant as both elements
are regular semisimple. Thus in case (i), at least a proportion 118 of the elements of T
0 are regular
semisimple and power to ζk .
Case (i) deals with the case when n is odd as in this case k is even and then (qk −1)2 > (ql +1)2 =
(q + 1)2. Hence we now have n is even.
In case (ii), (qk − (−1)k)2 = (ql − (−1)l)2 and (q+ 1)2 > n2. We consider S again. Using Lemma 33
we have that the elements of S are regular semisimple unless k = n/2. If k = n/2, we obtain a pro-
portion of at least 1/18 of the elements of T 0 are regular semisimple and power to ζk . If k = n/2 and
k > 2, then the number of elements of S which power to ζk is at least
|Tk|12
(
1− 2
q
)(∣∣T 0k ∣∣
(
1− 2
q
)
− n
2
)
 |T
0|
36
as n
2|T 0k |
 16 unless both n and q are small. For n/2 = 2 using q = 3,5 this lower bound becomes
∣∣T 0∣∣1
2
(
1− 3
q
)
((q − 5)(q − 1) − 2)
q(q − 1) 
∣∣T 0∣∣1
2
(
1− 3
q
)
((q − 5)(q − 1) − (q − 1))
q(q − 1)

∣∣T 0∣∣1
2
(
1− 3
q
)(
1− 6
q
)
 4
49
∣∣T 0∣∣.
As n is even, (q + 1)2 > n2  2 and so q ≡ 3 (mod 4). Consequently (qk − (−1)k)2 = (q + 1)2k2
and (ql − (−1)l)2 = (q + 1)2l2. In particular, k2 = l2 and (q + 1)2 > n2 > k2. We now argue just as
in the case for the linear groups to deduce that the proportion of elements of T 0 which are regular
semisimple and power to an element of ζk Z(Gˆ) is at least
1
36 in case (ii).
We now deal with (iii). Then ζk is an involution so k is even and as n is even, l is also even and so
we may suppose that k  l. As in the linear case, set S = T 0k T 0l and let T ∗ be the subgroup of T 0 of
index (q + 1)2 containing S . So T ∗/S has odd order. Deﬁne T ∗k and T ∗l to be subgroups of Tk and Tl
such that |Tk : T ∗k | = |Tl : T ∗l | = (q + 1)2. Then as k is even, |T 0k | is even and so T ∗/Z(Gˆ) has even
order.
Consider the elements xy ∈ T ∗ with x regular semisimple in T ∗k with respect to GUk(q), y regular
semisimple in T ∗l with respect to GUl(q), |x|2 = |T 0k |2 and |y|2 < |T 0l |2 = |T 0k |2. Then, as x and y
have different orders, xy is regular semisimple in GUn(q) and by powering xy we obtain ζk . Thus we
determine the proportion of these elements in T ∗ . Suppose now that (k,q) = (2,3). By Lemmas 25
and 30, we have at least 16 |T ∗k | choices for x and then y has to be chosen from the correct coset of T 0l
in Tl so that xy ∈ T ∗ and such that |y|2 < |T 0l |2. If l 2, then, as k l, in this case, we have 3 n 4.
Since we have supposed that q is large when n is small, we may apply Lemma 32 to get that there
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which power up to ζk is at least
1
6 |T ∗k | 17 |T 0l |
|T 0| =
1
42(q + 1)2 
1
42n
.
In total then, we have shown that at least a proportion of 142n of the elements of T
0 are regular
semisimple and power to ζk .
Thus, so long as (k,q) = (1,3) in case (iii), using Lemma 26 and |NG(T 0)/T 0| n2/2, we obtain at
the very least a proportion of
|T 0|
|NG(T 0)|
1
42n
 1
21n3
elements of G power to elements in our given class C .
We now return to the case that (k,q) = (2,3). We may suppose that n 5. Let Rk  GU2(3) with
Rk a product of two cyclic groups of order 4. Set R = Rk × Tl and let R∗ be the unique subgroup of R0
of index 4. Now choose x in R∗k of order 4 and note that x is a regular semisimple element in GU2(q).
Since q = 3, l 3 and so there are 12 (1− 2q )|T 0l | choices for y such that xy is regular semisimple in R0.
It follows that at least 148 of the elements of R
0 power to zk in this case. As |NG(R0)/R0| = 2(n − 2),
we use Lemma 26 to get our result.
The conjugacy class t′n/2 is dealt with exactly as in the linear case. We obtain 1/6 of the elements
of T 0 are regular semisimple and power to the correct involution. So Lemma 26 again delivers the
result.
This concludes the proof of Theorem 37. 
We continue with the symplectic groups PSp2n(q), in which the involution centralisers lift to
Sp2k(q) × Sp2n−2k(q) or Spn(q)  2 (if n is even) or GLn(q).2 or GUn(q).2. We pick tori which are
products of two cyclic groups, one of order qk ± 1 and the other of order qn−k ± 1, in the ﬁrst two
cases, and in the last two cases we take a cyclic torus of order qn ± 1.
Theorem 38. If G ∼= PSp2n(q), q odd, n 2, and C is a conjugacy class of involutions in G, then the proportion
of elements of G which power to an element of C is at least c/n2 where c is a positive constant.
Proof. As usual we may suppose that if q is small then n is large. Consider ﬁrst the involutions which
lift to elements of order 4 in Sp2n(q). Their centralisers lift either to GLn(q).2 or GUn(q).2 (according
as q ≡ 1 or 3 mod 4). These groups contain cyclic maximal tori of Sp2n(q), of order qn − 1 or qn + 1,
which contain the given elements of order 4. In either case |NG(T )/T | = 2n. Lemma 17 shows that at
least half of the elements of this torus are regular semisimple, and by Lemma 25 at least half of the
regular semisimple elements have order divisible by the full 2-power in |T |. Hence at least a fraction
1
4 .
1
2n = 18n of the elements of PSp2n(q) power up to an involution in this conjugacy class.
The remaining involutions lift to involutions in Sp2n(q), and their centralisers lift to Sp2k(q) ×
Sp2n−2k(q) if 2k < n, and Sp2k(q)  2 if 2k = n. In these cases we choose maximal tori of shape Cqk±1 ×
Cqn−k±1. The signs may be chosen so that qk ± 1 is divisible by 4, and qn−k ± 1 is not. Therefore
at least half the elements in the second factor are regular semisimple, and at least a quarter of the
elements in the ﬁrst factor are regular semisimple and have the full 2-part of the order. Therefore,
as the product of these regular semisimple elements is regular semisimple at least one eighth of the
elements of this torus are regular semisimple elements which power up to the required involution.
In all cases |NG(T )/T | = 4k(n − k) (or 8k(n − k) = 2n2 if n = 2k), so the proportion of elements of G
which power into this conjugacy class of involutions is at least 1/16n2. 
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Theorem 39. There exists a positive constant c such that, if G ∼= PΩn(q), q odd, n odd, n  7, and C is a
conjugacy class of involutions in G, then the proportion of elements of G which power to an element of C is at
least c/n2 .
Proof. Again assume that if q is small, then n is large. Since n is odd, the simple group G = Ωn(q) ∼=
PΩn(q) has index 2 in SOn(q), so we can work in GOn(q) or SOn(q). We use the information provided
in [14, Table 4.5.1] to describe the involutions in G . Thus we have involutions zεk , for all 1  k 
(n−1)/2 and ε = ±1, with centralisers Oε2k(q)×On−2k(q). In fact zεk ∈ G if and only if qk ≡ ε (mod 4).
For zεk ∈ G , we see that zεk is contained in a maximal torus T2k of Oε2k(q) which is cyclic of order qk −ε
(contained in Oε2(q
k)). Note that T2k  SOn(q) but intersects G in a subgroup of index 2. We select a
maximal cyclic torus Tn−2k−1 of On−2k(q) contained in Oθn−2k−1(q) for θ = ±1 such that q(n−2k−1)/2−θ
is twice an odd number. Provided (k,q) = (1,3) or (1,5) and (n − 2k − 1,q) = (2,3), Lemmas 25
and 17 imply at least one quarter of the elements of Tk ∩G are regular semisimple and have maximal
2-part in their order and one half of the elements of Tn−2k−1 ∩ G are regular semisimple (in fact
they have odd order). Since these elements have different orders, their product is regular semisimple.
Hence at least 1/16 of the elements of T ∩ G are regular semisimple and power to zεk in the typical
cases. Returning to the special cases with (k,q) = (1,3) or (1,5) and (n − 2k − 1,q) = (2,3), in the
ﬁrst case let x = zεk and choose y to be a regular semisimple element of Tn−3 ∩ G (here we use that
as q is small we may assume that n  6 and we also note that y has odd order). In these cases the
product has centraliser contained in NG(T ) and so such elements uniquely determine T and so are
just as good as regular semisimple elements. Since NG(T )/T has order at most n2, the result follows
from Lemma 26 in all cases except (n − 2k − 1,q) = (2,3).
Suppose that (n − 2k − 1,q) = (2,3). We may suppose that n > 8. By Lemmas 17 and 25 at least
one quarter of the elements of T2k are regular semisimple with respect to Oε2k(3) and power to z
ε
k .
Let x be such an element, let H = CG(zεk ) and let K be the component of H . Then K ∼= Oε2k(3). Let
R = CG(H), so that R ∼= Ω3(3). Then U = CG(x) = T2kR has order 12(3k − ε). It follows that at least
a proportion 148 of the elements of U have centraliser U and power to z
ε
k . Since Z(U ) = T2k , the
proportion of elements of G which power to zεk is at least
1
|G|
|U |
48
|G|
|NG (U )| = 196 . Now we have that at
least a proportion d/n power to a conjugate of zεk , for some constant d. This completes the analysis of
the case when G is orthogonal in odd dimension. 
If n is even, this free choice of tori which we exploited when n was odd is not available, and the
argument needs to be more subtle.
Theorem 40. There exists a positive constant c such that, if G ∼= PΩε2n(q), q odd, n 4, and C is a conjugacy
class of involutions in G, then the proportion of elements of G which power to an element of C is at least c/n2 .
Proof. Again we work in Oε2n(q), let Gˆ = Ωε2n(q) and note that if q is small we may assume that n is
large. The involutions of PΩε2n(q) which lift to elements of order 4 in O2n(q) have centralisers which
lift to GLn(q).2 or GUn(q).2. So, for such involutions in the projective group, the same argument as
for the symplectic groups shows that the proportion of elements of G which power into this class is
at least a constant times n−1.
We are left therefore with the involutions of PΩε2n(q) which lift to involutions z
ε1
k in Gˆ and have
centralisers of shape Oε12k(q) × Oε22m(q) inside Oε2n(q), where k + m = n and ε = ε1.ε2. These lie in
Gˆ = Ωε2n(q) exactly when at least one of qk − ε1 and qm − ε2 is divisible by 4. Let T2k be a torus
of order qk − ε1 contained in the ﬁrst factor, and T2m be a torus of order qm − ε1 in the second
factor of Oε12k(q)×Oε22m(q). Without loss of generality we may assume that qk ≡ ε1 (mod 4) and that if
qm ≡ ε2 (mod 4) then m k. Set T = (T2k × T2m) ∩ Gˆ . Then T has index 4 in T2k × T2m .
If |T2k|2 = |T2m|2, then Lemmas 25 and 17 ensure that, so long as (k,q, ε1) = (1,3,−) or (1,5,+)
and (m,q, ε2) = (1,3,±) or (1,5,+), at least one quarter of the regular semisimple elements in
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semisimple. So, as the orders of such elements are different, their product powers up to zε1k and is
regular semisimple. Since |NGˆ(T )/T | < n2, we deduce that the proportion of elements of the group
which power up to such an involution is at least 1/16n2. Consider the exceptional cases (k,q, ε1) =
(1,3,−) or (1,5,+) and (m,q, ε2) = (1,3,±) or (1,5,+). In the ﬁrst two cases, we have q − ε1 = 4.
Hence, as n  8, our choice of m and k implies (qm − ε2)2 = 2. It follows that T2m ∩ Gˆ has odd
order. We let w = (tε1k , y) ∈ (T2k ∩ Gˆ) × (T2m ∩ Gˆ)  T where y ∈ T2l ∩ Gˆ is regular semisimple of
odd order. By Lemma 17, at least one half of the elements in T2m ∩ Gˆ are regular semisimple and
so at least one eighth of the elements of T are described in this way. Now for such elements we
have CGˆ(w)  NGˆ(T ) and so, in this case, there is a constant c such that at least a proportion of
c/n elements of Gˆ power to zε1k . If (m,q, ε2) = (1,3,+), we have CGˆ(x) = T2k for regular semisimple
elements of T2k and so as one quarter of the elements of Tk are regular semisimple and power to z
ε1
k ,
at least a proportion 1/4n of the elements of Gˆ power to zε1k . Finally for (m,q, ε2) = (1,3,−) or
(1,5,+) we have (q− ε2) = 4. Thus (qk − ε1)2  8 and this time we consider elements w = (x, y) ∈ T
where x is a regular semisimple element of T2k and has the full power of 2 in its order and y ∈ T2m
is an involution. Then CGˆ(w)  NGˆ(T ) and so at least a proportion c/n of the elements of Gˆ power
to zε1k , where again c is an appropriate constant.
Now consider the case |qk − ε1|2 = |qm − ε2|2. Note that the central involutions of T2k and T2m
project to the same involution in PΩ2m(q). We may assume that km n/2. We estimate the num-
ber of regular semisimple elements in (T2k ∩ Gˆ) × (T2m ∩ Gˆ) which have the full 2-power of the
order in the ﬁrst factor but not in the second. We use Lemmas 17 and 25 to see that so long as
(k,q, ε1) = (1,3,−), (1,5,+), at least one quarter of the elements of T2k have the required property.
Since m  k, we may suppose that m is large if q is small. Thus Lemma 17 implies that at least 14
of the elements of T2m are regular semisimple and do not have full 2-power in their order. Since
|NGˆ(T )/T | n2, Lemma 26 now gives the result so long as (k,q, ε1) = (1,3,−), (1,5,+). The result
for (k,q, ε1) = (1,3,−) and (1,5,+) follows in exactly the same way as in the previous case using
Lemma 17 and the fact that we may assume m is large as q is small. This completes the investigation
of orthogonal groups in even dimensions. 
Taken together Lemma 35 and Theorems 36–40 prove Theorem 4.
4. Applications
The ﬁrst purpose of proving the rather technical main theorems is to deduce Corollaries 5 and 6.
Corollary 5 follows easily from Theorems 1 and 2. A proof in the case when G = S and G has an order
oracle is given in Theorem 7 of [16].
Proof of Corollary 5. Suppose that G is a black-box group of encoding length n and with a pseudo-
order oracle. Then G has order at most 2n . Let N be an odd order normal subgroup of G such that S =
G/N is a simple group of Lie type deﬁned over a ﬁeld of odd order. Then the Lie rank of S is at most n.
Let z be an involution in G . Since N has odd order, the proportion of products zg zh in G which have
odd order is at least a constant times 1/n by Theorems 1 and 2. Therefore, if we construct a suitable
constant times
√
n uniformly distributed conjugates of z, we will ﬁnd a product zg zh of odd pseudo-
order 2k + 1 with arbitrarily high probability. Such elements lead to elements hg−1[z,hg−1]k ∈ CG(z)
which are uniformly distributed in CG(z) by Theorem 11. Since |CG(z)| 2n , CG (z) can be generated
by n elements and so the main theorem of [23] implies that CG(z) is generated by O (n) uniformly
distributed elements with arbitrarily high probability. It follows that CG(z) can be constructed in
Monte Carlo polynomial time. 
Corollary 6 follows from Theorems 3 and 4. The only issue which has not been addressed so far
is that having found an involution, we need to identify which conjugacy class it lies in. It suﬃces
to prove the result for S . We clearly cannot distinguish abstractly conjugacy classes in S which are
912 C.W. Parker, R.A. Wilson / Journal of Algebra 324 (2010) 885–915fused in Aut(S), but we claim that all other pairs of classes can be distinguished. If there is only one
Aut(S)-conjugacy class of involutions in S , there is nothing to prove. Otherwise, we use Corollary 5 to
construct the centraliser of the involution. Then [5, Corollary 4.4] allows us to compute the names of
the non-abelian composition factors of this centraliser. Inspection of the list of involution centralisers
in [14, Table 4.5.1] shows that this suﬃces to determine the Aut(S)-class of the involution. (Note
however that for arbitrary ﬁelds, D1 is soluble, so disappears from the information we compute, and
for q = 3, also A1, B1, C1 and D2 are soluble, so for a few small-rank groups over GF(3) we need
some other, if necessary exhaustive, computation.)
Our original motivation for proving these results was to obtain an effective algorithm for testing
whether O p(G) = 1, in black-box groups of characteristic p. This so-called ‘p-core problem’ (otherwise
known as the problem of ‘O p or not O p ’) is discussed in [3] and [5] as being one of the important
open problems in the development of polynomial time algorithms for black-box groups. Essentially,
it is the problem of constructing O p(G). Notice that this has nothing to do with the problem of
recognising O p(G), which has long been known to be soluble in Monte Carlo polynomial time [3,
Section 3.4].
In the nine years between the writing of the ﬁrst draft of this paper and the ﬁnal version, how-
ever, the subject has moved on, and many other problems have been solved by methods similar to the
ones we proposed. Borovik himself proposed such methods in [10], and his former student Yalçinkaya
has carried out some of them [26]. Indeed, the whole idea of using involution centralisers in com-
putational group theory has really taken off, and many applications of our results are already in the
literature. For example, our results are used in [16] to underpin an effective algorithm, based on an
original idea of Ryba, for constructive membership testing in black-box groups of Lie type in odd char-
acteristic. The paper by Liebeck and O’Brien [21] on recognising the characteristic of a black-box group
also makes fundamental use of involution centraliser methods. The long paper of Leedham-Green and
O’Brien on constructive recognition of classical groups of odd characteristic [20] is also based on these
methods.
The heart of the general p-core problem is the much more speciﬁc problem to distinguish between
a simple group and a non-simple group. In other words, given a black-box group G we wish to certify,
in polynomial time, with arbitrarily small probability of error, either that G is simple, or that G is not
simple. In the latter case, moreover, we wish to provide a witness in the form of an element whose
normal closure is a proper non-trivial normal subgroup. We claim that if G is a black-box group which
is in fact a simple group of Lie type over a ﬁnite ﬁeld of odd characteristic, then we can certify this
in Monte Carlo polynomial time, subject to the existence of an order oracle.
This claim rests on various reductions described in [3,5,21]. First, the characteristic p can be found
in Monte Carlo polynomial time by [21], using an order oracle. Once the characteristic is known,
[5, Theorem 4.17] reduces the problem to the problem of distinguishing between a simple group of
known characteristic p, and a group which is an extension of a p-group by the same simple group.
We shall show that this last problem can be solved in Monte Carlo polynomial time, without the
necessity for an order oracle. The ingredients we shall need are as follows:
Ingredients 41.
(i) O p(G) can be recognised in Monte Carlo polynomial time. Therefore G/O p(G) is a black-box
group of characteristic p. This is proved in [3, Section 3.4]. This means that we can work in
G/O p(G) by working in G and replacing the test for x= 1 by the test for x ∈ O p(G).
(ii) If subgroups H < K of G have been constructed, then the normal closure of H in K can be
constructed in Monte Carlo polynomial time. This is [7, Theorem 1.5].
(iii) If H is a black-box group, then the derived group H ′ can be constructed in Monte Carlo polyno-
mial time. This is in [7, Corollary 1.6].
(iv) If H is a black-box group which is a central product of quasisimple groups (i.e. its components),
then the components of H can be constructed in Monte Carlo polynomial time. This is proved
in [3, Theorem 5.1] and [9, Remark 1.9].
(v) If H is a black-box group which is quasisimple, then Z(H) can be constructed in Monte Carlo
polynomial time. This is [5, Theorem 4.15].
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a proportion 1− 1/p of) its elements have order divisible by p. This is obvious.
(vii) If S is a simple group of Lie type deﬁned over a ﬁeld of order q and characteristic p, where p
is odd, then one of the following holds:
(a) S = PSL2(q); or
(b) q = 3 and the rank of S is at most 6, or
(c) there is an involution z ∈ S such that CS (z)′′ is a central product of quasisimple groups of
known Lie type in characteristic p and CS (z)/CS (z)′′ is a p′-group.
The restrictions here are required to avoid Lie components of the centraliser of an involution
being isomorphic to PSL2(3) or SL2(3). That such involutions exist can be deduced from [14,
Table 4.5.1].
(viii) If S = G/O p(G) is a simple group of Lie type in characteristic p, where p is odd, and z ∈ G is
an involution, then O p(CG(z)) = 1 if and only if O p(G) = 1, and moreover, O p(CG(z)) O p(G).
This follows easily from the structure of the involution centralisers in S given in [14, Table 4.5.1]
and the fact that z cannot invert the whole of O p(G), since zO p(G) is not central in S .
As an example which motivates our algorithm below, suppose that G has a normal (possibly trivial)
elementary abelian p-subgroup A, such that G/A ∼= PSp2n(q), with q > 3. We test whether A = 1 by
ﬁnding an involution z ∈ G and its centraliser CG(z). By 41(viii), A = 1 if and only if CA(z) = 1. Thus
H = CG(z)/〈z〉 has a normal (possibly trivial) elementary abelian p-subgroup B , such that H/B ∼=
PSp2k(q) × PSp2n−2k(q) (provided n = 2k). Moreover, for any n > 2, we may choose k = 1 if we like.
Now we look for elements of order (qn−1 + 1).(q− 1)/4 and power them up to get elements of order
(q− 1)/2, which map to the factor PSp2(q) in H/B . Similarly, we can power them up to get elements
of order (qn−1 + 1)/2, which map to the factor PSp2n−2(q) in H/B . The elements of order (q − 1)/2
will generate a group H1 such that H1/O p(H1) ∼= PSp2(q), and the elements of order (qn−1 + 1)/2
will generate a group H2 such that H2/O p(H2) ∼= PSp2(n−1)(q). Now if B = 1 then at least one of
these two groups Hi has a non-trivial normal p-subgroup (and in any case, if this is not true, then
the involution centraliser acts trivially on its O p-subgroup, so p-singular elements are easy to ﬁnd,
and we immediately obtain a non-trivial element of B), so we proceed by induction. In the case n = 2,
we have H/B ∼= PSp2(q)  2, so we ﬁrst pass to the subgroup of index 2, and then proceed as before.
After n− 1 steps we have reduced to n groups Hi such that Hi/O p(Hi) ∼= PSp2(q) ∼= PSL2(q), with the
property that O p(G) = 1 if and only if O p(Hi) = 1 for all i. The latter criterion can be checked by the
method given in the introduction.
More generally, suppose that G is a group with a possibly trivial normal p-subgroup A, such
that S = G/A is a simple group of Lie type in characteristic p. The following recursive algorithm
determines, in Monte Carlo polynomial time, whether or not A = 1.
Algorithm 42.
Input: a black-box group G of characteristic p, such that S = G/O p(G) is a known simple group of
Lie type in characteristic p and ε > 0.
Output: either a non-trivial element of O p(G), or an assertion that O p(G) = 1 with probability 1− ε.
1. If S is deﬁned over GF(3), of Lie rank at most 6, then the order of S is bounded, so by
exhaustive search we either ﬁnd two distinct elements in the same coset of O p(G), or con-
clude that probably no such elements exist. Return O p(G) = 1 with a witness, or O p(G) = 1,
as appropriate.
2. Select an Aut(S)-involution class in S = G/O p(G) such that for t in this class CS (t)/CS (t)′′ is
a p′-group and either S ∼= PSL2(q) and CS (t)′′ = 1, or CS (t)′′ is a central product of quasisim-
ple groups of known Lie type in characteristic p. Such a class exists by 41(vii) and step 1.
Use Corollary 6 to ﬁnd z ∈ G such that zO p(G) is in this conjugacy class.
3. If z is not an involution, we have found a non-trivial element z2 of O p(G), so return it and
the statement O p(G) = 1.
4. Construct CG(z), using Corollary 5. We know by 41(viii) that O p(CG(z)) = 1 if and only if
O p(G) = 1, and moreover, O p(CG (z)) O p(G).
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a few random elements. If successful, power up to an element of order p which by 41(vii)
necessarily lies in O p(G). Return the element of order p and the statement O p(G) = 1.
6. Calculate CG (z)′ and test for a non-trivial p-quotient. If successful, return the element of
order p and the statement O p(G) = 1.
7. Calculate CG(z)′′ and test for a non-trivial p-quotient. If successful, return the element of
order p and the statement O p(G) = 1.
8. If CG(z)′′ = 1 (and therefore S = G = PSL2(q)), return O p(G) = 1.
9. Work in CG(z)′′/O p(CG(z)′′), which is a central product of quasisimple groups, to construct,
using 41(iv), the components Ki . In other words ﬁnd a set J i of elements of CG(z)′′ such that
the image of J i in CG(z)′′/O p(CG (z))′′ generates Ki .
10. Construct the normal closure Gi of J i in CG(z)′′ using 41(ii). Now we know that O p(G) = 1
if and only if there exists i such that O p(Gi) = 1. (This is because if all the O p(Gi) = 1, then
the subgroup generated by the Gi would be a normal subgroup of CG(z)′′ of p-power index,
contrary to CG(z)′′ having no p-quotient.)
11. For each i, employ 41(v) to construct random elements of Gi such that their images gener-
ate the centre of the quasisimple group Gi/O p(Gi). Let Zi be the normal closure of these
elements in Gi .
12. If any two random elements of Zi and Gi fail to commute, their commutator is an element
of O p(G), so return this commutator and the statement O p(G) = 1.
13. Otherwise, each Zi is central in Gi , and we work in the black-box groups Gi/Zi , each of
which now satisﬁes the conditions required of the input group.
14. For each i, call the algorithm with input Gi/Zi , from step 1. If any call returns O p(Gi/Zi) = 1,
then return O p(G) = 1 with the witness. Otherwise, return O p(G) = 1.
We have shown that each step in Algorithm 42 can be accomplished in Monte Carlo polynomial
time. It remains to show that the number of calls to the algorithm is not too large. But at each
reduction, the sum of the Lie ranks of the components of the involution centraliser is at most the
Lie rank of the input simple group S , so the total number of nodes in the recursion tree is less than
twice the Lie rank of S .
We have now proved Theorem 7, and Corollary 8 follows. Corollary 9 follows, since matrix groups
have a polynomial time pseudo-order oracle.
In fact, Yalçinkaya [26] proves a similar result, independently, using similar methods. The main
differences between his work and ours are that he only considers large q, and he restricts himself to
one class of involutions, namely the class of so-called classical involutions, whose centralisers have a
component which is a long root SL2(q). While this seems to make little difference to the complexity
of the algorithm for this particular problem, the ﬂexibility we have to choose the class of involu-
tions freely has important beneﬁts for the solution of other problems, such as those proposed in [16]
and [20].
The paper of Lübeck, Niemeyer and Praeger [24] is devoted to proving stronger bounds than can
be deduced directly from ours, by allowing a range of conjugacy classes of involutions rather than a
single one. These stronger bounds will be of greater use in designing practical implementations of our
algorithms and others, as they will more effectively limit the degree of the polynomial describing the
time complexity.
The only ﬁnite simple groups which cannot at present be recognised in Monte Carlo polynomial
time are the groups of Lie type over a (large) ﬁeld of even order. The ﬁrst obstacle here is that we
have no method of ﬁnding an element of even order in Monte Carlo polynomial time. If we could
ﬁnd an element of even order, and power it up to an involution, then it would be easy to ﬁnd its
centraliser, since (presumably, although we have not proved it) almost all products of two conjugate
involutions have odd order. However, even with the involution centraliser it is not obvious how to
proceed, as already in the simple group the involution centraliser has a large normal 2-subgroup. This
means that we no longer have a simple criterion for O p(G) = 1 in terms of the involution centraliser.
As far as our more general aim is concerned, namely to determine in Monte Carlo polynomial time
whether O p(G) = 1 for an arbitrary black-box group G , we believe this should now be possible for
C.W. Parker, R.A. Wilson / Journal of Algebra 324 (2010) 885–915 915any odd p. Indeed, Seress announced just such a result, relying heavily on our work, at the conference
Group Theory, Combinatorics and Computation, University of Western Australia, in January 2009 (see
also [4]).
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