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Abstract 
Recently, a number of results have been published related to simultaneous rigid E-unification 
and Herbrand’s theorem for logic with equality. The aim of this article is to overview these 
results, fill in some proofs that have only been sketched before, and present some new results. 
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1. Introduction 
Herbrand’s theorem is one of the major tools in automated deduction in classical 
logic. The tableau method, the connection method and model elimination are based on 
a direct use of this theorem. Variants of Herbrand’s theorem are used in completeness 
proofs for nearly all methods of automated deduction, including variants of resolution. 
Recently, a number of results about Herbrand’s theorem and proof search for logic 
with equality have been published. This article aim at presenting results in this area and 
filling in proofs of some results that have been announced by not formally justified. 
We also give more precise formulations of results with respect to the signatures in 
which problems are formulated and provide a table of known results. 
2. Preliminaries 
The equality predicate is denoted z=. The symbol t- denotes provability in classical 
logic. By [XI H tl, . . . ,x, H t,] we denote the substitution that replaces variables xi by 
terms t;. If 0 is a substitution and t is a term, then to denotes the term obtained from 
t by applying 0. An expression (e.g. a term or a set of terms) is called ground if it 
contains no variables. 
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We only consider first-order formulas. We assume that every signature considered in 
this article contains at least one constant. The signature of a formula cp is the signature 
consisting of all symbols occurring in cp, plus one fixed constant if cp contains no 
constants. If all variables of a formula cp are x, we denote by 3~ the formula 3x(p. 
Some of results depend on the signature and logic in which formulas are written. 
We consider two logics: with and without equality. If a signature C consists of k 
constants, 1 unary function symbols, and m function symbols of arity 22, we shall 
denote such a signature by (k, I, m). We shall also use ordinals and wildcards in the 
notation for signatures. For example, (o,_, 3) denotes any signature with infinitely 
many constants, any number of unary function symbols, and three function symbols of 
arity > 2. Similarly, ( CO, 0,O) denotes a signature with any finite number of constants 
and no function symbols of arity 3 1. Signatures without function symbols of arity 32, 
i.e., (_, _, 0) are called monadic. 
A literal is either an atomic formula or the negation of an atomic formula. Literals 
that are atomic formulas are called positive, and literals that are negations of atomic 
formulas negative. A formula is in negation normal form if it is constructed from 
literals using A, V, kf’, 3. 
We use the terms “unsatisfiable” and “inconsistent” as synonyms. 
A sequent is an expression r 4 d, where r and d are multisets of formulas. In 
this article, we shall use several sequent calculi. Let us fix some terminology related 
to derivations in such calculi. 
An inference rule is an n-at-y relation on the set of sequents, where n 3 1. The 
elements of such a relation are called inferences and usually written as 
Sl . . . S-1 
s 
We call the sequents S,, . . . , $_I premises, and the sequent S the conclusion, of this 
inference. A calculus is a set of inference rules. An axiom of a calculus is any con- 
clusion of the rule with 0 premises. A derivation of a sequent S in a calculus is a tree 
of sequents with the root S formed by inferences in the calculus. A proof is any finite 
derivation whose leaves are axioms. We shall speak about derivations of formulas cp 
is sequent calculi, meaning derivations of the sequents --+ cp. 
3. Herbrand’s theorem and related problems 
3.1. Herbrand’s theorem 
Most automated reasoning methods for classical logic reduce, by means of skolem- 
ization, a given formula to a prenex form 3xcp(x), where q(x) is quantifier free. For 
such formulas, provability is characterized by Herbrand’s theorem. 
Theorem 3.1 (Herbrand [22]). A sentence 3x&x), where q(x) is quant$er-free, is 
provable if and only if so is a particular disjunction cp(tl) V . . . V q(t,). 
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It is well known that it suffices to search for terms tl, . . . , t, among ground terms of 
the signature of 9. Thus, we can reformulate Herbrand’s theorem as follows. 
Theorem 3.2. Let 3x&x) be a sentence, where q(x) is quantijer-free. This sentence 
is provable [f and only if so is a particular disjunction cp(tl) V . . . V cp(t,), where 
tl,..., t, are ground terms in the signature of cp. 
Example 3.3. It is known that n = 1 may not suffice. For example, consider 
3x((+‘(a) A +‘(b)) V P(x)). 
Then no formula of the form 
(-P(a) A 4’(b)) VP(t) 
is provable, but the disjunction 
(-P(a) A +(b)) V P(a)V 
(-P(a) A lP(b)) VP(b) 
is provable. 
Herbrand’s theorem holds both for logic with equality and logic without equality. It 
also holds for any first-order theory axiomatized by universally quantified sentences. 
Herbrand’s theorem is directly used in several methods of automated deduction by 
means of the following loop. 
1. guess a number n; 
2. find particular terms tl, . . . , t,; 
3. if such terms are not found, increase n and repeat step 2. 
In the sequel we shall refer to methods using this loop as tableau-like methods. 
Step 2 of this procedure gives rise to several decision problems. 
3.2. Formula instantiation 
The first relevant problem is the following. 
Decision problem 1 (Herbrand Skeleton [37]). Given a quantifier-free formula C&X) 
and a positive natural number n, do there exist term sequences tl,. . . , t, such that the 
formula cp(t, ) V . . . V cp(t,) is provable? 
We denote the Herbrand Skeleton problem for a signature Z by HS(C), and by 
HS(C)= for logic with equality. 
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When n = 1, we have a special case of this problem. 
Decision problem 2 (Formula Instantiation). Given a quantifier-free formula q(x), 
does there exist a single-term sequence t such that the formula q(t) is provable? 
In view of Theorem 3.2, both for Herbrand Skeleton and Formula Instantiation, term 
sequences tl, . . . , t, and t may be searched among ground terms of the signature of cp. 
We denote the Formula Instantiation problem for a signature C by FI(Z), and by 
FI(C)= for logic with equality. 
Theorem 3.4. For every signature .Z, the problem HS(C) (respectively, HS(C)=) is 
decidable if and only if’s0 is FI(Z) (respectively, FI(.Z)=). 
Proof. Formula Instantiation is a special case of Herbrand Skeleton, when n = 1. To 
reduce Herbrand Skeleton to Formula Instantiation, for every instance (n, q(x)) of 
Herbrand Skeleton, take the instance cp(xi ) V . V cp(xn ) of Formula Instantiation. 0 
The following theorem characterizes complexity of Formula Instantiation for logic 
without equality. 
Theorem 3.5. For every signature with at least two symbols, FI(Z) is IX:-complete. 
Proof. First, we show that FI(C) is in C,. ’ Let q(x) be an instance of Formula In- 
stantiation. Let us call a split of q(x) any equivalence relation on the set of atomic 
subformulas of q(x). We shall identify such equivalence relations with the sets of 
corresponding equivalence classes. Thus, any split can be considered as a set of sets 
of atomic subformulas of q(x). 
Given a split S, we obtain from q(x) a propositional formula cps as follows. Replace 
all atomic subformulas by propositional variables so that subformulas belonging to 
the same equivalence class of S are replaced by the same symbol, and subformulas 
belonging to different equivalence classes are replaced by different subformulas. 
A split is called a just$cation of q(x) if 
1. cps is a tautology; 
2. there exists a substitution 0 such that for every equivalence class E E S and for 
every two formulas A, B E E we have A8 = BO. 
Consider an example, developed from Example 3.3. Suppose cp(xl ,x2) is the formula 
(-P(a) A +(b)) V P(xl ) V 
(-P(a) A +(b)) v P(xz). 
Consider the split S with two equivalence classes: 
{P(a), P(XI )> and {P(b), P(.Q )>. 
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This split is a justification. Indeed, by replacing P(a), P(xi) by the propositional letter 
A, and P(b),P(xz) by the propositional letter B, we obtain the tautology 
The corresponding substitution 6’ is [xi H a, x2 H b]. 
It is not hard to argue that the instance q(x) of Formula Instantiation holds if and 
only if there exists a justification of q(x). Let us now prove that the problem of the 
existence of a justification is in C, . p This follows from the following observations: 
1. all splits can be found by a nondeterministic polynomial-time algorithm; 
2. the problem of checking, given a split S, whether cps is a tautology, is co-NP- 
complete; 
3. the problem of finding the appropriate substitution 0 is polynomial-time (it is the 
so-called simultaneous unijication problem known to be P-complete [ 13,45, 141). 
It remains to prove that Formula Instantiation is C,P-hard. We prove this for the 
signature with two constants 0,l. We use reduction of the QBF2 problem known to be 
Cf-complete, see e.g. [30]. This problem can be formulated as follows. Consider the 
algebra 2 with two elements 0,l in the signature with two constants 0,l representing 
these elements. Given a sentence of this signature 
3xV’y@(x,y), (1) 
whose atomic formulas are of the form Xi = 0, xi = 1, yi = 0, yi = 1, is this formula 
true in 2? 
Given an instance (1) of QBF2, we construct the corresponding instance of Formula 
lnstantiation as follows. The instance uses a unary predicate symbol P and propositional 
symbols Ql,..., Qm. Denote by @’ the formula obtained from @ by replacing 
l each occurrence of x; = 0 by -P(q); 
l each occurrence of xi = 1 by P(x;); 
a each occurrence of y; = 0 by -Q;; 
l each occurrence of yi = 1 by Qi. 
(Think of P(x) as saying x = 1, then -P(x) says x = 0.) Consider the instance of 
Formula Instantiation 
lP(O) A P( 1) > @‘. (2) 
We claim that (1) is a yes-instance if and only if so is (2). 
It is not hard to argue that if (2) is satisfied by a substitution, then it is also 
satisfied by a substitution 6 such that 8 maps each variable to 0 or 1. Let 8 be such 
a substitution. 
Also, it is not hard to argue that 8 satisfies (2) if and only if 
This proves the equivalence of (1) and (2). This proof also works for any other 
signature with at least two symbols, by replacing constants 0 and 1 by any two different 
ground terms. 0 
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It is easy to see from this proof that Formula Instantiation in the signature with one 
constant is co-NP-complete. 
The discussion of Herbrand Skeleton and Formula Instantiation for logic with equal- 
ity is postponed until Section 4. 
The Herbrand Skeleton problem has been defined in [37] as a series of problems: for 
any fixed n we have the Herbrand Skeleton (n) problem whose instances are (n, cp). [37] 
prove that for all n the problem Herbrand Skeleton (n) is undecidable for logic with 
equality. [ 191 show that there is a general method of reducing the Herbrand Skeleton 
(n) problems to simultaneous rigid E-unification, and prove stronger undecidability 
results. Some other formulations of Herbrand Skeleton, where instead of n we consider 
a function depending on n and cp, are discussed in [42,43]. We do not discuss the 
complexity of Herbrand Skeleton, again for a discussion see [43]. 
3.3. Matrix instantiation 
In the method of matings [l] or the connection method [4] provability of formulas is 
defined in terms of matrices. We call these methods matrix-based methods. A matrix 
is defined by induction as follows. 
1. Any literal is a matrix; 
2. If M,). . . ) M, are matrices, then so are 
[M ... a] 
and 
Ml 
II . . K 
(3) 
(4) 
A vertical path in a matrix is a conjunction of literals defined as follows. 
1. A matrix consisting of one literal L has one vertical path L. 
2. If p is a vertical path in a matrix Mj, where 1 <i < n, then p is also a vertical path 
in (3). 
3. If pi are vertical paths in matrices M,, where 1 <i dn, then p1 A ’ . . A p,, is a 
vertical path in (4). 
Matrix-based methods try to instantiate matrices so that every vertical path becomes 
inconsistent. This gives rise the following decision problem. 
Decision problem 3 (Matrix Instantiation). Given a matrix M, does there exist a 
substitution 0 such that every vertical path in MO is inconsistent? 
We denote Matrix Instantiation for a signature C by MI(C), and by MI(C)% for logic 
with equality. 
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Consider, for example, the following matrix: 
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W(Y)) 
-P(x) 
(5) 
It has two vertical paths: 
W”(Y)) A +(x> A ~Q(f(z>> and Q(y) A -Q(g<x>) A lQ(f(z)>. 
After applying the substitution [x H f(f(z)), y H f(z)], the paths become 
WWz>>> A -W”(f(z)>) A ~Q(f(z)) and 
Q(f(z>> A -Q<s(f<f<z>>>> A ~Q<f<z>>. 
Now each vertical path is inconsistent. 
Theorem 3.6. For every signature C, the problem MI(Z) (respectively, MI(C)%) is 
polynomiul-time equivalent to FI(C) (respectively, FI(C)=). 
Proof. First, we prove that Formula Instantiation is polynomial-time reducible to Ma- 
trix Instantiation. Let + be an instance of Formula Instantiation. Construct in polynomial 
time a formula I,!J’ in negation normal form such that k I/’ 3 +. 
For every formula cp in negation normal form define the matrix M+, by induction as 
follows. If cp is a literal, then MrP is cp. If cp has the form cp1 A . . A cpn (respectively, 
cp~ v . v cp,), then Mq is the matrix 
(respectively, the matrix [ MV, . . . Mq, 1). 
We prove that $ is a yes-instance of Formula Instantiation if and only if M$f is a 
yes-instance of Matrix Instantiation. 
Let ~1,. . . , pm be all vertical paths in M&I. It is not hard to argue that 
(6) 
Suppose tj is a yes-instance of Formula Instantiation. Then there exists a substitution 
H such that $0 is ground and provable. Hence, $‘O is unsatisfiable. In view of (6), 
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v, Qi_, pi0 is unsatisfiable, hence every pi0 is inconsistent. Therefore, M$/ is a yes- 
instance of Matrix Instantiation. In a similar way we can prove that $ is a yes-instance 
of Formula Instantiation, whenever Me, is a yes-instance of Matrix Instantiation. Since 
A4$, can be constructed in polynomial time, Formula Instantiation is polynomial-time 
reducible to Matrix Instantiation. 
Then, we prove that Matrix Instantiation is polynomial-time reducible to Formula 
Instantiation. Given any matrix M, construct a quantifier-free formula cp~ as follows. 
If A4 is a literal L, then YM is L. If A4 is matrix (4) then VM is the conjunction of 
cp~,. If M is matrix (3), then q~ is the disjunction of (PM,. Reasoning as above, it 
is not hard to argue that A4 is a yes-instance of Matrix Instantiation if and only if 
~cp~ is a yes-instance of Formula Instantiation. It remains to note that lq~ can be 
constructed in polynomial time. 0 
3.4. Skeleton instantiation 
There exists another relevant problem: instantiation of a derivation skeleton to a 
valid derivation. One can define different notions of a derivation skeleton. In our case 
derivation skeletons are obtained from sequent-style derivations by removing all se- 
quents (so that only names of inference rules remain), and omitting all applications of 
equality rules. Such skeletons and related decision problems are discussed in [39,38] 
for logic without equality and in [40,44] for intuitionistic logic with equality. 
We refer the reader to one of the above-mentioned papers for thorough discussion 
and the precise definition of skeletons. Here we shall only give examples illustrating 
the notion of a skeleton. We consider a standard sequent-style cut-free calculus with 
invertible rules. ’ 
Examples of inference rules in this calculus are given below. 
In the case of logic with equality, we also have three equality rules: 
The skeleton of a derivation is the figure obtained from the derivation by removing 
all sequents and all applications of rules (“1) and (xr ). For example, consider the 
’ The results presented in this section remain true for all standard cut-free formalizations of sequent calculi, 
invertibility of rules is not essential. 
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derivation 
azb,x=a+aza (=) 
a~b,x~a-+x~a (%) 
azb-+x=a>xza (- 2) 
axbAxxa>xxb (“I) 
azb--+-tx(xzaaxxb) (-4 
-azb>Vx(x-a~x-b)(i’) 
It has the following skeleton: 
- (=) 
- (- 2) 
- (- 4 
- (+ 1). 
Decision problem 4 (Skeleton Instantiation). Given a formula cp and a derivation 
skeleton .Y, does there exist a derivation of cp with the skeleton Y? 
We denote the Skeleton Instantiation problem for a signature C by $4(C), and by 
SI(C)z for logic with equality. 
For logic without equality, [39] proves that Skeleton Instantiation is NP-complete. 
However, the proof of NP-hardness in [39] essentially uses the presence of a binary 
symbol in the signature. We give a new proof here, which is valid for any signature. 
Theorem 3.7. SI(_, _, _) is NP-complete. 
Proof. For a proof of containment in NP see [39]. The proof is not very complex, 
but requires the consideration of many small details. The main idea is that, given 
a skeleton, we can nondeterministically guess the principal formulas of inferences, 
and then to find a substitution making this skeleton a valid derivation. Checking the 
existence of a substitution can be done in polynomial time by simultaneous unification 
plus solving so-called nonoccurrence constraints. 
We now prove NP-hardness. The proof will use a polynomial-time reduction of the 
propositional satisfiability problem known to be NP-complete and defined as follows. 
We call a clause any disjunction of literals. Instances of the propositional satisfiability 
problem are conjunctions of clauses. An instance is a yes-instance if there exists a truth 
assignment that makes the conjunction true. 
Let 
cp=c, A...AC, 
be an instance of the propositional satisfiability problem. Let ~1,. . . , pm be all propo- 
sitional variables of cp. Consider the signature consisting of two predicate symbols T 
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- (- 3) 
This skeleton has n - 1 applications of ( -+ A) and no applications of ( + 3). Each skeleton 3 has the form 
k - I applications of (i V) 
where k is the number of literals in the clause Ci 
Fig. 1. A skeleton for Theorem 3.7. 
and F. Define a first-order formula cp’(xl , . . . ,x, ) obtained from cp by replacing 
l every negative literal lpi by F(Xi); 
l every positive literal pi by T(x;). 
Define the formula 
$=tiy’vz(T(y)~F(z)>3x, . ..3x.q’). 
Consider also the skeleton Y shown in Fig. 1. We claim that the pair (tj, 9’) is a yes- 
instance of Skeleton Instantiation if and only if cp is a yes-instance of the propositional 
satisfiability problem. 
It is not hard to argue that any derivation of + cp with this skeleton has the form 
shown in Fig. 2, where CT is a substitution for variables x1,. . .,x, and 0,l are con- 
stants. Evidently, we can restrict G to be of the form [xi H ti,. . . ,x, H t,], where 
{~l>...,frn}Cr{O,l>. 
Consider an arbitrary substitution CT of this form and define the truth value assignment 
z for pI,..., pm by r(pi) =xiG. We leave it to the reader to check that the derivation 
of Fig. 2 is a valid proof if and only if z satisfies each clause Ci. 0 
As for logic with equality, the following result is proved in [44]. 
Theorem 3.8. SI(_, y,z)% is decidable if and only if so is Fl(o, y,z)%. 
In fact, this theorem is stated in [44] for skeletons of intuitionistic derivations, but the 
proof works literally for classical derivations as well. 
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n,-, nri 
T(l), F(0)+D,plu T(l)> Jw)-+Q@ 
zyl),F(o)-(Q-I A&)O 
(- A) 
T( 11, F(OVl - DlU T(1),F(0)--t(D2A~..ADn)u(iA) 
T(l),F(O)+(0 A...AD,)u (_ 3) 
T(l).F(O)++(3X,(Dl A,.,AD,))U 
(4 3) 
T(I),F(O)~~~I..‘~X,(DI A...A&) 
(A -) 
T(I)AF(O)-+~XI ..,~x,(DI A...ALh,) 
(- 1) 
- T(~)AF(O)>~XI,,.~X,(DI A,..AD,) 
(- w 
-VZ(T(I)AF(~)>~X~.~.~X,(DI A’..AD,,)) 
(- V) 
- VyVz(T(y) A F(z) 3 3x1 3x,(D1 A ‘. Ah)) 
Here each derivation II, has the form 
T(l),F(0)~Alu;~~,Aku 
T(l),F(0)~A,a,~~~,A~-2u,(Ak-, VAk)u 
(3 V) 
“gw+&-~‘“~ IJ: ;;;;‘“(_ v) 
I k 
where k is the number of literals in the clause C,. 
Fig. 2. A derivation for Theorem 3.7. 
3.5. Simultaneous rigid E-un$ication 
In this section we introduce a decision problem that can be considered as a com- 
binatorial analogue of the problems we have discussed. This decision problem was 
introduced in [17] as simultaneous rigid E-unijication, or SREU for short. 
Decision problem 5 (Simultaneous Rigid E-uniJication). Given finite sets of equations 
Ei and equations si M ti, where i E { 1,. . . , n}, does there exist a substitution 8 such 
that k f&, ed > SiO z tiB for all i? 
We denote the Simultaneous Rigid E-unification problem for a signature C by 
SREU(C). Note that we define SREU(C) only for logic with equality. 
We introduce some terminology related to simultaneous rigid E-unification. We call 
a rigid equation any expression of the form E kv s z t, where E is a finite set of 
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equations and s, t are terms. In such a rigid equation, E is called its left-hand side and 
the equation s z t its right-hand side. A system of rigid equations is a finite set of 
rigid equations. A solution to a rigid equation E tv s M t is any substitution 6 such 
that k ArEEret? 3 SO z tQ. A solution to a system cfrigid equations is any substitution 
that solves all rigid equations in the system. 
Consider an example. In this example we denote applications of unary function 
symbols to arguments without parentheses, for example we write fx instead of f(x). 
Consider the following system of two rigid equations: 
hxl zu,hxzMa,ha=y, kt/.y=ghy, 
hw E a, hxz M a,hb = fy, tt/ Y = s.fy. 
This system has a solution [xi H a,_~ H b,y H ga], because 
k ha z a,hb w a,ha E ga>ga E ghga, 
t ha % a,hb z a,hb z fga>ga z g,fga. 
We can equivalently reformulate simultaneous rigid E-unification as the problem of 
checking solvability of systems of rigid equations. 
We shall use one technical property of first-order logic. 
Lemma 3.9. Let rl M ~1,.  . , t-1 M UI be equations, s1 $ tl,. . . ,sp $ tp be disequations 
and A , , . . . , A,,, and B,, . . . , B, be atomic formulas different from equations. Then the 
disjunction 
is provable if and only if one of the following conditions hold: 
1. there exists i E { 1,. . , l} such that 
t Sl 7z tl A . . Asp z tp 3 rj z 24;; 
2. there exist i E { 1,. . . ,m} and j E { 1,. . . ,n} such that A; has the jbrm 
P(Vl,..., v,), B,i has the form P(wI,.. ., wq) jbr the same predicate symbol P, and 
k s1 F=z t1 A.. Asp Es tp 3 VI M WI A . ” A vy 25 wq. 
Let 40 be a disjunction of literals (7). Define the set R, of systems of rigid equations 
as the smallest set with the following properties: 
1. For every iE{l,. . . ,I} the set R, contains the system consisting of one equation 
si M tl A . . A sp M tp 1~ rj zz u,. 
2. For every ic{l,..., m} and j~{l,..., n} such that Ai has the form P(q,. . .,u,) 
and Bj has the form P(w,, . . . , wq) for the same predicate symbol P, the set R, 
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contains the system 
SI = tl A . ‘. A sp = tp, tv vq 25 WY. 
Lemma 3.9 immediately yields 
Lemma 3.10. Let cp be a disjunction of literals. Then cp is a yes-instance of Formula 
Instantiation if and only if some system in R, is a yes-instance of Simultaneous Rigid 
E-uni$cation. 
Theorem 3.11. Let C be a signature. FI(C)” is decidable ifand only ifso is SREU(Z). 
Proof. First, we show an obvious reduction of SREU(C) to FI(Z)“. Let 
{Ei I-V SI M ti},=l,,..,n be an instance of SREU(C). It is easy to see that this instance 
has a solution if and only if the following formula is a yes-instance of FI(C)“: 
Next, we show how to reduce FI(C)” to SREU(C). Let cp be a quantifier-free for- 
mula. Without loss of generality we assume that cp is in conjunctive normal form: 
where vi are disjunctions of literals. Constructs sets of systems of rigid equations 
Ri = R, and define a set R of systems of rigid equations as follows: a system S belongs 
to R if and only if there exists Si E RI,. , J&E& such that S=Sl U ... U&. Using 
Lemma 3.10, it is not hard to argue that cp is a yes-instance of Formula Instantiation 
if and only if some S E R is a yes-instance of Simultaneous Rigid E-unification. 
Since Simultaneous Rigid E-unification is equivalent (with respect to decidability) 
to all other problems we study in this paper, we shall overview results about Simulta- 
neous Rigid E-unification. 
A lemma on equational ogic. Let us now formulate a lemma on equational logic that 
appears to be very useful in the study of Simultaneous Rigid E-unification. 
Let Z be a signature and c be a constant in C. Denote by sig,(x) the formula 
A f(c,...,c) = CXX % c. 
/EZ 
Lemma 3.12. Let C be a signature, c be a constant in C and t be a term. Then the 
,formula sig,(t) is provable in LJ” if and only if t is a ground term in C. 0 
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Essentially, this lemma says that using rigid equations we can express the property 
“t is a ground term in a given signature c”. For every signature C and term t, denote 
by RZ(t) the following rigid equation: 
{f(c,...,c) MC 1 fEC} FiJ t EC, 
where c is any constant in C. Lemma 3.12 immediately implies the following. 
Lemma 3.13. A substitution 0 is a solution to RZ(t) if and only if tl9 is a ground 
term in C. 0 
3.6. Encodings of signatures 
In this section we give encodings of some signatures in other signatures. These 
encodings will reduce signature-depending instances of simultaneous rigid E-unification 
to a finite number of signatures. 
Binary signatures. We show how to encode terms in an arbitrary finite signature by 
terms in the signature (1, 0,l). Without loss of generality we assume that the signature 
( 1, 0,l) consists of a constant a and a binary function symbol f. 
First, we define an encoding of natural numbers. For every natural number n define 
the term Z in (1, 0,l) as follows: 
O=f(f(a,a),a), 
n + 1 =f(?i,a). 
Now, let C be an arbitrary signature with function symbols (including constants) 
91,. . . ,gn. For every term t in C (respectively, tuple of terms tl , . . . , tn ), their binary 
encodings in (0, 1, 0), denoted B(t) (respectively, (t) ) are defined by the following 
recursive definitions: 
B(x) = x, where x is a variable, 
0 = a, 
PI ,...,t,)=f(tl,(tz,...,tm)), 
B(gi(tl ,...,tm)>=f(a,f(m,(tl,...,tm))). 
The main property of B(t) is the following. 
Lemma 3.14. Let s, t be terms. 
1. 
2. 
3. 
s is subterm of t if and only if B(s) is a subterm of B(t). 
Let a term t’ be obtained by replacing an occurrence of s in t by a term r. Then 
B(t’) can be obtained by replacing an occurrence of B(s) in B(t) by the term B(r). 
Let the term t” be obtained by replacing an occurrence of B(s) in B(t) by a 
term B(r). Then there exists a term t’ such that t” = B(t’) and t’ is obtained by 
replacing an occurrence of s in t by r. 
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Using this lemma, it is not hard to prove an analogue of Lemma 3.13. Let c be 
a constant in and g be a function symbol, both in the signature Z. Denote Rkt the 
following rigid equation in the signature (l,O, 1): 
{B(f(c, . ‘. 2 c)) = B(c) I f E q kv B(t) M B(c), 
Lemma 3.15. A substitution 0 is a solution to R;(t) if and only if ttI = B(s) for some 
ground term s in C. 
Using the binary encoding, we can reduce Simultaneous Rigid E-unification to Simul- 
taneous Rigid E-unification in the signature with one constant and one binary function 
symbol. 
Lemma 3.16. Let C be an arbitrary signature. Then SREU(C) is polynomial-time 
reducible to SREU( l,O, 1). 
Proof (Sketch). The proof will use the binary encoding introduced above. Let R = 
CR ,, . . . , R,) be any system of rigid equations in Z. Let XI,. . . ,x,, be all variables of 
R and Z’ be the smallest subsignature of C containing all symbols occurring in R. 
Consider the system R’ of rigid equations obtained from R be replacement of all 
equations s M t by B(s) x B(t) and by adding the rigid equations Rk, (Xi)i=l,.,,,n. It is 
not hard to argue that R is solvable if and only if so is R’. 0 
Since (1, 0,l) can be regarded as a subsignature of any signature of the form ( -3 _’ 
3 l), we also have that SREU( l,O, 1) is polynomial-time reducible to SREU(_,_, > 1). 
Therefore, we have the following theorem. 
Theorem 3.17. SREU( _, _, >, 1) is polynomial-time quivalent o SREU( 1, 0,l). 
Monadic signatures. We define the wary encoding U(t) of each term t in an arbi- 
trary monadic signature with constants al, al,. . . and unary function symbols f 1, f 2,. . . , 
as a term in the signature ( 1,2,0) consisting of one constant a and two unary function 
symbols g, h as follows: 
U(Q) = s’(a), 
u(f i(t)) = g’(h(W 
By using U(t) instead of B(t) and monadic signatures instead of arbitrary signatures, 
we can prove the analogue of Theorem 3.17. 
Theorem 3.18. SREU(_,_, 0) is polynomial-time reducible to SREU( 1,2,0). SREU(_, 
2 2,0) is polynomial-time quivalent o SREU( 1,2,0). 
One can also use the encodings B(t) and U(t) to prove statements similar to 
Theorems 3.17 and 3.18. For example, Theorem 3.11 implies that FI(_, 3 2,0) is 
polynomial-time equivalent to FI( 1,2,0). 
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3.7. The prenex fragment of intuitionistic logic 
The problems mentioned above have relation to the prenex fragment of intuitionistic 
logic. A formula is called prenex if it has the form Qrxr . . . Qnxnp, where Qr,. . ., Qn 
are quantifiers and cp is a quantifier-free formula. Such a formula is called existential 
if, in addition, all quantifiers Qr,. . . , Qn are 3. In classical logic, there is an effective 
procedure (so-called prenexing) transforming each formula to an equivalent prenex 
formula. For this reason, the decision problem for prenex formulas of classical logic 
has been intensively studied and the complete classification of prenex fragments in 
terms of the signature, quantifier prefix and the presence of equality is known [5]. In 
intuitionistic logic it is not the case, so the value of prenex formulas is not evident. 
Formally, we study the following problem. 
Decision problem 6 (Prenex Zntuitionistic). Is a given prenex sentence provable in 
intuitionistic logic? 
We denote the Prenex Intuitionistic problem for a signature C by PI(C), and by 
PI(Z)= for logic with equality. 
We also introduce a special case of Prenex Intuitionistic: 
Decision problem 7 (Existential Zntuitionistic). Is a given existential sentence provable 
in intuitionistic logic? 
We denote the Existential Intuitionistic problem for a signature Z by El(C), and by 
El(C)” for logic with equality. 
In classical logic, the prenex fragment (i.e. the set of all provable prenex formulas) 
is undecidable. For intuitionistic logic without equality we have the following result 
proved in [39,38]. 
Theorem 3.19. PI(C) and El(Z) are PSPACE-complete for every signature C. 0 
Since intuitionistic propositional logic is already PSPACE-complete, this result also 
holds for subsets of PI(C) characterized by a restricted quantifier prefix. 
For intuitionistic logic with equality, some results were sketched in [l 11, but without 
complete proofs. Here we give proofs of these results. 
Our first aim is to introduce a cut-free sequent calculus LJF for intuitionistic logic 
in which all propositional derivations have a finite (and polynomial-size) depth. To 
this end, we first define the “usual” calculus LJ% for intuitionistic logic with equality, 
and then one additional calculus LJT. 
The calculus LJ” is given in Fig. 3. The calculus LJT is given in Fig. 4. The 
latter calculus (at least without equality rules) is a standard multi-succedent version of 
intuitionistic sequent calculus. 
Though LJ” is introduced as a calculus without cut rules, admissibility of cut can 
be proved by standard syntactic proofs of cut-eliminations, for example as in [28,27]. 
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T,AIACAx) r,lid(l) Tit--r(=) 
T(s),s ” I + A(s) 
(=I) 
r(t),s z 
F(t),s N t - A(t) 
f + A(t) (Nr) 
F(s),s N t + A(s) 
r.~.w).cpw - A (v _) 
r,v_yv(x) * A 
In this figure, A ranges over atomic formulas, cp, $,x range over arbitrary formulas, r, A range over finite 
multisets of formulas, and A consists of at most one formula. In the rules ( + V) and (3 + ) the constant 
c has no occurrences in the conclusions of the rules. 
Fig. 3. Calculus LJ”. 
F,A i A,/bAX) r.(l) F + A.r z t(“) 
F(s),s z t - A(s)(_,) r(t),s ” t + A(t) 
r(t),s N t --* A(t) r(.T),.y z t - A(s) (-,) 
rmdxh v(t) + A (v _) r + ~(4 
F,VxV(x) + A r + A,Vqo(x) 
(_ v) 
F;;~$;)**AA(’ +) 
F - A,v(t) (_ 3) 
r * A.3q(~x) 
In this figure, A ranges over atomic formulas, cp, $, 1 range over arbitrary formulas, and r, A range over finite 
multisets of formulas. In the rules ( -V) and (3 -) the constant c has no occurrences in the conclusions 
of the rules. 
Fig. 4. Calculus LJF 
We call inessential the rules (XI), (M,.),(x),(,~x) and (I), and essential all other 
rules. We call an equality derivation any derivation consisting of only applications of 
inessential rules and an essential derivation any derivation consisting of only applica- 
tions of essential rules. 
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We call a derivation in any of these calculi regular if it satisfies the following 
restrictions: above any application of (z[) and (E,.) there may only be applications of 
inessential rules. LJ” is a standard axiomatization for intuitionistic logic with equality. 
Thus, we can identify provability of a formula 40 in intuitionistic logic with equality 
with provability of + cp in LJ%. 
Lemma 3.20. Every provable formula of LJ” has a regular proof: 
The proof is based on “down-permutability” of any inference with inferences by (%I) 
and (z,.) and may be found in [29] or [44]. 
For finite multisets r, P we write r c r’ to denote that r’ can be obtained from 
r by adding zero or more elements. Let SI = ri + Al and S2 = rz + 42 be sequents. 
We say that S;? is an extension of Si, denoted S1 c SZ, if ri c Al and r2 t A2. 
The following lemma asserts that proofs in LJ” may be mirrored by proofs in LJ:. 
Lemma 3.21. For every inference Il with the conclusion S in LJ” and every exten- 
sion S’ of S there exists an inference with the conclusion S’ in LJY obtained from 
II by replacing all occurrences of sequents by their extensions. 
Proof. We consider only two cases, other cases are similar. Suppose that the inference 
in LJ= has one of the following forms. 
Consider the following inferences in LJp: 
where r’ and A’ are selected to satisfy the conditions of the lemma. It is clear that 
these inferences in LJT satisfy the statement. 0 
Applying Lemma 3.21 inductively, we obtain the following. 
Lemma 3.22. For every derivation II of a sequent S in LJ” and any extension S’ of 
S there exists a derivation of S’ in LJY obtained from II by replacing all occurrences 
of sequents by their extensions. 
Now we note that LJT is sound. 
Lemma 3.23. If a formula cp is provable in LJP, then it is also provable in LJ= 
Proof. It is not hard to check that for every sequent r + $1,. . . , $,, provable in LJT, 
the sequent r + $1 V . . . V tin is provable in LJ”. This implies the statement of the 
lemma. 0 
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r,A + A,ACAX) yizP) r + A,t N t@) 
r(s),s “; z ;::;(=i) T(t),s N 
f(t),s x T(s),s = ; 7 “d;:; (=I) 
j-,cpA i?cp>$ -+ A(* _) r+A,cpAIjl,cp r-A,cpAti,ti 
T.cpA$dA r+A,qAG 
(+ A) 
r,cpv+,cp+d r,cpv*,*--*d 
r,cpv*-+A (v -) 
r ;~y$$“(+ v) 
r,cp>clr,+ + A r,cp3+ ---* b(> _) 
r,cp3ti+A 
r,q-+$ (-52,) 
r- A>cp>dJ 
r;y++;q;;;” (- 32 )
vkw v(t) - A (v _) 
I-,V~qo(x) --f A r Ld, G~(x)(+ ‘) 
r;$$+_AA(, -_) ;~A~~~;)(- 3) 
In this figure, all sequents satisfy the same conditions as for LJF. In addition, the rules satisfy the following 
restrictions (we write cp @ r to denote that cp is not an element of the multiset r). 
(A - ): either cp 4 r or t+b $ r. 
(-+A): (p$A and $$A. 
(vi): (per and t,b$r. 
(e-v): cp@A or $44. 
(2 4): $@r and (p@A. 
(- I~): vu-. 
(- 32): ILGA. 
Fig. 5. Calculus LJY 
Lemma 3.24. A sequent S is provable in LJ= if and only if it has a regular proof 
in LJ$. 
Proof. Suppose S is provable in LJ”. By Lemma 3.20, there exists a regular proof Ii’ 
of S in LJ=. Using Lemma 3.22, we can construct a proof Ii!’ of S in LJY obtained 
by replacing in Il some sequents by their extensions. Evidently, Ii” is regular. 
Conversely, suppose S has a regular proof in LJP. By Lemma 3.23, S is provable 
in LJ”. 0 
The calculus LJF is given in Fig. 5. Similar calculi are studied in [15,23]. 
Using the same proof as in Lemma 3.23, we can establish the soundness of LJY: 
Lemma 3.25. If a formula q is provable in LJF, then it is also provable in LJ”. 
We are going to establish the completeness of LJF with respect to regular deriva- 
tions. To this end, we prove a technical lemma. For finite multisets r,, rz, we 
write r, 2 & to denote that every element of r, is an element of rz. For sequents 
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Sl=(Ti -+ di) and &=(r2+42) we write S1 CS’* to denote that ricr’ and 
A I C A2. Note that the relation C is different from the previously introduced c:. For 
example, we have A,A CA but not A,A <A. 
Lemma 3.26. Let Il be an essential inference in LJY: 
s, . ..sn 
S 
and S 2 S’. Then there exist sequents Si, . . . , SA with the following properties: 
1. there exists an essential derivation 17’ of S’ in LJT from S[, . . . ,Sh; 
2. For every S,! there exists j such that Sj c S,!. 
Proof. We only consider two cases, other cases are analogous. 
1. The inference I7 is by the rule (A ----f )
(a) 
(b) 
Then S’ has the form r’, cp A $ --) A’. Consider two cases: 
q E r’ and $ E r’. In this case we have (r, q, $ + A) C: S’. We can take Ii” to 
be the O-step derivation of S’ from S’. 
cp @ r’ or (I C$ r’. In this case we can use the inference (A --) ) of LJT 
2. The inference fl is by the rule ( + 2): 
Then S’ has the form P -+ A’, 40 > $. Consider three cases: 
(a) cp E r’ and $ E A’. In this case we have (r, cp ---f $) C S’. We can take ZI’ to be 
the O-step derivation of S’ from S’. 
(b) cp $! r’. In this case we can use the inference ( + >I ) of LJY 
(c) cp E r’ and $4 A’. In this case we can use the inference ( --f 12) of LJF: 
r’ ---f A’,cpx$,$ 
r' + A’, cp 3 * (- 32). 
Lemma 3.27. If a sequent S is provable in LJz, then it has a regular proof in LJT. 
Proof. Suppose S is provable in LJ=. By Lemma 3.24, S has a regular proof n in 
LJT. By repeated applications of Lemma 3.26, we can replace all inferences in II by 
inferences of LJF. It is easy to see that the obtained proof in LJF is regular. 0 
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Let Il be a regular derivation. The essential part of n is the figure obtained from 
I7 by removing all applications of inessential rules. Note that since 17 is regular, the 
essential part of ll is an essential derivation (in any of the systems introduced so far). 
We call the depth of a derivation 17 the length of the longest branch in n. We call 
the essential depth of a regular derivation 17 the depth of the essential part of n. 
Lemma 3.28. Let cp be a quantifier-free formula with n subformulas and Il be an 
essential derivation of cp in LJF. Then the depth of 17 is at most n2. 
Proof. Observe the following. If 
n = 1,2, is an inference in the essential part of n, then for every i E { 1,. . . , n} one of 
the two conditions is satisfied: 
1. the number of different formulas in each fi is strictly greater than the number of 
different formulas in r; or 
2. the number of different formulas each in c is equal to the number of different 
formulas in r, and the number of different formulas in Ai is strictly greater than 
the number of different formulas in A. 
Since all formulas used in the derivation n are subformulas of cp, this implies the 
statement of the lemma. 
Let S=(T+d) be a sequent, Bi,..., B, be all atomic formulas in r and Ai,. . ,,4, 
be all atomic formulas in A. Denote by lit(S) the formula 
-B, v...v~B,vA,v...vA,, 
if m + n > 0, and the formula J- if m,n=O. 
The following lemma characterizes provability by equality proofs. 
Lemma 3.29. Let S be a sequent. Then S has an equality proof in any of the calculi 
LJ”-LJY if and only if lit(S) is provable in classical ogic. 
The proof of this lemma is straightforward. 
The calculus LJp has a polynomial depth derivation property for quantifier-free 
formulas and essential derivations. However, it is not directly applicable for the proof 
of the equivalence of Existential Intuitionistic and Formula Instantiation. The problem 
is that derivations of propositional formulas are not closed under substitutions: there 
exists derivations IZ and substitutions 9 such that Ilo is not a derivation. We introduce 
one more calculus LJY that is similar to LJT, but closed under substitutions. 
The calculus LJF is obtained from LJF by dropping all restrictions to the inference 
rules and replacement of ( ---f 32) by a rule ( + 3;) defined below. To define this 
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new inference rule, we first introduce the notion of a disagreement between any two 
formulas. 
Let cp,+ be quantifier-free formulas. A disagreement between cp and $, denoted 
D(cp,$) is the set of equations defined as follows. 
1. If cp=$=l_, then D(q,$)=Q). 
2. If (~=P(si,...,.s~) and $=P(tl , . . . , t,,), then D(q, $) = {si M tl,. . . ,s, M tn}. 
3. If 40= CPI A qp2, ti = @lA&, and D(CPI, $1) D(cPz,&) are defined, then D(cp,$) = 
D(cpi,$i)~D(cp2,$2), and similar for V and > instead of A. 
4. In all other cases D(cp, II/) is undefined. 
It is not hard to show that for every substitution G’, cpa = $0 if and only if D(cp, t,G) is 
defined and 0 solves all equations in D(qo, $). 
The inference rule ( -+ 1;) is defined as follows: 
where D(cpi, (~2) = {si z tl,. . . ,sn E tn}. 
Using Lemmas 3.27 and 3.28, it is not hard to show the following. 
Lemma 3.30. Every formula provable in LJF is provable in LJ”. Every formula cp 
provable in LJ= has a regular derivation in LJY of essential depth at most n2, where 
n is the number of subformulas in cp. 
The next lemma reduces Formula Instantiation for intuitionistic logic to Formula 
Instantiation in classical logic. 
Lemma 3.31. Let cp be a quantijer-free formula of a signature C. Then there exists 
a finite set of formulas { $1,. . . , $*;n> of the same signature with the following property. 
For every substitution 0, the formula (~8 is provable in intuitionistic logic if and only 
iffor some iE{l,..., m}, the formula $iO is provable in classical ogic. 
Proof. Let n be the number of subformulas of cp (note that n is also the number of 
subformulas of every formula of the form (~0). By Lemma 3.30, if cp is provable in 
intuitionistic logic, then it has a regular derivation with the essential depth at most n2. 
Consider all essential derivations of cp in LJF of depth <n2. Denote these derivations 
by no,..., 17,. Take any of these essential derivations Iii. Let the top sequents of ni 
be Si,..., Siz. Then we define the formula Ii/i to be lit($) A . . . A lit($). 
Let us now prove that the formulas $i satisfy the statement. 
(+) Suppose that cp0 is provable in intuitionistic logic. By Lemma 3.29, cp6’ has a 
regular proof B in LJY. Any such proof has the following form, where all Ej 
are equality proofs and the essential part of E is the derivation of cpB from some 
(+I 
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sequents Si, . . . , Sb : 
E, r . . . -P 
S,’ sd 
Since cp is quantifier-free, it is not hard to argue that there exists i E { 1,. . . , m} 
such that p = ki and Sj = S$e, for all j E { 1,. . . , k,} (note that this property does not 
hold for LJ,“). Since the sequents S,l, . . . , SL have equality proofs, by Lemma 3.29 
the formula 
lit($) A . . A zit(s;) 
is provable in classical logic. It remains to note that this formula is precisely &e. 
Suppose some &O is provable in classical logic. Then every formula lit(SjfI) for 
jE{l,...,ki}, is also provable. By Lemma 3.29, every sequent SjO has a proof 
in LJY. Since Iii is an essential derivation in LJY of a quantifier-free formula cp 
from Sf,..., Si,, we have that Ii’ie is an essential derivation in LJ,” of the formula 
cpe from sfe,..., $e. Therefore, cpe is provable in LJ,“. By Lemma 3.29, cpe is 
provable in LJ”. 0 
The following property of intuitionistic provability can be easily proved by examining 
derivations in LJ”. 
Lemma 3.32. Let 3x(p be a sentence of a signature C. It is provable in LJ= if and 
only if so is the formula q(t), f or some terms t of the signature C. 
Theorem 3.33. Let C be a signature. El(C)% is decidable if and only if so is FI(Z)%. 
Proof. Suppose El(C)= is decidable. We show an effective reduction of SREU(C) to 
El(C)=. This would imply that SREU(C) is decidable. By Theorem 3.11, this will also 
imply the decidability of FI(C). 
Let 
{Ei t_VSi M ti 1 l<i<n} 
be an instance of SREU(C). Consider the formula 
(8) 
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Using Lemma 3.20 on the existence of regular proofs in LJ= and by routine inspection 
of regular derivations in LJ=, it is not hard to argue that for every substitution 8, 8 
is a solution to (8) if and only if cpH is provable in LJ=. Let x be all variables of q. 
By Lemma 3.32, 3xq is provable in LJ= if and only if for some substitution 8, so 
is the formula cp0. Therefore, (8) is solvable if and only if 3x(p is a yes-instance of 
El(C)“. 
Conversely, suppose FI(C) is decidable. Let 3xcp(x) be an instance of El(C)“, such 
that q(x) is quantifier-free. By Lemma 3.32, the formula 3xq(x) is provable in LJ= 
if and only if there exists a substitution 8 such that the formula cp(x)e is provable in 
LJ”. 
Construct by q(x) formulas $1,. . . , t+bn as in Lemma 3.31. By Lemma 3.31, cp(x)e 
is provable in intuitionistic logic for some 0 if and only if one of & is a yes-instance 
of FI(C)“. Thus, El(C)” is decidable. 0 
Lemma 3.34. Let C be u signature with an injnite number of constants. Then Pl(C)z 
is polynomial-time equivalent to El(Z)z. 
Proof. Since El(C)= is a special case of PI(C)=, it is enough to only show a reduction 
of PI(C)= to El(C)%. The proof is based on a “skolemization” property of intuitionistic 
logic with equality [ 111. 
Let cp be a prenex sentence 
in the signature C. Let A be the signature of cp and cl, ~2,. . , c, be constants of C not 
occurring in A. Define two sets of numbers E = {i 1 Q; is 3) and A = {j 1 (22 is V}. 
For every i EE define the signature Ai as follows. The signature A0 is A. For i > 0 
let 
Ai=AU{cj Ij < i andjE.4). 
For any sequence of terms T = (tj)i E E, define the substitution Qr as follows: ti if x=xi and iEE, 
xeT = cj if x=xj and ieA, 
X otherwise. 
By routine inspection of derivations of cp in LJ” one can 
(*) The formula cp is provable in LJ= if and only if 
prove the following: 
there exist a sequence of 
terms T = (tf)itE in the signatures Ai, respectively, such that the formula $0, 
is provable in LJ”. 
Now introduce a substitution B: 
xC7= cj if X=Xj and iEA, 
X otherwise. 
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Define the formula +!I’ as follows: 
By Lemmas 3.12 and 3.32, one can see that 
(w) The formula 3$’ is provable in LJ” if and only if there exist a sequence of 
terms T = (t;)jEE in the signatures Ai, respectively, such that the ,formula $0, 
is provable in LJ”. 
Comparing (*) and (**), we can establish that the transformation cp =+ !I$’ is a 
polynomial-time reduction of PI(C)= to El(C)“. 
In most cases one can get rid of the infinite number of constants in Lemma 3.34, 
by using the encodings B(t) and U(t): 
Theorem 3.35. For every signature of the form (_,_, 3 l), or (_, >2,0) or ( 3 
2,0,0), the problem PI(C)” is polynomial-time equivalent to El(C)“. 
Proof (Sketch). For (_, _, B 1) use the binary encoding and the technique of the proof 
of Lemma 3.16. For (_, , >2,0) use the unary encoding and the technique of the proof 
of Theorem 3.18. For ( > 2,0,0), the problem is PSPACE-complete. The sketch of the 
proof is given in [9], and is based in “guessing” the values of all variables among a 
finite number of constants. 0 
4. Undecidability results 
Summarizing the results of Section 3, we obtain the following. 
Theorem 4.1. Let C be a signature (_,_, 2 1). The following conditions are equiv- 
alent: 
1. HS(C)” is decidable; 
2. FI(C)” is decidable; 
3. MI(C)” is decidable; 
4. SI(C)” is decidable; 
5. Pl(C)z is decidable; 
6. El(C)” is decidable; 
7. SREU(C) is decidable; 
8. SREU( 1, 0,l) is decidable. 
The same holds with the replacement of 
l ( _,_, 3 1) by (_, 32,O) and (l,O, 1) by (1,2,0); or 
l ( _,_, 3 1) by (~1~0) and (l,O, 1) by (~1~0). 
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In this section we consider signatures with a binary function symbol. Signatures with 
unary function symbols are considered in Section 5. 
4. I. Undecidability 
Simultaneous Rigid E-unification witnessed several faulty proofs of the decidability 
in 1988-1994, until it was proved undecidable in [lo] by reduction of the so-called 
monadic semi-unification [2]. The technique used in the proof is, in fact, an encoding 
of second-order unification [ 181. Other undecidability proofs have been published as 
follows: 
l using reduction of second-order unification [ 121; 
l using reduction of Hilbert’s tenth problem [38,37]; 
l using reduction of the post correspondence problem [31]; 
l using an encoding of Turing machines [34]. 
The undecidability results can be formulated as follows. 
Theorem 4.2. SREU( _,_, > 1) is undecidable. Hence, problems l-7 for signatures 
(_,_, 2 1) are undecidable. 
Second-order unijkation. Since the proofs are published elsewhere, we do not repro- 
duce them here. We shall only demonstrate ideas of the simplest proof [12] since this 
proof shows close connections between Simultaneous Rigid E-unification and second- 
order unification, ’ the latter proved undecidable in [ 181. 
We illustrate the reduction of [ 121 by an example. Consider an instance of second- 
order unification: 
X(Y, g(y)) M f(dz), 4 v>. 
It has at least the following solutions: 
lx +-+ &w~.~(w~,Q,v ), Y H b,z ++ bl, 
b H JLww.,fMah a, b), Y H b,z -al. 
In general, the solutions to (9) are the substitutions 
(9) 
(10) 
[x ++ /zw,k*.tx, y H t,,z H t,], 
that satisfy the following conditions: 
(al) tX is a term built from {f,g,a,wl,w2}; 
(a2) t, is a term built from {f,g,a}; 
(a3) tz is a term built from {f, g,a}; 
(a4) If we replace wi by t, and w2 by g(tY), then tX becomes f(g(tr),a,t,). 
We shall treat WI, w2 as constants. Lemma 3.13 shows how to represent all terms of 
a given signature by rigid equations, allowing us to encode properties (al)-(a3). 
’ Margus Veanes [36] has recently established that there also exists a natural reduction of Simultaneous 
Rigid E-unification to second order unification. 
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To encode (a4), we should be able to represent replacement of constants by terms. 
Let s be a term. Denote by s~;;:::,‘;I. the term obtained from s by simultaneous replacement 
of all occurrences of constants ci by terms ti, i = 1,. . . , n. 
Lemma 4.3. Let cl,. . ,c, be difSerent constants and tl,. . ., tn be terms such that no 
ci occurs in any tj. Then 
Using Lemma 3.13 and this lemma, we can encode (al)-(a4) as follows: 
(bl) f(a,a)%a,g(a)%a,cl =a,cz%a k\J.x%aa; 
(b2) f(a, a) M a, g(a) x a t-_~ y M a; 
(b3) f(a,a)=a,g(a)=a kvz=aa; 
W) CI = y, ~2 z s(y) i-v x = .fMz), a, ~1. 
Compare the following two solutions of this system with (10): 
b H f(c2, a, CI 1, Y H b,z H bl, 
b H f(s(a>, a, b), y H b,z H al. 
This technique can be generalized to encode arbitrary instances of second-order uni- 
fication. 
4.2. Undecidable fragment 
A stronger undecidability results is proved in [31]: 
Theorem 4.4. Simultaneous Rigid E-unification with ground left sides is undecidable. 
The technique of [31] had later been simplified and used in [34,35] to prove an even 
stronger result. 
Theorem 4.5. SREU( l,O, 1) is undecidable for systems with ground left-hand sides, 
two variables and three rigid equations. 
The decidability of Simultaneous Rigid E-unification with two rigid equations is an 
open problem. 
The restriction on left-hand sides to be ground corresponds to the so-called ground- 
negative formulas, introduced in [ 161 and independently in [41]. A formula cp is called 
ground-negative if all negative occurrences of atomic subformulas in 40 are ground. 
Article [41] proves that the class of ground-negative formulas is decidable and 
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Ii’:-complete (with or without equality, and even in the signature with two constants). 
Surprisingly, the results of [31,34] imply the following. 
Theorem 4.6. (i) Formula Instantiation and Matrix Instantiation are undecidable 
for ground-negative formulas with two variables. (ii) The 33fragment of intuition- 
istic logic with equality is undecidable for ground-negative formulas. (iii) Herbrand 
Skeleton is undecidable for ground-negative formulas. 
The significance of these results for automated reasoning with tableau-like methods 
are discussed in [42,43]. 
5. The monadic case 
We call Monadic SREU Simultaneous Rigid E-unification in any signature 
(_, 3 1,O). This section discusses results on Monadic SREU. 
Proofs of results about monadic SREU use the technique of finite automata and word 
equations. The connection between Monadic SREU and word equations was noted 
already in [8]. The results explained in this section have been published in [9,20,21]. 
Terms as words. We consider signatures 9 U W where 9 is finite set of unary function 
symbols and V is a finite set of constants. In this section we write terms in such sig- 
natures using the reversed Polish notation: f,(fz(. . . fn(c))) is written as cfn . . . fif,. 
Hence, every ground term in 9 U %T has the form CW where c is a constant and W 
is a word on 9. Using Lemma 3.13, we can express the property “x starts with a 
constant c”. Therefore, we can use word variables in rigid equations, e.g. 
cvf MCU kv cg=cv, 
where u. v are word variables. 
5.1. Representation of some word problems 
In this section we show how to represent some word problems using monadic SREU. 
Regular sets. For every regular set there exists a rigid equation whose solutions rep- 
resent this regular set. For example, consider the deterministic finite automaton (DFA 
for short) 
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with the initial state a and final state b. Consider the rigid equation of one variable 2~: 
a.f M c, cg=c, ch%b,tv avzb. 
(Compare this equation with the automaton.) Evidently, a substitution [v ++ W] is a 
solution to this rigid equation if and only if W is recognized by the automaton. This 
observation can be used to represent an arbitrary regular set of words as the set of 
solutions to a rigid equation with ground left-hand sides and one variable: 
Lemma 5.1. For every regular set S E 9* there exists a rigid equation R with ground 
left-hand sides and one word variable v such that for every word V, we have V ES 
(fund only if [v H V] is a solution to R. 
Word equations. The following simple observation shows that word equations can 
be reduced to monadic SREU: 
Lemma 5.2. b z aV k bU x a W holds if and only tf VU = W. 
Power. The following simple observation shows how to represent that one word U 
is a power of another word V: 
Lemma 5.3. a z aV k a z aU holds tf and only tf U = V” for some natural number n. 
Lemmas 5.1-5.3 are important tools for studying monadic SREU. 
5.2. Results 
Here we cite main results of [9,20,21]. Some of these results have nontrivial proofs, 
so we describe only the main ideas of the proofs. 
By Lemma 5.1, we can describe any regular set as a set of solutions to a rigid 
equation with a ground left-hand side and one variable. It is also not hard to represent 
solutions to such equations as regular sets. This implies that monadic SREU with 
ground left-hand sides and one variable is polynomial-time equivalent to the intersection 
nonemptiness problem for DFA. This proves the following [20]: 
Theorem 5.4. Monadic SREU with one variable and ground left sides is PSPACE- 
complete. 
By more complex arguments [20] also proves the following. 
Theorem 5.5. Monadic SREU with one variable is PSPACE-complete. 
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The proof is based on a technical lemma showing that solutions to a rigid equation 
with one variable can be searched among elements of a finite number of regular sets 
satisfying a rigid equation with ground left-hand sides. Then one can use Theorem 5.4. 
As we have mentioned [31] proves the undecidability of SREU with ground left 
sides. The corresponding monadic case is shown to be decidable [20]: 
Theorem 5.6. Monadic SREU with ground left sides is decidable. 
The idea of the proof is the following. It is shown that solutions to rigid equations 
with ground left-hand sides can be described by word equations plus restrictions that 
word variables belong to regular sets. Then the result of [32] on the decidability of 
word equations with regular constraints is used. 
As for the general case, the decidability remains an open problem. [20] proves poly- 
nomial-time equivalence of monadic SREU to a decision problem on words described 
below. 
Denote by W a set of pairs of words on .F. Introduce on W a binary function *, a 
unary function r and a binary relation 6 in the following way: 
(u~v)*(Kw=(~,v, 
(~l,~2)‘=(u2,~1)> 
(U, V)<(UW, VW). 
An ideal on W is any set of pairs containing the pair of empty words (E,E), closed 
under functions * and ’ and upward closed under <. The ideal generated by a set of 
pairs S, denoted ideal(S) is defined as the least ideal containing S. 
An ideal membership question is an expression 
wheren30andU,V,Ur,... , U,,, VI,. . . , V, are words, possibly with variables. The ideal 
membership problem is the problem of solvability of systems (i.e., finite sets) of ideal 
membership questions. [20] proves 
Theorem 5.7. Monadic SREU id decidable if and only if so is the ideal membership 
problem. 
5.3. One unary function symbol 
By Theorem 3.18, monadic SREU is polynomial-time equivalent to SREU( 1,2,0). 
It is easy to see that SREU( ~2,0,0) is NP-complete. What happens in the case of 
signatures (_, l,O), i.e., signatures with one unary function symbol? This question is 
investigated in [9]. 
Assume that s is the only function symbol of such a signature. Then a word s” 
represents the natural number n. Concatenation of words becomes the addition operation 
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+ on numbers, the power relation “sk = (P>n for some natural number ,” represents 
the divisibility relation m / k. It follows from Lemmas 5.2 and 5.3 that Monadic SREU 
with one unary symbol can represent the so-called Diophantine problem for addition 
and divisibility, i.e., the problem of solvability of expressions using 0, 1, + and 1 over 
natural numbers. 
In [9] a reduction of SREU(_, 1,0) to the Diophantine problem for addition and 
divisibility is given. The latter problem is known to be decidable [3,26,24]. This 
implies 
Theorem 5.8. SREU(_, 1,0) is decidable. 
The precise complexity of SREU(_, 1,O) is not known, as well as the precise com- 
plexity of the Diophantine problem for addition and divisibility [25]. 
6. Another decidable fragment 
Simultaneous Rigid E-unification with two variables is undecidable. For the one- 
variable case, the following result is known [6,7]: 
Theorem 6.1. SFiEU( _,_, > 1) with one variable is DEXPTIME-complete. 
The proof of [6] is based on polynomial-time reductions between Simultaneous Rigid 
E-unification and the intersection nonemptiness problem for bottom-up tree automata 
[33]. This theorem implies the following consequences for other decision problems 
discussed in our article. 
Theorem 6.2. Formula Instantiation and Matrix Instantiation with one variable are 
decidable. The V’*YV’*-fragment of intuition&tic logic with equality is decidable. 
7. Conclusion 
The known results on the decision problems explained in this article are summarized 
in Table 1. 
The following two problems are still open: 
l the decidability of Monadic SREU; 
l The decidability of SREU with two rigid equations. 
From the table, it follows that the precise complexity of some problems is also un- 
known. 
Other open problems related to the Herbrand theorem and its use in automated 
reasoning are discussed in [43]. 
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