(1 + √ 5) and the alphabet {0, 1} the infinite Bernoulli convolution (= the Erdős measure) has a property similar to the Lebesgue measure. Namely, it is quasi-invariant of type II 1 under the β-shift, and the natural extension of the β-shift provided with the measure equivalent to the Erdős measure, is Bernoulli. In this note we extend this result to all Pisot parameters β (modulo some general arithmetic conjecture) and an arbitrary "sufficient" alphabet.
Introduction and the main theorem.
Let β > 1; the infinite Bernoulli convolution (or the infinitely convolved Bernoulli measure) is defined as the infinite convolution of the independent discrete random variables θ n (β) for n from 1 to ∞, where θ n (β) assumes the values ±β −n with the probability 1 2 . This measure is well studied from the probabilistic point of view -see, e.g., [8, 2] . In particular, if β > 2, then the support of the corresponding infinite Bernoulli convolution is a Cantor set of zero Lebesgue measure, and for β = 2 it coincides with the Lebesgue measure on [−1, 1]. Besides, if β is a Pisot number (i.e., an algebraic integer > 1 whose Galois conjugates are all less than 1 in modulus), then the famous Erdős Theorem claims that it is singular with respect to the Lebesgue measure [5] . Finally, it is also worth mentioning the fundamental result by B. Solomyak who has proved that it is absolutely continuous for a.e. β ∈ (1, 2) [19] . The aim of this short note is to study some ergodic-theoretic properties of this important measure in the case of Pisot parameter β.
Actually, we will consider a slightly more general model. Namely, let d ∈ N \ {1}, A d = {0, 1, . . . , d − 1} and β be an irrational Pisot number, 1 < β < d.
Let µ + β,d denote the Erdős measure, i.e., the measure on R that corresponds to the distribution of the random variable More precisely, let the sequence (a n ) ∞ 1 be defined as follows: let 1 = ∞ 1 a k β −k be the greedy expansion of 1, i.e, a n = [β(τ
If the tail of the sequence (a n ) differs from 0 ∞ , then we put a n ≡ a n . Otherwise let k = max {j : a j > 0}, and (a 1 , a 2 
In the seminal paper [12] it is shown that for each greedy expansion ε in base β, (ε n , ε n+1 , . . . ) is lexicographically less (notation: ≺) than (a 1 , a 2 , . . . ) for every n ≥ 1. Moreover, it was shown that, conversely, every sequence with this property is actually the greedy expansion in base β for some x ∈ [0, 1).
Put
(the one-sided β-compactum), and
(the two-sided β-compactum). The sequences from the β-compactum (one-sided or two-sided) will be called β-expansions. It follows from the above formulas that both β-compacta are stationary (= shift-invariant). As was shown in [12] , the map ϕ β : X
is one-to-one except a countable set of sequences. Let F in(β) denote all numbers from [0, 1) that have a finite β-expansion (i.e., the tail is 0 ∞ ). It is obvious that F in(β) ⊂ Z[β] ∩ [0, 1); the inverse inclusion however is not necessarily true even for a Pisot number, see, e.g., [1, 16] . Remark 2. The notion of WF number appeared in different settings in a number of recent works [1, 16, 15] and in a slightly different form -earlier in the thesis [9] . There exists a conjecture shared by most experts in the area (Sh. Akiyama, B. Solomyak -private communications) that in fact every Pisot number is weakly finitary. Note that Akiyama [1] has given an explicit algorithm of checking whether a given Pisot number is WF, and, as far as the author is concerned, none of them has failed so far.
The main theorem of the present note is as follows. 
Theorem 3. If β is WF, then the Erdős measure µ
We believe that knowing this fact could be important for the study of further ergodic-theoretic properties of this important measure, including its Gibbs structure and multifractal spectrum (see [10] for some results in this direction and references therein).
Auxiliary results and definitions.
The rest of the paper is devoted to the proof of Theorem 3, which is based on the idea of [17, §1] (where the special case β =
1+
√ 5 2 , d = 2 was considered) and also uses techniques of [15] . Note that the claim analogous to Theorem 3 is known to be true for the Lebesgue measure on [0, 1] -see [18, 4] . The above theorem therefore immediately leads to an ergodic-theoretic proof of the famous Erdős Theorem which claims that the Erdős measure is singular [5] . Indeed, it suffices to apply the corollary of the Birkhoff Ergodic Theorem claiming that two ergodic measures either coincide or are mutually singular; the fact that the two invariant measures in question do not coincide can be proved in the very same way as in the case β =
√ 5
2 , see [17, Proposition 1.10].
Our first goal is to define the two-sided normalization in base (β, d).
We will use the following convention: the sequences from X β (X + β ) will be denoted with the letter "ε" and sequences from the full compacta -with "x". Let p d denote the product measure on Σ d with the equal multipliers and p 
, where π β,d is given by (1) and ϕ β is given by (2) -see [6] . The following convention will be used hereinafter: the notation n
. . , ε n ), i.e., we ignore the tail 0 ∞ whenever possible. By the above, the Erdős measure may be computed by the formula µ
For more details see [17] .
Remark 4. There exists a more direct way of defining normalization. Namely, in [6] it was shown that one may find a finite automaton that carries out the operation of normalization in Pisot bases. The converse is also true: if the function of normalization is computable by a finite automaton, then β must be a Pisot number -see [3] .
We need one more technical lemma before we may proceed. Proof. By the well-known result of K. Schmidt [13] , the β-expansion of any x ∈ Q[β] ∩ (0, 1) is eventually periodic; moreover, for the elements of Z[β] ∩ (0, 1) the collection of such periods is known to be finite [1, 15] . Let T β = (Per 1 , . . . , Per r ) denote this collection. In [7] it was shown that the normalization of a word x 1 . . . x n in base (β, d) has the following form: n
. By our choice of δ, the β-expansion of f must be of the form (f n+L 1 +p+1 , . . . , f n+L 1 +p+L 2 ) for some fixed L 2 (because we have only a finite number of (x
Remark 6. Thus, even if the normalization of a word is not finite, you can add a "period killer" of a fixed length so that it will become such. This is in fact the only property we will be using. It looks weaker than WF and we have been even tempted to call it something like PWF (positively weakly finitary); the reason for not doing so is the fact that there are no examples of Pisot numbers that are PWF but not WF (actually, as we already mentioned above, there are no examples of Pisot numbers that are not WF at all!). 
Lemma 7. For p
Let L = L(β, d) be as in Lemma 5. We have
B j ).
By Lemma 5, p
for any E in the sigma-algebra generated by x Lk−L−1 , . . . , x 1 . Hence
It suffices to put γ :
, which proves (5) 
. (a concatenation of finite words), and n
Proof. Recall that by the well-known result from [7] quoted in Lemma 5, there exists a number K = L 1 ∈ N such that if the normalization of a word of length n in a Pisot base with a fixed alphabet is finite, then the length of its normalization is at most n + K (here K depends on β and the alphabet only). This means that if w 1 , w 2 are two words with finite normalizations, then the normalization of w 1 0 2K w 2 is the concatenation of the normalizations of w 1 0 K and 0 K w 2 .
Set
where A n is given by (4). Still we have p
Thus, the probability that at the end of the first block in Lemma 7 there are 2K consecutive zeros, is also 1. Therefore, by the above, the normalizations of the first block and all the rest will be totally independent. Consider the second block, then the third one, etc. -and then take the countable intersection of all the sets obtained. This is a sought set of full measure p
3. Two-sided Erdős measure and conclusion of the proof. Now we are ready to define the two-sided normalization and -consequently -the two-sided Erdős measure.
where the limit is taken in the natural (weak) topology of Σ d . By the previous corollary and the fact that the measure p d is the weak limit of the measures S n d (p 
Let H(T β ) denote the group of points homoclinic to zero, i.e., t ∈ H(T β ) iff T n β (t) → 0 as n → ±∞. A homoclinic point t is called fundamental if the linear span of its T β -orbit is the whole group H(T ). It is well known that such points always exist for T β (actually they exist for any automorphism of T m which is SL(m, Z)-conjugate to T β -see [20, 15] ). Now let the map from X β onto T m be defined as follows:
where t is fundamental. It is easy to show that the series does converge on the torus [14, 15] whenever the ε n are bounded. Let τ β denote the shift on X β , i.e., τ β (ε) n = ε n+1 . In [15] it is shown that if β is WF, then F t is one-to-one a.e. and conjugates the shift τ β and T β . Now we state without proof that similarly to the one-sided normalization (see (3)), the two-sided normalization can be computed by the formula
where the projection F t,d : Σ d → T m is given by the same formula (7) as F t with ε n replaced by x n . In particular, it is well defined a.e. and does not depend on a choice of t. We have the following diagram:
Since the the two-sided normalization obviously commutes with the shift (see (6) ), the diagram commutes as well, whence the two-sided Erdős measure is also shift-invariant (unlike the one-sided Erdős measure!). This is because Ornstein' s Theorem which claims that all Bernoulli factors are Bernoulli [11] .
Let If we construct such functions, this will prove Theorem 3, because then we will have
i.e., ν 
