We describe a new imaging method using single-cycle pulses of terahertz (THz) radiation. This technique emulates the data collection and image processing procedures developed for geophysical prospecting and is made possible by the availability of fiber-coupled THz receiver antennas. We use a migration procedure to solve the inverse problem; this permits us to reconstruct the location, the shape, and the refractive index of targets. We show examples for both metallic and dielectric model targets, and we perform velocity analysis on dielectric targets to estimate the refractive indices of imaged components. These results broaden the capabilities of THz imaging systems and also demonstrate the viability of the THz system as a test bed for the exploration of new seismic processing methods.
INTRODUCTION
The development of terahertz (THz) ''T-ray'' imaging in the mid-1990s 1 generated a great deal of interest, as this technology can be used for a wide range of problems involving remote monitoring and inspection. 2, 3 The unique capabilities of the THz time-domain spectrometer have also inspired numerous explorations of new imaging techniques for THz radiation, including time-of-flight reflection imaging and ranging, [4] [5] [6] emission imaging, 7 nearfield techniques for improved spatial resolution, 8, 9 interferometric imaging for improved depth resolution, 10 and near-real-time display-mode imaging. 11 More recently, the availability of fiber-coupled THz transmitters and receivers has created new opportunities for data acquisition and image formation. [12] [13] [14] For example, Ruffin and co-workers describe a technique in which a THz wave interacts with a two-dimensional target and is subsequently measured at many different positions. 15 The data are used to reconstruct the field distribution at the position of the target through backpropagation of the Huygens-Fresnel diffraction kernel, a familiar result from the theory of holography. 16 We recently described a similar image formation procedure, also using fibercoupled THz antennas. 17 This approach, known as Kirchhoff migration, 18, 19 borrows not from the optics community but instead from the field of seismic prospecting.
Here, we describe in detail this novel method for generating images using THz pulses. Because of the strong similarities between subpicosecond THz pulses and the seismic impulses used for geophysical studies, we are able to employ a mature set of algorithms for image formation. These algorithms are based on much of the same underlying physics as that for the more familiar electromagnetic propagation, in the sense that both are direct consequences of the description of wave propagation using Green's functions. In our case, some simplifying assumptions can be made because the propagating wave is in the form of a broadband transient. In essence, the migration approach places more significance on the travel time than on the amplitude of the measured wave. This approximation neglects important aspects of the collected data, so it necessarily reduces the quality of the generated image. It leads, however, to an imaging algorithm that is simple to implement and is extremely robust against losses due to scattering or absorption of the propagating wave. For this reason, it is well suited for image formation in situations where the THz wave must propagate through a lossy or disordered medium either before or after interacting with the target. A situation of this sort would, of course, be challenging to handle by using the conventional approach. 15 In addition to broadening the scope of THz imaging capabilities, this work also offers new possibilities for the development of novel seismic processing algorithms. Generally, such advances in signal processing techniques are evaluated by using simulated data, for which the effects of scattering or noise can be difficult to emulate. Another option in the testing of new imaging algorithms is to use real data from field studies. In such cases, however, the ''correct'' answer is often not known with high precision, so comparisons between the new imaging algorithms and the conventional methods are not always revealing. A third option is the use of scale models as test beds, an approach that can provide a valuable new perspective. Physical models have found extensive use in the geophysics community, both for the validation of new imaging algorithms and for the study of complex structures. [20] [21] [22] The majority of these have been seismic, and there have been few considerations of geophysical test beds based on electromagnetic propagation. The results presented here demonstrate the feasibility of using few-cycle THz electromagnetic impulses as models for seismic image formation. Of course, there are a number of important differences between acoustic and electromagnetic waves, the most significant involving the issue of longitudinally polarized waves. Nevertheless, there are many commonalties as well, including such phenomena as refraction, diffraction, and Snell's law. 19 Also, unlike seismic waves, the wave front of the free-space THz radiation can be easily manipulated by using lenses or other bulk optical components. Finally, the use of electromagnetic radiation eliminates the issue commonly encountered in the use of acoustic transducers, involving the strong sensitivity to the contact conditions, which is due to the strong impedance mismatch between the transducer and the surrounding medium. As a result, one might expect to learn a great deal from tabletop model systems, such as that described here. In this work, we discuss the method of Kirchhoff migration as applied to THz imaging. In Section 2, we review the basic principles of the migration approach and our experimental arrangement. In Section 3, we discuss issues of resolution, as well as the optimization of the data acquisition. This is most readily understood in the context of reflective (metallic) targets, for which we show several illustrative examples. Section 4 deals with the imaging of dielectric, rather than metallic, targets. As with many inverse problems, there is a commonly encountered ambiguity in images for which the wave velocity is not known a priori. The seismic community has developed a number of sophisticated metrics for determining the optimal velocity maps in these cases. We discuss the use of the most appropriate of these metrics for the THz imaging problem.
TWO-DIMENSIONAL MIGRATION
Seismic data collection is generally arranged to acquire data at the surface. An acoustic pulse is propagated into the subsurface strata, and reflected waves are recorded by an array of receivers. The task in migration is to transform this data set, knowing only the position of the transmitter and the receivers and the travel times of the reflected pulse, into a useful image of the subsurface. In other words, given that the horizontal surface is the x axis and the depth is the z axis, we wish to transform data in the (x, t) domain into the (x, z) domain. We review the theoretical and experimental foundations of migration. Schneider provides a useful guide from both the acoustic and optical perspectives, which we closely follow in our discussion. 23 The theoretical foundation for the migration transform assumes a point source, generating a spherical wave that propagates into a homogeneous medium. This wave is reflected back to a boundary at the recording surface z ϭ 0. From first principles, the scalar wave equation governs the propagation of the wave. Given that we can observe the wave along the surface, the solution for the surface integral of the wave equation is desired. Several Green's functions have been suggested that solve this problem. 23 The analysis is based on Huygen's principle with the solution commonly called the Kirchhoff integral.
Although we have not restated the mathematics of the transform, a more easily understood explanation can be formulated from the geometry of the experimental arrangement. In Fig. 1(a) , a single transmitter with an array of symmetrically placed receivers is located at the recording surface. The emitted spherical pulse propagates downward until a portion of it interacts with a point diffractor, generating a reflected wave. Given that the point scatterer is located at (x 0 , z 0 ), the transmitter is at (0, 0), and a receiver is at (x, 0), the travel time in a homogeneous medium based on the Pythagorean theorem is
where v 0 is the velocity in the medium, is the two-way travel time, and D(x) is the total distance from transmitter to target to receiver. In Fig. 1(b) , a collection of waveforms from various receiver positions is shown so that the temporal axes run vertically. In light of Eq. (1), we are not surprised to find that the peaks of these waveforms follow a hyperbolic shape. 19 Kirchhoff migration uses this fact to transform the collection of waveforms back to the location of the point diffractor. In practice, we use a grid of possible reflector locations. For each point, the expected hyperbola is calculated, and the amplitude from each waveform at the proper time offset is summed. The Kirchhoff summation is then placed at the grid point. Correctly guessed points yield a large summation value, since they traverse through the peaks of multiple waveforms. Incorrectly guessed points result in smaller values, which is due to the low amplitude of the traversed waveforms and/or the destructive interference from different waveforms in the summation.
Two incorrectly guessed points are shown as circles in Fig. 1(b) . The hyperbolas associated with each of these points are centered above the circles. Both points have a small-valued summation, which is due to partial destructive interference. Some of the temporal waveforms have negative amplitude values at the points where they intersect the hyperbola, while others have positive amplitude values at the intersection points. The right-hand point is closer to the surface (z ϭ 0); therefore its associated hyperbola has more curvature than the one on the left. These examples illustrate how even incorrect locations can generate nonzero amplitudes in the migration procedure and induce image artifacts. The characteristics of these artifacts are seen in several of the figures below. As the number of waveforms included in the summation increases, the amplitude of these artifacts decreases and the effects become less severe.
From the mathematical outline by Schneider, we note three major differences between theory and practice. 23 First, the Kirchhoff surface integral is a continuous function, whereas practical implementation requires discrete summation to approximate the integral on account of a finite number of receivers. Discrete summation introduces the need to prevent aliasing effects, which we discuss in Section 3. Second, Kirchhoff migration, strictly speaking, takes into account the reduction in amplitude of the wave as the transmitter-to-receiver distance increases. In our work, the transmitter-to-receiver distance is small enough for us to neglect this effect, given the negligible absorption of the intervening medium. The process of Kirchhoff migration without corrections for the relative change in amplitude between received waveforms is known as diffraction summation as opposed to Kirchhoff migration, but these terms are often used interchangeably within the seismic community. 24 We follow this trend and generally refer to our approach as Kirchhoff migration. Third, our waveforms are discrete time recordings. We must therefore employ interpolation when the intersection with a hyperbolic curve falls between two time steps.
Kirchhoff migration provides a relatively simple means to reconstruct an image of a point diffractor from reflected waveforms. In general, we can also image extended objects, since any surface may be represented as a collection of point scatterers. The ability to image an object, even if it contains surfaces tilted with respect to the incoming beam, emphasizes one unique feature of this imaging technique. With conventional THz reflection measurements, even those using a bistatic configuration, 6 ,25 a surface with a tilt at a large angle does not reflect any radiation back to the receiver. The radar community has understood the advantages of multistatic over bistatic imaging for many years. 26 Another unique aspect of Kirchhoff migration is the ability to estimate the parameters of a dielectric target such as thickness and refractive index. To properly create a depth image from temporal signals, we must also know the velocity of the media. We apply one such velocity analysis technique in Section 4. In fact, it should be possible to estimate velocity parameters for a complex two-dimensional dielectric target, since Kirchhoff migration handles lateral velocity changes better than competing methods. 19 There are fundamental limits, however, to the resolution of the reconstruction in both the horizontal (x-axis) and vertical (z-axis) directions. We examine these limits and discuss the requirements of the experimental arrangement in Section 3.
The THz time-domain spectrometer used in our measurements is identical to the fiber-coupled system described previously.
12,14,15 Figure 2 shows a representation of the experimental configuration. The system includes dispersion compensation to offset the effects of the optical fiber and a separate enclosure for fiber splitting, delay rail, and data acquisition. The emitted radiation reflects off a target and is sensed by a receiver. The receiver is a conventional photoconductive antenna, coupled to an R ϭ 4 mm aplanatic hyperhemispherical substrate lens. Although we are collecting these waveforms serially, by repositioning a single receiver at many different locations, this process simulates simultaneous multistatic data acquisition. Since the receiver is fiber coupled, repositioning does not alter the relative temporal delay of the laser arrival time or the alignment of the femtosecond optical beam onto the receiver. We translate the receiver along a line and rotate the antenna to compensate for its angular sensitivity.
14 Great care is taken to ensure that the axis of this rotation passes through the antenna, so that the rotation does not introduce any temporal shifts in the measured waveforms. This configuration mimics the typical situation in geophysical imaging, where the transmitter is a device for generating a seismic impulse (e.g., dynamite) and the receivers are an array of geophones. 19 Fig. 2. We acquire data by using the Picometrix fiber-coupled THz system that provides a constant temporal delay as the transmitter and/or the receiver is translated. The system includes dispersion compensation to offset the effects of the optical fiber and a separate enclosure for fiber splitting, delay rail, and data acquisition. To simulate simultaneous multistatic data acquisition, we translate and rotate the receiver along a line. A photograph of a packaged antenna module is shown.
RESOLUTION OF RECONSTRUCTED IMAGES
As discussed in Section 2, Kirchhoff migration provides a means for reconstruction of a point scatterer from temporal data in a homogeneous medium. This method also can reconstruct an arbitrary shape, since any surface may be regarded as a collection of point scatterers. Limitations exist as to how well the reconstructed image is resolved. We discuss the theoretical limits and demonstrate the effects with both experimental and simulated data.
Horizontal resolution defines the smallest feature that can be resolved along the x dimension (parallel to the array of receivers). It is generally defined in terms of the first Fresnel zone. Generally, the first Fresnel zone is defined by the size of an opening in an infinite plate such that only positive values of an incident spherical wave are able to penetrate the opening. 16, 18 For a broadband source, the Fresnel zone can be defined by the size of an aperture that maximizes the transmitted energy. 27 The size of the first Fresnel zone is given approximately by
where f mean is the mean frequency of the THz source and v 0 and are as defined in Eq. (1).
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A feature that is smaller than the size of the first Fresnel zone cannot be resolved. As the feature size increases beyond the size of the first Fresnel zone, the image reconstruction provides a better representation. This viewpoint is equivalent to asking how much the resolution improves as the hole in our infinite plate expands. As the size of the hole increases, more of the spherical wave is allowed to traverse the opening. The field from each subsequent Fresnel zone contributes to the net field with sign opposite to that of the field from the preceding zone. As additional Fresnel zones are available, the resolution therefore improves, but, at the same time, the effect diminishes as more zones are added. 28 Vertical resolution defines the smallest feature that can be resolved along the z dimension (the initial beam propagation direction). This depends on the coherence length of the probing wave. A shift in position of a temporal waveform by an amount that is small compared with the duration of the THz pulse will not have a significant effect on the summation. Consequently, the migration summation is not sensitive to temporal shifts of this magnitude. The generated images exhibit blurred edges, which are due to the finite coherence length of the radiation. Vertical resolution is given by
where ⌬f is the bandwidth of the radiation. We demonstrate the limits of both horizontal and vertical resolution with an experiment using long metal cylinders of various diameters. These cylinders may be taken to be ideal reflectors. Each cylinder is placed approximately 90 mm from a fixed THz transmitter. As in Fig. 1(a) , a series of 152 reflected waveforms are collected on either side of the transmitter in 1-mm steps, which is somewhat smaller than the effective aperture of the receiver antenna. The smallest transmitter-to-receiver offset is 38 mm, limited by the size and the orientation of the antenna housings. Images are formed from the resulting set of waveforms by using the migration procedure outlined above. These results are shown in Fig. 3 for five cylindrical targets with various diameters. The vertical axes show the distance from the transmitter, while the dashed circles show the actual positions and cross sections of the targets. For all five images, we used a grid spacing (pixel size) of 50 m for the image reconstruction. The migration results place the targets at the proper position within our ability to independently determine them.
We note that the two smallest cylinders are accurately placed; however, they are not well resolved. The diameters of these cylinders are very close to the horizontal resolution. For our measurements, the size of the first Fresnel zone is ⌬x ϳ 2.9 mm. For the 4.7-mm-diameter cylinder, we begin to resolve features in the image that correspond with the location of the reflecting surface. The two largest cylinders have a clearly defined surface section. Only a portion of the surface is imaged, on account of the finite range of receivers along the x axis. Fig. 3 . Kirchhoff migration images from five metal cylinder targets with diameters of (a) 2.4 mm, (b) 3.2 mm, (c) 4.7 mm, (d) 6.2 mm, and (e) 12.7 mm. The dashed curves represent the outlines of the targets for comparison with the migration images. In (a) and (b), the objects are correctly located, but their surface curvature cannot be resolved, since their diameters are close to the resolution. In (c), the location of the object and a very faint surface curvature are resolved. In (d) and (e), the cylindrical surfaces are reconstructed over a limited region on account of the finite range of receiver offsets.
The limited number of receivers hinders complete cancellation of diffraction sums from regions without a reflector. Consequently, a number of image artifacts arising from aliasing effects are observed, as anticipated above. These artifacts blend into the surface reconstruction at its outer limits and appear to simply continue the surface along a tangent line on either side of the cylinder. The angles of these artifacts are determined both by the distance from the transmitter to the object (which determines the curvature of the hyperbolic reflection curve) and by the shape of the reflecting object. The reconstructed curves of the cylindrical surfaces also exhibit a finite thickness. The finite coherence length of the radiation, which limits the vertical resolution, causes blurring that is 3-4 pixels wide. 18 The surface blurring is consistent with the calculated vertical resolution of ⌬z ϳ 0.19 mm.
The experimental arrangement may also have a large effect on the reconstructed image. Obviously, the resolution limits are determined by the bandwidth of the THz pulse, but increased number of artifacts and lack of detail in complex shapes may result if the experimental arrangement is not properly designed. Two important concerns are the receiver's range, or span across the surface, and the receiver's spacing.
Receiver span determines the angle of a target that can be observed. Simple geometry provides sufficient insight, and the reconstructed cylinder images in Fig. 3 provide a useful illustration. With a receiver offset from 38 to 189 mm on either side of the transmitter, the observed section of the cylinder's curvature is limited. Increasing the receiver's span allows more of the target to be reconstructed but at the expense of additional acquisition and processing time.
Given the desire to acquire data over a broader range of receiver positions, it might seem obvious to simply increase the step size between receiver positions. Diffraction sums, however, rely not only on coherent summation to define where an object exists but also on destructive summation of incorrectly guessed hyperbolas. As the receiver spacing increases, the ability to create destructive interference by using Kirchhoff migration diminishes. In fact, a receiver spacing that creates a shift in the temporal waveforms greater than half of the temporal duration of the pulse effectively destroys the ability to properly resolve the image. Equally, the receivers must be arranged so that such a shift does not occur between any pair of adjacent receivers. Complex targets may have a large effect on the temporal shift of the acquired waveforms. We define the upper bound of the stepping distance in terms of the signal bandwidth ⌬f:
where D(x n ) is the transmitter-to-target-to-receiver distance of adjacent receivers and v 0 is the velocity of the wave in the homogeneous medium. For simple structures, this provides a means to determine the receiver spacing. For example, assume that a flat reflector, parallel to the transmitter/receiver line, is located 90 mm from the surface. A receiver position step size of 1 mm (e.g., from 38 to 39 mm) results in a difference ⌬D n of ϳ0.21 mm, which is less than the upper bound of ϳ0.3 mm for a 0.5-THz bandwidth. A stepping distance of 1 mm is appropriate, and it is used for all experimental data in this paper.
To demonstrate the effects of aliasing due to improper receiver placement, we use simulated data. A flat, reflective plate is located at z ϭ 90 mm with a single transmitter and 120 receivers positioned on one side of the transmitter at 1-mm spacing. The minimum transmitter-toreceiver offset is 38 mm.
Four images were reconstructed by using the data, each with a progressively reduced data set. In Fig. 4(a) , we used all 120 waveforms in the migration. Artifacts are apparent but are relatively small compared with the reconstruction for the reflecting plate. For Fig. 4(b) , alternate waveforms were discarded (i.e., receivers 1, 3, 5,..., 119 were used) before the Kirchhoff migration, while Fig. 4 (c) used data from receivers 1, 4, 7,..., 118 and Fig. 4(d) used data from receivers 1, 5, 9,..., 117. We observe a dramatic effect as the aliasing artifacts get progressively worse with each increase in receiver stepping distance.
VELOCITY ESTIMATION WITH SEMBLANCE
In Section 3, we demonstrated the ability of the THz system to image curved surfaces. Imaging steep angles relative to the transmitter is possible with a multistatic receiver arrangement. This experiment is a useful illustration but contains only a single homogeneous medium (air). A more interesting problem involves imaging dielectric targets. Dielectrics allow both reflection and transmission of the electromagnetic field and give rise to regions of differing velocities within the reconstructed image. To properly create an image, we require a method to estimate the different velocities. In an effort to emulate seismic data acquisition, we study layered media, a common geologic structure. To illustrate the important steps in image formation, we start with simulated THz data. These simulations demonstrate the challenges inherent in this image reconstruction problem, which are formidable even without noise or other experimental considerations. Once we have covered the salient points, we then turn to experimental results, using a composite target with a very small impedance mismatch. These data illustrate the sensitivity of the THz system and the applicability of the velocity estimation procedures outlined below.
For the simulations, a simple planar target is a useful starting point. A single homogeneous layer is oriented parallel to the transmitter/receiver line. Its top surface is at z ϭ 90 mm, and its bottom surface is at z ϭ 100 mm. The regions both above and below this planar target are empty. The refractive index of the simulated material is set to 1.525, which is roughly equivalent to that of high-density polyethylene (HDPE). 29 The material is assumed to be nondispersive. Figure 5 shows the data acquisition arrangement, in which a group of one transmitter and 20 receivers is moved across the layer. The initial transmitter-to-receiver offset is 38 mm, with the receiver spacing set at 2 mm. Data from these 20 receivers are collected every 2 mm at ten locations. We note that seismic data collected at sea are gathered by using a similar technique, where the acoustic source is an air gun followed by a towed streamer of acoustic receivers. 19 We wish to use the same Kirchhoff (diffraction) summation as that described above to create an image from the entire data set. Previously, we used only common shot data, or, in other words, data acquired by a set of receivers from a single transmitter location. We now have several advantageous data arrangements, such as common midpoint and common offset, that can be extracted from multistatic data sets of this type. Common midpoint data allow multiple views of the same spatial location. In effect, we use these various views to reduce noise (e.g., through averaging) or infer structure by noting variations in waveforms not accounted for by the change in transmitter-to-receiver distance. Common offset is useful in determining angle and/or velocity changes as the transmitter-to-receiver offset is fixed. Time-of-flight variations indicate a change in depth or tilt of the reflector, or velocity of the intervening media.
One important difference between the application of Kirchhoff migration to electromagnetic and acoustic scattering is that, in the seismic experiment, the absolute propagation time is known while the wave velocity v 0 is generally not known. With our data, the wave velocity of the first layer (air) is known precisely, but the time between the emission and the detection of the THz pulse is not known, since the measurements provide only relative delays. In both cases, however, the unknown quantity can be obtained from Green's equation 30 :
where T x is the absolute transmitter-to-receiver travel time for a receiver at (x, 0) and T 0 is the travel time for a (hypothetical) receiver at x ϭ 0 (the location of the transmitter). 30 If a flat reflector oriented parallel to the receiver line is used, a plot of T x 2 versus x 2 produces a line. If the absolute travel time is known, then the slope of the line determines the wave velocity. In our case, we vary the temporal offset of all waveforms until the slope equals 1/v air 2 ; then the intercept gives the absolute value of T 0 and therefore the transmitter-to-target distance (z 0 ϭ v air T 0 /2). Figure 6 shows the arrival time of the primary reflection from common shot data after the appropriate time shift of the waveforms. We used the absolute time T 0 to calibrate the time axis in the above cylinder experiments. After adjusting the temporal waveforms to an absolute time scale, we perform Kirchhoff migration by using a 50-m pixel size for the flat plate drawn in Fig. 5 . The results are shown in Fig. 7 ; as expected, both the front and back surfaces of the plate are visible. We note, however, that the distance between the surfaces of the plate is not equal to the thickness of the sample. This is a result of the assumption, implicit in the migration procedure, that the wave velocity is constant everywhere within the imaged region. The velocity of light within the material is ϳ33% slower than in air. Consequently, the surfaces appear to be farther apart than they actually are. This type of image artifact was recognized even in the earliest reports of THz reflection imaging. 6 We now examine several means to estimate velocity, with the goal of correcting this artifact.
Several simple but effective methods to determine velocities in geophysical imaging are constant-velocity gathers (CVGs) and constant-velocity stacks (CVSs). 19 With CVGs, a uniform velocity is assumed for all data (e.g., common midpoint), and the temporal waveforms are drawn side by side, or gathered. Each waveform's time base is adjusted to properly align the data. The adjustment, or moveout, is determined by
where T 0 is the travel time for a (hypothetical) receiver at x ϭ 0 (the location of the transmitter) as in Eq. (5), v g is the guessed constant velocity, and T x is the absolute transmitter-to-receiver travel time for a receiver at (x, 0). The moveout value ⌬T is used to shift the time axis of each reflected waveform. A series of different gathers, each with a slightly different guessed velocity, are plotted side by side on a graph of time versus estimated velocity. Visual trends indicate good velocity estimates. An undercorrected gather (where the guessed velocity v g is too fast) creates downward-tilting curves from flat reflectors (parallel to the line of receivers). Overcorrected gathers produce upward-tilting curves from flat reflectors. By selecting regions at differing times that have ''flat'' features, we can determine the correct velocities at each time. CVSs use a similar approach to that for CVGs, but data are first migrated (summed) across a hyperbola as in Eq.
(1). By plotting the stacked (migrated) data, each with a slightly different constant velocity, we look for ''flat'' regions, which indicate coherent summation (i.e., correct velocities). Typically, CVGs and CVSs are used concurrently with the CVG data taken from one of the data sets used in the CVS. Both of these procedures rely to a great extent on a visual inspection of the data; however, these methods are appropriate for seismic reconstruction, since acoustic velocity generally increases with depth. In fact, a relatively new technique called differential semblance optimization goes so far as to assume a smooth velocity function and moves the discontinuities created by impedance mismatches into a reflectivity function. 31 Both the CVG and CVS methods assume a root-meansquare (rms) velocity. In other words, if a layered target has velocities v 1 , v 2 , v 3 ,..., v n and a one-way travel time of t 1 , t 2 , t 3 ,..., t n for each layer, respectively, the rms velocity is defined as
Given the sharp velocity discontinuities created as light moves from air to HDPE in our sample target, an average velocity does not provide adequate information. These types of sharp discontinuities are also exhibited in the challenging Marmousi benchmark seismic velocity model. 32 This still leaves us in need of a method to analyze our simple target. One approach is to break up the velocity function into sections and continue the analysis downward by using an iterative approach, in which the velocity in each layer is determined by using the value from the previous layer. 18 We apply this approach by using Kirchhoff migration in tandem with a velocity field. The velocity field determines the one-way travel time from a depth point (z Ͼ 0) to a point on the surface (z ϭ 0). The model includes velocities defined over the entire (x, z) space of interest and any deviations due to Snell's law at interfaces. The cumulative depth-point-to-transmitter and depth-point-to-receiver travel times determine the path of the hyperbola used for summation of the data-set values. The velocity model is downward modified as each new interface is encountered. Figure 8 (a) shows the Kirchhoff migration results for the second layer of the simulated target (the layer in which the index is 1.525) at guessed velocities from 2.8 ϫ 10 8 to 1.8 ϫ 10 8 m/s, corresponding to guessed refractive indices from 1.07 to 1.67, respectively. The firstlayer location and velocity are determined by the results in Fig. 7 , since the velocity in the uppermost layer is known. The migration images show a dramatic change Fig. 7 . Kirchhoff (diffraction) summation of the synthetic data collected in Fig. 5 by using a 50-m grid clearly shows the two surfaces of the flat plate. The top surface is accurately placed; however, the z-distance separation between the two surfaces is larger than the simulated thickness of 10 mm. Velocity analysis is required and is performed over the region indicated. Figure 8 below displays the results.
in the location of the second interface as the guessed velocity in the intervening medium decreases. The background artifacts have been amplified in Fig. 8(a) , compared with Fig. 7 , to emphasize the differences created by the reconstruction; however, there is no good way to distinguish by inspection between these various results. This ambiguity, arising from the fact that neither the thickness nor the wave velocity is known, is commonly encountered in many different manifestations of the inverse problem. A quantitative measure of the quality of the interface in the migration image is required to distinguish among the various guesses displayed in Fig. 8 .
One aspect of these images that can be analyzed to provide this metric is the extent to which the wave fronts align during the migration procedure. Several coherency metrics exist such as velocity spectra, 33 cross correlation, and semblance. 34 A velocity spectrum relies on v rms , which, as noted above, will not suffice for this example. Semblance has been shown to differentiate smaller velocity changes than cross correlation 34 ; therefore we use semblance as the coherency metric.
The semblance principle can be understood by noting the effect that a change in velocity has on the location of a reflector, as in Fig. 8(a) , for example. We create multiple reconstructed images by using different subsets of the data and the same guessed velocity. Since these multiple images are all of the same region of the target, they should all appear identical. This will be true only if the guessed velocity is the correct one. In essence, we create different views of the same target and note the variations from view to view, arising from incorrect velocity estimates. We define an image I generated from Kirchhoff summation as (8) where the hyperbolic intersection occurs across many waveforms f for a given receiver location R at the time index t. The intersection is determined by the location of the transmitter T, the location of the receiver R, and the subsurface point of interest (x, z). Given that many images are formed from different subsets of the data using the same guessed velocity, we have multiple images I M (x, z). The semblance metric is defined as
where all images are pointwise summed, then squared, in the numerator and pointwise squared, then summed, in the denominator. The division by M simply normalizes the metric, so 0 р S р 1. For the simulated data acquired from Fig. 5 , we generated Kirchhoff migration images by using common offset data on a 50-m-square pixel grid. Common offset data reduce the amount of artifacts at the left and right edges of the reconstruction, since it spans a wider range compared with that from common shot data. The reconstructed region from z ϭ 95 to 110 mm encompasses the second interface in all velocity estimates in Fig. 8(a) . From the 20 images created by using data from ten transmitter/receiver locations for each velocity, we generated a semblance image. The plots in Fig. 8(b) show the maximum semblance value in each column of the semblance images.
The semblance results shown in Fig. 8(b) provide a quantitative metric for selecting the appropriate guessed velocity for the region between the two interfaces. Ideally, the semblance would provide a similar response across the flat secondary interface; however, artifacts, evident in Fig. 8(a) , create a reduced semblance on both the left and right sides of the reconstruction, and likewise in the semblance results. These results, however, do indicate that an incorrectly guessed velocity positions the reconstructed interface at different locations depending on the receiver offset from the transmitter. Semblance records the lack of coherency as a lower normalized output-to-input energy ratio. The guessed velocity of 2.0 ϫ 10 8 m/s has the maximum semblance, while the actual velocity in this simulated target is 1.97 ϫ 10 8 m/s. Next, we want to extend these results to more complex targets.
The previous simulated example was simple and could have been handled by several less computationally expensive methods. Specifically, Dix provides a means to solve for an arbitrary number of velocity intervals. 35 If this Fig. 7 shows a dramatic change in the placement of the layer. We note a generally decreasing spread of the reconstructed interface as the guessed velocity decreases; however, there is no simple way to distinguish among these guesses. The background has been amplified to display the artifacts. (b) We apply the semblance coherency metric to each column of the migration indicated in analysis method is used, any errors on earlier or later interfaces do not affect subsequent velocity calculation. This seems to be an ideal approach; however, application of this method to highly complex targets quickly becomes untenable, as the analyst must apply simple geometric shapes to represent complex reflectors. Although continuous downward modifications will be needed to update the velocity field with respect to angled reflectors, multiple layers, synclines (concave-up features), and anticlines (concave-down features or humps), we continue to use Kirchhoff migration and semblance. Kirchhoff migration (diffraction sums) performs well even with shifts in lateral velocity v(x) (Ref. 19) , and semblance is a more robust coherency measure. 34 To illustrate these points, we study a composite dielectric target with substantially smaller refractive-index discontinuities than those in the simulated example described above, using the THz spectrometer.
The experimental target is designed to mimic layered strata common in the geophysics community. The only a priori information used in the analysis is the refractive index of the initial layer, which is air, and the transmitter and receiver positions. This approach follows the work of Neidell and Taner. 34 Figure 9(a) shows a schematic of the composite target. Only general dimensions are displayed, since several irregularities from machining exist. The target is composed of a top layer of Teflon. Two additional plates, one of HDPE and the second of Teflon, are compressed onto the top plate. The difference in velocities between Teflon and HDPE is only ϳ6%, compared with the 30% difference between Teflon and air. 29 Furthermore, the thickness of the bottom Teflon plate is machined to 1.65 mm, while that of the HDPE plate is 1.55 mm. With these thicknesses, the bottom two plates induce the same optical delays at normal incidence. The goals of this experiment are to correctly locate the four interfaces and also to identify the composition of each layer by accurately determining its refractive index using the semblance analysis.
To analyze this composite target, we translated one transmitter and 19 receivers over the target. The initial receiver offset was approximately 34 mm, and the receiver spacing was 1 mm. The group of transmitters and receivers acquired data at 25 positions with a 1-mm spacing for a total of 475 acquired THz waveforms. Figure  9 (b) shows one of the common offset gathers with the corrected temporal offset. The first flat region of the target was used to calculate the absolute temporal offset with the method described above for Eq. (5). The interfaces are a bit hard to discern because of the small amplitude of the reflections from the nearly impedance-matched interfaces. Figure 9 (c) shows the Kirchhoff migration, assuming a constant velocity throughout the imaged region. As above, the pixel size is 50 m. From this migration, the four interfaces are clearly displayed. The noise is dramatically reduced compared with that in Fig. 9(b) . The four marks superimposed on the figure show the actual locations of the interfaces. The first interface is correctly located because the index of the intervening medium (air) is known; however, the remaining interfaces are not correctly located because of the nonuniform velocity field. As in Fig. 8 , we require velocity analysis to properly locate these buried interfaces.
We apply the semblance analysis not to the entire image but instead to a small region within the image. To determine the velocity below the first interface, we use a small analysis window that encompasses the interface of interest. In this example, the window size is chosen to be 3 mm high and approximately 1.5 mm wide. Each interface is analyzed in turn, starting with the layer closest to the top (known) interface. We guess a constant velocity below the previous interface and compute the semblance at each pixel within this window. The semblance, averaged over all pixels in the window, is shown in Fig. 10(a) as a function of the guessed velocity. The maximum average semblance determines the correct velocity in the first dielectric layer. This process is then repeated at the third interface (bottom of the second dielectric layer) by using the (now known) velocity of the first layer to determine the velocity of the second layer. The process is iterated once more to determine the velocity in the third layer. The average semblance values for each layer are shown in Fig. 10 .
Unlike the simulated results in Fig. 8(b) , noise and multiple reflections at the interfaces create a challenge for the semblance metric. Nevertheless, the velocities in each of the unknown regions are determined with surprising accuracy. The refractive indices of the upper and lower layers (both Teflon) are found to be 1.46, while the index of the middle layer (HDPE) is 1.54. These values compare favorably with the literature values of 1.43 and 1.52 for these two materials. 29 From the widths of the semblance peaks in Figs. 10(a) and 10(b), we estimate an uncertainty in the determined velocities of roughly Ϯ0.5 ϫ 10 7 m/s, corresponding to an uncertainty in refractive index of approximately Ϯ0.04 for these materials. It is clear from the arrows in Figs. 10(a)-10(c) that this margin is sufficient to distinguish between the two very similar materials used in this composite target. Using the determined values for the velocities in each region, we can compute a revised image by Kirchhoff migration. This image is displayed in Fig. 10(d) . We note that, unlike the uncorrected image in Fig. 9 , the layer spacing in Fig. 10(d) is quite accurate. The positions of each of the buried interfaces (i.e., the thicknesses of the layers) are determined to within ϳ10%. The accuracy is limited by the coherence length of the THz pulse, as described above.
CONCLUSIONS
We have described a new image acquisition procedure using a fiber-coupled THz time-domain spectroscopy system.
Multistatic THz time-domain spectroscopy data acquisition allows more complex targets to be analyzed than those permitted by traditional approaches. This arrangement emulates the techniques of seismic imaging and borrows data processing methods from this mature field. The resulting images provide detailed information about the targets with the use of a simple and easily implemented algorithmic approach. The image reconstruction techniques provide quantitative information about both the thickness and the refractive index of the components of a composite target. It can be used to analyze buried interfaces through an iterative approach in which the velocity in any particular layer is determined by using the velocity of the preceding layer(s). Because of the large data redundancy, as well as the fact that migration relies primarily on pulse travel times rather than amplitude information, this imaging method is more robust against noise than many other multistatic imaging techniques.
To demonstrate these procedures, we simulated seismic data collection configurations on an optical bench by using THz time-domain spectroscopy, and we used migration signal processing techniques for image formation. These basic techniques are well-known in the geophysics community and have many analogies to imaging methods developed for electromagnetic waves. The development of new imaging algorithms for geophysical prospecting is an active area of research. Although we do not attempt to expand the current geophysical imaging techniques, it is clear that the use of real-world data creates situations not generally modeled in computer simulations. These results demonstrate the viability of the THz system as a test bed for the exploration of new seismic processing methods involving more complex model systems. These first steps open the door for the THz system to probe more challenging media and morphologies and for the investigation of new or improved reconstruction algorithms. Examples of challenges for which the THz system could be useful include strongly scattering media or stratified samples containing dispersive layers. Both of these situations are encountered in geophysical prospecting, and both pose significant difficulties in image reconstruction. Fig. 9(c) , match the locations of the reconstructed interfaces.
